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New Year, 
New Journals!

IGI Global, provider of superior journals in computer science and information technology management, is expanding 

its journal program with three new titles available now, 30 more coming by the end of this year, and a total of 100 

by the end of 2009. This rapidly growing collection will provide researchers with unprecedented depth and breadth 

in coverage of cutting-edge technology topics.

Formerly Idea Group Inc.

®

International Journal of 

Information Systems

and Supply Chain

Management

John Wang, Montclair State 
University, USA

ISSN: 1935-5726, EISSN: 1935-5734
Individual (Print): US $125.00
Institution (Print and Free Online): US 
$495.00
Institution (Online Only): US $445.00

Examines current, state-of-the-art 
research in the areas of SCM, and 
the interactions, linkages, applica-
tions, and support of SCM using 
information systems.

International Journal of 

Information Technologies 

and Systems Approach

David Paradice, Florida State 
University, USA, and Manuel 
Mora, Universidad Autónoma de 
Aguascalientes, México

ISSN: 1935-570X, EISSN: 1935-5718
Individual (Print): US $125.00
Institution (Print and Free Online): 
US $495.00
Institution (Online Only): US $445.00

Emphasizes the systemic world-
view of managerial, organizational 
and engineering interaction facets 
provided by modern complex 
information systems and informa-
tion technologies.

Journal of Information 

Technology Research

Mehdi Khosrow-Pour, 
Information Resources 
Management Association, USA

ISSN: 1938-7857, EISSN: 1938-7865
Individual (Print): US $115.00
Institution (Print and Free Online): 
US $395.00
Institution (Online Only): US $345.00

Presents comprehensive interdis-
ciplinary and refereed research 
on the most emerging and break-
through areas of information sci-
ence and technology.

http://www.infosci-journals.com
mailto:cust@igi-global.com
http://www.igi-global.com
mailto:cust@igi-global.com
http://www.igi-global.com
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C o o p e r a t i ve  W o r k

Get your CSCW Submissions Ready!

CSCW is the premiere conference on the technical and social aspects of communication, coordination, 

competition and collaboration. The conference’s topics continue to expand as we increasingly use 

technologies to live, work and play with others. For complete details about CSCW’s multiple participation 

venues, please review the Call for Participation on our website www.cscw2008.org. 
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Venues of Participation
The conference offers many opportunities, some old and 
some new, for you to participate and collaborate.

Venues of Participation Submission Deadline

Papers & Notes 18 April 2008

Workshops 2 May 2008

Panels 2 May 2008

Student Volunteers 31 May 2008

Doctoral Colloquium 18 July 2008

Interactive Posters 18 July 2008

Demonstrations 18 July 2008

Videos 18 July 2008

Information
Questions and requests for information 

should be sent to publicity@cscw2008.org

Also, see our website www.cscw2008.org

http://www.cscw2008.org
mailto:publicity@cscw2008.org
http://www.cscw2008.org
http://www.cscw2008.org
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The increasing needs of present and future computation-intensive applications have 

stimulated research in new and innovative approaches to the design and implementation of 

high-performance computing systems. These boundaries between state of the art and 

revolutionary innovation constitute the computing frontiers that must be pushed forward 

to provide the computational support required for the advancement of all science domains 

and applications. This conference focuses on a wide spectrum of advanced technologies 

and radically new solutions; it is designed to foster communication among many scientific 

and technological disciplines. 

Authors are invited to submit papers on all areas of innovative computing systems that 

extend the current frontiers of computer science and engineering and that will provide 

advanced systems for current and future applications.  

Papers are sought on theory, methodologies, technologies, and implementations concerned 

with innovations in computing paradigms, computational models, architectural paradigms, 

computer architectures, development environments, compilers, and operating 

environments. Papers are solicited in, but not limited to, the following areas:  

Non-conventional computing  

Next-generation high performance computing, esp. novel high-performance systems 

(including Cell, GPGPU and custom accelerators) 

Applications, programming models and performance analysis of parallel architectures and 

novel high-performance systems 

Virtualization and virtual machines 

Grid computing  

Compilers and operating systems  

Workload characterization of emerging applications 

Service oriented architecture (SOA) and system impact 

Supercomputing

SOC architectures, embedded systems and special-purpose architectures 

Temperature, energy, and variability-aware designs; fault tolerance and reliability 

System management and security 

Quantum and nanoscale computing  

Computational biology  

Reconfigurable computing and architecture prototyping 

Autonomic and organic computing  

Computation intelligence frontiers: theory and industrial applications 

All papers will be published in the conference proceedings and will be made available in 

the ACM Digital Library.  In addition, selected papers will be invited to appear in a 

special issue of the HiPEAC journal. 

Submitted manuscripts should not exceed 20 double-spaced, single-column pages, 

including figures, tables, and references.  Submission implies that at least one author will 

register for the conference and present the paper, if accepted. Submissions must be made 

electronically as Adobe PDF files through the conference web-site, and must not be 

simultaneously submitted to any other publication outlet. 

Important Dates 

Paper submission deadline:

December 7, 2007  
Author notification:

January 18, 2008 
Final papers due: 

February 22, 2008 
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Editor

Alternate reality gaming (ARG) is a relatively
new genre of collaborative entertainment that com-
bines online information and puzzles with real-world
events. Known for their elaborate scavenger hunts,
ARGs attract players into interactive plots that often
blur the distinction between cyberspace and public
space; online cues lead players to real-world clues
with the goal of finding the ending to the story—an

ending they ultimately create themselves.
One recent example of ARGs that generated media interest was the

cross-media game “I Love Bees,” or ILB. Its intricate and evolving sto-
ryline prompted a diverse group of players to follow cyber clues that
led to ringing pay phones (and clues) across the U.S. and the U.K.

The ILB model posed some unique design challenges for the cre-
ative team. For this month’s cover story, Jeffrey Kim, Jonathan P. Allen,
and Elan Lee retell the plotline for ILB as it unfolded, detailing the
design decisions and the ways  players ultimately constructed and
directed the game. While ILB succeeded in adding new layers and
dimensions to the ARG experience and supporting technologies, the
authors contend that in the end, it’s all about the story. 

Also this month, Mandviwalla et al. examine municipal 
wireless networks and how they represent a new option for broad-
band access to the Internet that promises anytime, anywhere connec-
tivity. Alfred Loo says the strength of a computer system’s security is
always measured by its weakest component, and in most systems that
component is the end user. Further, wireless security will never be
realized without a coordinated effort among corporations, manufac-
turers, employers, and end users.

Shih et al. explore global IT diffusion by analyzing data from 44
countries over a 15-year period and found markedly different results
for developing and developed countries. McKinney et al. investigate
the professional IT experience for men and women and find significant
similarities that shine new light on reasons why women are still under-
represented in the field. Marks et al. study the ways managers influence
how knowledge is shared within an organization. Keane, O’Brien, and
Smyth track the role of user bias in deciding which links to follow in
rank-ordered results lists. And Taylor, Loiacono, and Watson discuss
alternative formats for Web banner ads.

In this month’s “Viewpoint,” Andy Oram calls for technologists to
support the Peer to Patent project, an initiative created to address the
proliferation of computer-related patents that sometimes hinder inno-
vation rather than promote it. Peer to Patent channels input directly
from the public to the examiners at the U.S. Patent and Trademark
Office who ultimately decide what patents to grant.
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PUBCAST OR PERISH?
SciVee.com, funded by the National Science Founda-
tion, is the latest in a growing number of video-sharing
startups designed to let scientists broadcast themselves
working in the lab or delivering lectures. The media
outlet encourages scholars with new research papers to
make short videos, or pubcasts, highlighting their key
points. The Associated Press reports fans of the niche
sites say they help the public—and students—under-
stand the scientific process, while allowing researchers
to duplicate one another’s results and discourage fraud.
Journal editors are quick to caution the leap to video
will not displace the practice of reporting scientific
results in peer-reviewed journals or
at scientific conferences anytime
soon. Most journals with online
editions are taking a wait-and-see
approach about YouTube-type
videos, though many routinely add
podcasts and other media to
accompany papers. Says Stewart
Wills, online editor of Science:
“This is an area we’re extremely
interested in, but we’re still in the
embryonic stage.” 

TOP 10 IT DISASTERS

ZDNet.co.uk recently posted the
Top 10 IT-related disasters and fail-
ures of all time. While the list is subjective, and pur-
posely omits incidents that resulted in loss of life, “it
does illustrate where faulty hardware and software have
cost organizations dearly, both financially and in terms
of reputation.” With number one being the worst, the
list notes:

1. Faulty Soviet early warning system nearly causes
WWIII (1983)

2. AT&T network collapse (1990)
3. The explosion of the Ariane 5 (1996)
4. Airbus A380 suffers from incompatible software

issues (2006)
5. Mars Climate Observer metric problem (1998)

News Track

6. EDS and the Child Support Agency (2004)
7. The Y2K problem (1999/2000)
8. When laptops exploded (2006)
9. Seimens and the passport system (1999)

10. Los Angeles Airport flights grounded (2007)

DECODING THE EYE

A new chip densely packed with electrodes is the
first step toward creating artificial retinas that
approximate normal vision to the degree they enable
people to read. While retinal prostheses have been
used in human clinical trials, this new chip, devel-
oped by scientists at the University of California,

Santa Cruz, promises to add
focus and clarity to what is now
blurs of motion. Technology
Review reports the new chip
can stimulate and record from
individual cells in retinal sam-
ples. The technology will pro-
vide insight into how the retina
codes information and how to
mimic that coding—lessons
crucial to developing the next
generation of retinal implants.
In the future, some version of
the technology might be used
to send visual information
down the optic nerve. The 512-

electrode array (the gold circle in the picture) was
modeled after the silicon microchip detectors used to
capture particles in high-energy physics. Now that
scientists have created a technology with such precise
control, they are using it to study the language of the
retina—one they hope implants will ultimately be
able to understand.

MONA LISA’S SMILE

The Mona Lisa, a perennial topic of lore, has been
subjected to many experiments in an effort to unlock
its mysteries. The latest comes from Paris where
engineer Pascal Cotte spent much of the last two
years working with cutting-edge digital scanningA
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News Track

tools to reveal the true colors of the renowned
painting. His results indicate Leonardo da Vinci’s
original (finished around 1505) included eyebrows
and eyelashes. Moreover, the painter not only repo-
sitioned the two fingers on her left hand but origi-
nally drew a more expressive smile. BBC News
reports that Cotte scanned the painting in the 
Louvre’s laboratory in 2004 using infrared and
ultraviolet sensors during the process. He has now
spent more than 3,000 hours analyzing data from
those scans and his resulting 240-megapixel scan
reveals traces of facial hair obliterated by
restoration, as well as that Mona was holding
a blanket that has all but faded from view.
“With just one photo you go deeper into the
construction of the painting and understand
that Leonardo was a genius,” says Cotte.

HOW SCIENTISTS VIEW NANO

The unknown human health and environ-
mental impact of nanotechnology is a bigger
worry to scientists than to the general pub-
lic, according to a report published in
Nature Nanotechnology. Based on a survey of U.S.
households and leading nanotechnology scientists
and engineers, it appears that those with the most
insight into the technology, despite its enormous
potential, are also the most wary of the health and
environmental problems it might pose. These find-
ings are in stark contrast to controversies sparked
by the advent of past technologies such as nuclear
power and genetically modified foods, which scien-
tists perceived as having lower risks than the public.
In fact, the public is more concerned with the loss
of privacy from new tiny surveillance devices and
the potential loss of U.S. jobs. 

OUT OF THE BOX

Intel is looking to
join a growing
number of high-
tech firms forsak-
ing cubicle
culture for new
workplaces
designed to save
space and money

while encouraging collaboration among co-workers.
The San Jose Mercury News reports Intel has been
testing three experimental work sites—in Arizona,
California, and Oregon—where open areas, comfy
armchairs, and extra conference rooms have
replaced the cube-ism the chip giant helped popu-
larize. Employees are logging onto a corporate net-
work each morning using wireless connections;
their phone numbers follow them wherever they
go. Workers use whiteboards outfitted with elec-
tronics so drawings and business plans can be

transferred
to laptops
and emailed
to colleagues.
Open seat-
ing and lap-
tops reign;
desks and
filing cabi-
nets are old
school.
Results of

this three-month trial will determine if Intel rolls
out the new design to the rest of the company.
Cisco Systems’s San Jose site (pictured here) con-
cluded its first cube-free year. Employees contend
working without assigned seating takes getting used
to, but the “team” approach to projects has cer-
tainly improved. Sun Microsystems, Google, Intuit,
and Network Appliance have also adopted forms of
the wall-less work environment, noting significant
improvement in collaborative efforts.  c
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I strongly disagree with the impli-
cation in Steven M. Bellovin et
al.’s “Inside Risks” column “Inter-
nal Surveillance, External Risks”
(Dec. 2007) that because the U.S.
is a transit point for so much
transcontinental international
Internet traffic, U.S. government
agencies should be able to inter-
cept international communica-
tions transiting the U.S. Internet
infrastructure. They said that if
the source or destination of the
traffic is in the U.S., then the
agencies should discard the data
before any “further processing is
done.” This seems to mean that
international traffic is fair game.
Perhaps a better solution would be
if when the source and destination
of the traffic are both in the U.S.
or both are outside the U.S., then
the agencies should discard the
traffic before any “further process-
ing is done.”

The government has no right
to monitor international traffic
that legally passes through the
U.S. The transit points are by
nature as international as the
United Nations or the World
Bank, and their sovereignty must
be respected.

The U.S. should thus set a
standard for integrity by not

touching data with an interna-
tional origin and destination that
legally passes through U.S. transit
points, unless it has a legal right to
do so.

Vir V. Phoha
Ruston, LA

Authors’ Response:
While we may agree with Phoha’s
sentiment, it is settled law in the
U.S. that the Constitution does
not grant legal rights to nonciti-
zens outside the U.S. Publishing
in Communications, an interna-
tional, technical publication, we
wrote as technologists addressing a
technical problem. The issue
Phoha raises should certainly be
addressed by the U.S. Congress,
perhaps even by the legal system
as well.

Steven M. Bellovin
Matt Blaze

Whitfield Diffie
Susan Landau

Jennifer Rexford
Peter G. Neumann

ACCOUNT FOR UNKNOWNS,
AS WELL AS KNOWNS

I would like to compliment Com-
munications on the quality of two
columns: “The Profession of IT”
“The Choice Uncertainty Princi-

ple” by Peter J. Denning and the
“Viewpoint” “Stop the Numbers
Game” by David Lorge Parnas
(both Nov. 2007).

The former reminds me of
some of the fundamental issues
and factors that sometimes stay
hidden from most of us and thus
are rarely if ever taken into consid-
eration. I’m reminded of some-
thing along these lines that
happened to me some years ago.
An analog-to-digital convertor
appeared to be malfunctioning,
producing wrong numbers. When
we looked it over, it appeared at
every stage of the conversion
process to be working perfectly,
and in fact it was. The problem
was very high (for the time) fre-
quency noise on the conversion-
completed-ready-to-read line,
leading to the register with the
number being read prematurely
before stabilizing on the correct
value.

The cause of the problem was
detected only by accident because
the time base had been set incor-
rectly on the oscilloscope. We
never thought a premature read-
out could be the cause of the
apparent malfunction.

Parnas’s “Viewpoint” interests
me because my work has long

Stop Monitoring Legal
Internet Traffic
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involved science and technology
statistics. Some of the most heavily
used (and unfortunately frequently
abused) indicators are publications
and patent counts and citations.
They are easy to measure but only
poor proxies for what one actually
wants to know. The holy grail is
an accurate measure of scientific
and technological output. Publica-
tion counts, citation counts, and
patent statistics are most certainly
not the holy grail.

In his splendid “Viewpoint,”
Parnas pointed out many of the
reasons we should not simply be
counting publications and/or cita-
tions in computer science (or in
any other subject). He delivered
one of the best critiques I’ve ever
read of bibliometrics and the likely
effects of its misuse. It would be so
good if this message would get
across to all those inclined to use
(and abuse) such data.

Ian Perry
Brussels, Belgium

DILIGENCE-BASED SECURITY

PREFERRED

The article “Necessary Measures”
about security risk assessment by
Wade H. Baker et al. (Oct. 2007)
took an excellent scenario-based
approach to risk assessment rather
than trying to assess a single lim-
ited type of attack to justify a par-
ticular countermeasure. However,
the authors fell into the trap of
describing security risk assessment
through an incomplete example
that ultimately was not really risk
assessment. However, I do support
their conclusion that valid security
risk assessment is difficult and may
not succeed due to a lack of valid
data and excessive complexity.

The example was supposed to

involve a risk assessment for an
organization afflicted by known
frequency and impact of malcode
(malware) attacks through email,
using a 2004 survey of the loss
experience of 40 organizations.
But the results (total cost $32.7
billion without countermeasures,
$44,000 with countermeasures)
are estimates of actual costs, not
risks, as labeled in the article.

The considerable cost of risk
assessment and the initial costs of
countermeasures, along with vari-
ous losses, seemed to have been
omitted in the example calcula-
tions. Lost sales, reputation dam-
age, and regulatory and legal fees
were omitted for “pedagogical rea-
sons.” Any of these losses, along
with lost talent, project delays, and
other business adversity, could
exceed all other losses in a single
incident.

Security risk deals with adver-
sity that might or might not hap-
pen but was not the case in the
example. The countermeasures
against ongoing adversity can be
tested on a trial basis (without risk
assessment) and their effects mea-
sured to reach conclusions, justify
further action, and calculate trade-
offs. Meanwhile, the authors
included another factor—counter-
measure effectiveness—adding yet
another dimension of uncertainty
and complexity. They could have
tried to measure residual risk
against countermeasure effective-
ness. Unfortunately, they identi-
fied only the effectiveness of
deterrence, protection, detection,
and recovery. Other important
factors (such as avoidance, mitiga-
tion, audit, transference, insur-
ance, motivation, and correction)
should also be considered to

achieve the full value of the coun-
termeasures.

Also not accounted for was the
possibility that the identified
countermeasures might be effec-
tive for many other types of
attacks, thus potentially adding
significant value to them. More-
over, reducing the risk of one type
of attack could increase or reduce
the risk of other types of attacks,
depending on the strategies and
tactics of unknown perpetrators
that increase or decrease the orga-
nization’s overall security risk.

Another problem is the
unknown complexity of the ways
risks, frequencies, vulnerabilities,
countermeasures, victims, and per-
petrators affect one another; for
example, a malcode attack could
result in an extortion attempt.

The main reason security risk is
so difficult to measure is that no
one can know how unknown per-
petrators at unknown times in
unknown circumstances might
affect vulnerabilities, whether
known or unknown. Though
good security inhibits the sharing
of confidential and potentially
damaging loss and security experi-
ence information with outsiders, it
also severely limits the collection
of data.

Intangible risk-based security
ought to be replaced with dili-
gence-based security through
known countermeasures, stan-
dards, laws, regulations, and com-
petitive business practices.

Donn B. Parker
Los Altos, CA

A GOOD SERIAL PROGRAMMER

In “Parallel Computing on Any
Desktop” (Sept. 2007), Ami
Marowka explored the principles

Forum
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involved in Gant charts, CPM,
and PERT. It’s good to see these
things being discussed, but I won-
der about all this concern over
how to implement multithreads in
a multiprocessor environment. It’s
been done since the 1970s.

This is not to suggest that all
parallel computing issues have
been resolved. Where once multi-
threading was almost exclusively
invoked by system software and
primarily concerned efficient use
of system resources, we are now
moving that capability into appli-
cations to speed task throughput
by having multiple parts of the
task run simultaneously.

As Marowka framed it, a cen-
tral issue is when and how to mul-
tithread and determine the
throughput improvements that
might be achieved. Invocation and
completion of a thread yields pro-
cessing overhead, so a poorly
defined thread might be at best an
exercise in futility or at worst hurt
throughput. This introduces the
case of the application that simply
does not lend itself to multithread-
ing.

I pretty much agree with
Marowka, except that the “com-
plexity” issue seemed to be over-
stated. My take is that a good
serial programmer with, say, five
years of experience already has the
skills needed to take on multi-
threading.

Don Purdy
Rutherford, NJ

Please address all Forum correspondence to the
Editor, Communications of the ACM, 2 Penn
Plaza, Suite 701, New York, NY 10121-0701;
email: crawfordd@acm.org.

DOI: 10.1145/1314215.1314217

March 2008

Cover Story: Urban Sensing: Out of the Woods
In the world of personal communication, pervasive computing has
entered every backpack, purse, and coat pocket in the form of a
mobile phone. This contextual swing is characterized as
“urban sensing,” and it promises a fundamental shift from science
and engineering into the realms of politics, aesthetics, interpretation,
and motivation. A move, industry observers contend, that warrants
careful scrutiny.

April 2008

Cover Story: The Psychology of Security
The most elegant and intuitively designed interface does not improve
security if users ignore warnings, choose poor settings, or
unintentionally subvert corporate policies. The fundamental
user problem in security systems involves how people think of
risk and how those thoughts guide their behavior. Risk and uncer-
tainty are extremely difficult concepts for people to evaluate.
For designers of security systems, it is important to examine how
users evaluate security risks and understand why good users
make bad decisions.

May 2008

Special Section: Organic User Interfaces
There’s a quiet revolution in display manufacturing technology
taking place. New technologies have led to displays that are so thin
and flexible they resemble paper. Indeed, we are on the brink of
a new paradigm in computer user interface design: one in which
computers can have any organic form or shape. One where any
object, no matter how complex, dynamic, or flexible its structure,
may display information.

Coming next in
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SIGCAS
EXECUTIVE COMMITTEE

Florence Appel
Diana Burley
Lani Fraizer
Benjamin Gerber
Joseph D. Oldham
Mark Perry
David G. Robinson
Steve Sawyer
Bruce F. Webster

SIGGRAPH
Chair
Anthony (Tony) Baylis
G. Scott Owen

Vice-Chair
Paul Debevec
James Foley

Director at Large
Marie-Paule Cani
James F. O’Brien

SIGSIM
Chair
Osman Balci
George F. Riley

Vice-Chair
David W. Bauer
John A. “Drew” Hamilton, Jr.

Secretary/Treasurer
Margaret Loper
Levent Yilmaz

SIGUCCS
Chair
Teresa Lockard
Bob Haring- Smith

Board of Directors
Nancy J. Bauer
Timothy Foley
Jim Bostick
Diane Jung
Pat Kohrman
Patti Mitch
Alex Nagorski
Gail Farally-Semerad
Steven Timmins
Kelly Wainwright

SIGs Announce Candidates 
for Election

In accordance with ACM Bylaw 6, the following SIGs will hold elections in 2008:  SIGCAS;

SIGGRAPH; SIGSIM, and SIGUCCS. 

ACM Policy and Procedures require that those SIGs holding elections notify their membership

of candidates for elected offices.  Here is a list of SIGs that have submitted their slate of candi-

dates.  Additional information will appear in the March issue of Communications.

In accordance with the SIG Bylaws, additional candidates may be placed on the ballot by petition.  
All candidates must be Professional members of ACM, as well as members of the SIG.  Anyone interested in
petitioning must inform ACM Headquarters (Pat Ryan, ACM, 2 Penn Plaza, Suite 701, NY, NY 10121)
and the SIG Secretary of their intent to petition by March 15th.
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M
any companies in the
U.S., Europe, and Japan
are now building or con-

tracting for new software products,
components, and custom-designed
systems that will be created in
globally distributed teams, such as
in India or China, and increasingly
in Russia, Eastern Europe, South-
east Asia, and Latin America.
While taking advantage of lower
costs and broader talent pools
around the world, the problem
with this trend is that the world
is not exactly “flat,” as Thomas
Friedman of the New York
Times has asserted. Many com-
panies send programming,
engineering, and technical back-
office work overseas and get excel-
lent results. But software
development can be tricky in
many circumstances, which is why
globally distributed teams require
special skills in system design and
project management.1

One of the biggest challenges is
to apply an iterative (or more pop-
ularly called “agile”) style of devel-
opment when teams are large and
not co-located. This is important
because a lot of the research over
the past decade on software engi-
neering and product development
in general has concluded that itera-

tive approaches have lots of bene-
fits, in contrast to traditional
waterfall or sequential methods of
developing new products. Iterative
techniques make it possible for
projects to respond more easily
and, while they are in progress, to
changing demands from customers
or unforeseen challenges from
competitors.2 Iterative software
engineering practices range from

the daily builds and milestone
approaches of firms like Microsoft
to the more nontraditional prac-
tices of extreme programming (see
my October 2007 column). We
also know that, as long as projects
do things like show early proto-
types to customers, run regression
and integration tests on each of

their builds, and do frequent
design reviews, they can accommo-
date a lot of change while still
keeping quality and budgets under
control [1].

But these and other iterative
techniques become more difficult
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Technology Strategy and Management Michael A. Cusumano

Managing Software Development in
Globally Distributed Teams
Surveying the basic elements needed for globally distributed teams to 
function smoothly and efficiently. 

COMMUNICATIONS OF THE ACM February  2008/Vol. 51, No. 2 15

1For an excellent treatment of this subject, see E.
Carmel, Global Software Teams: Collaborating Across
Borders and Time Zones. Prentice-Hall, Englewood, NJ,
1998. Full disclosure: I also have had exposure to these
processes as a director of a public Indian software com-
pany, Patni—NYSE symbol PTI—for the past several
years.

2See, for example, B. Boehm, “A View of 20th and 21st
Century Software Engineering.” In Proceedings of the
28th International Conference on Software Engineering
(Shanghai, China, 2006).
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to use consistently when teams are
geographically distributed in dif-
ferent countries and cultures
around the world. On the techni-
cal side, we often see unclear or
too rapidly changing require-
ments, delays, and mistakes in
shifting from design to implemen-
tation, unforeseen technical inter-
dependencies that thwart
integration of components, and
bug-ridden code caused by these
and other problems. On the orga-
nizational side, there are varying
communications, as well as devel-
opment, styles in different coun-
tries, as well as differing degrees of
facility with the English language.
In response, many companies
resort to sequential waterfall-like
planning and project management
when they distribute software or
other engineering work globally
under the assumption this is a
simpler way to deal with commu-
nication and coordination prob-
lems. This may be true sometimes,
such as in embedded software
development projects where speci-
fications need to be tightly fixed.
But if companies want to maxi-
mize their ability to respond to
customer needs and changing
market conditions, they still need
to figure out how to incorporate
iterative development techniques. 

Managing global teams is com-
mon today but is not a new prob-
lem. IBM, for example, developed
OS/360 in the 1960s and succes-
sor operating systems in multiple
sites around the U.S. and Europe.
Today, though, it seems that
Indian software firms, led by
Infosys, Tata, Wipro, Satym, and a

few others, have taken the lead in
refining a “global delivery model.”3

The best practices I am familiar
with begin with an iterative
process, adopt waterfall-like prac-
tices in the middle implementa-
tion phase, and then move back to
iterative to complete the project.
They work roughly as follows:
The software provider (such as an
Indian IT services vendor or per-
haps Accenture or IBM Global
Services) sets up a project office at
or near the customer site. Experi-
enced requirements engineers and
project leads work closely with the
customer to generate a scoping
document, preliminary require-
ments, and even prototypes of 
part of the product or system
functionality. 

T
he next step is to produce
more detailed requirements
for critical parts of the sys-

tem, as well as a preliminary devel-
opment plan and budget. Later,
the team based in India (or China
or Russia) will do detailed design,
coding, unit testing, integration,
and system testing—not usually in
one phase but in a series of mile-
stones or subprojects representing
major parts of the system or com-
ponents being built. Eventually,
the team will bring the completed
system back to the customer for
final acceptance testing and start
iterating again to get the final
details right. They should know

where they are in the project if the
development team has been work-
ing with the customer closely all
along.

But before a software company
can make these handoffs and
handbacks work relatively
smoothly, the globally distributed
team must have several basic ele-
ments in place. 

First, and perhaps the most dif-
ficult, is to create an iterative con-
tract with the customer—if
possible. Customers often want a
fixed price and schedule, especially
when they are dealing with low-
cost suppliers competing for their
business. But, for the software
provider, too many things can still
go wrong in any large project, and
it is easy to lose money on fixed-
price contracts if the work spins
out of control or if the initial esti-
mating was poorly conducted.
One strategy is to persuade the
customer to agree to an initial
scoping and prototyping engage-
ment lasting from a few days to a
few weeks, depending on the size
or complexity of the task. After
that effort, the software provider
should be able to offer a more pre-
cise estimate of the cost and time
required for the project. Most con-
tracts will then require the cus-
tomer to pay for the work
incrementally as the software is
built. But exactly how much to
pay could be determined as the
work is planned in more detail
and as the customers learn more
about exactly what they want.

It is essential to do frequent
updates with the customer on the
state of the project—show the cus-

Technology Strategy and Management

3For a description of Infosys’s global delivery model,
see www.infosys.com/gdm/defaut/asp. For a compari-
son of Indian and other software projects, see M.
Cusumano et al., “Software Development Worldwide:
The State of the Practice.” IEEE Software 20, 6
(Nov./Dec. 2003), 28–34.
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tomer each week what the team is
doing, how far they have pro-
gressed versus the schedule mile-
stone, and what the evolving
product or system actually looks
like. It is critical to keep iterating
back and forth between the cus-
tomer and the developers offshore
rather than simply attempt a one-
time handoff. No one gets it right
the first time. But it is equally
important to put some time limits
on the changes and move forward
in discrete milestones or subproj ects
so the iterations are not endless. 

For these steps to work well, it
is essential to break up the system
into clearly defined subsystems,
components, or increments that
separate teams working in parallel
can design, build, and test as inde-
pendent modules, at least to some
degree. Each increment also
should take no more than a couple
of weeks to complete and then
integrate with other parts of the
system under development; other-
wise misunderstandings between
the requirements engineers and
the programmers and testers will
persist and grow. This kind of
decomposition or architectural
design is easier said than done. It
requires considerable thought and
planning up front in a project, as
well as a deep domain understand-
ing of the type of system or prod-
uct the customer wants developed.
But, with adequate modularity, a
distributed project team can have
several small groups work inde-
pendently; they can accommodate
frequent changes and later bring
their work together—more or less
successfully. 

I
n order to keep teams synchro-
nized, the project managers
must do what all good iterative

projects do, whether they are
located in one site or in a dozen—
employ short design, build, and
test cycles of a couple of days or
weeks at the most. Then the team
members need to review their
designs and code frequently, as
well as test their builds with other
components from other sites, as
often as possible. Some distributed
teams prefer to work with what
are really mini-waterfall cycles of,
say, a week or two and then do
their reviews, integration, stabiliza-
tion (bug fixing), and system test-
ing work intensively for each cycle.
Whatever the scheduling, the key
is to keep the teams synchronized
and the components as de-coupled
or as modular as possible to reduce
interdependencies and integration
“gridlock,” also known as “infinite
defect loops.”

Globally distributed projects
must involve participants with
strong organizational and process
skills. It is generally very useful to
have a strong project manager
leading the entire effort, to have a
commonly accepted development
process (such as an iterative ver-
sion of CMM), and to have occa-
sions for the team members to
meet each other and communicate
directly to solve major issues that
might occur.

It is useful to have tools that
support distributed development
and large teams. Today, there are
many in-house and commercial
tools available to facilitate daily
builds, continuous regression and

integration testing, and version
control, as well as configuration
management. Distributed teams
also rely on email and videoconfer-
encing to communicate. With
high-speed data connections, the
tools that work for a co-located
project also can work for a globally
distributed project. 

We have advanced far beyond
the days when IBM engineers
would travel the world carrying
reels of magnetic tape whenever
they wanted to do a system build
for pieces of software made in dif-
ferent locations. So, yes, with the
Internet, we can distribute work
globally in a way never before pos-
sible or economical. But our
thinking and management skills
still need to catch up with the
technology and global realities.
The world is flatter than it once
was, but when it comes to soft-
ware development, there are still
many potential bumps in the road.
Fortunately, we generally know
where the bumps are located.  
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T
echnologists rarely have an
opportunity to influence
social and legal policy

directly. Peer to Patent
(www.peertopatent.org) is one

such opportunity. It addresses
the proliferation of com-
puter-related patents that

sometimes hinder innovation rather than promote
it—while offering technologists a chance to guide
the system toward healthy equilibrium in a way
that makes exemplary use of their expertise. Peer to
Patent is a project that every Communications
reader should at least visit; many will find partici-
pation important and rewarding, spending as much
or as little time as they’d like. 

ACM’s mission calls on its members to lend their
expertise to help policymakers and institutions
determine the proper role of technology. The U.S.
patent system is a particularly apt context for exer-
cising this mandate, because inventors in the com-
puter field live under the constant fear of lawsuits
based on patents that should never have been
granted in the first place [1, 2]. 

One example of the alarming disruptions that
patents can wreak on the spread of computer tech-
nology was a 2006 legal clash in which patents
exerted by NTP, a patent-holding company, nearly
shut down the popular email service on BlackBerry
mobile devices. Most of these patents were eventually
overturned due to the existence of prior art (evidence
that the ideas being patented were in use earlier by

other inventors). Yet these rulings were too late for
BlackBerry developer Research in Motion, which
eventually paid more than $600 million to NTP to
resolve the lawsuit, a burden compounded by untold
legal fees and possible lost business due to public
concern over the product’s continuing viability. 

What if programmers and computer scientists
who knew how commonplace the NTP inventions
were could have submitted prior art to the patent
office, nipping the applications in the bud and
averting wasteful lawsuits? That’s exactly what Peer
to Patent promises for the patent applications avail-
able for review on its Web site. 

Launched last year in cooperation with the U.S.
Patent and Trademark Office, Peer to Patent sets up
a well-structured forum at peertopatent.org, with
training and group discussion, that channels input
from the public directly to the USPTO’s examiners
who decide what patents to grant. As a one-year
pilot, Peer to Patent began July 15, 2007 at
www.uspto.gov. Its counterparts in Britain and the
European Union are now gearing up for similar
experiments testing the public’s ability and willing-
ness to contribute to the patent-examination process
and thereby justify making it more open in the
future. Corporate sponsors include General Electric,
Hewlett-Packard, IBM, Microsoft, and Red Hat. 

Recognizing that computer professionals are not
professional patent examiners, the peertopatent.org
Web site is attractively designed for efficient partici-
pation. You log in, view the full text and figures of
patents, offer comments, and submit pointers toLI
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prior art that would help an examiner determine
whether an invention merits a patent. Discussion in
the site’s forums is constructive and focused. Rating
prior-art submissions allows the strongest and most
relevant ones to rise to the top. Moderators remind
participants of the site’s goals and culture. In addition
to finding and voting on prior art, these forums are
places where potential employers and employees can
meet one another; so too can potential collaborators
looking to staff research projects. 

It’s important to understand that a patent exam-
iner—an impartial government employee—still
makes the ultimate decision as to whether to award a
patent. The system is designed to resist gaming. If,
say, a company’s competitors want to jump on its
patents, they can still go right ahead. Prior art is
prior art no matter who finds it. 

Go to peertopatent.org and click the “View an
Application” link for a patent on any familiar-look-
ing technology. Reading patent applications can be
intimidating at first; fortunately, resources at peer-
topatent.org will get you started. I suggest simply
jumping in and reading a particular patent’s descrip-
tion. Keep a second tab or window open on the
browser so you can switch back and forth between
text and figures. Believe it or not, a patent is sup-
posed to teach you how to re-create its invention.
True, the lawyers who write the applications often
seem not to take this responsibility seriously. But
most descriptions are decipherable, and after you
understand the description, you can deal with the
claims that define the ideas to which the applicant
wants exclusive rights. 

Some patent applications will probably prompt
you to think “I’m no expert in this area, but I know
colleagues who are.” Contacting them is one of the
best contributions a participant can make to the sys-
tem. You can also encourage companies to submit
patents for review, earning the reward of expedited
handling in the patent office. 

Peer to Patent does not represent a total solution
to the world’s patent problems. Jason Schultz, a
staff attorney at the Electronic Frontier Founda-
tion, describes himself as “a big fan” but says, “I
don’t think the Peer to Patent project alone will fix

what’s wrong with the system.” Patent lawyers I
interviewed are supportive and cautiously opti-
mistic. The computer science researchers I inter-
viewed, while generally viewing the project as
valuable, aired some skepticism. For instance, Jon
Bentley of Avaya Labs, called the project “an excit-
ing proposal” but warned that people typically vol-
unteer for projects “unencumbered by cash flow,”
whereas “the essence of patents (well, one essence)
is exactly money.” 

The sheer volume of patent applications (which
has grown to several thousand computer-related
applications a year in the U.S. alone) could strain the
capacity of Peer to Patent volunteers if the system
expands from a pilot to become common practice.
In addition, some opponents of software patents
believe that the act of reviewing them also legitimizes
them. If software is indeed a poor fit for the kinds of
research and rewards propelled by the patent system,
patents can be a hindrance, even if they pass the
prior-art test. 

There are counterarguments to these objections,
but Peer to Patent should be appealing largely
because it’s an immediate intervention with measur-
able outcomes. Patent applications will not receive
the reviews they need until researchers see them as
part of their personal responsibility to society, in the
same way they spend time refereeing journal papers,
sitting on the boards of nonprofit organizations, and
performing university-related duties unrelated to
their own central research tasks. 

Get a feel for what this experience would be like
by giving Peer to Patent a test run. The promising
start-up you save from a lawsuit may be your own. 
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T
he World Intellectual Prop-
erty Organization Copyright
Treaty (WCT), concluded in

1996, recognizes “the need to
maintain a balance between the
rights of authors and the larger
public interest, particularly edu-
cation, research, and access to
information” in updating interna-
tional copyright norms to
respond to challenges arising
from advances in information
and communications technolo-
gies, including global digital net-
works.

The treaty calls upon nations
to “provide adequate legal protec-
tion and effective legal remedies
against the circumvention of
effective technological measures
that are used by authors in con-
nection with the exercise of their
rights,” although such rules
should not impede acts that are
“permitted by law” or otherwise
beyond the authority of copyright
owners. Unfortunately, the treaty
gives no guidance about how
nations might implement an anti-
circumvention norm that can
enable public interest uses of
copyrighted works. 

IMBALANCED NATIONAL

IMPLEMENTATIONS

While the WCT embodies a
negotiated balance between copy-
right owners and users of digital
works, the translation of this bal-
ance into the domes-
tic laws of the U.S.
and European
Union (EU) has
been incomplete.
When enacting
the Digital
Millennium
Copyright Act
(DMCA) of
1998 as the U.S.
implementation of
the WCT, Congress
achieved a rea-
sonable bal-
ance of
competing
interests in its
creation of safe har-
bors from copyright liability for
Internet service providers and
other intermediaries for the
infringing acts of others. 

Congress failed to achieve a
similar balance of interests, how-
ever, when establishing new rules

forbidding circumvention of tech-
nical protection measures (TPMs)
used by copyright owners to con-
trol access to their works and in
regulating the manufacture and
distribution of technologies pri-

marily designed or produced
to enable circumvention of

copyright-protective
TPMs. Much the same
can be said of the Euro-
pean implementation of
the WCT.

The resulting imbal-
ance in U.S. and
European anti-cir-
cumvention rules
harms legitimate

interests of
the public
in making
fair uses,
privileged

uses, and
other non-

infringing uses of copyrighted
works (collectively designated as
“public interest uses”). We believe
that practical judicial and admin-
istrative measures can and should
be devised to implement the bal-
anced spirit of the WCT withoutLI
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reopening the contentious debates
leading up to enactment of the
DMCA and the EU Directive. 

THE REVERSE NOTICE AND

TAKEDOWN CONCEPT

To this end, we propose a “reverse
notice and takedown” procedure
to achieve some of the balance in
anti-circumvention rules the
WCT endorsed, but which imple-
menting legislation has thus far
failed to deliver. Under this
regime, users would be able to
give copyright owners notice of
their desire to make public inter-
est uses of technically protected
copyrighted works, and rights
holders would have the responsi-
bility to take down the TPMs or
otherwise enable these lawful uses. 

We call this a reverse notice and
takedown procedure because, in
an inversion of the notice and
takedown procedure first devel-
oped through common law adju-
dication to determine ISP liability
for wrongful acts of users, it is the
user who will be giving notice and
the content owner who will have a
responsibility to take something
down. It would effectuate the
nascent, but not fully realized, leg-
islative intent to permit public
interest uses of technically pro-
tected digital content, while at the
same time protecting copyright
owners against circumvention of
TPMs likely to facilitate massive
infringements.

A reverse notice and takedown
mechanism is a principle capable
of numerous implementations. In
the U.S., this goal can be achieved
through judicial interpretation of

the anti-circumvention rules on a
case-by-case basis. It was, after all,
the judicial branch that introduced
the fair use doctrine into U.S. law
and also pioneered the notice and
takedown rules to govern ISP lia-
bility.

I
n the heated political climate in
which the DMCA was enacted,
the measured analysis devel-

oped in Religious Technology Cen-
ter v. Netcom was invaluable in
shaping ISP liability rules. Unfor-
tunately, no similarly careful judi-
cial assessment was available in the
late 1990s to guide Congress
about how to achieve an appropri-
ate balance in the anti-circumven-
tion rules. 

We believe courts in the U.S.
can and should be enlisted in
bringing about a balanced
approach for dual-use circumven-
tion technologies akin to that
developed for the dual-use tech-
nologies and services of ISPs.
Recent decisions, moreover, pro-
vide a basis for this case law evolu-
tion. EU member states could
implement the reverse notice and
takedown regime in their national
implementations of the EU 
Directive.

CIRCUMVENTION FOR FAIR USES?
The case law in the U.S. is mixed
on the question whether it is law-
ful to circumvent a TPM for fair
use purposes. The first judicial
opinion to consider this question,
Universal City Studios, Inc. v.
Reimerdes, concluded that Con-
gress had considered, and decided
against, allowing circumventions

for fair use or other privileged
purposes. It further opined that
anti-circumvention rules were
consistent with the First Amend-
ment guarantee of free speech,
even though the U.S. Supreme
Court has said fair use and other
limitations are important for the
compatibility of copyright and
freedom of expression. 

Of course, neither Reimerdes
nor his co-defendant Eric Corley
had attempted to bypass the Con-
tent Scramble System (CSS) to
make fair uses of DVD movies;
rather they had posted DeCCS,
software designed to bypass CSS,
on their Web sites as part of a
protest against the anti-circum-
vention rules. Judge Kaplan ruled
that posting and linking to
DeCSS violated the DMCA anti-
circumvention rules. Judge
Kaplan regarded the anti-circum-
vention laws to have “fundamen-
tally altered the landscape of
copyright” as to technology
provider liability.

Reimerdes set forth a framework
for analyzing anti-circumvention
claims that, if followed in subse-
quent cases, would exclude consid-
eration of virtually all public
interest concerns. Under Judge
Kaplan’s interpretation, anti-cir-
cumvention liability would arise: if
a copyright owner has adopted a
TPM to control access to its copy-
righted works (even if they are
persistent access controls such as
CSS); and if an unauthorized per-
son has developed a technology
that bypassed this TPM (relying, if
necessary, on an inference that if
the defendant’s technology
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bypasses the TPM, it must have
been primarily designed or pro-
duced to do so).

Under this decision, it is irrele-
vant whether copyright infringe-
ment has occurred—or is even
possible—from the availability of
a challenged technology. Nor does
it matter whether the tool might
enable consumers to tinker with a
copyrighted work they have pur-
chased. Harm to the copyright
owner’s interests was presumed. 

CIRCUMVENTING LOCK-OUT

MEASURES

It did not take long after the
Reimerdes decision for canny tech-
nology developers to realize that
the anti-circumvention rules, as
interpreted in that case, could be
used to attack competitors in the
market for uncopyrightable prod-
ucts and services. 

Lexmark, a manufacturer of
printers and toner cartridges,
claimed that the authentication
protocol (or digital handshake)
component of copyrighted com-
puter programs installed on chips
in its printers and toner cartridges
was an access control. Because Sta-
tic Controls made chips designed
and produced to bypass this access
control for other printer cartridge
manufacturers, Lexmark charged it
with violating the DMCA. The
trial court, relying heavily on
Reimerdes, issued a preliminary
injunction against Static Controls’
manufacture of these chips. 

The Sixth Circuit eventually
reversed, seemingly on the ground
the DMCA does not apply to dig-
ital fences limiting access to func-

tional aspects of the printers. The
court’s reasoning on the anti-cir-
cumvention claim is, unfortu-
nately, neither very coherent nor
persuasive. 

A concurring judge would
more forthrightly have invoked
the misuse doctrine, so as to
“make clear that in the future
companies like Lexmark cannot
use the DMCA in conjunction
with copyright law to create
monopolies of manufactured
goods for themselves just by
tweaking the facts of [a] case.”

Chamberlain, the maker of
electronic garage-door opening
(GDO) devices, made an analo-
gous attempt to use the anti-cir-
cumvention rules to foreclose
competition in the market for
GDOs. It sued Skylink for
DMCA violations because it
made a universal GDO that
bypassed the digitized “lock-out”
(access control) components of
programs Chamberlain had
installed in its GDOs and trans-
mitters. Chamberlain argued that
the “plain language” of the
DMCA and precedents such as
Reimerdes and the lower court
decision in Lexmark provided
compelling support for its claim
against Skylink. The Federal Cir-
cuit strongly disagreed. 

FINDING BALANCE IN THE DMCA
A fundamental premise of the
Federal Circuit’s interpretation
was its perception that Congress
had intended the DMCA anti-cir-
cumvention rules to be balanced:

The most significant and con-
sistent theme running throughout

the entire legislative history of the
anti-circumvention and anti-traf-
ficking provisions of the
DMCA…is that Congress
attempted to balance competing
interests, and “endeavored to spec-
ify, with as much clarity as possi-
ble, how the right against
anti-circumvention would be
qualified to maintain balance
between the interests of content
creators and information users.”
[citation omitted] The Report of
the House Commerce Committee
concluded that § 1201 “fully
respects and extends into the digi-
tal environment the bedrock prin-
ciple of ‘balance’ in American
intellectual property law for the
benefit of both copyright owners
and users.”

The court observed:
Statutory structure and legisla-

tive history both make clear that 
§ 1201 applies only to circumven-
tions reasonably related to [copy-
right] protected rights.
Defendants who traffic in devices
that circumvent access controls in
ways that facilitate infringement
may be subject to liability under 
§ 1201(a)(2)….[D]efendants
whose circumvention devices do
not facilitate infringement are not
subject to § 1201 liability.

Without proof of a nexus
between the availability of an
allegedly unlawful circumvention
tool and the existence, or grave
threat, of copyright infringement,
§ 1201 liability should not be
imposed. Thus, it was relevant
that Chamberlain had not alleged
that Skylink’s GDO infringed its
copyrights or contributed to any
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other infringement.
Under Chamberlain’s interpre-

tation of the DMCA, “the owners
of a work protected both by copy-
right and a technological measure
that effectively controls access to
that work … would possess
unlimited rights to hold circum-
ventors liable … merely for access-
ing that work even if that access
enabled only rights that the Copy-
right Act grants to the public.”
The Federal Circuit found this
construction of the DMCA “prob-
lematic for a number of reasons.” 

For one thing, Chamberlain’s
construction of the DMCA “bor-
ders on the irrational.” Constru-
ing the DMCA as though it was
concerned only about control
over access, and not about rights
protected by copyright law,
would, moreover, be “both absurd
and disastrous,” for it would
“allow any manufacturer of any
product to add a single copy-
righted sentence or software frag-
ment to its product, wrap the
copyrighted material in a trivial
‘encryption’ scheme, and thereby
gain the right to restrict con-
sumers’ rights to use its products
in conjunction with competing
products.” This would “allow vir-
tually any company to attempt to
leverage its sales into aftermarket
monopolies,” even though this
would be unlawful under the
antitrust laws and the copyright
misuse doctrine. 

PRESERVING FAIR USES IN THE

DMCA
At least as problematic were the
implications of Chamberlain’s

interpretation of the DMCA for
the rights of consumers to make
fair uses:

Chamberlain’s proposed con-
struction would allow copyright
owners to prohibit exclusively fair
uses even in the absence of any
feared foul use. It would therefore
allow any copyright owners
through a combination of con-
tractual terms and technological
measures, to repeal the fair use
doctrine with respect to an indi-
vidual copyrighted work—or even
selected copies of that copyrighted
work … Consumers who pur-
chase a product have the inherent
legal right to use that copy of the
software. What the law autho-
rizes, Chamberlain cannot revoke.

C
ontrary to Chamberlain’s
contention, “the DMCA
emphatically did not ‘funda-

mentally alter’ the legal landscape
governing the reasonable expecta-
tions of consumers or competi-
tors; did not ‘fundamentally alter’
the ways that courts analyze
industry practices; and did not
render the pre-DMCA history of
the GDO industry irrelevant.”
The Federal Circuit consequently
rejected Chamberlain’s interpreta-
tion of 
§ 1201 “in its entirety.” 

The Federal Circuit deserves
considerable praise for recognizing
that balance is a bedrock principle
of intellectual property law and
for developing a framework for
interpreting § 1201 that enables
courts to develop a balanced
approach to interpretation of the
DMCA’s anti-circumvention rules

insofar as copyright owners try to
use them to block fair and other
non-infringing uses of technically
protected copyrighted works.
Courts interpreting § 1201 should
reject Reimerdes’ unbalanced and
overly broad interpretation of 
§ 1201 in favor of the framework
set forth in Chamberlain and Stor-
ageTek, which we believe is far
more consistent with the letter
and spirit of the WCT and with
Congressional intent in enacting
the anti-circumvention rules. 

FROM CHAMBERLAIN TO REVERSE

NOTICE AND TAKEDOWN

Building on the insights of Cham-
berlain, courts faced with public
interest challenges to the DMCA
anti-circumvention rules should
develop a notice and takedown
approach to facilitate a balancing
of the interests of copyright own-
ers and the public in order to
enable privileged uses of techni-
cally protected works. 

Under our proposed approach,
a user wanting to make non-
infringing uses of technically pro-
tected material could demand a
right to bypassing of TPMs for
legitimate purposes, such as
extracting a fair use clip of a
movie in order to complete a
specified non-infringing project.
Copyright owners could be given
14 days either to deny the lim-
ited circumvention proposal or
to allow it by silence, without
prejudice. In case of denial, the
user would be entitled to seek a
declaratory judgment to vindi-
cate its claim to an entitlement
to circumvent a TPM for the
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purpose of engaging in specified
non-infringing uses. 

To become fully operational,
this proposal would benefit from
standardized procedures concern-
ing the form in which notice
should be given to copyright own-
ers in a “reverse notice and take
down” demand. It would also
require courts to allow those pro-
viding needed decryption skills
and technology to benefit from
the same privileged use exception
that a demandant had ultimately
vindicated either in court or by
silent acquiescence of the copy-
right owner. Above all, such a
regime would particularly benefit
from the kind of expeditious, low-
cost administrative tribunals pro-
posed in other contexts. 

These long-term considerations
should not, however, obscure the
feasibility or desirability of imme-
diately instituting ad hoc case-by-
case judicially devised reverse
notice and take down procedures
to promote the formation of a
jurisprudence of permissible non-
infringing uses of technically pro-
tected content to complement
and supplement the jurisprudence
of infringing uses discussed here.
Reverse notice and takedown pro-
cedures could attenuate the ten-
sion between the DMCA
anti-circumvention rules and the
public interest uses that Congress
meant to preserve. 

BENEFITS OF REVERSE NOTICE AND

TAKEDOWN

A reverse notice and takedown
procedure would contribute to
making the DMCA into an
instrument that adequately pro-

tects copyrighted works against
circumvention that would lead to
infringement without creating
barriers to entry that thwart new
technologies for sharing non-pro-
tected matter. It could facilitate
licensing to non-profit entities on
reasonable terms and conditions,
and it could help to frustrate
growing tendencies to put public
domain matter off limits by encas-
ing it in impenetrable electronic
fences.

It could also attenuate the sys-
tematic use of digitized, electronic
prior restraints on speech, which
are likely to eventually provoke
constitutional challenges. Indeed,
an extension of the reverse notice
and take down model could pre-
sent would-be users of public
domain material with a workable
choice between sustaining the
costs of securing and implement-
ing judicially approved circum-
vention or purchasing the public
domain matter from the vendor at
reasonable prices for the sake of
convenience. 

Once the courts develop nor-
mative baselines for dealing with
reverse notice and takedown
requests an administrative proce-
dure could evolve over time to
apply and refine this normative
framework. This development
could also induce copyright own-
ers to engage in private initiatives
consistent with this framework,
such as designating circumvention
services to which putative public
interest users might go to achieve
circumvention for non-infringing
purposes.

We believe that courts will be
able to discern putative public

interest users who are not acting
in good faith in making reverse
notice and takedown requests and
to put in place safeguards to
ensure that the reverse notice and
takedown regime does not bring
about the increased infringements
that the DMCA was enacted to
avoid.

CONCLUSION

Although it is not possible in
either the U.S. or the EU to write
anti-circumvention rules on a
completely blank slate, there is
flexibility in the legal cultures of
both entities to implement a
reverse notice and takedown pro-
cedure to achieve needed balance
in anti-circumvention regulations.
Nations that have yet to imple-
ment the WCT may find our pro-
posed reverse notice and
takedown regime provides a far
more balanced way to comply
with the treaty than the approach
being promoted by U.S. trade
negotiators.
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ACM Annual Report for FY07 

I
n recent months we have celebrated
ACM’s 60th Anniversary and the
50th Anniversary of its flagship pub-
lication, Communications of the
ACM. Both events signify the

enduring role ACM has played as the
conduit for the world’s educators,
researchers, and professionals to share
their common computing interests,
inspire new innovation, and reveal their
latest research. Indeed, ACM’s steadfast
commitment to advancing computing as
a science and profession worldwide can
be traced from the first days of the
ENIAC, to improving today’s quality of
life, to encouraging and educating future
generations to join a field of countless
opportunities. 

In the past year, major corporations
have endorsed ACM’s global influence in
recognizing technical excellence by spon-
soring or increasing the cash value of a
number of the Association’s prestigious
awards. The financial value of the A.M.
Turing Award, certainly the computing
field’s greatest and most visible honor, will
increase from $100,000 to $250,000,
thanks to the generosity of co-sponsors
Intel and Google. IBM increased ACM’s
Software System Award to $35,000. The
Doctoral Dissertation Award, now spon-
sored by Google, is $20,000 for first place,
and $10,000 for second place. And
Google raised its sponsorship of the Grace
Murray Hopper Award to $35,000.  

Moreover, ACM recently announced
the creation of a new honor, the ACM-
Infosys Foundation Award, recognizing

younger scientists whose innovations are
having a dramatic impact on the comput-
ing field. The award will carry a prize of
$150,000, and was endowed by the
Infosys Foundation.

ACM’s global outreach has never been
stronger, as witnessed by the growth in the
number of technical conferences, profes-
sional chapters, and Special Interest Group
initiatives taking root overseas this year.
The Association’s devotion to forging pro-
fessional relationships worldwide was
solidified by meetings to establish an
ACM presence in the major technology
hubs of China and India. ACM’s China
Task Force held its first two meetings in
FY07. An agreement was reached with
Tsinghua University to establish an ACM
office in Beijing as a focal point for the
Association’s presence in China. ACM’s
India Task Force met in Bangalore recently
to explore how best to serve this burgeon-
ing audience. 

In the coming year, ACM will continue
to foster these critical global relationships,
as well as build new bridges to connect the
computing interests of its international
membership, and create new services and
products to meet their professional needs.
We are working on expanding services for
practitoners and a radically improved
Communications.

As always, we are indebted to ACM’s
dedicated volunteers, members, staff, and
industry partners for their ongoing sup-
port in turning promises into reality. 

Stuart I. Feldman
ACM President
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PUBLICATIONS

ACM’s Digital Library and Guide to Comput-
ing Literature continue to flourish in content,
usage, and prestige, and remain in great
demand worldwide. The number of full-text
articles in the DL as of June 2007 was
209,000 and the Guide’s bibliographic data-
base increased to over one million entries. 

Two new journals were launched in FY07:
Transactions on Knowledge Discovery in Data
(TKDD) and Transactions on the Web
(TWeb). In addition, the ACM Publications
Board approved two new publications: ACM
Transactions on Reconfigurable Systems (TRES),
and ACM Transactions on Computation Theory
(ToCT). 

The Publications Board also assembled a
group of digital library experts to examine ways
to enrich the functionality and services avail-
able from ACM’s DL product. The discus-
sions, which focused on areas such as search
and retrieval technology, open-access, and
user-interface improvements, culminated in a
list of recommendations for ACM to consider.

Efforts to revitalize the editorial model of
Communications of the ACM remained in full
swing, with focus groups and volunteers com-
ing together throughout the year to exchange
ideas for enhancing ACM’s premier publica-
tion. Details of these discussions and the sub-
sequent plan were published in the January
2008 issue of Communications, page 44. 

ACM Queue’s “Queuecasts” had a very suc-
cessful inaugural year. These podcasts, available

via the magazine’s Web site (www. acmqueue.
org/), feature industry experts in 15-minute
conversations on timely topics. 

EDUCATION

A new Education Policy Committee (EPC)
was formed to influence education policy on
behalf of the computing community. The pri-
mary focus of the committee is education and
advocacy in K–12 science, technology, engi-
neering, and mathematics (STEM) educa-
tion. The EPC’s initial efforts will address the
quality and availability of computer science
education at the high school level.

The Computer Science Teachers Associa-
tion (CSTA) continues to support and pro-
mote opportunities for K–12 teachers and
students to better understand the computing
disciplines. CSTA issued a second edition of A
Model Curriculum for K–12 Computer Science,
designed to set the context for computer sci-
ence within current K–12 education and pro-
vide a framework for preparing young students
for personal and professional opportunities in
the 21st century. 

A new brochure to counter the many mis-
perceptions about computing circulating
among high school students, their parents, and
teachers was prepared jointly by ACM, IEEE
Computer Society, and the Association for
Information Systems. “Computing Degrees
and Careers,” provides more accurate informa-
tion about computing and the career opportu-
nities it offers. 

ACM, the Association for Computing Machinery, is an international scientific 
and educational organization dedicated to advancing the art, science, engineering, and 
application of information technology.
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PROFESSIONAL DEVELOPMENT

The diverse offerings available from the Pro-
fessional Development Centre were enhanced
dramatically last year with the expansion of
ACM’s Online Books and Courses programs.
Members now have access to over 1,100
books from Safari and Books24X7—a valu-
able resource providing reference works on a
broad range of subjects in technology, project
management, and business. 

Web-based professional development
courses available for ACM members grew to
over 2,200 in FY07. These courses, from lead-
ing provider Skill Soft, cover a wide selection of
topics from information technology and busi-
ness opportunities.

ACM’s Career and Job Center, powered by
JobTarget, offers members the opportunity to
view and apply for a variety of highly targeted
technology jobs, including hundreds of corpo-
rate job postings often not seen on commercial
sites. Members can post resumes, create and
receive job alerts, and receive live career advice.  

The Professions Board is hoping to launch
its Best Practices community Web site in the
near future. Steady progress was made this year
in creating a site to provide answers to practical
questions about technologies, approaches,
tools, and processes by creating a community
where IT professionals can discuss qualified
solutions to problems. 

PUBLIC POLICY

ACM’s U.S. Public Policy Committee

(USACM) continued its efforts to advance
the computing discipline by finding a balance
between innovation, intellectual property
protection, and privacy issues; and for secure
and reliable computing systems. Several com-
mittee members testified before Congress on
the need to reform e-voting policy, the use of
large-scale IT systems for identity and
employment verification, and the privacy
risks of using Social Security numbers in data-
bases. Committee members and Policy Office
staff briefed Congressional members on the
threat of botnets, the technical issues in a pro-
posed electronic employment verification sys-
tem, and e-voting. In addition, USACM
submitted detailed comments on the security
risks inherent in the REAL ID program for
new driver’s licenses introduced by the
Department of Homeland Security. For more
information about USACM’s activities, visit
www.acm.org/usacm/annualreports/index.
html.

The Committee on Computers and Public
Policy (CCPP) serves ACM with respect to a
variety of internationally relevant issues per-
taining to computing. The committee works to
create and maintain global online forums to
share and discuss public policy concerns. 

STUDENTS

The 31st Annual ACM International Colle-
giate Programming Contest World Finals was
sponsored by IBM and hosted by ACM’s
Japan Chapter and IBM Tokyo Research Lab.
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The preliminaries drew 6,099 teams from
1,756 universities representing 82 countries.
Some 88 teams made it to the finals and the
2006 winners were from Warsaw University.

The ACM Student Research Competition is
an internationally recognized venue enabling
undergraduates and graduate students to share
research results and exchange ideas with other
students, judges, and conference attendees and
understand the practical applications of their
research. Rounds of competition are held at a
variety of ACM conferences throughout the
year. 

ACM’s Committee on Women in Comput-
ing (ACM-W) will provide financial support
for undergraduate or graduate women students
in CS programs who are interested in attending
research conferences. Initially, up to 12 schol-
arships of about $500 each will be awarded
annually. 

SIGARCH made a one-time grant of
$100K toward the endowment of a fellowship
for Ph.D. students in high-performance com-
puting.

CONFERENCES

The Federated Computing Research Confer-
ence, held every four years as an umbrella
meeting ground for a wide spectrum of affili-
ated research conferences and workshops,
drew a record number of attendees. In fact,
most of the conferences within FCRC ‘07
exceeded attendance expectations. 

SIGGRAPH 2006, held in Boston, also

exceeded attendance expectations, registering
almost 20,000 artists, researcher scientists,
developers, filmmakers, and academics from
80 countries. More than 230 companies exhib-
ited, including 76 first-time exhibitors. 

ASSETS 2006 featured novel computer
applications for attendees with disabilities.
Assistive technology research from the Univer-
sity of Washington was available for people
with hand and hearing limitations, including
the vocal joystick and a sign language cell
phone that employs video compression.

LOCAL ACTIVITIES

The Membership Services Board chartered 41
new chapters in FY07, six of which were
international professional chapters. Of the 35
new student chapters, 11 were internationally
based.

INTERNATIONAL

Great inroads were made in ACM’s initiatives
to establish roots in the major technology
centers of China and India. A China Task
Force and India Task Force were established
this year and initial meetings were held to
build professional relationships and secure the
best methods for sharing ACM’s publications,
services, and resources with these influential
countries.

CSTA has been working on outreach pro-
grams with Mexico and several European
associations. Moreover, CSTA hosted a work-
shop in Great Britain that examined issues
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related to K–12 education, and plans for a joint
symposium in Israel are under way for later this
year.  

The Education Board has been working to
broaden European participation in computing
education activities. The Board worked in an
international advisory capacity with the Euro-
pean Union-funded Euro-Inf project, which was
established to devise criteria for the accreditation
of degrees in informatics across Europe at the
undergraduate and masters level. 

SIGGRAPH approved the concept of a new
conference in Asia. The first SIGGRAPH Asia
will be held at the end of the year in Singapore. 

SIGMOD is making a determined effort to
expand its international initiatives. Their initial
steps forged close relationships with societies
throughout Europe, China, and Japan.

ELECTRONIC COMMUNITY

The ACM History Committee revamped its
Web site (www.acm.org/history.acm.org) and
has made the first set of oral histories of former
ACM Presidents and Turing Award recipients
available in the Digital Library. Each interview
is conducted by a professional historian and
provides a sense of the ACM’s role in comput-
ing history, as the interviews parallel the devel-
opment of the field. 

The Education Board and CSTA joined
forces to create a dynamic Web site offering
information on educational and career options
in the computing field. The online material is

designed for high school students and educators
and is available in English and Spanish. 

SIGWEB has been building new member-
only services into its Web site and expanding the
information found within. New features of its
site include a collection of relevant Ph.D. disser-
tations and a series of interviews with active
researchers from the SIGWEB community.

RECOGNITION

The ACM Fellows Program, established in
1993 to honor outstanding ACM members for
their achievements in computer science and IT,
inducted 41 new fellows in FY07, bringing the
total count to 594. 

The first recipients of ACM’s distinguished
member grades were announced last spring. The
Association recognized 77 Senior Members who
have at least 10 years of professional experience
and who have demonstrated performance and
accomplishment that set them apart from their
peers. ACM also recognized 17 Distinguished
Engineers, 24 Distinguished Scientists, and
eight Distinguished Members—all having the
distinction of at least 15 years of professional
experience and who have demonstrated signifi-
cant accomplishments or made a significant
impact on the computing field.

The first recipients of the Frank Anger
Memorial SIGBED/SIGSOFT Student Award
were announced in FY07. The award promotes
interdisciplinary research between embedded
systems and software engineering.
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balance sheet
June 30, 2007 (in thousands)

ASSETS:
Cash and cash equivalents $21,328
Investments 47,406
Accounts receivable and other current assets 4,008
Contribution Receivable 1,250
Deferred conference expenses and other assets 5,192
Fixed assets, net of accumulated depreciation and amortization 2,022
TOTAL ASSETS $81,206

LIABILITIES AND NET ASSETS:
Liabilities:
Accounts payable, accrued expenses, and other liabilities $ 7,876
Unearned conference, membership, and subscription revenue 19,076
TOTAL LIABILITIES 26,952
Net Assets:
Unrestricted 48,796
Temporarily restricted 5,458
TOTAL NET ASSETS 54,254
TOTAL LIABILITIES AND NET ASSETS $81,206

Optional contributions fund—program expenses ($000)
Education Board Accreditation $50
USACM Committee 20
TOTAL EXPENSES $70
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Statement of activities
Year ended June 30, 2007 (in thousands)

Unrestricted Temporarily Total
Net assets restricted

Net assets 

REVENUE:
Membership dues $8, 832 $8, 832
Publications 14,131 14,131
Conferences and other meetings 23,530 23,530
Interest and dividends 2,121 2,121
Net appreciation of investments 3,694 3,694
Contributions and grants 3,108 5,089 8,197
Other revenue 218 218
Net assets released from restrictions 665 (665) -----
TOTAL REVENUE $56,299 4,424 $60,723

EXPENSES:
Program:
Membership processing and services $889 $889
Publications 10,683 10,683
Conferences and other meetings 21,012 21,012
Program support and other 5,992 5,992
TOTAL PROGRAM EXPENSES $38,586 $38,586
Supporting Services:
General Administration $8,708 8,708
Marketing 1,394 1,394
TOTAL EXPENSES $48,688 48,688
Increase (decrease) in net assets 7,611 4,424 12,035
Net assets at the beginning of the year 41,185 1,034 42,219
Net assets at end of year $48,796 $5,458 $54,254

*Includes SIG fund balance of $23,939
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ACM Council
President Stuart I. Feldman

Vice President Wendy Hall
Secretary/Treasurer Alain Chesnais

Past President David A. Patterson
SIG Governing Board Chair Joseph A. Konstan

Publications Board Co-Chairs Ronald Boisvert, Mary Jane Irwin
Members-at-Large Michel Beaudouin-Lafon, Bruce Maggs

Barbara Ryder, Kevin Scott
Jeanette Wing, David S. Wise

SGB Council Representatives Norman Jouppi, Robert A. Walker
Alexander Wolf

ACM Headquarters
Executive Director/CEO John R. White

Deputy Executive Director/COO Patricia M. Ryan

2006 ACM Award Recipients
A.M. Turing Award Frances E. Allen

ACM/AAAI Allen Newell Award Karen Spärck Jones
Grace Murray Hopper Award Daniel Klein

ACM–IEEE CS Eckert-Mauchly Award Mateo Valero
Outstanding Contribution

to ACM Award David S. Wise
Distinguished Service Award Susan L. Graham
Paris Kanellakis Theory and 

Practice Award Robert Brayton
ACM President’s Award Eugene H. Spafford
Software System Award Bertrand Meyer

SIAM/ACM Award in Computational
Science and Engineering Chi-Wang Shu

Doctoral Dissertation Award Yi-Ren Ng
Honorable Mention Aseem Agarwala
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Conference Co-Chairs:

Bill McQuay, Air Force Research Laboratory, Wright Patterson AFB, USA
Waleed W. Smari, University of Dayton, USA

CALL FOR PARTICIPATIONCALL FOR PARTICIPATION

CTSCTS  20082008
Irvine, California, USA

The 2008 International Symposium onThe 2008 International Symposium on

Collaborative Technologies and SystemsCollaborative Technologies and Systems

For more information, visit the CTS 2008 web site at:

http://cisedu.us/cis/cts/08/

May 19 – 23, 2008

The Hyatt Regency Irvine Hotel

Irvine, California, USA

Important Dates:

      Paper Submission Deadline ----------------------------------------- January 7, 2008January 7, 2008

      Workshop/Special Session Proposal Deadline ----------------- December 14, 2007December 14, 2007

      Tutorial/Demo/Panel Proposal Deadline ------------------------- December 21, 2007December 21, 2007

      Notification of Acceptance ------------------------------------------- February 8, 2008February 8, 2008

      Final Papers Due ------------------------------------------------------- March 3, 2008March 3, 2008

In cooperation with the ACM, IEEE, IFIP

http://cisedu.us/cis/cts/08/
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By Jeffrey Y. Kim, Jonathan P. Allen, 
and Elan Lee

Millions update the state of the game on the way to a 
common conclusion, in one case to help the Operator regain control

of a spaceship and bring her crew back to the future.

ALTERNATE REALITY
GAMING

Alternate reality games represent a new genre of digital gaming designed to
blur the distinction between a player’s experience in the digital world inside
the game and the real world outside the game. Combining online informa-
tion and real-world events, ARGs bring gamers together to collectively solve
puzzles and advance a game’s storyline. Part of what characterizes an ARG is
that the game universe is not explicitly limited to a particular piece of soft-
ware or set of digital content. A typical ARG would not even acknowledge or
promote the fact that it is a game, yet every Web site or discussion group may
contain and reveal a potential clue. 
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One of the first successful
ARGs was “The Beast,” a mur-
der-mystery problem-solving
game launched in 2001 to pro-
mote the Steven Spielberg
movie “Artificial Intelligence.”
Its first clues (known as the
“rabbit hole”) were planted in
the images in movie advertising
posters. People who followed
the clues found Web sites sug-
gesting that a character named
Evan Chan had been murdered
in the A.I. movie universe. In
order to identify the murderer,
the gamers formed their own
discussion group called “Cloud-
makers” (www.cloudmakers.
org/). The game attracted sig-
nificant mainstream media and
public interest. At its peak in
July 2001, it had an estimated
three million unique visitors,
putting ARGs on the entertain-
ment map. 

T
wo features of a successful
ARG are a compelling story-
line and collaborative game
play. In it, a plotline is nar-
rated and delivered through
multiple communication
channels, including Web
pages, email messages, phone
calls, and print-based mail-
ings. Gamers use them to
track the story’s progress. In

two of the first ARGs to achieve a critical mass of
more than a million participating gamers—“The
Beast” and “ILoveBees” (2004)—compelling plot
development made it possible for the designers to
attract, retain, and increase the number of players.
The collaborative nature of game play is another
important ARG feature. Game players construct their
own means of interacting through Web-based discus-
sion boards, email messages, and real-world gather-
ings. Through this interaction, players communicate
with one another, share their knowledge, offer inter-
pretations of the storyline, and gather the information
necessary to progress toward the game’s conclusion. 

ARGs are quite different from another more
widely played digital game genre: massively multi-

player online games. MMOG
gamers collectively play in a
shared digital world that pro-
vides a persistent game uni-
verse in which a large number
of gamers (often more than
20,000 at a time) play against
computer-generated charac-
ters or other MMOG players.
Whether individually or as a
team, or “clan,” gamers aim
for a relatively well-defined set
of goals (such as killing ene-
mies, seizing a castle, or
strengthening a gamer’s in-
game character). In the
MMOG world, gamers gen-
erally play their chosen roles,
engage in combat, or create
collective real-time strategies
in war or commerce. 

ARGs are not designed to
create a compelling experi-
ence through 3D graphics or
simulated battles. Rather, they
provide shared scenarios
through which gamers inter-
act and collaborate to con-
struct an eventual ending to
the story. ARG gamers’ enjoy-

ment depends on the kind of shared experience they
have with one another. Without it, they will not stay
interested in collective puzzle solving and information
gathering. The gamers’ sustained, active, and volun-
tary participation is the most important condition of
the ARG experience. Without it, the game stops
evolving and ultimately ceases to exist. 

An ARG sustains player interest by generating new
content based on the constantly updated state of the
game. If an existing puzzle is solved, the game’s story-
line is designed to move forward to sustain gamer
interest. If players find a clue and share it with the rest
of the gaming community, the storyline must be
updated in real time. A typical story update cycle takes
a week, enough time for gamers to reflect on the story
before new action takes place or a new puzzle is
released [1]. However, if gamers move more quickly
than the designers (“Puppetmasters”) anticipate, the
designers must react immediately to maintain the
game’s appeal. Timing is key. A stale game loses both
the smaller group of active players and the larger body
of participants watching the action unfold. ARGs are
both collaborative game and spectator sport. 

The time-dependent and interactive nature of
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Figure 1. Margaret’s 
Honey bottle. 
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ARGs makes them like the-
atrical productions, sponta-
neous and responsive to the
audience. The challenging
aspects of creating an engag-
ing ARG include compelling
plotlines, regular content
delivery, collective puzzles of
the appropriate difficulty
level, player feedback moni-
toring, and self-organizing
player groups—all while
maintaining strict secrecy
and leaving no opportunity
to test before going live. 

LAUNCHING AN ARG
(“ILOVEBEES”)
The ARG “ILoveBees”
(ILB) game was launched
in July 2004 to promote an
upcoming release of the
Xbox game Halo2. From
the beginning, ILB offered
a stream of mysterious clues, initially through two
different channels: In one, FedEx packages were sent
to approximately 20 people active in the digital gam-
ing industry. Inside was a bottle of honey from Mar-
garet’s Honey in San Francisco (see Figure 1).
Suspended in the honey were nine letters spelling I-
L-O-V-E-B-E-E-S. The editor at an ARG player
Web site (argn.com) received the same package and
immediately posted his thoughts on the site. In the
other channel that same weekend, the ilovebees.com
address was displayed for a fraction of second as the
Halo2 trailer was being shown at movie theaters.
Visitors to www.ilovebees.com found a Web site that
appeared to have been infested by a strange artificial
intelligence program most notable for Web images. 

I
ILB’s primary aim was to attract gamer
and media interest in the Halo2 release.
The ILB design team created a Web site
(www.ilovebees.com) that seemed to be
infected by a mysterious computer
virus from the future (as in Halo2). For
the next few weeks, ARG gamers and
Halo fans did not know what to do
with the game. Only after investigating
clues left on the Web site did they fig-
ure out their main objective. They

would have to help an AI program (“the Operator”)
that crash-landed on Earth find its way back to the

Halo universe. The Opera-
tor was searching for sur-
viving crew members from
the crashed spacecraft
while fleeing from an
enemy virus program (“the
Covenant” in the Halo
universe). The story
advanced as the gamers
pieced together the reasons
the spacecraft had crash-
landed, as well as who was
responsible for the crash.
Working collectively, the
gamers learned the ulti-
mate goal of the Operator
was to fix the spacecraft,
gather crewmembers,
deactivate a strange artifact
(“the Artifact”), and return
to the time of Halo to fight

the invading Covenant army. 

ARG DESIGN TEAM

Before taking on development of ILB, its design
team already had a successful experience with the
ARG “The Beast.” This helped the lead game archi-
tects assemble a design team of three storywriters, a
community lead, a number of audio-file producers,
a technical support group, and several voice actors.
The total ILB design team included no more than
30 members, significantly fewer than a typical
MMOG product-development team. The ILB
design team had three main responsibilities: 

Storyteller. The lead writer, science-fiction author
Sean Stewart, led the story writers. Before the game’s
launch, the ILB team interacted with the Halo2 team
(Bungee and Microsoft’s Xbox Division) to keep the
game story consistent with the Halo2 universe. 

Community lead. While most sound and image pro-
duction was outsourced, the design team maintained
tight control over the monitoring of players. Because
timing and the mystery of the story are key elements of
any ARG, the design team did not have the luxury of
beta testing or focus-group testing. Rather, it relied on
round-the-clock monitoring of the community. The
community lead (Jane McGonigal, then a doctoral stu-
dent at the University of California, Berkeley) moni-
tored player activities and communication throughout
the entire game. The community lead checked every
known source of information written about the game,
including discussion groups (such as bees.netninja.com
and the “haunted apiary” at unfiction.com), as well as
mainstream media coverage and blogs. The commu-
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nity lead filed a daily report to the design
team every morning the game was being
played. With the report, the design team
could make instant story updates and
adjustment as needed. Gamers were locked
in a contest to solve new puzzles. And, with
so many gamers collaborating, the pace of
the game often moved more quickly than
the design team had anticipated. 

Technology support and sound effects.
The technology group managed Web
page design, site security, and mainte-
nance. The audio-production group cre-
ated audio files that, when assembled in
the correct order, provided stories from
the Halo universe. More audio files and
special sound effects were added as the
game progressed. 

ARG PLAYERS

From the beginning, ILB attracted gamers from
other ARGs, as well as from various MMOGs (Halo
fans). The design team saw exponential growth as
the campaign went on. The initial number of
gamers was about 100, then increased to 500,
10,000, 250,000, and eventually three million (over
only 12 weeks). During the first week of play,
gamers posted 50 new comments every 30 seconds
[4]. In addition to more than a million message-
board posts, the gamers logged an average of 33,000
lines of chat per day [3]. 

I
LB players fell into two categories: active
players and bystanders who watched the
active players solve the puzzles and
advance the game; the 100,000 active
players were only a fraction of the three
million unique visitors to the ILB site.
The ILB players were not limited to the
typical game-playing demographic:
teenage boys. Though the ILB design
team did not survey the player commu-
nity, it felt that the players’ demographic

characteristics were similar to their previous experi-
ence. For “The Beast,” a fan Web site survey with sev-
eral thousand responses showed 50% of responding
gamers were female. This contrasted sharply with the
typical gender distribution of digital games: 80%
male, 20% female. However, most ILB gamers
belonged to the traditionally most active player age
group: 16 to 25. 

The ILB gamers played together as a group (see
Figure 2), often gathering (physically) for game activ-
ities (such as receiving phone messages). They cre-

ated discussion groups to share game information,
including dedicated ARG sites
(www.unfiction.com) and general Internet collabo-
ration sites (wikipedia.org). One of the first items
posted by experienced ARG gamers was a message
asking how they would play the game together.
Within two weeks, they began to get a sense of the
ILB story. Volunteers posted summaries and possible
interpretations of the storyline on various Web sites.
Throughout the game, these sites offered a well-
organized and coherent storyline as ILB progressed.
Contributors also connected plot developments
with detailed information from the Halo game uni-
verse. Information at these sites was so well orga-
nized that even the ILB design team found the
summaries helpful. The ILB gamers collectively
found clues, solved puzzles, and shared their
thoughts on the deeper meanings in the story. Play-
ers assumed that the ILB design team knew exactly
how the game would unfold and therefore would
always be a step ahead of the players. When the
game concluded in November 2004, ILB gamers
were genuinely surprised to hear the design team say
the gamers themselves had control over how the plot
unfolded.

STORY CONSTRUCTION AND DELIVERY

Gamers had to assemble the story of the Operator
(the crash-landed AI program) from various story
fragments delivered by the ARG designers. To pro-
vide story narratives the ILB design team relied on
three primary channels: 

• Hidden html code, email exchanges, sound files,
and images purportedly created by the Operator; 

• Voice clips sent to payphones; and 
• A blog maintained by an imaginary character in

the game. 
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The ILB design team used them to blur the bound-
aries between in-game and out-of-game reality and
experience; players exchanged email messages with
the in-game AI programs and communicated ver-
bally with the Operator and with each other. 

The ILB design team tried two new approaches to
ARG delivery: more extensive game community mon-
itoring and nondigital, as well as digital, media to
deliver the game experience. Throughout the game
(three months), the community lead checked gamer
Web sites, analyzed wiki updates, and read Internet
relay chat activities on a daily basis. This information
helped the designers adjust the game to reflect recent
player actions. For example, the designers assumed
that gamers would sympathize with the Sleeping
Princess, another in-game AI program on the ilove-
bees.com server. In an unexpected turn of events,
some gamers felt otherwise and informed the “bad”
AI program about the Princess’s hiding place. The
designers had no choice but to let the Princess be cap-
tured by the enemy in the next round of the ILB’s
story update. 

T
he ILB design team applied
various media (such as email,
blogs, and phone calls) to
quickly deliver pieces of narra-
tive to as many and as diverse
a group of gamers as possible.
The most notable technical
innovation in ILB was the use
of public payphones as a deliv-
ery mechanism (throughout
the U.S. and the U.K.). The

GPS coordinates of selected payphones and narrative
transmission times were announced on the ILB Web
site. Once the narratives were confirmed to have been
heard via payphone, the design team made the audio
clips available on the ILB site. The designers tried to
ensure that game play was not too difficult. In order
to keep entry barriers as low as possible, the design
team hired a group of payphone-location-seekers
“axon hunters,” who searched for suitable payphones
and documented the relevant GPS coordinates. This
selection process ensured that the only entry barrier
involved the geographical location of the gamers in
the U.S. and the U.K. 

The gamers relied on email to communicate with
the in-game characters. Thousands of gamers traveled
to retrieve the messages at payphones, sharing their
experience on specialized discussion boards. The
gamers also collectively learned the syntax and mean-
ing of the special language embedded in

ilovebees.com Web pages. The language itself was not
overly complex but was arcane enough to give gamers
a sense of camaraderie. These collaborative experi-
ences contributed to a shared sense of playing
together. Eventually, in Aug. 2004, the number of
unique visitors to the ILB site reached three million.
All the voice clips (412 in total, plus 70 other clips
embedded in Web images) were heard at payphones
and compiled by players into a coherent sequence that
revealed the secret reason for the spacecraft’s crash
landing. The game ended when the gamers helped the
Operator regain control of the spaceship and bring
her crew back to the future. 

In November 2004, live events in major U.S. cities,
including Boston, Chicago, and San Francisco,
allowed ILB gamers to meet one another and speak to
the game’s designers. In the end, the ILB designers
reached and surpassed their goals in terms of numbers
of unique visitors for generating and sustaining player
interest in the ARG (see Figure 3). 

FUTURE ARG
As ARGing have become increasingly popular, new
variations have pushed the boundaries of the genre.
New ARGs are experimenting with stories based on
real-world and political topics (such as the World
Without Oil simulation [5]). Instead of being tied to
an existing story or product, ARGs (such as Perplex
City [2]) are creating their own standalone storylines
and game products. Other ARGs tied to specific
products or storylines are being created unofficially
by fans. In one celebrated case, the producers of the
online video series Lonelygirl15 were so impressed
by an unofficial “fan fiction” ARG that they made it
the official ARG for the series (www. lonely-
girl15.com). As long as players show interest, the
ARG genre will continue to diversify. 

Perhaps the most significant development for
ARGs is that they are going mainstream. As ARG-like
games are used in more movies, TV shows, and con-
sumer-goods marketing, mainstream audiences may
demand less secretive and complex gameplay. This
will also create more experimentation with different
kinds of ARGs and measures of ARG performance. 

Bringing ARGs into the mainstream increases the
importance of ease of use and low barriers to entry.
Because the gameplay itself can be complex (spanning
multiple Web sites, phone lines, email systems, and
physical locations), ARGs must learn to accommodate
both hardcore and casual players. While a hardcore
player might be willing to leave home in the middle
of a tornado to answer a ringing payphone, the casual
player must be able to find a way into the game sim-
ply by visiting a Web site or an online forum. The
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opportunity must always be available for players to be
more involved, but as ARGs enter the mainstream,
they must offer more casual, compact, and immedi-
ately entertaining experiences to attract the largest
audience possible. 

What will never change is the importance of a
compelling story that attracts and keeps people in an
ARG universe over the course of months, even years.
For both experienced and casual players, an ARG’s
success depends on the simplicity of its storyline. An
ARG must be easy to understand and simple enough
to describe to friends, even those who know nothing
about technology. The ability to spread a simple
intriguing message virally among players will con-
tinue to be a key to any ARG’s appeal. Also, the com-
munity leads’ ability to know players and sense their
daily reaction to the story will remain central to a suc-
cessful ARG. Like any form of mass collaboration, the
future of ARGs is in the hands of the players and the
people watching them play in both the real and the
virtual worlds. 
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IT DIFFUSION IN 
DEVELOPING COUNTRIES

By Eric Shih, Kenneth L. Kraemer,
and Jason Dedrick

here is widespread belief among international  
agencies and development specialists in the

potential value of information technology (IT) to sup-
port economic and human development [11, 12]. Some
question whether IT alone can have a major impact on
the standard of living in developing countries, but most
see it offering access to vital information and services
such as weather forecasting, commodity prices, health

care, and education. However, a significant digital
divide exists between richer and poorer countries in

the use of IT and the availability of complementary assets
such as telecommunications networks and skilled IT profes-
sionals. This gap has led to a public debate about what can
be done to promote greater IT use so that developing coun-
tries can achieve the types of benefits already being enjoyed
in the industrialized world.

Policymakers need to recognize that developing economies have different 
drivers for IT investment than their wealthier brethren.

T
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The problem currently is diagnosed by some as
resulting from a lack of affordability of computer
hardware, with various low-cost computers such as a
$100 laptop being offered as solutions. Others view
the problem as part of a broader set of issues that
include poverty, lack of infrastructure and inadequate
education. To inform these policy discussions, it is
important to understand the factors that influence IT
use at the country level and whether there are differ-
ences in these factors between developed and devel-
oping countries. Policy efforts based on incorrect
assumptions are likely to have little impact on IT dif-
fusion or economic development.

In order to offer empirically based insights into the
drivers of IT use, we analyzed data from 44 countries
over a 15-year period and found markedly different
results for developing and developed countries. These
results have implications for government policymakers
and others interested in promoting IT investment for
economic development.

Many in the develop-
ment community believe
that IT can serve as a cat-
alyst to help poorer
countries accelerate
development [11, 12].
As later adopters, they
have access to lower cost,
easier-to-use technology,
and can learn from the
experience of developed
countries in using IT.
However, studies that
compare developed and
developing countries
find that IT investment
has a positive and signifi-
cant relationship with productivity growth at the
macroeconomic level in developed countries, but not
in developing countries [6].

One likely reason is the low level of IT investment
in poorer countries. Even in the U.S., the impacts of
IT on productivity and growth only became widely
recognized by economists in the late 1990s, after
decades of cumulative investment [7]. Bell and Pavitt
[2] argue that growth in developing countries comes
from technological accumulation, which is “... an
evolutionary process of continuous innovation and
imitation.” Given their historically low levels of IT
spending, it is likely that most developing countries
have not reached a level of accumulated investment
needed to achieve measurable productivity gains.
Hence the question of what factors influence coun-
try-level IT investment is very important, as IT

investments over time will influence when countries
might achieve significant economic impacts.

Only a few empirical studies have looked at the
factors influencing the level of IT investment. One
study of 11 Asia-Pacific countries found that IT
investment was associated with diffusion of telecom-
munications infrastructure, education levels, techni-
cal skills, and the percent of the economy in services
industries [8]. Another study of 89 countries found
that computer hardware imports, an indicator of IT
investment, were associated with educational attain-
ment, openness to imports and property rights pro-
tection [3].

Another study, based on a flexible accelerator
investment model, finds differences between devel-
oped and developing countries in terms of factors
influencing IT investment [10]. Here, we further
examine the issue of developed and developing coun-
try factors using a seemingly unrelated regression

(SUR) model that focuses
on factors that can be
addressed by policy
choices of both govern-
ments and international
organizations.

FACTORS LINKED TO IT
INVESTMENT

Theoretical and empiri-
cal studies have noted
that the process of tech-
nology diffusion occurs
unevenly across national
boundaries because of
differences in national

environments and links to the global economy.
Although various studies have shown that IT invest-
ment is correlated with the level of national wealth,
other factors have been shown to be significant as
well: resources for technology investments,  struc-
ture of the economy, complementary assets, and
openness to external influences (see Figure 1).

Resources for technology investments. Investing in
new technologies requires the availability of capital,
either from external sources such as foreign direct
investment and foreign aid or from internal sources
such as equity markets and domestic loans and cred-
its. For both developing and developed countries,
access to loans and credits is likely to be important.
For developed countries, we would expect that access
to capital via the equity markets would also be impor-
tant, as those countries have more well-developed
stock markets that reward companies for making pro-
ductivity-enhancing investments in IT. For most

Availability of investment
capital via equity, loans
and foreign aid

Sectoral distribution,
size of information-
intensive industries

IT infrastructure,
human resources

Foreign trade,
investment, and
knowledge flows

Resources to make
technology investments

Structure of the
economy

Openness to external
influences

Complementary assets to
support productive use

of IT

Level of IT investment

Figure 1. Conceptual framework.
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developing countries, we would not expect equity
markets to be mature enough to be a significant
source of capital. However, we would expect foreign
aid to play a significant role, as it can serve as a sub-
stitute for scarce domestic capital and also stimulate
private investment. 

Structure of the economy. When we look across
countries, we find a wide disparity in the extent to
which national economies have evolved from agricul-
ture to manufacturing and finally
to information-intensive services.
Unlike agriculture, manufactur-
ing, or even retail services, which
involve production or movement
of physical goods, sectors such as
financial services primarily
involve manipulation and trans-
mission of information. In finan-
cial services, the use of IT is
much more pervasive, as IT can
greatly increase the efficiency and
reduce the cost of manipulating
and transmitting information.
We thus would expect countries
with larger financial services sec-
tors to have higher rates of invest-
ment in IT. Earlier research has
found a significant positive asso-
ciation between the size of a
country’s services sector and IT
investment [3, 8, 9].

We further expect the positive impact of the finan-
cial services sector on IT investment to be more pro-
nounced in developed countries than developing
countries. For developed countries, there is likely to
be some point at which the increasing scale of the
finance sector requires accelerating investments in IT
to handle the volume and complexity of transactions
through increased automation.

Complementary assets. IT use requires the presence
of complementary assets such as a telecommunica-
tions infrastructure and skilled human resources. The
importance of a telecommunications infrastructure is
supported by empirical studies showing a positive
association between teledensity indicators and IT
investment [3, 8, 9].

Also vital is the presence of human resources with
appropriate skills and access to sources of information
on how to use the technology. Educated workers more
readily adjust to the implementation of new tech-
nologies and an educated workforce reduces opposi-
tion to social changes associated with adoption of new
technologies [9]. Also, human resources such as IT
professionals, engineers, and management specialists

are likely to be especially important, not only for their
technical knowledge, but for their access to informa-
tion through personal networks. Strong empirical
support has been found between education levels and
IT use at the country level [3, 8, 9].

However, it is possible that the impact of comple-
mentary assets is less significant in developed coun-
tries, which have widespread diffusion of
telecommunications and high education levels. Once

the level of complementary assets reaches a certain
level, the marginal impact of an additional phone line,
or of an extra percentage point in tertiary education,
may be diminished. In contrast, we would expect that
the impact of complementary assets would be greater
in developing countries, which are still in the process
of creating adequate levels of such assets [6]. 

Openness to external influences. Effective use of IT
requires a broad range of knowledge, both technical
and managerial, much of which can be found beyond
the borders of any country. Foreign trade facilitates
the diffusion of such knowledge across borders as it
“provides channels of communication that stimulate
cross-border learning of production methods, product
design, organizational methods, and market condi-
tions” [4]. Additionally, foreign direct investment
(FDI) has a positive impact on technical progress in
the host country [1].

We would expect that greater external openness
should lead to more rapid diffusion of technologies
into a country. Multinational corporations tend to
bring with them business practices that rely more
heavily on IT, and thus are more likely to invest in IT
themselves and require that their suppliers make sim-
ilar investments. They also bring knowledge of how to
use IT productively. Openness to trade and FDI also
may expose a national economy to greater interna-
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Type of 
variable

Independent
variables

Control 
variable

Dependent
variable

Factor

Resources 
to make 
technology 
investments

Structure of the 
economy

Complementary 
assets

Openness to 
foreign 
influences

Country wealth

IT investment 
(Diffusion)

Measure

Log (AIDGDP)

Log (CDTGDP)

Log (MARGDP)

Log (FIRE)

Log (TELDEN)

Log (EDTERP)

Log (TRDGDP) 

Log (FDIGDP) 

Log (GDP/CAP

Log (IT/GDP)

Definition

Foreign aid as a percent of GDP

Loans and credits made to the private sector as a percent 
of GDP

Total market capitalization as percent of GDP

Finance, insurance and real estate as percent of total 
country employment

Main phone lines per 100 people

Tertiary school enrollment as percent of relevant age group

Trade as percent of GDP

Inward foreign direct investment as percent of GDP

GDP per capita

IT spending on hardware as percent of GDP

Figure 2. Measures 
and definitions for 

diffusion factors.
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tional competition, dri-
ving IT investment by
local firms as a tool for
survival. Finally, doing
business internationally
may force firms to adopt
IT in order to meet the
requirements of foreign
suppliers or customers. 

Thus, we would
expect countries with
higher levels of trade and
FDI, relative to GDP,
would invest more in IT.
We expect that the
impacts would be more
significant for developing
countries, which are
likely to be farther
behind the global frontier
in adopting IT-enabled
business practices and
thus should benefit more
from external sources of
knowledge. 

METHODS, DATA, AND MODELS

We model IT spending against the foregoing factors
to identify which are determinants of IT investment
in the entire sample of countries. We then divide the
sample into developed and developing countries, in
order to test the hypothesis that these groups will
have different characteristics in terms of IT invest-
ment drivers. 

We used multiple measures to capture the factors
hypothesized to influence the level of investment in
IT as shown in Figure 2. And because IT investments
are likely to correlate significantly with the wealth or
level of economic development in a country, we con-
trol for wealth, and measure it in terms of gross
domestic product (GDP) per capita.

Data. We use spending on computer hardware as a
percent of GDP as a measure of IT investment. Inter-
national Data Corporation (IDC) provided data on IT
investments from 1985 to 1999 for 44 countries. The
series captures the value of shipments, which is the rev-
enue paid to vendors for hardware and systems. Coun-
tries included in our analysis and their respective
beginning and ending year of available data are pre-
sented in Table 1. Data on the structure of national
economies comes from the International Labour Orga-
nization’s 2000 Yearbook of Labour Statistics and World
Bank’s 2004 World Development Index. We standard-
ized monetary findings in current year U.S. dollars. 

Model estimation. Our
model combined data in
a cross-section and over
time in one single model.
To correct for skewed
data, natural log transfor-
mation was applied to
the variables.1 The regres-
sion estimates are
reported in Table 2. 

We hypothesized that
factors driving IT invest-
ments may differ
between developed and
developing countries for
reasons presented in the
conceptual framework.
We define developed
countries as those the
World Bank defines as
high-income countries
(n=20), and developing

countries as all others (n=24). The developed coun-
tries have an average GDP per capita of $18,945 over
the 15 years in our sample, while developing coun-
tries averaged $2,749.

We used SUR and estimated two sets of parameters
for developed and developing countries.2 We did this
instead of estimating two different equations because
we assume that there exists some factor, such as global
economic conditions, that impacts both developed
and developing countries and is not captured in the
model.3 The SUR model resulted in a higher adjusted
R2 than the initial regression model (0.866) (see Table
3). The SUR results contrast with the initial regres-
sion model and provide us with a clearer picture of
differences in determinants across the two samples. 

DEVELOPING COUNTRIES HAVE DIFFERENT IT DRIVERS

The results provide empirical support for most of our
predictions about the factors shaping IT investments
across national economies. The factors explain 80%
of the variation in IT investments. These results indi-
cate the usefulness of our conceptual model (see Fig-
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Table 1. Data availability 
by country.

1For countries that receive no foreign aid, it would have been impossible to take nat-
ural log transformations. Therefore, a small constant of 0.0001 was added to level of
foreign aid of all countries at all years to avoid censoring.
2The fixed effects pooled model is

3As a caution against the possibility of reverse causality, we conducted a Granger
causality test where reverse causation is absent when f(lnxi,t | lnxi,t-1, lnXt, lnyt-1) =
f(lnxi,t | lnxi,t-1, lnXt) where lnXt is a set of lnx’s other than lnxi. That is, all other inde-
pendent variables are used as control variables in the test of causation. A simple linear
model was used in estimation. Test results indicate that all F(1,538)’s  1.198, p>0.10,
which suggests that lnyt does not cause lnxt and therefore reverse causation is not an
issue.
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ure 1). More importantly, the SUR
model provides strong empirical sup-
port for our hypothesis that the fac-
tors shaping investment in
developing countries differ from
those in developed ones. Here, we
discuss our major findings, organized
around the four categories in the
conceptual framework (see Figure 1).

Resources for technology investments.
We tested three different types of
financial resources that can be chan-
neled into IT investments and found
that for the full sample, the level of
foreign aid a country receives
(AIDGDP), capitalization of equity
markets (MARGDP), and level of
credits and loans to the private sector (CDTGDP) all
influence IT investments. However, when examining
the differences between developed and developing
countries, we found dif-
ferences in the type of
resources each utilizes. In
the developed countries
the only significant vari-
able was market capitaliza-
tion, while in developing
countries both foreign aid
and credits and loans to
the private sector were sig-
nificant. This makes sense
in that foreign aid can be a
significant source of capi-
tal for developing coun-
tries while developed
countries rarely receive
such aid. On the other
hand, developed countries
generally have more well-
developed equity markets from which to raise capital
for IT investments.  

Structure of the economy. For the full set of coun-
tries, IT investment is positively and significantly
related to the share of the economy in information-
intensive industries (FIRE). The split analysis of
developed and developing countries revealed, how-
ever, that the effect is significant only in the developed
countries. This finding seems reasonable given devel-
oping countries generally have a much smaller share
of the economy in information-intensive sectors, so
that the size of these sectors has not reached critical
mass as significant drivers of IT investment. On the
other hand, developed countries have likely surpassed
that threshold.

Complementary assets. We did not
find an effect for education
(EDTERP) or density of telephone
lines (TELDEN) to significantly
impact IT investments for the full
sample. However, the SUR model
revealed that a significant effect does
exist for developing countries but not
developed countries. This supports
our hypothesis that telecommunica-
tions infrastructure has reached a
point of saturation in developed
countries and therefore has an

insignificant marginal impact on IT investment. On
the other hand, most developing countries lag behind
in telecommunication infrastructure; thus increases in
teledensity can still foster additional investment in
computers. Similar arguments can be made for
human resources. Developed countries already have
the necessary human capital in place while developing

countries are building
their human capital;
therefore, we only observe
an effect of human capital
in developing countries.

Openness to external
influences. There was no
effect for level of interna-
tional trade (TRDGDP)
on IT investment either
overall or for the split
country analyses. Based
on this result, we would
conclude that trade in
itself does not create com-

petitive pressure or carry with it IT-enabled business
practices sufficient to have an impact on IT invest-
ment.

However, level of foreign investment (FDIGDP)
was significantly related to IT investments as hypoth-
esized. Although positive and significant for both
groups, the effect of foreign investment was stronger
in developing countries. This is consistent with the
argument that developing countries have more to gain
from inflows of knowledge associated with foreign
investment.  

CONCLUSION

The analysis leads to two general conclusions that
have important practical implications. First, our
study shows that wealth is the single most important
factor influencing IT investment but that other fac-
tors are significant as well. This raises the question of
how important GDP per capita is relative to other
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Coefficient SE
Independent

Variables

R2 = 0.816
Adj. R2 = 0.792
SE = 0.125
N = 521

* p < 0.10   ** p < 0.05

0.007
0.001
0.009
0.018
0.001
0.029
0.087
0.008
0.087

 0.035**
0.005**
0.021**
0.124**
0.003**
-0.013
 0.139
0.020**
0.558**

Log (AIDGDP)
Log (CDTGDP)
Log (MARGDP)
Log (FIRE)
Log (TELDEN)
Log (EDTERP)
Log (TRDGDP)
Log (FDIGDP)
Log (GDPCAP)    

Table 2. 
Factors shaping 
IT investments 

across all countries.

Developing CountriesDeveloping Countries

 0.018*
 0.004**
-0.015
 0.032
 0.007**
 0.019**
 0.632
 0.047**
 0.934**

0.010
0.001
0.009
0.027
0.001
0.004
0.104
0.012
0.107

0.010
0.001
0.025
0.023
0.001
0.013
0.172
0.009
0.148

Log (AIDGDP)
Log (CDTGDP)
Log (MARGDP)
Log (FIRE)
Log (TELDEN)
Log (EDTERP) 
Log (TRDGDP)
Log (FDIGDP)
Log (GDPCAP)

SE Coefficient SE
Independent

Variables Coefficient

-0.009
 0.002
 0.044*
 0.101**
 0.001
-0.014
-0.141
 0.016*
-0.057

R2 = 0.866
Adj. R2 = 0.846
SE = 0.108
N = 521

* p < 0.10   ** p < 0.05

Table 3. Factors shaping 
IT investments in developing 

and developed countries.
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factors for developing countries, given that relative
wealth is difficult to directly influence through pol-
icy changes, at least in the short run. To estimate rel-
ative effects, we look at the standardized betas in the
model and find the highest standardized beta goes to
GDPCAP (0.879), followed by FDIGDP (0.559),
and EDTERP (0.236). This suggests that the next
two factors, which are both directly addressable by
policy choices, have roughly as much influence as
national wealth on IT investment. 

Second, the factors driving diffusion are different
for developing economies than for developed ones.
The availability of investment resources (loans and
foreign aid), the level of complementary assets, and
openness to foreign investment all play a role in dri-
ving IT investment in developing countries. Again,
these factors can be influenced by national develop-
ment policies as well as by financial aid from interna-
tional development agencies. 

POLICY IMPLICATIONS

For developing countries to realize the potential
benefits of IT, policymakers should look for ways to
promote IT investment as well as developing invest-
ment resources, complementary assets, and open-
ness to external influences. The empirical findings
suggest several policy recommendations. 

• Resources for technology investments. The analysis
suggests that availability of loans and credit is
crucial for developing countries, which means
that the maturity and dynamics of the financial
system is a key variable for those countries. Case
studies have shown that banks in some develop-
ing countries perceive IT investment as risky, and
they can be hesitant to extend credit for such
investments. In such cases, government policy
could increase the availability of credit through
the banking system by providing loan guarantees
or other incentives. The connection between for-
eign aid and IT investment suggests a role for
developed country governments and international
organizations such as the World Bank in provid-
ing capital to developing countries specifically for
IT investments.

• Complementary assets. Increasing investment in
telecommunications infrastructure, which is usu-
ally best accomplished by policies that introduce
competition into that sector, will promote IT dif-
fusion. Over the longer term, increasing tertiary
education levels will also be beneficial in develop-
ing skills needed for IT use. While our data only
measured the impact of tertiary education in gen-
eral, there is evidence from country case studies

that focused efforts to train people in IT skills is
important as well. 

• Openness to external influences. Encouraging for-
eign investment by removing restrictions and
improving the environment for foreign capital is
likely to have a major impact. In cases such as
Mexico and Brazil, economic liberalization that
led to investment by foreign multinationals stim-
ulated IT use. These multinationals required sup-
pliers to adopt IT, and created competitive
pressure for domestic firms to invest in IT [5].
Although the benefits of FDI may be greater for
firms engaged in the global economy, there may
be spillovers for purely local firms through local
competition and knowledge transfer.
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ARE PEOPLE BIASED
in Their Use of Search Engines?

By Mark T. Keane, Maeve O’Brien, 
and Barry Smyth

earch engines are among the most-used resources on the
Internet. Google [2], for example, now hosts over eight
billion items and returns answers to queries in a fraction
of a second—thus realizing some

of the more far-fetched predictions envi-
sioned by the pioneers of the Web [1].

Here, we assess whether people are
biased in their use of a search engine;
specifically, whether people tend to
click on those items that are pre-

sented as being the most relevant in
the search engine’s results list (those

items listed at the top of the results list). To test this bias hypoth-
esis, we simulated the Google environment systematically reversing

Google’s normal relevance ordering of the items presented to users. Our results
show people do manifest some bias, favoring items at the top of results lists,
though they also seek out high-relevance items listed further down a list. Whether
this bias arises from people’s implicit trust in search engines such as Google, or
some other effect, is a subject for further discussion later in this article.

Assessing user 
search behavior when
deciding which links to
follow in rank-ordered
results lists. S

COMMUNICATIONS OF THE ACM February  2008/Vol. 51, No. 2 49

OBrien_feb_lo:Intro_ lo  1/8/08  1:35 AM  Page 49



50 February  2008/Vol. 51, No. 2 COMMUNICATIONS OF THE ACM

The Web provides access to an unparalleled volume
of information at time costs that are orders of magni-
tude lower than those required for traditional media.
The critical jumping-off point for this vast repository
is typically provided by the results returned by search
engines to user queries: Google [2], for example,
returns results to over 100 million queries daily,
queries that are typically two words long [12]. Like
many search engines, Google uses the collective intel-
ligence of the Web to rank-order pages of relevance to
a particular query. Each page in this ordered list is typ-
ically summarized by a clickable title, some snippets of
the page’s content (with highlighted matching content
words) and a Web address link.

A
rational searcher might be
expected to assess each of these
page summaries against their
information need and click on the
one that appears as the most rele-
vant. People may not search in
such a way, however. Instead, they

may manifest biases—they may simply click on top-
listed results without checking the results against what
is on offer, for example. Such biases, if they exist, could
be due to users coming to implicitly trust a search
engine. That is, over time, as a search engine consis-
tently delivers relevant pages toward the top of its
results lists, users might come to assume the top results
are indeed the best. Alternatively, such biases may arise
because of a user’s tendency to “satisfice,” or stop at the
first item that contains the sort of content sought,
rather than looking for the “best” result among hun-
dreds of relevant results.

The key manipulation in this study was to compare
users’ responses when they received results lists in their
normal ordering versus a systematically reversed order.
If people are biased in their search then they will not
notice that the relevance rankings have been reversed.
That is, they should respond identically to the normal
and reversed lists clicking on results placed first at the
top of the lists. If they are not biased then they should
respond differently to the normal and reversed lists;
specifically, they should hunt down the reversed list to
find highly relevant items. To presage our results, the
truth seems to lie somewhere between these two
extremes. There is definite evidence of bias in people’s
Google searches; they tend to click on first-listed
items, though people also sometimes seek out highly
relevant results lower down results lists.

METHOD

Thirty science undergraduates at University College
in Dublin, Ireland were paid to participate in the

study. Participants were asked to answer 16 ques-
tions on computer science (for example, “Who
invented Java?”) by running as many queries as they
liked on the simulated Google environment. The
interface was designed to have the look and feel of
Google, and all participants reported they thought it
was Google they were using. The simulated system
was built using comprehensive search logs from a
live user trial in which a separate group was asked to
answer the same 16 questions [4]. All of the queries
used by this group were stored, as were all of the
results lists returned to these queries. We then cre-
ated a database linking specific queries to their
appropriate results list. This database sat behind our
simulated Google interface and was used to system-
atically counterbalance the presentation of results
lists in either a normal or reversed ordering when a
user entered a query.

The results lists returned to a given query were pre-
sented in either their original relevance ordering or a
reversed ordering in a counterbalanced way across tri-
als of the experiment. The order in which questions
were presented was randomized for each participant to
counteract any learning effects that might occur in the
course of a trial. Participants were instructed to limit
the number of query terms to two or less, to parallel
typical user behavior (the average Web user enters
between one and three query terms [12]). For each
question we recorded the number and names of the
queries entered and the search results clicked on by
users. The timing of each transaction was also
recorded. Participants were asked to complete a form
detailing their answers to the questions and sessions
averaged 1.5 hours.

We also carried out a ranking post test to see
whether people agree with Google’s relevance ordering
of results. This post test was carried out on a sample of
the results lists using a new group of 14 students.
These participants were asked to manually rank the
presented results lists from the search experiment (on
a 1–10 scale from “most likely to select” to “least likely
to select”). A sample of 16 results lists from the exper-
iment were used, based on those results lists returned
to the most frequently used query for each of the 16
questions. This sample thus covered those results lists
that contributed most to any effects found in the
experiment. Each participant received the results lists
in a randomized order and the results in each list were
also randomized for every participant. This procedure
was adopted to ensure an accurate assessment of peo-
ple’s relevance ranks, independent of any possible bias
effect. People were given one hour to complete this
ranking task during which participants only com-
pletely ranked a subset of the presented results sets.
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RESULTS AND DISCUSSION

The dependent measure was the users first click, that
is the first chosen link by a given user in a returned
results list to a given query. The data was analyzed in
a 2 (condition; normal versus reversed) x 10 (rele-
vance rank; 1–10) design treating queries as the ran-
dom factor. That is, for each query we recorded the
proportion of people that chose a particular ranked
result, noting whether this occurred in a list that was
normal or reversed. The two-way analysis of variance
(ANOVA) with condition and relevance rank
revealed a main effect of relevance rank [F(9,319) =
102.14, p<0.01, MSe=
0.89], and a reliable
interaction between the
condition and relevance
rank [F(9,319)=11.31,
p<0.01, MSe=0.10].
Tukey’s post-hoc compar-
isons of the interaction
showed there were reli-
able differences between
the first-click frequencies
for the 1st, 9th, and 10th
relevance ranks (see the
figure here). 

These results clearly
indicate people’s first
clicks in the normal and
reversed conditions are
not identical, providing evidence that people are par-
tially biased in their search activities. Items with the
highest-relevance ranks (items ordered first by Google)
are chosen 70% of the time in the normal condition,
but this rate drops to 10% in the reversed condition.
In contrast, the 9th and 10th relevance-ranked items
are chosen more often (13% and 41%, respectively) in
the reversed condition than in the normal one (2%
and 2%, respectively). Intermediately ranked items are
much the same across both conditions. 

The significance of what is happening is readily
apparent if one considers the data by position in the
results lists. The accompanying figure shows that when
lower-relevance-ranked items are positioned first and
second in the results list (as they are in the reversed
condition) they are chosen more often by users, despite
their limited relevance. In contrast, when the highest-
relevance items are positioned last in the results list (in
the reversed condition) they are being chosen by users
considerably less often. In short, users are, in part, mis-
led by the presented order of the items. However,
sometimes people deliberately hunt out the highly rel-
evant items even when they are located at the very bot-
tom of the returned list.

The post test showed there is close agreement
between people’s rank of returned results and those
rankings posed by Google. People’s mean rankings of
the sampled results lists correlate highly with the search
engine rankings (r2 = 0.9124 t=9.13; df=8; p<0.0001).
This result shows us that the items Google presents as
the best are considered by people to be the best too. It
is interesting this finding occurs even when people
have been given the results lists in a randomly re-
ordered form, suggesting highly relevant items in each
results list were easily identifiable. This post test also
sheds some light on another issue regarding the rele-

vance topology of the
results lists. One concern
about the evidence is that
the first 10 results in each
list are approximately
equal in relevance and the
real relevance differences
only begin around the
100th or 200th ranked
items. If this were the case
then the search behavior
observed would only
apply to results lists with

flat, relevance topologies. This concern is partly
answered by the correlation reported here, but not
fully. 

To get a better idea of the actual relevance topology
we analyzed the rankings produced by people in the
post test in a different way. For each of the 16 results
lists sampled, we noted the mean rating given by peo-
ple to each result in the list. If the relevance topology
is flat for these lists then these mean ratings should all
be approximately equal (recall, order effects are con-
trolled for this data by randomization). However, this
is not what we found. There is a huge variety of differ-
ent topologies for the results in each list; a few have a
single highly relevant item (with a mean rank of 1 or
2), others have several results given high mean ranks,
while others have a linearly increasing relevance topol-
ogy. This finding suggests our random selection of
questions for the experiment generated a random
selection of different relevance topologies; these are
presumably representative of the topologies generated
by Google. Furthermore, they are not all flat but
hugely varied.

GENERAL DISCUSSION

Our study results clearly show people are partially
biased in their search behavior. While it is known
that people have a fondness for items at the begin-
ning of written lists, the novelty of our study is that
it demonstrates such effects within a search engine
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context (through our systematically controlled for-
ward-reversed paradigm). So, given that we have evi-
dence of such bias, the difficult question to answer
is “Why?”

Recently, Joachims et al. [5] carried out an inde-
pendently conducted similar experiment to the pre-
sent one using an eye-tracking paradigm that
interprets its findings as being due to people’s devel-
opment of an implicit trust in search engines. How-
ever, other recent work does not conclusively support
the “trust hypothesis,” for instance, O’Brien and
Keane [7] have found this bias exists even when search
results are presented as simple text lists. 

A
n alternative possibility is that the
bias is a function of “satisficing”
search heuristics on behalf of
users, where users seek satisfactory
as opposed to optimal results. Our
findings seem closer to this type of
search behavior in that we only

find a partial bias; that is, people do sometimes search
to the bottom of the list to find the highly relevant
items. Also, O’Brien and Keane [7] have observed dif-
ferent click patterns across different result distribu-
tions where a highly relevant result coming before
many irrelevant results stands a greater chance of being
chosen over the same highly relevant result preceded
by other relatively relevant results, for instance. 

O’Brien and Keane [8] have modeled users inter-
acting with search results adopting a satisficing strat-
egy, accommodating both the findings presented in
the current study and eye-tracking evidence that sug-
gests users tend to evaluate results sequentially, decid-
ing immediately whether or not to click [6]. O’Brien
and Keane’s model [8] predicts users will, in general,
tend to click on top results over results lower down the
list, though this tendency should not be as strong
when the relevance of the top results is weakened.
They [8] demonstrate how the model, across a num-
ber of trials, approximates the aggregate search behav-
iors of large numbers of users searching the Web. 

On the whole, our results suggest search engines
could misleadingly overpromote an initially popular
page because, having placed it at the top of the results
list, it is clicked on preferentially by users, in turn
increasing the likelihood of it being placed first, being
clicked on, and so on (see also [3, 7, 8, 10]). This prob-
lem obviously applies to search engines that rely on his-
tories of previous user choices (for example, [11]), but
it could also apply to those linkage-based algorithms
such as Google’s PageRank [9] because the top-of-the-
list pages are more likely to end up as the chosen link
on people’s Web pages. Search engine designers may

need to design systems to overcome such effects (for a
solution see [10]), and it is clear that future informa-
tion delivery systems have much to learn from such
detailed analyses of user search behavior.  
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By Nolan J. Taylor, Eleanor T. Loiacono, and
Richard T. Watson

Online advertising spending continues to grow,
increasing by 35% from 2005 to 2006 to reach
$16.9 billion. This trend is expected to persist with
a projected 2011 figure of $36.5 billion [8]. Despite
this trend consumers have shown increasing annoy-
ance with online advertising, resorting to specialized
software and restrictive Web browser settings in an
effort to reduce the number of pop-ups and other
forms of advertising [1]. Although the banner for-
mat is still the most prominent form of Web adver-
tising, corporations are starting to give alternative
formats serious consideration.

One potential alternative to the banner is the use of
background graphics, which present information in a
less obtrusive manner. Web pages typically employ
background images for aesthetic reasons, but rarely to
convey specific information. Both the foreground and
background of Web pages provide a means of expos-
ing consumers to brands and logos. Unlike traditional

A test of alternative
formats to Web banner
ads.
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advertising, the intent of these ads is to increase prod-
uct awareness rather than direct sales generation
through click-through. The potential use of ads for
increasing brand salience is not unreasonable, given
that most banner ads are merely seen and not acted
upon. Ironically, while most Web pages use some
form of background imagery, little is known about
the effects of background image exposure on con-
sumer perceptions in an online advertising context. 

Background images possess several features that
make them an attractive alternative to traditional
advertising formats, such as banner ads. First, back-
ground images can be larger in size because increasing
the size of these images does not affect the text layout.
Second, the background images can increase a visitor’s
exposure time because they are visible even if the user
scrolls to the bottom of the page. Finally, being an
integral part of a page, background exposures are not
targeted by the assortment of ad blocking software
currently on the market. This ensures the visitor is
exposed to the ad even if other traditional ad formats
are blocked. This study compares the recall and
recognition of the typical (468 x 60) banner ads to
two versions of background wallpaper ads: back-
ground images that use the entire page and sidebar
images that use the left margin of the page. 

WEB ADVERTISEMENT FORMATS

The influence of advertising can be both covert and
overt. Exposure to information may influence a per-
son’s opinions, attitudes, or choices without his or her
explicit recollection of the causal event [11]. Viewers
are able to recall ad banners even after only a single
exposure and these exposures may result in significant
attitude changes [3]. These attitude changes, in turn,
can ultimately influence behavior. On the Web,
behavioral intentions include a wide range of activi-
ties, including actions to add a Web page to a user’s
revisit consideration set (for example, creating a book-
mark or desktop shortcut), a return visit to a particu-
lar Web page, or an actual purchase. For attitude and
behavioral changes, remembering a brand, con-
sciously or unconsciously, is a key first step. 

Even as advertisers have standardized on a rela-
tively small number of advertising formats, changes in
Web standards such as Dynamic HTML and script-
ing languages extensions (including Macromedia’s
Flash, Microsoft’s ActiveX, and Apple Computer’s
Quicktime) offer new opportunities for conveying
messages to Web users. Banner ads, the de facto for-
mat for Web advertising, are colorful, rectangular
images that are hyperlinked to more detailed brand
information. These images are prominently displayed
and are usually one of the first objects to appear as a

Web page is loaded. 
A seemingly less-intrusive

alternative solution to banner ads
is to place the image (or a modified version) in the
background. The HTML standard provides for the
inclusion of an image that appears superimposed over
Web page text. Prior research has examined a number
of aspects of these backgrounds, including how back-
ground complexity influences recall [5] and purchase
intention [12], as well as how background “priming”
affects product preferences [9].

In general, HTML background images can take
one of two forms. In the first, the image is superim-
posed over the text (that is, background). Because
these images are in the background, the brand is actu-
ally intertwined with the main content of the Web
page. In the second, the image is separate from the
main text of the page. This is achieved by widening
the text margins to expose part of the background
image. Thus, like banners, these images are promi-
nently displayed yet still enjoy the advantage of being
HTML background images.

Background images have a number of advantages
over the traditional banner format. One such advan-
tage is that scrolling down the page does not result in
the banner image being placed outside of the viewing
area. This scroll-off effect associated with the banner
format places an upper limit on a viewer’s attention
time. A solution to scroll-off and its effects on expo-
sure time is to increase the size of the image relative to
the page. Increasing the size of images in the fore-
ground, however, carries with it the penalty of dis-
placing non-advertising information and slower
loading times. These penalties have been recognized
by a growing number of advertisers who have resorted
to separate non-scrolling areas for banner advertising,
either within the page (a frame) or as a separate win-
dow (a pop-up). Using HTML background images
allows the ad information to be visible to the viewers
as long as they remain on the page. In general, a back-
ground image on a Web page will have a longer expo-

Figure 1. Foreground 
(banner) format. 
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sure time than a fore-
ground image because of

the latter’s susceptibility to the scroll-off effect. Longer
exposure time increases the opportunity for a viewer
to notice the stimuli and, as a result, the opportunity
to form a mental representation of the stimuli [7].

A second beneficial effect is that HTML back-
ground images result in a repetition effect because
images in the background are repeated to fill the full
area of a page. The advantage is not in the repetition
itself, but rather because the background ad image has
a higher probability of being one of the last items seen
(and thus remembered) on a page by a visitor. Previ-
ous research has suggested that “recency effects” (from
a user having just seen an image or piece of text) have
a positive influence on information retention [10].
Thus, while foreground images ordinarily have a
memory advantage due to their prominence [6],
exposure time and recency effects should serve at a
minimum to equalize the memory disadvantages of
the less prominently placed HTML background
images. Given these advantages, one would expect
users would recall and recognize ads placed in the
background or sideground (termed sidebar ads) of a
site with greater ease and frequency than those placed
in the foreground. Sidebar ads, with both prominence
and repetition advantages, are posited to perform the
same or better than background ads.

To test these alternative ad formats an online exper-
iment was conducted using ads of equal size and layout
to avoid confounding. Subjects were 155 undergradu-
ate students enrolled in an introductory psychology
class at a large state university; 61% were male.

Research Method. A traditional banner ad was
tested against each of the background format and
sidebar format, which in turn were both tested using
two levels of repetition (scrolling with the text sta-
tionary). In the scrolling condition, the ad image and
the text moved in synchronization, while in the sta-
tionary (watermark) condition, the image did not
move even when the text was scrolled. The result was

a two- (ad format) by-two (repe-
tition) between-subjects design
with the banner ad serving as the control condition
for comparison purposes. 

Stimuli and Procedures. Besides the traditional ad
banner (see Figure 1), two variants of the HTML
background ads were created and tested (see Figure 2
and Figure 3). To control for possible effects due to ad
size, the banner image was used to generate both the
sidebar and background images while altering neither
the dimensions of the non-white space portion of the
ad nor the content of the image. The background for-
mat was faded slightly to improve the readability of the
text on which it would be superimposed. Credit cards,
a high familiarity product category, were chosen as the
focus of this research. Furthermore, the tested brand
(Visa) is a high familiarity brand within this group.

In order to avoid undue focus on the ads, subjects
were told the purpose of the research was to examine
reading comprehension. A business case (Fall from
Grace: Anatomy of the Bennett Funding Collapse),
discussing the ethical questions regarding a “rep-
utable” business that used an information system
glitch to its advantage, was used as a filler task so that
subjects would not spend undo attention on the
advertisements. The case was divided into five
approximately equal-length Web pages. The ad
appeared on the third page in all treatments. In order
to more closely simulate normal Web conditions, the
other four case pages contained non-brand distracter
images so that subjects would not give undue atten-
tion to the treatment page. Thus, all five pages were
relatively uniform in appearance. (In the case of the
banner page, a faint background containing no text or
brand information was included so that all five case
pages had a background). Scripts were used to ran-
domly assign treatments, record responses, and mea-
sure the time spent on the treatment page. At the end
of the case, subjects answered questions related to the
advertisements, the content of the story, and a num-
ber of demographic items. 
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To ensure the validity of our results, we held certain
factors constant. Prior exposures to the Web site and
specific ads used were controlled through the develop-
ment of unique Web pages and ads for this particular
study. All subjects read the same business case. There
was no mention of the brands chosen for this study (or
their competitors) within the case. Subjects were not
previously exposed to any similar tests. 

Measures. Independent measures included the
manipulated factor (ad format and ad repetition) as
well as gender, Web familiarity, and exposure time as
controls. Web familiarity was measured using the
item “How would you rate your experience level with
using the Web?” with endpoints “not familiar” (1)
and “familiar” (7). Expo-
sure time to the ad was
also recorded. A script
was used to measure the
time between the initial
display of the page con-
taining the ad and the
initial display of the fol-
lowing page. For simplic-
ity the view times were
converted into three cate-
gories: short (less than
one minute), medium
(one to three minutes), and long (greater than three
minutes). It should be noted that each measured view
time necessarily overestimates the actual view time for
the banner format because the length of the case text
precluded reading the entire page without the banner
being scrolled out of view.

Two dependent measures also were included, those
being brand recall and recognition. Brand recall was
measured by asking subjects to list as many brand
names as they could remember from the case they just
viewed. Ad recognition was measured by presenting a
list of brands that included the pictured brand (Visa)
and six other brands that did not appear in the case
pages. Subjects were asked to indicate whether or not
they recognized the brand from the exercise. 

Results. Results were analyzed via separate logistic
regressions for recall and recognition. The average
recall and recognition rates are reported in Table 1.
Analysis using the banner format (foreground) as the
reference group indicated that banner image recall
performance was similar to that of sidebar (43% vs.
49%; p=0.70) and background format performance
(43% vs. 36%; p=0.091). Banners were remembered
similarly to sidebar images (91% vs. 90%; p=0.39)
but more than background images (91% vs. 66%;
p=0.002). Analysis comparing background images to
sidebar images indicate sidebar images are no better in

terms of recall (49% vs. 36%; p=0.081), but that side-
bar ads are superior to background ads in terms of ad
recognition (90% vs. 66%; p=0.002). In addition,
longer exposure times and watermark images (as
opposed to scrolling images) resulted in better recall,
while differences in recognition were attributable to
ad format alone.

One important question is whether alternative for-
mats would be viewed negatively with respect to cur-
rent standards. Negative effects for the alternative
formats could, in turn, negatively impact the attitude
toward the brand as well. Attitude toward each ad for-
mat was measured via three seven-point Likert scales
ranging from strongly disagree (1) to strongly agree (7).

These include, “I enjoyed
the advertisements” and
“These advertisements
were annoying” (reverse
scaled). The measures dis-
played a high level of relia-
bility (Cronbach’s alpha =
0.77). An analysis of vari-
ance (ANOVA) was con-
ducted comparing average

attitude ratings of the three formats using a second
group of 157 respondents. Attitudes toward the tradi-
tional ad format (M=3.30, SD=0.99) did not differ sig-
nificantly for either background (M=3.38, SD=0.98)
or sidebar (M=3.72, SD=1.07) treatments (F
(2,150)=2.59; p=0.78). Thus, the alternative formats
were just as acceptable as the current banner standard.

MANAGERIAL IMPLICATIONS

The results of this study suggest alternative ad place-
ments can act as a viable alternative to banner ads
when increasing brand salience is the goal. Sidebar
ads (non-scrolling) proved to be the most effective
format. The performance of background ads was
slightly worse than the performance of banners, but
this may have been due in part to the fading process
necessary to ensure text readability and the position
of the text that was superimposed over the image.
Given these findings, it is clear that sidebar adver-
tisements are a sound alternative to banner ads,
though further research is warranted. Consistent
with previous banner ad research [3], these findings
show the significant impact alternative ads can have
on advertised brands even with a single exposure (see
Table 2).

What is revealed by this research is that, like previ-
ous studies of “traditional” media outlets (print, tele-
vision, and movies), ads that are less conspicuous to
viewers (such as sidebar and background ads) still
affect their brand recollection and recognition. Fur-
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Format

Sidebar

Background

Repetition

Watermark
Scrolling
Total

Recall Recognition

58.1%
40.0%
49.2%

93.5%
86.7%
90.2%

Watermark
Scrolling
Total

42.4%
27.6%
35.5%

75.8%
55.2%
66.1%

Foreground 42.9% 91.4%

Table 1. Brand recall and 
recognition means.
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thermore, because such ads cover
a larger area of the screen than
banners, they are less susceptible
to the ad avoidance (scroll-off )
behavior typically given to tradi-
tional banners. In the current
study, we restricted the alternative
formats to banner-sized images
but, in actual applications, larger
ads could be used to potentially
achieve even higher levels of
recall. Thus, companies seeking
to expand their brand awareness
through Web advertising have
additional options not previously
considered. Given that companies will undoubtedly
want to retain the ability to receive direct response
from ads (click-through) in some situations, we see
two scenarios for alternative ad formats: first, as
enhancers to clickable formats, and second, as primers
to future brand information, including clickable and
traditional ads, ads in other media, and the brand
itself (see Table 3).

The findings also suggest marketing managers
would be wise to redirect some funds toward these
alternative ad formats given the increasing popularity
of ad blocking software. Banner ad blocking software
firms, such as AdSubtract, tout the benefits of their
software (most notably faster download times)
through customer feedback. Through the use of the
HTML background option used in this study, sidebar
and background placements allow adequate down-
load time while still allowing the brand ad to load.

LIMITATIONS AND FUTURE RESEARCH

As with any research, there are limits to this study
that must be understood. First, the sample, drawn
from a university population, is relatively young (the
median age is 19 years old). Although younger users
have historically made up the majority of Web users,
the Web user population is becoming increasingly
diverse. Further research on Web users of varying
ages is required in order to generalize across age
groups. 

Second, this study employed a business case as its
focus that required subjects to search within rather
than between pages. Because subjects were not search-
ing for any particular facts within each page, they pro-
ceeded from top to bottom with little or no deviation.
In cases where subjects search for particular facts
within a page, search patterns are likely to be less lin-
ear and result in different ad exposure patterns and
exposure times. Thus, it is necessary to further
explore if the results obtained here hold true across

different task types and viewing patterns. 
Third, this study focused on a highly familiar

brand, Visa, with readily recognizable symbol, name,
and brand colors. Although this undoubtedly
enhanced recognition and recall across all three treat-
ments, treatment differences may be less (or more)
pronounced with less familiar brands. Future research
should therefore examine less familiar brands in order
to give advertisers information on how to market the
two types of brands (high and low recognition) most
effectively online. 

Finally, the effects of adding animation or interac-
tivity to banner ads was not included in this study for
control purposes. Although previous research has
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Ads on the Web placed in the background (across entire 
page) are remembered equal to or more than those 
placed in the foreground (banner) ads. 

Ads on the Web placed in the sidebar (left margin of page) 
are remembered equal to or more than those placed in 
the foreground (banner) ads. 

Ads on the Web placed in the sidebar (left margins of page) 
are remembered equal to or more than background 
(across entire page) ads.

Recall Recognition

Supported?Expected Results

YES (B=F)

YES (S=F)

YES (S=B) 

NO (B<F)

YES (S=F)

YES (S>B) 

F= Foreground (banner), B=Background, S=Sidebar

Table 2. Summary of
results.

As a memory enhancer – In 
conjunction with clickable ads, 
alternative formats may be used 
to increase the overall exposure 
time, therefore leading to higher 
recall/recognition levels.

As an affect enhancer – 
Alternative formats of established 
brands can be used to improve the 
attitude toward newer brands 
and brand extensions through the 
power of association.

As a brand primer – Displayed in 
multiple locations throughout the site, 
the alternative formats can be used to 
increase the receptiveness to the brand 
or advertisement for the brand at a 
point in the future. Similar methods are 
frequently employed in film and 
television (brand placements).

As an advertisement primer – 
Alternative formats can be used to 
convey low-detail symbols or logos as a 
prelude to the full detail ads of an ad 
campaign. Previously, similar methods 
have been employed for new product 
launches (for example, in 1989 Nissan 
“pre-announced” its Infiniti series with an 
ad spot that never showed the product).
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Table 3. Potential uses for alternative Web advertisement formats. 
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indicated that animation does not enhance a con-
sumer’s memory (recall and recognition) of online
banner ads [2, 4], sidebar animation may have a
greater impact and is worthy of a follow-up investiga-
tion. It is also possible that the alternative formats can
be combined (for example, sidebar and background
together) or used in conjunction with traditional ban-
ner ads and subsequent research should include both
competitive and complementary aspects of these for-
mats.
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University of Puerto Rico at Mayaguez
College of Engineering

Department of Electrical and Computer Engineering Doctoral Program in CISE

The Department of Electrical and Computer Engineering (ECE) of the University of Puerto Rico
at Mayaguez (UPRM) invites applications for tenure-track positions in Computer Sciences and
Engineering. The Department is interested in attracting faculty in the area of software engineer-
ing, databases or networking. Candidates are expected to make important contributions to
research activities being conducted under the doctoral program in Computing and Information
Sciences and Engineering (CISE), either by enhancing and strengthening current projects or
starting new research tracks. Applicants must possess a PhD degree in computer science or
computer engineering or closely related field, and demonstrate strong potential for
excellence in research. If applicant’s native language is not Spanish, applicant should be able to
communicate fluently in English, and by the end of the tenure-track appointment be able to com-
municate effectively in Spanish.

The ECE Department offers a Baccalaureate and Masters in Computer Engineering and the PhD
in CISE jointly with the UPRM Department of Mathematics. For further information please visit
www.ece.uprm.edu and www.phd.cise.uprm.edu or call 1-787-833-3338.

Applications with a curriculum vitae, three reference letters, and MS and PhD original transcripts,
should be sent no later than February 29, 2008, to CISE Search Committee University of Puerto
Rico at Mayaguez P.O. Box 5028 Mayagüez, PR 00681-5028

Or in pdf format to cisephd@ece.uprm.edu Appointments will be made by July 1st, 2008.

UPRM is an equal opportunity affirmative action employer.

The Department of Informatics at the University of
Zürich is inviting applications for a tenured faculty
position in the area of Human Computer
Interaction.

We seek applications for an associate or full
profes-sorship with a strong research focus on
concepts, tools and empirical studies in
human-computer interaction. Excellent candidates
in the early stages of their academic careers, with
a strong research record but that do not readily
qualify for a full professorship, as well as women,
are strongly en-couraged to apply.

The University of Zürich is the largest university of
Switzerland and regularly ranked among the top
international research universities. Applications
should include a detailed resume, research and
teaching statements, and the names and address-
es of at least three references.
Primary consideration will be given to applications
received by March 3, 2008.

Additional information on the department as well
as the position can be found at
http://www.ifi.uzh.ch/profhci

Applicants can also contact the chair of the search
committee Prof. Abraham Bernstein, Ph.D.
http://www.ifi.uzh.ch/~bernstein

University of Zurich
Department of Informatics
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Knowledge management systems (KMS) have taken on a prominent role in both informa-
tion systems research and practice. Such systems promise the potential for contributing to an
organization’s strategic advantage by unlocking knowledge heretofore housed only in the
minds of certain organizational members. This potential has led to a rapid increase in the vol-
ume and types of systems for sharing knowledge. Recently, many issues and strategies rele-
vant to KMS have been identified [7]. 

Sharing knowledge throughout an organization has intuitive appeal. If organizational
members share valuable information freely with other members, the organization’s respon-
siveness and effectiveness can be greatly augmented by preventing those members from hav-
ing to repeatedly solve the same problems. In an environment of organizational sharing, a
KMS can readily save time and money for both providers and users of knowledge. For exam-
ple, more than a decade ago Microsoft created its “Knowledge Base” (KB), which was the
first place employees checked when a software problem surfaced. Microsoft’s decision to

SHARING KNOWLEDGE 

How managerial prompting, group
identification, and social value orientation 
affect knowledge-sharing behavior.

ILLUSTRATION BY ROBERT NEUBECKER

BY PETER MARKS,
PETER POLAK, SCOTT MCCOY, AND

DENNIS GALLETTA 
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move the KB to a customer-focused extranet is ample
testimony to its usefulness; now customers query the
system without having to contact a fee-based support
center, saving customers the fees and/or call, and saving
Microsoft from having to build, staff, and manage a
response center. 

Because a KMS requires individuals to share their
knowledge, success is not guaranteed; several factors
can interact to hinder knowledge sharing [2]. One sig-
nificant problem is that individuals often gain consid-
erable power when they hold unique knowledge [5],
especially when it is perceived to be of high value. They
are sometimes hesitant to give up their competitive
advantage by sharing it. Therefore, KMS adoption and
use might require substantial encouragement by man-
agement (prompting), intense loyalty to the firm
(group identification), or perhaps even simply personal
values that support sharing (social value orientation). 

PRIOR RESEARCH

Researchers have studied how sharing behavior relates
to managerial prompting, group identification, and
social value orientation [4]. Here, we describe the pre-
vious research on these three facilitating factors, the
design of our experiment, our findings, and manager-
ial implications.

Knowledge sharing. Knowledge in a KMS can be
considered to be a public good, an asset available to all
members of a community or organization regardless of
whether the members contributed to its constitution
[9]. Examples of public goods include public television,
public parks, and clean air. Unfortunately, the funda-
mental issue with public goods is the “free rider” prob-
lem, whereby certain individuals will utilize a public
good without contributing their fair share. Thorn and
Connolly [11] asserted that information in a shared
database will generally be undersupplied, as is the case
with other public goods. Individuals are not likely,
therefore, to share their valuable, personally held infor-
mation through KMS.

Positive motivators have been identified that entice
individuals to contribute even when personal costs of
doing so are high. Factors that are likely to affect
knowledge sharing include repeated direction (prompt-
ing) by managers, identification with a group engaged
in a common task, and the person’s fundamental pre-
disposition to sharing. Each factor is described in more
detail here. 

Managerial prompting. To influence employees’
attitudes, behaviors, and activities, organizations some-
times exert control [1] to achieve particular goals.
Prompts are cues provided by managers to remind
workers what is expected of them and can be informally
described in highly descriptive yet colloquial language as

“nagging.” We do not attach value judgments about
such prompts; they are simply an attempt by manage-
ment to influence the behavior of individuals within an
organization. As described here, prompting workers
with meaningful reminders can have a strong desired
effect on behavior [4]. Therefore, we expect that in sit-
uations where management encourages knowledge-
sharing behavior by prompts or reminders, employees
will contribute more knowledge to a KM system.

Group identification. Identification with a group
will create allegiances that motivate individual behavior
to benefit the group. Group identification has been
examined in public goods research to determine why
some individuals share more willingly than others in
resource dilemmas [8]. 

Group identification accounts for the contributions
from people to a common good [4]. Although usually
considered an individual difference variable, it was found
in De Cremer and Van Vugt [4] that, when certain man-
agerial prompts reminded individuals about their group
membership, “selfish” individuals increased their cooper-
ation. Therefore, we expect to find that people who
strongly identify with their team will share more knowl-
edge for the benefit of the whole group. Individuals who
do not feel they belong to the group will withhold valu-
able knowledge and contribute less to a KMS.

Social value orientation. Individuals can be
described by three different profiles: as collectivists,
competitors, or individualists [10]. Collectivists try to
ensure they are sharing any returns in an equal manner
with others. Competitors try to maximize their return
by producing the maximum amount of separation
between themselves and others. They are not as con-
cerned with maximizing their own utility in the tradi-
tional sense of making a maximum amount of revenue.
Rather, they obtain their utility by maximizing the dis-
tance between themselves and other competitors. So,
competitors seek to increase the distance between
themselves and others. In comparison, individualists
try to maximize their own return regardless of what
others are doing. 

In many studies focusing on individuals’ contribu-
tions, the three categories are often combined into two
groups: individualists and competitors are labeled pro-
self and collectivists are labeled prosocial. Proself indi-
viduals are most concerned that the outcome in any
social dilemma is based on their ability to make a gain.
Prosocial individuals are satisfied when group collective
goals are met in social dilemmas. It is proposed here
that a person’s orientation (prosocial or proself) has an
impact on the decision to share in a public goods
dilemma. Therefore, we expect that prosocial individu-
als will contribute more knowledge to a KMS than pro-
self individuals.
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Other factors. Managerial prompting, group identi-
fication, and social value orientation are not the only
factors that could be considered when studying ele-
ments that impact knowledge sharing. However, they
are related through the work of De Cremer and Van
Vugt [4] because they are common elements in most
organizational environments. Therefore, they are perti-
nent factors in the study
of organizational dynam-
ics in modern business
environments.

Interactions. It has
been shown in other con-
texts that the three princi-
pal variables described
here affect the amount of
sharing by individuals
when examined in isola-
tion. It would be more
interesting to investigate
how these variables interact among themselves and how
they together as a whole affect the amount of knowl-
edge sharing. It is expected that proself individuals will
make fewer contributions for the good of the group,
but the institution of managerial prompts can lead
them to contribute. On the other hand, it is plausible
to expect that prosocial individuals do not find the
prompts for sharing necessary, as they already under-
stand and appreciate the need to maximize the good of
the group. Therefore, we propose that managerial
prompts will be more effective in increasing sharing
with proself individuals than with prosocial persons.

Similarly, proself individuals are expected to be
affected more by group identification cues than 
prosocial individuals. Prosocial individuals are likely to
already be thinking about the group when faced with
group identification cues, while proself individuals
might be led to consider indirect rewards from being on
a winning team with such cues. This effect was shown
in another context in De Cremer and Van Vugt [4].
Therefore, group identification cues will be more
important to proself individuals than prosocial ones
when knowledge sharing is to be maximized. 

For prosocial individuals, who already are expected
to contribute, managerial prompting and group identi-
fication cues are expected to be largely unnecessary,
even ineffective. It is therefore expected that the differ-
ences in knowledge sharing will be even greater when
proself individuals will be given group identification
and managerial reminders at the same time. 

Method. A laboratory experiment was conducted uti-
lizing computers at two large U.S. universities to test the
previously described predictions. Seventy-six undergrad-
uate business students participated in the experiment in

exchange for extra credit toward their course grades. Stu-
dents were seated in a computer lab and told the num-
ber of points to be awarded would be determined by
their performance, composed of their own reward plus a
share of their group’s reward. The sessions were carried
out in class under the researchers’ supervision.

The study was set up as an investment game in
which participants were to
make a series of profit-
maximizing decisions. The
decisions focused on sub-
jects’ need to balance con-
tributions of information
for the common good
against retaining that
information for their own
good, as we will describe in
more detail here. Although

individuals were told they formed groups of six mem-
bers each, all decisions were made individually with no
possible interaction with other participants.

The total profit of a player consisted of the player’s
own gains plus a bonus awarded if the player’s team
achieved a predetermined level of contributions (40%
of the total). Whether to keep information for oneself
for probable direct rewards or to contribute it to the
team for probable indirect rewards was the dilemma at
the heart of the investment decision. On one hand,
players were enticed to keep information to themselves
and increase their individual gains; on the other hand,
they were drawn toward contributing the information
to the team and securing the group bonus.

The relationship between profit and information
sharing was implemented by a series of decision-mak-
ing situations (rounds) offered to every player. In each
round we displayed investment information and two
probabilities the player was facing: a probability of indi-
vidual gain should the player keep the information and
a probability of a team gain should the player decide to
share the information with another team member.

After two practice decisions, the players were pre-
sented with 16 consecutive information-sharing deci-
sions, illustrated in the figure here. The rounds were
identical except for the varying probabilities assigned to
individual and team profit successes. The complete
table of probabilities is shown in Table 1. Upon com-
pletion of the decision rounds, subjects were asked to
provide demographic and other information.

We simulated Managerial Prompts by delivering
three strategically timed pop-up messages while the task
was under way for subjects in the “prompted” treat-
ment. The first message appeared before round 1 and
stated that the system would monitor the overall num-
ber of contributions to the team by its members, and
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 Round 1 / 16

Group member 3 has an 80% probability of earning the same $1.00 if you share 
the investment information with him/her.

Keep the information for myself

Next

Share the information with group member 3

Do you wish to share the information with group member 3, or keep it for 
yourself?

You have a 20% probability of earning $1.00 if you keep investment information 
to yourself.

An experimental round. 

Marks_feb_lo:Intro_ lo  1/8/08  3:33 AM  Page 63



should these contributions
be insufficient to reach the
bonus, each member
would be notified. Regard-
less of the individual sub-
ject’s level of sharing, the
second message appeared
after round 6 and warned
the player that contribu-
tions to the team were too
low and needed to be
increased in order to
obtain the bonus. The
third message appeared
after round 12 and dis-
played the same warning
as the second message.

The manipulation of
Group Identification was
achieved by the indication to half of the subjects by the
researcher that the game was being played in a compe-
tition with a named rival university. It was hoped that
subjects who received such indication would identify
with their group of classmates as an “us against them”
situation. A similar manipulation was used successfully
in Van Vugt and De Cremer [12].

Social Value Orientation reflected an individual pref-
erence and therefore was measured as part of the demo-
graphic variables. The Decomposed Games instrument
adapted from Messick and McClintock [10] was used
to classify the respondents into proself (individualistic
and competitive) and prosocial (cooperative) cate-
gories.

RESULTS

It appears that managerial prompts indeed resulted in
more information sharing. Both the total sharing and
three individual segments of sharing opportunities
were examined, because the prompts were offered
twice. Interestingly, the first segment did not stimulate
differences, which would indicate that subjects did not
pay much attention to the first managerial prompt.
However, the other segments and the total did elicit
significant differences. Overall, subjects who were pro-
vided with managerial prompts shared on average 7.34
times while subjects without such prompts shared on
average 5.93 times (out of 16).

Group identification subjects (those exposed to a
message about beating a rival school) did not seem to
share any more than non-group identification subjects
(6.84 vs. 6.32, respectively). While the means are in the
opposite direction, they are not significantly different,
and no conclusions can be drawn about group identi-
fication as a main effect.

Unexpectedly, 47 of
the 76 subjects responded
as proself individuals,
while only 10 responded
as prosocial individuals.
The other 19 were inde-
terminate. Consistent
with our expectations, the
small number of prosocial
subjects did contribute
significantly more infor-
mation (8.10 times) than
the proself majority (6.26
times). When turning to
interactions among the
factors, we predicted that
proself individuals would

be affected more by managerial prompts than would
prosocial individuals. Results were consistent with that
expectation: the sharing scores for prosocial individuals
receiving managerial cues were not significantly differ-
ent (8.4 with prompts vs. 7.8 without prompts;
p=0.362), and in contrast, the sharing scores were sig-
nificantly different for proself individuals receiving
managerial prompts (7.15 for managerial prompt sub-
jects and 5.59 for subjects without prompts). 

We asserted that proself individuals would be more
sensitive to group identity cues than prosocial individ-
uals. We were unable to test this assertion because of
distribution of subjects in the sample. There were only
two prosocial subjects in the no-group-identity cell.

Finally, a three-way interaction among the three
experimental factors was tested. The small number of
prosocial subjects in the non-group identification cell
leads us to interpret any results from this test with cau-
tion. However, even with the sample difficulties, the
three-way interaction was indeed significant. R2 was
0.301 and adjusted R2 was 0.210, indicating that the
ANOVA explained a substantial amount of variance
for the small sample; the means are shown in Table 2.

CONCLUSION

This experimental study explored the direct and inter-
action effects of managerial prompts, group identifica-
tion, and social value orientation on knowledge
sharing. The results indicate that knowledge sharing in
organizations can be encouraged by management’s
reminders of the importance of the goal, as well as
reminders about rivals. It is also important for organi-
zations to hire personnel with prosocial traits if they
want to depend on them to share. This builds on pre-
vious literature that identifies important organizational
cultural variables as important elements in knowledge
sharing [3]. 
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Round
Number

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

Payoff probability 
to player

(if information not shared)

0.2

0.8

0.2

0.6

0.4

0.8

0.2

0.4

0.4

0.6

0.6

0.8

0.3

0.5

0.5

0.7

Payoff probability 
to team

(if information shared)

0.8

0.2

0.6

0.2

0.8

0.4

0.4

0.2

0.6

0.4

0.8

0.6

0.5

0.3

0.7

0.5

Table 1. Payoff probabilities. 
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Organizational culture
might also interact with
national culture in poten-
tially interesting ways, and
additional research might
investigate if the phenom-
ena are related. For
instance, a future study
might find that in societies
that are more collectivist
in orientation (such as several countries in Asia), differ-
ent tactics could be used to foster prosocial attitudes
than those in more individualistic societies (such as the
U.S.) [6].

Although group identification in this sample did not
seem to make a difference, the results should be taken
only as a directive for closer study. Many organizations
use tactics to foster such an image, such as posting mot-
tos on a wall, having retreats and annual meetings with
motivational speakers, or communicating regularly the
importance of the organization’s strong standing in the
market. Such tactics to make employees desire to beat
the competition could provide productivity benefits,
while employees seek improved job security, larger
bonuses, or even satisfaction that comes with success.
Group identification, therefore, remains an intuitive
and promising goal in spite of the nonsignificant find-
ings in this study.

This research also has some limitations. The research
method was experimental. The method was selected in
order to adequately manipulate the variables and envi-
ronment. However, this method does sometimes suffer
from the ability to generalize results across a population
when there are multiple other factors that can also
influence behavior. Students’ expectations of reward
might have played a role in their behavior during the
study, and incentives in a real situation need to be
examined to see if they are consistent with the behavior
in the study.

While managerial prompting might indeed enhance
contributions in actual organizational situations as it did
in this study, its effectiveness in an employment setting
might need further study. This experiment was meant to
discover if prompting had any promise, and future stud-
ies must be conducted to determine its efficacy over time.
In a situation where a pop-up screen is shown multiple
times per hour, such a tactic might be completely ignored
or ineffective after several days. Personal prompting
might be most useful in a variety of situations, but there
could very well be systems that intermittently monitor
performance and provide occasional advice through
prompts that are used sparingly. Users would quickly
learn the system is keeping track of their individual
progress in a formal way and might adjust their behavior

according to appropriate
incentive systems.

Future research is
needed to discover other
important antecedents of
knowledge sharing, both
separately and in combina-
tion with those explored

here. The full promise of KMS will follow a firmer
understanding of how to foster the sharing of knowl-
edge by organizational members. If individuals learn
how to overcome natural tendencies to retain personal
competitive advantage based on proprietary informa-
tion, we might realize such large organizational gains
that the individuals will be even better off than they
would be if everyone jealously guarded their valuable
knowledge.  
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Treatment

No Group

   Proself

   Prosocial

Group

   Proself

   Prosocial

No Prompts

5.61

16.00

5.56

5.75

3.15

.

1.42

2.06

Prompts

Mean Standard Deviation

7.75

10.00

6.25

8.00

2.73

.

2.96

1.41

Mean Standard Deviation

Table 2. Total sharing. 
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The recent security breach at a U.S. credit-card processing center put over 40 million
accounts at risk of fraud [11]. This event was quite shocking to many of us—the day-
to-day users of credit cards. We expect a financial institution of this stature to be aware
of security threats and their serious consequences as it processes very sensitive and
important data. An organization of such a size should be able to employ a team of secu-
rity experts. Indeed, researchers in IT security are very active [5, 9], and research papers
in this area are abundant. We tend to believe that security experts in consumer finance

THE MYTHS 
AND TRUTHS

Technology will never cure all wireless security ills. 
It will take a coordinated effort involving corporations, manufacturers, 

employers, and end users to fight the fight.

By Alfred Loo

OF WIRELESS
SECURITY
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organizations have adopted all possible measures
and such breaches are highly unlikely. However, this
event once again proved Murphy’s Law—whatever
can go wrong, will go wrong. 

Organizations with fewer resources are even more
vulnerable than the above-mentioned processing cen-
ter. The incident is a wake-up call for every company
to review its security measures. The strength of a
computer system’s security is always measured by its
weakest component. In most systems, the weakest
components are the end users, particularly when they
are accessing the corporation’s databases with wireless
facilities at home. The reasons are simple.

• Wireless facilities for computers are fairly new for
end users and there is a great deal of misunder-
standing over their security features. 

• Although computer facilities within the organiza-
tion are protected by computer experts, connec-
tions from employees’ homes are not. 

• Research papers and books on wireless security
are written for technical people. Most users,
including some computer professionals, are not
able to understand these materials. 

Wireless routers have been available for
several years, are extremely ease to
install, and are inexpensive—most cost

less than $100. A single router provides users with
the following conveniences:

• It is quite common for families to have several
computers, usually situated in different rooms.
To share broadband communication, the installa-
tion of network cables would be a time-consum-
ing and expensive task, depending on the
distances between rooms. Wireless routers solve
this problem easily.  

• Users can move their computers easily around the
home, as long as they remain within the coverage
of the wireless signal. The computer is still able
to access the Internet via the wireless facility and
save hours of cable reconnection.

THE MYTHS

A seasoned application programmer with a master’s
degree who uses a wireless router at home recently
expressed his belief that his connection was secure. It
is not. If an application programmer puts his faith in
myths, we cannot expect anyone with less computer
knowledge to be aware of the security problems. 

In theory, nothing can be 100% safe. Indeed, even
if an owner tries to protect his/her house from bur-
glary by installing good locks, determined thieves can
still break in provided they have the right equipment
and enough time. If they cannot break the lock, they
can break the door, or a window, or drill a hole in the
wall, dig a tunnel, use explosives, and so on. However,
all of these methods will take more time and make
more noise. Carrying more equipment will increase
the chance the thieves will be detected or even
arrested before or after the task. Rational thieves will
compare the costs of these methods with the esti-
mated valuables in the house. They might decide it is
not worthwhile to break into the house provided the
owner has the right degree of security. 

Wireless communication is very similar to this sce-
nario. However, while many users believe their
“doors,” at least, are locked, the truth of wireless com-
munication is the doors are not even closed and are
actually wide open [3, 10]. Intruders can simply walk
in. A wireless router user might believe the following:

• Wireless routers have been in the consumer mar-
ket for several years. Many people are using them
so they must be safe. There are enough security
features in routers, so communications through
them are automatically protected.

• It is time-consuming to hack a computer, so
attackers go after corporate computers. There is
nothing valuable enough in home communica-
tions to attract hackers. Users have little to lose.
There will not be any serious consequences even
if their transmissions are intercepted by hackers. 

THE TRUTHS

Most wireless routers have some security features.

THE STRENGTH OF A COMPUTER SYSTEM’S SECURITY
IS ALWAYS MEASURED BY ITS WEAKEST COMPONENT.

In most systems, the weakest components are the end users, 
particularly when they are accessing the corporation’s databases 

with wireless facilities at home.

Loo_feb_lo:Intro_ lo  1/8/08  4:21 AM  Page 68



However, these features are optional and usually
turned off. The installation of a router is quite easy,
and the user can complete it within minutes. During
the initialization process, a small installation pro-
gram will ask them to type in the account name and
password they use for their ISP. Users might believe
they are protected by the password afterward;
indeed, the account name and password are stored in
the router. When the user turns on their computer,
the router logs into the ISP automatically. The com-
puter then communicates with the router directly
and accesses the Internet through it. The router does
not ask the computer to supply the account name
and password again. As a result a hacker’s computer
can connect to the router without any knowledge of
the account. 

Hackers do not require specific hacking tools, as
operating systems can find nearby routers and con-
nect to them almost automatically. Hackers can then
perform illegal operations such as hacking other com-
puters, spreading viruses, organizing terrorist activi-
ties, and so on. They do not need to get into users’
houses or plug in any cables. They might be sitting
inside a car [1, 2, 6] parked on the road near a user’s
house. A hacker might also live next door with noth-
ing more than a notebook computer and wireless
LAN card. It is extremely difficult for users to detect
this hacking process, as hackers do not need account
names, passwords, IP addresses, or any identification
to the ISP. It is impossible to trace them afterward. 

Hacking can take place automatically if proper
software is installed on the computer. For example, a
hacker could leave a computer on in a van while mas-
querading as technicians from telephone or electricity
companies. They do not need to stay in the van dur-
ing the hacking processes. Antennas and amplifiers
can extend the area of wireless coverage. A study [7]
shows it is possible to attack a target from 20 miles
away. This kind of hacking is more difficult to detect. 

As the router is actually sending/receiving messages
for the computers, it is impossible for the ISP to
detect the number of users. This will create headaches
for the users and governments. When the police come
to the doors of the legitimate users, they will have a
difficult time explaining what is going on. Govern-
ments will also have problems in identifying hackers
from ISP records. 

There is another illusion in the initiation process.
Many routers have a default administrator account
“admin” (with the same default password “admin”).
Users can change the password or create a new
account. They might believe this is another level of
protection. Actually, this account is used only when
users want to view or revise the settings in the router.

Hackers do not need this piece of information to
access the Internet through the router. This illusion
only gives users a false sense of security. 

As the security features are usually turned off, com-
munications between computers and routers are
transmitted in plain text. Messages can be intercepted
easily. The hacker only needs an ordinary computer
with a wireless LAN card to intercept the signal.

THE CONSEQUENCES

Many companies have developed applications that
use Internet technologies as they offer many advan-
tages. Employees can access the databases of the
company with an Internet browser. Naturally,
employees can also access the systems with their
home computers so they can continue to work at
home.

Such advantages are accompanied by additional
risks. Many systems rely on only account names and
passwords to authenticate users. If a hacker can obtain
this information while a user is accessing corporate
databases, every security feature installed by the cor-
poration will fail and the unauthorized intrusion will
go undetected. 

Some corporations protect their log-in pages
with SSL or similar techniques. Such tradi-
tional methods for wired communication can

also be effective for wireless networks. The transmis-
sions are encrypted if the corporation is using such
techniques. Users might believe that further encryp-
tion is not necessary. However, they will also access
Web sites that do not require high levels of security,
and a patient hacker can obtain hints from these non-
secured communications. For example, a user might
use their favorite car model as a password. This word
could be found in their communications as they fre-
quently search for information about this model from
the Internet. 

It is common for users to have multiple accounts.
Many Web sites providing free information also ask
their readers to create new accounts. As these Web
pages do not involve any money or confidential infor-
mation, encryption techniques might not be used. 

In theory, users should use different passwords (and
account names) for different accounts. In practice,
many people use the same password for multiple pur-
poses as it is extremely difficult to remember all
accounts and passwords. If account names and pass-
words are intercepted in unsecured transmissions,
hackers can spoof users and break into company data-
bases.

Even if users do use different passwords, it is still
dangerous not to protect passwords for non-secured

COMMUNICATIONS OF THE ACM February  2008/Vol. 51, No. 2 69

Loo_feb_lo:Intro_ lo  1/8/08  4:21 AM  Page 69



Web sites. By analyzing user communications, hack-
ers can detect patterns in the composition of pass-
words. It is difficult for people to remember a
combination of characters and numbers that have no
meaning. A common practice is to take words and
numbers that are familiar and combine them.  

For instance, a user might choose the first four
characters of his son’s name (for example, “davi” from
“David”), combined with the year of his son’s birth-
day (say, 1992). To make it a little more difficult to
crack, the user reverses the order so the final password
is 2991ivad. This password is not bad because it is
easy to remember and it does not use a complete word
from a dictionary. However, an assiduous hacker will
find out the pattern if the password can be inter-
cepted. The hacker can then try the user’s corporate
account with his daughter’s name and year of birth
(by adding or subtracting a small number from the
1992 in the example). If this does not succeed, the
hacker can try the name of the user’s wife, or some-
thing similar. Hackers can obtain these pieces of per-
sonal information by monitoring the
communications of the user and his family members.
In other words, such information could help to min-
imize the number of trials needed to break into a
computer system. 

By eavesdropping on user communications, hack-
ers can find out the users’ favorite or frequently used
words and Web sites. This kind of information can
also speed up the hacking process. Thus, it is impor-
tant to encrypt all communications even when there
is no confidential information in Web pages. 

Finding the executives of a target corporation is
also easy. The names of executives can be found on
their company Web sites. Sometimes there are even
photos and brief biographies on the same page. Hack-
ers can follow the executives’ cars and find their resi-
dences easily. Armed with this knowledge, hackers are
ready to carry out their jobs.

CORPORATE RESPONSIBILITIES

Parents do not leave their babies in the jungle and

expect them to protect themselves. Nevertheless,
many organizations do not take care of the home
Internet connections of their employees. The wide-
spread use of wireless routers by employees is a
threat to many computer systems. 

There are many ways to attack wireless communi-
cation, so it is almost impossible to make it absolutely
safe. There are also basic weaknesses in the technolo-
gies that are currently being used in most routers (for
example, WEP [4, 5, 8]). However, we should force
the hacker to invest more time and install more hard-
ware/software for each attack. This will increase the
hacker’s risk of being caught. Corporations should
urgently review their security, with the following mea-
sures easy to implement.

• Corporations should educate their employees to
the risks and appropriate countermeasures. From
time to time, they could offer brief seminars with
materials explained in laymen’s terms. 

• Corporations should remind users to be vigilant
and report suspected intruders to the authorities
as soon as possible. 

• Users should be taught to turn on the easy and
common security features of their routers. These
features can be deployed in a few minutes pro-
vided that the router manufacturer builds soft-
ware with a good human-computer interface. It is
not possible to discuss all features in this article,
but the following examples should suffice. 
> Every LAN card has a MAC address. Users can
store the MAC address in the router and ask it
only to accept computers with the right MAC
address. 
> Users should turn on the encryption feature in
the router. 
> Wireless routers broadcast their Service Set Iden-
tifier (SSID) to surrounding computers. Comput-
ers need this name for proper connection to the
router. The user should change this name often
and disable router broadcasting. This measure will
mean that hacking is more time-consuming. 
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> Every router comes with an administrator
account that has a default password. Some users
do not bother to change this password. Once
hackers log into routers, they can modify the set-
tings and/or turn off all security mechanisms.
Users should change the password (and account
name) to protect the settings. 

• Most router installations are easy. However, some
routers come with poor human-computer inter-
faces in the parts that activate the security fea-
tures. It is difficult for users to select a good
router on their own. Corporations should evalu-
ate routers and recommend only products with
good security features and human-computer
interfaces. If enough corporations are offering
these kinds of recommendations, it will force
manufactures to pay more attention to developing
these areas. 

• Digital certificates and VPN should be adopted as
they provide higher levels of security in the long
run.

MANUFACTURER RESPONSIBILITIES

There are flaws [5] in the current security technolo-
gies of wireless routers. Security experts are propos-
ing new standards [4, 5] to overcome these
problems, but manufacturers can improve security
in the meantime. Security will never be perfect as
hackers can always find new methods to crack sys-
tems. Nevertheless, the following measures could be
implemented quickly and easily.  

• Router manufacturers should make their products
safer by turning on security features as default set-
tings. Users should be forced to turn them off if
they do not need the facilities, and they should be
warned of the risks. 

• Manufacturers should incorporate small resident
programs that allow the checking of the number
of users at a particular time. Log files should be
maintained so that users can check whether there
are any intruders. These programs could be exe-
cuted in the user’s computer or the router (if the
router has enough memory).

• Once a new hacking method is discovered, it
should be announced on the manufacturer’s Web-
site or through email. Updated software and/or
firmware (if any) that can combat the new attack
should be available for downloading from the
manufacturer’s Web site. 

USER RESPONSIBILITIES

• Users must follow the security procedures of their
employers. It is their duty to safeguard the system

by using computers properly. 
• Users should invest their time in learning how to

use wireless communication safely, such as by
attending seminars offered by their employers. 

• Users should be vigilant at all times. For example,
many computer systems display the last log-in
time when users log in. These records should be
checked to detect intruders. 

CONCLUSION

Technology alone will never be able to solve all secu-
rity problems. Enhancement of the coordination
between employers, end users, and wireless facilities
manufacturers is constantly required. Users should
understand it is their obligation to protect their
employers’ computer systems by understanding the
risks and appropriate countermeasures, and that it
would be worthwhile investing their time in updat-
ing their knowledge. Employers and manufacturers
should make this process as easy as possible. Indeed,
common sense, constant vigilance, and up-to-date
knowledge are the best weapons in the fight against
hacking.
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n the global information society, the availability of Internet access has
become critical for the world’s citizens and organizations. Nevertheless, cer-
tain geographical areas and populations lag behind others in terms of Inter-
net access, and a number of communities and governments around the world
are actively seeking solutions to speed up the process of universal broadband
Internet availability [4]. Municipal wireless networks (MWNs)1 represent a
new option for providing broadband access to the Internet. 

MWNs are needed because private sector Internet service providers tend to
focus their services toward more financially attractive markets and consumers,

MUNICIPAL BROADBAND 
WIRELESS NETWORKS

“...people lack many things: jobs, shelter, food, health care and drinkable water. 
Today, being cut off from basic telecommunications services is a hardship almost as acute 
as these other deprivations, and may indeed reduce the chances of finding remedies to them.”

UN Secretary General, Kofi Annan, 
in a keynote address to the International Telecommunication Union, 

Oct. 9, 1999.

I
1A MWN is defined as a wireless Internet access network that is created with active local leadership and involvement. MWNs
are typically based on a point to multipoint link between base station and subscriber equipment. A base station is an outdoor
antenna connected to a wired Internet backbone that sends data wirelessly to subscriber equipment such as laptops. Typical
usage of a MWN involves using the built-in wireless card included in most laptops to connect to the Internet. 
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and thus tend to neglect certain constituencies [10].
According to economic theory, it is appropriate for
government to intervene in the provision of a service
if the service utilizes public goods and has the poten-
tial to result in significant positive externalities [1].
Arguably, wireless Internet service fulfills these
requirements because it utilizes the publicly owned
radio spectrum, and can increase the potential for
new innovations and societal benefits as more citizens
get connected.

MWNs are also more feasible today because recent
developments in standards and technology have made
broadband wireless more convenient, effective, and a
viable alternative to cable, DSL, and other wired tech-
nologies [11]. There is also an expectancy that munic-
ipalities will find it relatively easy to set up wireless
networks because they have ready and free access to
physically dispersed assets such as lamp posts and traf-
fic lights that are ideal for installing base stations [11].
Declines in prices have made the necessary network
infrastructure increasingly affordable. In the U.S. esti-
mates for deployment range from $40,000 to
$74,000 per square mile [2], this is a small fraction of
the costs of other public undertakings such as road
maintenance and law enforcement. 

MWNs also provide visionaries with a means to

realize dramatic changes in society. New applications
based on ubiquitous and affordable broadband Inter-
net access can have a significant positive impact on
the socioeconomic health and status of entire regions.
Concepts such as e-government and e-healthcare
could set in motion radical ideas such as changes in
the political process, delivery of health care, or more
specific changes such as control of automobile traffic
patterns through wireless mesh networks [9]. Propo-
nents are also driven by the idea of digital conver-
gence where traditional telephony and broadcast
entertainment systems are superseded by a wireless
Internet pipeline that delivers all network and broad-
cast services at a lower cost to the consumer [8]. 

It is therefore not surprising that since 2003, more
than 200 communities around the world are actively
seeking to build MWNs. These range from small
communities such as Grand Haven, MI to large met-
ropolitan areas such as Paris, France. In summary,
MWNs are interesting because they represent a feasi-
ble alternative to Internet access, there is already a
worldwide grassroots effort to create MWNs, and it is
likely that new emergent applications will follow
widespread deployment. 

There is little research-based guidance available on
the core issues and challenges that must be addressed
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by a community during the process of implementing
a MWN [7]. In this article, we offer recommenda-
tions based on our experience as participants in an
expert group2 that, under assignment from the city’s
Mayor’s office, developed a proposal for a MWN for
one of the largest cities in the U.S.—Philadelphia [6].
The recommendations are presented in the form of a
stage-based implementation framework (see Figure
1). The framework can guide communities that seek
to implement new MWN projects and 
assist researchers in
identifying emerging
issues. The investigation
included a diverse array
of projects and therefore
our findings are likely
relevant globally. Never-
theless, non-U.S. read-
ers should also consider
findings that are region-
ally proximate.3

Our investigation was
based on:

• An analysis of the
expectations and requirements of more than 110
stakeholders and future consumers of the pro-
posed MWN, 

• A comparative analysis of 25 MWN projects, pri-
marily in the U.S., 

• A review of the related academic and professional
literature, and 

• An evaluation of pilot implementations specific
to the Philadelphia MWN. 

The process of MWN implementation can be
understood in terms of three distinct stages. During

the first stage, a community and its local govern-
ment need to simultaneously consider the needs of
diverse stakeholders, identify manifold goals and
address challenging policy issues. The second stage
involves simultaneously thinking through potential
applications, selecting the appropriate wireless tech-
nology, and planning the management and funding
of the MWN. The last stage involves actual MWN
implementation. Each stage will require a process of
evaluation and reflection to rationalize potentially

competing visions and
imperatives. Here, we
further elaborate each
stage.

STAGE 1: IDENTIFYING

MWN GOALS

In this stage, a commu-
nity identifies and sorts
out competing goals,
considers the needs of
diverse stakeholders, and
addresses key policy
issues.

Goals. The 25 different MWN projects analyzed for
this study address a range of goals.4 These typically
take the form of a primary goal and several accompa-
nying secondary goals. Primarily, MWNs are envi-
sioned as a solution to address the “digital divides” in
Internet access. Because digital divides will not disap-
pear simply from providing access to the Internet,
MWN projects often also incorporate education and
workforce retraining programs. For example, a social
service agency in Philadelphia called the People’s
Emergency Center has set up wireless networks in
homeless shelters, and provides training to enable res-
idents to learn about welfare-to-work programs and
acquire technology-related life skills.

Among secondary goals, local governments want to

MWNs are interesting because THEY REPRESENT A FEASIBLE
ALTERNATIVE TO INTERNET ACCESS, there is already a worldwide
grassroots effort to create MWNs, and it is likely that new emergent
applications will follow widespread deployment. 

Implement
Municipal
Wireless
Network

Applications

Stage 2 Stage 3

Wireless
Technology

Management
and Funding

Goals

Stage 1

Stakeholders

Policy

Figure 1. MWN framework.

2The expert group was formed in the spirit of a public-private partnership, and was
composed of members from the government, the non-profit sector, the corporate sec-
tor, and the academic community.
3There is thriving MWN activity in Europe, for example, the Legible City Initiative
in Bristol, U.K. and the Intelligent Bus Project in Paris, France [5]. 

4Due to space constraints, a detailed analysis and listing of all these projects has been
omitted from this paper. The sidebar “Grand Rapids, Michigan” presents one illustra-
tive example. See [6] for details on the Philadelphia project. 
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save on Internet access costs by
eschewing Internet service
providers (ISPs) in favor of the
MWN. By ensuring everyone has
Internet access, municipal govern-
ments aim to eventually improve
service and save costs through
electronic delivery of municipal
services to citizens. MWNs are
expected to boost the attractive-
ness of communities for prospec-
tive visitors because tourists and
convention attendees can benefit
from on-demand access to local
information. A long-term objec-
tive is that citizens will be empow-
ered to participate more fully in
the political process by organizing,
debating political issues, and
acquiring information via the
Internet. MWNs are also consid-
ered a tool for urban renewal, for
if they deliver the expected eco-
nomic and social benefits it
should lead to an improvement in
the economic health and social
well-being of served communities. 

In addition to the social
objectives listed here,
MWN projects can
earmark quotas for

local entrepreneurs to help with
building the MWN or to provide
services that utilize the MWN. In
this way MWNs may substan-
tially reduce the barriers to entry in such markets that
are now dominated by a few large firms. For busi-
nesses, MWNs are a way to extend or differentiate
their services without having to worry about building
network infrastructure. For example, many hotels
already provide wireless access for customers, and a
MWN will allow them to take advantage of
economies of scale and offer their customers a far
wider range of services without having to build under-
lying infrastructure.

There is no clear evidence that the digital divide
can be successfully addressed by MWNs. Further
research is needed to assess whether the stated benefits
can be realized and whether the secondary goals are
sufficient to justify the investment. 

Stakeholders. It is important to recognize that dif-
ferent stakeholders may have diverse and sometimes
contradictory goals they wish to achieve via a MWN.

As part of the Philadelphia project we organized 13
focus groups with a total of 110 participants that rep-
resented a diverse set of interests. Table 1 presents the
results in a framework that categorizes and analyzes
interests of different stakeholders. The framework is
generic and should prove useful in identifying poten-
tial conflicts and contradictory goals in advance.

The stakeholders in Table 1 range from beneficiaries
of a MWN to those needed to build, sustain, or fund
the MWN. The MWN thus potentially offers an envi-
ronment that can enable us to better understand how
new forms of “grassroots” or “community-based” tech-
nology initiatives are formed and sustained. Imple-
menters will need to carefully manage the
communication with such diverse partners and incor-
porate their issues and needs in the initial planning. 

Policy. There is a policy question about whether—
and under what conditions—government entities
should get involved in the creation of MWNs. Inter-
net service providers have started mounting legal chal-
lenges. For example, in the state of Pennsylvania,
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Stakeholder

State or City 
Government

Municipal Services

Underserved/
Disadvantaged
Individuals

Community 
Residents

Local Tourist 
Industry

Small and startup 
businesses

Large and 
mid-sized
corporations

Telecoms and ISPs

Non-profit and 
community groups

Utility /
Transportation / 
Health care

Higher Education

Public Schools

Outside the 
municipality

Interest

Build the image of the area and address the needs of political constituents such as 
voters who live in low-income neighborhoods. Use the network to save on the cost 
of internet access for government employees.

Reduce communication costs and deliver improved services such as real estate 
assessors using hand-held wireless computers to submit reports. 

Free or low-cost Internet access and related computing and training programs 
associated with a MWN may provide lifestyle, education, and job-related 
improvements. 

Provide a low-cost alternative to ISPs. Ubiquitous access may improve lifestyles, enable 
grassroots projects for urban renewal, and enable electronic interaction between and 
among citizens and government. Residents are also concerned about the potential 
tax burden, and may have ideological reservations about the advisability of a municipality 
offering high-tech services when there might be problems with basic services such as 
trash collection. 

Tourists and business visitors such as convention attendees would benefit from 
on-demand broadband access and may also use the network to access tourist data about 
the local community. A MWN could thus help communities to market themselves as a 
desirable destination. 

Provide a lower-cost alternative to for-fee services. In addition, entrepreneurs could 
market new services and applications based on the MWN. For example, given an extant 
wireless infrastructure it is much more feasible to implement ideas that depend on 
ubiquitous Internet access such as providing content on PDAs for museums or zoos. 

Will likely use private networks because of security and reliability concerns but see a 
MWN as a tool to enable telecommuting. They may support MWN efforts to promote 
community goodwill and potential improvement in community human capital.

A MWN is a potential threat to existing network service providers, though their 
expertise is likely to be needed for the construction of any MWN. Some firms are 
seeking legal protection against MWN.

Serve as a catalyst for delivery of services and information and can be used for training 
and work force development programs. 

Such organizations often have staff out in field locations and could design new 
applications, such as for reading utility meters or for providing access to patient records 
to nurses providing hospice care.  

Colleges and universities often have their own wireless networks but could further 
improve student services or provide new curricula by taking advantage of low-cost 
broadband off-campus access. 

Could realize significant cost savings by avoiding investment in telecommunications 
infrastructure. Schools could also start experimenting with parent-driven and/or 
at-home student learning initiatives.

Adjacent areas may jump on board to extend the “zone” and/or may feel competitive 
pressure to provide comparable services.

Table 1. MWN 
stakeholders.
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telecommunication providers
successfully lobbied for the
establishment of a law that
forbids municipalities in most
of the state from creating a
MWN. However, after con-
siderable debate, the city gov-
ernment of Philadelphia was
able to receive an exemption
from this law. So far, telecoms
(such as the Baby Bells) and
ISPs have successfully lobbied
14 states in the U.S. to pass
laws prohibiting municipali-
ties from building wireless
networks because they are
considered unfair competition
[3]. The threat to entrenched
interests goes beyond telecoms and ISPs because wire-
less Internet is seen as a disruptive technology that can
displace traditional wired telephony, cellular service,
and broadcast entertainment by delivering equivalent
services at a lower cost to the consumer [8]. The tele-
coms and ISPs may have a point because municipali-
ties in general have an advantage over them as they
have ready and free access to public assets that can be
used to mount network infrastructure equipment. 

Amajor policy challenge for a munici-
pality is that MWNs come with an
assortment of legal implications,
involving matters such as who bears

the responsibility for data security, related liabilities,
operational performance, and customer service man-
agement. Finally, since MWNs operate over the pub-
lic radio spectrum, they may face governmental
regulatory constraints and licensing requirements. 

There remain fundamental unresolved policy ques-
tions such as: 

1. Are MWNs an example of the government
competing with private business? 

2. Does free access to public facilities provide
municipalities with an unfair advantage in com-
peting with ISPs?  

3. Should public funds be used to support MWNs
when the stakeholders are often entities such as
state or city governments and other community
groups that do not have experience in providing
Internet service? 

4. Is there a need for new uniform legislation to
handle the often-competing goals among
MWN stakeholders? Clearly, implementers
should first seek to understand and assess the

legislative landscape
in their community
before embarking
on the creation of a
MWN.

STAGE 2: FLESHING

OUT MWN INFRA-
STRUCTURE AND

FUNDING

Once the goals,
stakeholders, and
policy issues sur-
rounding a MWN
are resolved in
Stage 1, managers

must identify the kinds of applications a MWN
will support. Managers must also select appro-

priate wireless technologies, obtain sites for
installing the receivers, and plan the management
and funding. Moreover, ongoing evaluation and
reflection is needed to rationalize competing visions,
maintain public interest, and to stay abreast of new
technologies.

Applications. The most common and compelling
application of a MWN has been to create free or low-
cost Internet access. There are also several secondary
types of applications. For example, public safety insti-
tutions such as police, fire, and ambulance depart-
ments could be provided with a back-up
communication network or with mission-critical
information. Police in San Mateo, CA, for instance,
can access law enforcement databases through
MWN-enabled car laptops. Voice communications
and value-added applications are especially relevant in
underdeveloped areas where landline telephone ser-
vice is poor, and in countries where mobile operators
charge high rates for voice and data communications.
For example, voice-over-Wi-Fi telephone service is
now available in Rio Rancho, NM, through a MWN
developer. In Houston, the city government is work-
ing on a system that will allow citizens to read, mon-
itor, and update payments in parking meters via the
Internet.

Given the many different applications of a MWN,
researchers must assess how end users will adopt this
new technology, what forces determine its usefulness,
and what the MWN is ultimately most useful for.
MWNs also offer visionaries a new “sandbox” to envi-
sion applications that are based on ubiquitous Inter-
net access. Even if MWNs fail as Internet access
mechanisms, the pilot projects may produce new
innovative social service or entrepreneurial applica-
tions because this will be the first time in history that

76 February  2008/Vol. 51, No. 2 COMMUNICATIONS OF THE ACM

Cost to Municipality

M
an

ag
em

en
t 

C
om

pl
ex

it
y

fo
r 

M
un

ic
ip

al
it

y

Consortium

Non-profit

Govt. owned/operated

Joint Utility

Co-op wholesale

Privately owned/operated

Lower Higher
Lo

w
er

H
ig

he
r

Figure 2. Comparing MWN 
management and funding models.
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so many different people will
have ubiquitous, untethered
Internet access. 

Wireless technology. Applica-
tions require supporting infrastructure, and there are
several wireless technologies available for creating a
MWN including Wi-Fi, Mesh, and WiMAX. The
sidebar “Wireless Technology Tutorial” provides a
glimpse of the available technologies. The develop-
ment of standards is both pushing and in some ways
hindering MWNs. The low-cost widespread availabil-
ity of 802.11b demonstrated the potential and stimu-
lated demand, but the slower spread of newer, more
robust standards may stifle further growth. Standards
have often been the catalyst of widespread adoption of

new Internet technologies; in the wireless network
space, the real innovators and drivers may be home-
grown “standards” being developed by the grassroots
efforts of early adopters. Implementers in the short-
term should keep a careful watch on both current and
future standards to avoid premature obsolescence. 

Management and funding. The rapid evolution of
technology, and the fact that the management of such
projects is not a core competency of municipalities,
creates significant risk and challenges for the manage-
ment and funding of MWNs. Complicating factors
include dealing with arbitrary and inflexible bud-
getary, regulatory, social, ideological, and political
constraints such as “the project must be completed at
zero cost to the taxpayers” or “the project must
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Given the many different applications of a MWN, researchers must
assess how end users will adopt this new technology, what forces 
determine its usefulness, and WHAT THE MWN IS ULTIMATELY
MOST USEFUL FOR. MWNs also offer visionaries a new “sandbox”
to envision applications that are based on ubiquitous Internet access.

Overall 
Description

Ownership

Policies

Management

Startup 
funding

Continuing 
“Profit / 
Costs”

Upgrade

Who owns the 
infrastructure 
(antenna)

Who has 
access? What 
is appropriate 
usage?

Who is 
responsible for 
connection
problems? 

Who will pay 
for the 
startup costs?

How will the 
profits/deficits 
be handled?

How will upgrades 
be implemented 
and funded?

Municipality
owns and 
operates the 
infrastructure

Municipality

Commission
sets and 
implements
policy

Municipality

Grant, donation, 
government 
allocation, 
loan/bond

Invested in 
municipality and 
upgrades

Funded through 
selectively 
applied fees

Attributes
/ Model

Sample
Key Issues

Government 
owned and 
operated

Municipality
owns the 
infrastructure; 
subcontracts
operation to a 
private party

Municipality

Commission
sets policy that 
is implemented 
by private party

Private parties, 
with oversight 
from municipality

Grant, donation, 
government 
allocation, 
loan/bond, 
private funding

Divided between 
profit taking and 
investment in 
infrastructure

Funded through 
profits

Government 
owned and 
privately 
operated

Similar to a 
utility which 
operates on a 
for-profit 
mission

Utility

Regulatory 
guidelines from 
municipality, 
operational
policies set by 
utility managers

Utility
managers with 
oversight from 
municipality

Grant, 
donation, 
government 
allocation, 
load/bond

Invested in 
upgrades to 
the system

Funded
through profits

Joint power 
authority
or public 
utility

Organization
takes advantage 
of tax 
regulations 
governing 
non-profits

Not for profit 
organization

Regulatory 
guidelines from 
municipality, 
operational
policies set by 
managers

Organization
managers with 
oversight from 
municipality

Grant, 
donation

Invested in 
upgrades to 
the system.

Funded
through 
profits

Non-for-
profit 
owned and 
operated

Municipality
owned, and 
capacity is sold 
at wholesale
to private 
providers

Municipality

Commission
sets and 
implements
policy

Municipality

Grant, donation, 
government 
allocation, 
loan/bond

Invested in 
upgrades to 
the system.

Funded through 
sale of excess 
capacity

Cooperative 
wholesale
model

Owned and 
operated by 
private
enterprise, fees 
shared with 
government

Private
organizations/
consortium

Commission
sets policy that 
is implemented 
by private 
parties

Private parties 
with oversight 
from municipality

Grant, donation, 
government 
allocation, loan/ 
bond, private 
funding

Profits shared 
between 
operators and 
upgrades

Funded
through profits

Enterprise/
Private
Consortium 
owned and 
operated

Owned and 
managed by 
private
enterprise

Privately 
owned

Commission
sets policy 
that is 
implemented
by private 
enterprise

Private enterprise 
with no or 
minimal oversight 
from municipality

Loan, private 
and/or equity 
funding

Operated no 
different from 
any private 
business

Funded
through profits

Privately 
owned and 
operated

Finances

Governance

Table 2. MWN 
management and 

funding models.
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include computer training for the third district.”
Moreover, there are very few successful projects avail-
able to emulate. 

Table 2 presents a comparison of different man-
agement and funding models currently being consid-
ered in the projects analyzed for this study [4]. Figure
2 provides a map that compares the models based on
cost and management complexity. 

The key advantage of the government owned and
operated model is that the municipality can directly
ensure provision of services in digital divide areas and
preserve other “social consciousness” aspects. How-
ever, the project could become a drain on tax funds
and will not benefit from the discipline created by the
private industry focus on the bottom line and equity
markets. Municipalities are also typically not best
practice leaders on project management and technol-
ogy implementation, and wireless standards are evolv-
ing so rapidly that a poor or slow decision could
cripple a project. Conversely, a completely municipal-
ity-led project will likely be simpler to manage and
implement and may be ideally suited for small com-
munities.

The government owned and privately operated model
leverages the capabilities of current private providers
while still retaining final control over direction and
service. Internet service providers who are not made
partners may be disadvantaged and may initiate both
political and legal challenges against the idea of using
public funds to sustain Internet services. Moreover, a
single source (monopolistic) arrangement may not
provide enough incentive to maintain customer ser-
vice levels and upgrades. Clearly, the private ownership
and operation model will have the discipline of the bot-
tom line and will free the municipality from the bur-
den of embarking on a risky new venture. The
disadvantage is that the social consciousness aspect of
the initiative may get lost and the project could be
shuttered for purely financial reasons, and that may
not be acceptable. The joint power authority or public
utility model can address the funding challenges cre-
ated from municipality ownership and can also pro-
vide the discipline of a profit motive. Such an
organization may be well suited to handle the complex
logistics associated with large infrastructure projects,
but may, over time, become inefficient and resistant to
change. A failure may still place the burden back on
the municipality to bail out the initiative.  

The strategies of private providers and municipalities
continue to evolve. Deals where the government-side
assumed little risk are disappearing and private
providers are looking for greater balance in risk expo-
sure. Current trends also point toward a splintering of
municipal strategies. Whereas larger cities are more
likely to outsource development, small communities are
developing MWNs on their own. Several small com-
munities have been successful in obtaining community
development grants from the state and federal govern-
ment to jumpstart MWN projects. Such projects typi-
cally include social improvement and digital divide
goals, which are less attractive to private providers.
Some cities are also encouraging projects that cater to
different constituencies. For instance, in Marquette,
MI, the city government supported a university effort to
cater to off-campus students in the college town, and
also supported a purely commercial project.
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WIRELESS TECHNOLOGY TUTORIAL
Wi-Fi. Includes products based on the IEEE 802.11 specifica-

tions. The 802.11b standard is widely available today in laptops and

other wireless devices. Wi-Fi hotspots are spreading rapidly and

Wi-Fi will continue to dominate the last few meters of delivery

infrastructure. 

Mesh. Consists of multiple interconnected nodes where at least

one node is connected to the Internet. Data is transmitted across

multiple short hops for high bandwidth and can be rerouted through

alternate nodes if that node fails. The upcoming IEEE 802.11s (esti-

mated 2008) will provide standardization for Mesh. 

WiMAX. Worldwide Interoperability for Microwave Access prod-

ucts are based on the 802.16 standard. The Fixed WiMAX standard

can provide very high throughput point-to-point connections wire-

lessly as far as 30 miles for several hundred users at different qual-

ity of service levels. The new mobile WiMAX (IEEE 802.16e)

standard (estimated 2007) will likely address concerns of standard-

ization while improving connectivity. 

MWNs may eventually disappear and become absorbed 
into the larger telecommunications landscape. Before that happens
though, SUCH NETWORKS WILL ALTER OUR NOTION OF 
UNIVERSAL BROADBAND INTERNET ACCESS.
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Management researchers and
policymakers face challenging
questions: How should the
MWN be best managed and
organized given diverse goals,
legal constraints, potential for
innovation, and rapidly evolv-
ing technology? Which model
will lead to social improvement,
regional development, and/or
profit? 

STAGE 3: IMPLEMENTING THE

MWN
In the final implementation
stage, the network is built and
made available to subscribers
and the results are evaluated
against the goals. A “build it
and they will come” strategy
could fail if potential users
choose to ignore a municipal-
led effort, or lack the resources
needed to take advantage of it.
MWNs are outside the core
competency of most munici-
palities. Can a municipal-led
implementation deliver accept-
able quality of service and cus-
tomer service levels? To ensure
success, a MWN implementation will require a par-
allel marketing and education campaign to counter
widely held negative perceptions about the compe-
tency of municipalities. Municipalities should also
consider outsourcing arrangements for handling
management and operational aspects of MWNs.

CONCLUSION

The convergence of need and availability has created
the driving force behind the municipal wireless net-
work. Social advocates see a low-cost, highly feasible
solution that can have communitywide impact;
technologists see the potential for new applications
based on ubiquitous Internet access; civic leaders
and politicians see an opportunity to dramatically
impact the image of their constituent regions; and
entrepreneurs see the potential for participating in
the lucrative telecommunication industry. Parts of
Philadelphia’s network are now operational, but the
long-term impacts remain to be studied. For
researchers, there are compelling questions related to
assessing the role of government intervention,
understanding adoption issues, and gauging eco-
nomic and social impacts.

MWNs may eventually disappear and become
absorbed into the larger telecommunications land-
scape. Before that happens though, such networks will
alter our notion of universal broadband Internet
access. We believe that every municipality worldwide
should explore MWNs because many social benefits
are attainable and the costs are relatively low and can
be externally funded. Implementation of MWNs has
significant potential to create new economic opportu-
nities and spur technological innovation. However,
there is a danger that municipalities will react to vocal
interest groups and change their direction, create new
“state monopolies,” and stifle new innovation to pre-
serve investments. We recommend that implementers
should identify the key stakeholder constituency
(such as underserved populations), and create organi-
zational structures to avoid a loss of focus, create orga-
nizational and financial structures that will help
prevent monopolistic tendencies, and allow identifica-
tion and adoption of new technological innovations
(such as new higher bandwidth wireless standards)
and, form creative partnerships with diverse entities to
underwrite costs and bring in relevant expertise.

The stage-based framework presented in this article
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City

Population

Physical Size

MWN built in year

MWN built by

Objectives

Cost

Business Model

Pricing Model

Detailed Tech

Speed

Network 
Reliability

Other Benefits

Sources

Grand Haven, Michigan

Approximately 12,000

Approximately six square miles

2004

Azulstar Networks (formerly named Ottawa Wireless)

Improve quality of life, augment safety, attract businesses, boost tourism, assist education

Approximately $40,000/sq. mile

Azulstar Networks has five-year non-exclusive license to install, operate and maintain 
network. Board of Light and Power granted permission to use its utility poles for installing 
radios. City gets five percent of revenues every three months.

Available service plans: the first four are for individuals, the last two are for businesses:

A single fiber supplies Internet traffic to several hundred WiFi radios (802.11a, b, g) 
located around the city. Each of these repeaters contains a five-foot-high antenna, and has 
a range of two to three blocks. Customers mount an antenna outside their windows to 
pick up the signals. 

Average download rate of 1.5Mbps

Claimed to be greater than 99.7%—even under poor conditions (rain, fog, snow, 
high winds)

Point-to-point dedicated VPN connections, access available 20 miles into Lake Michigan 
(custom-built ship-to-shore marine Wi-Fi radio), video surveillance

www.azulstar.com
www.muniwireless.com/article/articleview/4263/1/23/
www.walkersands.com/Grand-Haven-First-Citywide-WiFi.htm

Monthly 
Plans

Free

Entry

Extreme

Pro

Sym 1.5M

Sym 3M

Base
Monthly 

Price

Free

$14.95

$29.95

$49.95

$249.95

$479.95

Download 
Speed

(bits/sec)

256k

512k

1.5M

3M

1.5M

3M

Upload
Speed

(bits/sec)

60k

200k

300k

400k

1.5M

3M

Daily 
Usage

1 hour

Unlimited

Unlimited

Unlimited

Unlimited

Unlimited

Mandviwalla_feb_lo:Intro_ lo  1/15/08  9:40 PM  Page 79

http://www.azulstar.com
http://www.muniwireless.com/article/articleview/4263/1/23/
http://www.walkersands.com/Grand-Haven-First-Citywide-WiFi.htm


represents an experienced-based first-step in under-
standing issues related to MWNs, provides guidelines
for practitioners to act on, and presents issues for
future research.  
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Women and Men in 
the IT Profession 

By Vicki R. McKinney, Darryl D. Wilson, 
Nita Brooks, Anne O’Leary-Kelly, and Bill Hardgrave 

Fewer women work in or achieve the
same job levels as men in corporate
America today. In the IT profession,
recent estimates (2006) suggest that
women make up only 26% of IT pro-
fessionals in the U.S. where they’re
outnumbered by men six to one in
leadership positions [3, 6]. What
explains these lower levels of profes-
sional achievement for women in IT?
Unfortunately, few facts are available
to inform the answer, though numer-
ous suppositions have been offered,
including that women have less innate
ability or interest in the “hard” sci-
ences, that their educational experi-
ence dissuades them from careers in
IT, and that they are simply less com-

fortable working in what is, and has
always been, a predominately male
environment. However, the validity of
such assumptions has not been tested
extensively in the IT arena. What is
needed is a large-scale study able to
distinguish fact from supposition.
Here, we report on such a study we
conducted in 2003 that examined the
attitudes and experience of 815 male
and female IT professionals working
in multiple organizations across the
U.S. (see the sidebar “Study Respon-
dents and Scales”).

We examined several key questions
regarding gender differences in IT: Do
women share the same motivations or
reasons for entering the IT profession

Fewer women entering IT drives the 
underrepresentation problem. 

COMMUNICATIONS OF THE ACM February  2008/Vol. 51, No. 2 81

McKinney_feb_lo:Intro_ lo  1/8/08  5:18 AM  Page 81



82 February  2008/Vol. 51, No. 2 COMMUNICATIONS OF THE ACM

as men?; Are women as
well socialized as men
into the profession?; Do
women have the same
types of experience as
men in the IT work
force?; and Do men and
women develop similar
attitudes regarding the
desirability of the profes-
sion? They helped pin-
point potential causes
for the lower numbers of
women in the IT profes-
sion. We used a Web-
based survey to collect
data from a variety of IT
professionals from U.S.
organizations.

MOTIVATIONS, SOCIALIZA-
TION, EXPERIENCE

A better understanding
of why women are so
underrepresented in the
IT profession begins
with the reasons for a person entering the profession
in the first place. For example, common wisdom sug-
gests that men may be more attracted than women to
technology-related careers [6]. If true, then men seem
more likely to weather inevitable career bumps
because they feel a strong association with the work
itself. To assess this, we asked our participating IT
professionals about the influence a variety of motiva-
tors had on their decisions to go into IT, including:
love of technology/computers; using state-of-the-art
equipment; opportunity for task variety; opportunity
for gratifying work; opportunity for advancement;
opportunity for job autonomy; job security; level of
income; ease of entry into the profession; flexible
work hours; and professional prestige. 

Our results suggest that men and women share
some but not all motivations for entering IT (see
Table 1). Both groups cited opportunity for job
autonomy, advancement, task variety, professional
prestige, income, using state-of-the-art equipment,
and gratifying work. There were also notable differ-
ences; for example, men were significantly more likely
than women to identify “love of technology/comput-
ers” as a key motivator. Women, on the other hand,
more often indicated that “job security,” “ease of
entry,” and “flexible work hours” were primary rea-
sons for entering the profession. This pattern of
results suggests that factors in the work itself are more

important in the career
decision making of male
IT professionals, while
factors around the job
(such as flexible hours) are
more important in the
decision making of female
IT professionals. 

Profession-related social-
ization refers to individuals’
degrees of learning about
their chosen profession [2].
For example, in IT, profes-
sionals must acquire infor-
mation about the
technical and social
aspects of their work in
order to be effective. This
information is often
passed along via socializa-
tion agents (such as role
models willing to share
career and job-related

information). Women with less access to role models
or lower levels of learning around the technical or
social aspects of the profession may be less likely to
remain or succeed in the profession, providing a plau-
sible explanation for their underrepresentation. We
asked our sample of IT professionals to report on
their socialization. 

One of the more common aspects of socialization
is the degree of comfort an individual might share
with other professionals. Socialization is often used to
reference an individual’s interaction with others in
social settings. Role modeling is another important
aspect of socialization into a profession, reflecting the
assistance received from other professionals in learn-
ing the norms of the profession. The nature of IT
suggests that confidence in technical skills and com-
fort with the profession’s language are also important
to an individual’s socialization in the profession. 

Men and women in our survey both generally
reported a similar level of experience with role mod-
els. Women, even in a predominately male work envi-
ronment did not report a significant difference from
men in the influence role models had on their careers
in IT. This surprising finding does not support previ-
ous assumptions that the lack of females in IT means
a lack of role models for women, which was assumed
to be a disadvantage for women [1]. 

Similarly, men and women in the survey reported
comparable levels of learning and comfort around the
social aspects of the profession despite stereotypes that
suggest women are drawn more to social interaction

Item

Notes: 
     • Seven-point Likert scales used, with 7=Important and 1=Unimportant; 
     • Cell value =  mean (standard deviation)

Opportunity for job autonomy 

Opportunity for advancement 

Opportunity for task variety 

Prestige of the profession 

Income

Using state-of-the-art technology  

Opportunity for gratifying work

Love of technology/computers

Job security

Ease of entry into the profession

Flexible working hours

Males

5.11
(1.34)

5.34
(1.36)

5.37
(1.32)

4.08
(1.68)

5.77
(1.51)

4.71
(1.55)

5.46
(1.24)

5.40
(1.56)

5.47
(1.38)

4.00
(1.71)

4.43
(1.76)

Females

5.17
(1.42)

5.46
(1.16)

5.54
(1.26)

4.05
(1.64)

5.66
(1.17)

4.54
(1.56)

5.56
(1.33)

4.86
(1.63)

5.74
(1.25)

4.28
(1.54)

4.96
(1.74)

Different

no

no

no

no

no

no

no

yes (p<.001)

yes (p<.05)

yes (p<.05)

yes (p<.001)

Table 1. Motivation for entering
the IT profession. 
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[7]. However, our
surveyed male IT profes-
sionals also reported
stronger socialization
with regard to the techni-
cal aspects of the profes-
sion, including familiarity
with its language and
confidence concerning
their own skills (see Table
2).

Another plausible
explanation for women’s
underrepresentation in
IT could be that women
have fewer positive expe-
riences once in the pro-
fession; for example,
female IT professionals
may encounter more
difficulty balancing
work and family [4],
possibly encouraging
them to leave IT and
pursue other careers. 

Our findings uncov-
ered only one significant
gender difference across
a variety of work-related
experiences. Female and
male IT professionals
alike reported similar
levels of experience
regarding the work-family conflict, feelings of burnout,
perceptions of work load, perceptions of fair treatment
in job scheduling, assignment of job responsibilities,
pay and other rewards, and perceptions of supervisor
support related to family issues. They differed in regard
to their perceptions of supervisor support related to
their careers. This finding indicates that women per-
ceive greater support in meeting career goals, recogniz-
ing opportunities, and improving their job
performance. 

The degree of “affective connection” can also influ-
ence how long a person stays in an occupation [9].
Women who feel less positive about the IT profession
may be more likely to leave. A lack of attachment to the
IT profession may explain why fewer women are in IT
careers. To test this lack of attachment we examined
three attitudes that reflect an individual’s attachment to
the IT profession: career satisfaction, professional iden-
tification, and intention to leave. 

Career satisfaction reflects individuals’ general con-
tentment with their chosen careers. We would expect

that individuals with high
levels of career satisfaction
would want to remain in
their current professions.
Professional identification
reflects the degree to which
people define themselves in
terms of their chosen profes-
sions. Despite feelings of
strong professional identifi-
cation, leaving the IT profes-
sion would be tantamount to
professionals leaving part of
themselves behind. More-
over, intention to turnover
indicates individual judg-
ments about the likelihood
that the individuals will leave
the IT profession in the near
future. 

We found no significant
gender differences for these
measures of attitude. Male
and female IT professionals
in the study reported similar
levels of satisfaction with
their IT careers. They also
reported similar (strong) lev-

els of professional identification with the profession.
Finally, and perhaps most important to the question at
hand, we found no significant gender differences in
intention to leave the profession. 

IMPLICATIONS

Our motivation for undertaking this research was to
more clearly understand why women are underrep-
resented in IT. Two general reasons are possible: an
“input problem,” wherein women do not enter IT,
and a “throughput problem,” wherein women enter
IT but then leave. Our study emphasized the latter.
That is, we focused primarily on experience in and
attachment to the profession, finding surprisingly
little evidence of a difference between the genders. 

How should these results be interpreted? While we
found few differences between men and women in IT,
we do not conclude that there are no gender differ-
ences in the treatment and/or experience of all IT
workers. The study examined some (not all) work-
related experience in a sample of IT professionals. It is
possible that if we asked about other types of career
experience (such as promotional opportunities) or
included a different sample of IT workers, we might
have found evidence of differential treatment or expe-
rience between male and female professionals. 
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Item

Socialization

Experience

Attitudes

Notes: 
     • Seven-point Likert scales used, with 7=Important and 1=Unimportant; 
     • Cell value =  mean (standard deviation)

Role Models

Comfort with social aspects of profession

Comfort with technical language

Confidence in technical skills

Work/family conflict

Burnout

Perceived workload

Fair treatment

Supervisor support: family-related

Supervisor support: career-related

Career satisfaction

Professional identification

Turnover intention

Males

4.38
(1.30)

5.27
(1.05)

5.33
(1.21)

5.19
(1.09)

3.39
(1.62)

3.48
(1.60)

3.99
(1.49)

4.94
(1.26)

5.07
(1.36)

3.95
(1.46)

4.72
(1.26)

3.74
(1.30)

3.24
(1.47)

Females

4.15
(1.36)

5.20
(1.03)

4.95
(1.20)

4.73
(1.07)

3.40
(1.71)

3.42
(1.64)

3.82
(1.55)

5.02
(1.16)

5.24
(1.33)

4.19
(1.51)

4.84
(1.29)

3.77
(1.16)

3.20
(1.66)

Different

no

no

yes (p<.001)

yes (p<.001)

no

no

no

no

no

yes (p<.05)

no

no

no

Table 2. Survey respondents’ 
socialization, experience, 

and attitudes. 
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Similarly, research examining experience at differ-
ent career stages would inform and supplement our
findings. However, the results we report here are
based on a large sample of IT professionals, suggest-
ing that the lack of gender differences in our findings
should not be dismissed. 

A possible interpretation of our results is the IT
industry faces more of an “input problem” than a
“throughput problem.” While men and women do not
differ in how they identify with the profession, there is
evidence that women enter technology-related profes-
sions in lower  numbers than men [5]. This is consis-
tent with our findings here that more male IT
professionals say they entered the profession because
they love technology and computers, and more male
IT workers report high levels of comfort with their own
technology-related skills. These factors are specific to
the IT profession. Female respondents indicated that
they entered the profession because it provides benefits
like job security, flexible work hours, and ease of entry,
factors not specific to the IT profession. 

Furthermore, the fact that we found few gender
differences in the work experience among IT profes-
sionals implies it may be the lower numbers of
women entering IT, not the larger number of women
leaving IT, that drives the underrepresentation prob-
lem. Women in our sample were not significantly dif-
ferent from men in their identification with IT. This
suggests that even greater attention is needed on “sup-

ply-side” issues (such as young girls’ knowledge of
computer careers, including computer science, early
female identification with IT, and attention to learn-
ing styles [8] in computer education). 

Meanwhile, the IT workplace appears to be a posi-
tive place for female professionals. This is at least the
case for the organizations participating in our study, as
indicated by the lack of significant difference in role
modeling and career-related supervisor support. The
fact that women in our sample reported comparable
experience and attitudes as those of their male coun-
terparts is good news for a profession that has been
and remains male dominated. In our study, women
and men were more alike than different in their expe-
rience in and attachment to the IT profession.  
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STUDY RESPONDENTS AND SCALES

We collected data from several large U.S. companies and
targeted IT associations. The 815 respondents held a
variety of IT positions, including computer programmer,
computer analyst, computer scientist, and computer engi-
neer, as well as others, including manager, administrator,
project manager, and help-desk specialist. They came
from a variety of industries, including health care (19%);
IT services/software (25%); transportation (29%); gov-
ernment (10%); and other (17%). The majority of the
sample was male (61%) and Caucasian (80%); African-
American (11.5%); Hispanic (3.6%); and other (4.9%). Of
the sample, 61% had an undergraduate degree and 15%
had a master’s degree. 
We used previously tested and published instruments,
except for motivation (still not available). Based on an
extensive literature review, a motivation scale was created
by the research team. A total of 56 people responded to
our Web-based pilot survey used to test the instrument.
We made minor changes to the instrument based on our
analysis. The Cronbach’s alphas for the main survey’s
scales were all acceptable at 0.71 or higher. c
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MANAGING LARGE COLLECTIONS
OF DATA MINING MODELS

By Bing Liu and Alexander Tuzhilin

Model building is a key objec-
tive of data mining and data analysis
applications. In the past, such applica-
tions required only a few models built
by a single data analyst. As more and
more data has been collected and real-
world problems have become more
complex, it has become increasingly
difficult for that data analyst to build
all the required models and manage
them manually. Building a system to
help data analysts construct and man-
age large collections of models is a
pressing issue. 

Consider a credit-card marketing
application. The credit-card-issuing
company wishes to build models
describing the behavior of small seg-
ments of customers, or microsegments.
Examples are middle-age customers
with children in college living in zip

code 10012 and graduate engineering
students at university XYZ. A large
credit-card company might have to
deal with tens of thousands of such
microsegments, each involving dozens
of different models. Therefore, it may
need to build and support hundreds of
thousands of models. Similar problems
also occur in personalization applica-
tions and e-commerce. 

The traditional approach is to aggre-
gate the data into large segments, then
use domain knowledge combined with
“intelligent” model-building methods
to produce a few good models. Intelli-
gent means selecting the right func-
tions and model types based on
automatic algorithms and domain-
expert knowledge. This approach
reduces the number of models. How-
ever, it does not eliminate the need for

Data analysts and naive users alike in information-intensive 
organizations need automated ways to build, analyze, and maintain 

very large collections of data mining models. 

COMMUNICATIONS OF THE ACM February  2008/Vol. 51, No. 2 85

Liu_feb_lo:Intro_ lo  1/8/08  5:22 AM  Page 85



86 February  2008/Vol. 51, No. 2 COMMUNICATIONS OF THE ACM

a large number of models in practice and is not ideal
because some important characteristics of smaller
models are lost in the aggregated models. The
approach thus represents a compromise due to a
human analyst’s own limited intellectual capacity.
With today’s computing power, building a large num-
ber of models is not an issue. The bottleneck is the
human analyst. 

An initial approach to developing such tools [7]
involved an application in Motorola, Inc. The system
(called “Opportunity Map”), which has been in regu-
lar use since 2006, includes a set of customer-
designed rule-manipulation and visualization
operations. However, the approach lacks a formal
foundation, and new features are constantly being
added in an ad hoc manner. Model-management
research should give the approach a theoretical foun-
dation and extend it to other types of models rather
than only to rules. 

Our goal here is twofold. First, we want to
make the argument that a generic model-manage-
ment system is needed to facilitate large-scale model-
building applications. And second, since model
management is a relatively unexplored problem, we
want to identify the main issues and problems and set
up a research agenda, rather than present specific
solutions, which is a separate research problem for the
data mining community. 

The idea of model management has been studied
in the IS community since the mid-1970s [11]. How-
ever, the focus was on organizational and business
issues and operations research and management-sci-
ence-type models (such as mathematical program-
ming, production and distribution, and
transportation models) [5]. No industrial-strength
systems were built, and little work was done on ways
to manage statistical and data mining models. Inter-
est in model management tailed off after an empirical
study of 192 firms showed these firms had used about
200 models each on average in 1998 [12]. The data-
base community also studied model management [1],
but models there referred to schemas and metadata of
database systems, which are quite different from data
mining models. 

Several data mining researchers proposed data
mining query languages (such as DMQL [2] and M-
SQL [10]). The main idea was to integrate data min-
ing and database management systems and extend
SQL to include operators for constrained rule min-
ing. M-SQL also allows limited querying of mined
rules. M-SQL was significantly improved in [9] by
the Rule-QL language, which has a formal rule cal-

culus based on the full set of first-order-logic expres-
sions and is able to query multiple rulebases. The
query part of the proposed work aims to expand
Rule-QL to other models. 

The integration of data mining and databases is
called “inductive databases” [4], focusing on con-
strained pattern/rule mining within the database
engine. However, predictive models are also impor-
tant. The number of predictive models can be quite
large and thus in need of effective management. 

On the industrial front, Microsoft SQL Server
2005 provides model-building tools (such as decision
trees, neural networks, and association rules). Model
building and testing can be done through a data
mining query language like SQL. However, such lan-
guages are limited, useful mainly for testing a model
to determine model accuracy. 

Oracle Data Mining (ODM) supports a range of
data mining models and model-assessment and
model-inspection capabilities. Model metadata can
be queried through SQL (via the PL/SQL API). Data
mining techniques are embedded in ODM’s data-
base engine; in Microsoft SQL Server, the data min-
ing server and the database server are separate
entities.

SAS acknowledged the importance of generating
and managing models by adding model-manage-
ment capabilities to its Enterprise Miner. Users are
thus able to “register” their models with the SAS
Metadata Server for subsequent retrieval. SAS also
provides a Web-based model repository viewer for
the user-analyst to browse the deposited models. 

The Java Data Mining (JSR-73) standard [3]
enables the embedding of model-management func-
tions into applications. For example, it allows the
importing and exporting of multiple model represen-
tations, as well as the querying of model metadata. 

Although these initial approaches toward embed-
ding model-management functions constitute an
excellent starting point, much more needs to be done
to develop a deeper understanding of model man-
agement. We propose to pursue this work further by
focusing on automating a significant part of the
model building, management, and analysis process
for applications in which a large number of models
are built. 

We also note that little prior work was done on
automated analysis of modelbases, yet it remains a
major and challenging research topic. When dealing
with a large number of models, it is necessary to ana-
lyze them using automatic techniques to find useful
models, delete useless ones, identify weaknesses of
models, and suggest repair actions. Manual analysis
based on the experience of analysts alone is not feasible. 
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BUILDING A LARGE NUMBER OF MODELS

Model management involves the following major
tasks:

Building. Semiautomated or automated generation
of a large number of models and the organization
and storage of the models; 

Analyzing. Querying and analyzing models in the
modelbase; and 

Maintaining. Keeping models and modelbases up
to date as the environment and corresponding
data change. 

Traditionally, data analysts constructed models
manually by choosing dependent and independent
variables, along with the type and the structure of the
model, then fitting the model against the data. This
approach is fine for generating a limited number of
models but does not scale to applications dealing with
hundreds of thousands of models. Therefore, it is
important to develop effective and efficient methods
for generating large modelbases. 

The first step in the process is to determine the data
model of the modelbase and define its schema. Het-
erogeneous models can be organized in modelbases by
grouping them based on either application or model
type. In the former, models belonging to the same
application are stored in the same table; in the latter,
models of the same type are stored in the same table,
so, for example, all decision trees are stored in a sepa-
rate table, and all the logistic regressions are stored in
yet another table. Although each method has certain
advantages, we focus on the latter and assume that
models are grouped together based on type. This
approach is more natural because it is more conve-
nient to design a schema for a single type of model
than it is for multiple types; different models may
require different representations and have different
model properties. The schema of the modelbase may
contain the following fields for supervised models: 

ModelID. The key attribute uniquely identifying a
model in the modelbase; 

TrainData. A pointer to the data file used for build-
ing the model; 

TestData. Like TrainData but pointing to the test
data to compute model performance; it may be
optional since a separate test data set may not
always be needed, as in cross validation; 

Model. The “object” in which the model is stored;
and

Model property attributes. For defining properties of
the model derived by accessing the model attrib-
utes; for example, in the case of decision trees,

certain statistics (such as the number of nodes in
a tree) can be precomputed and stored as model-
property attributes, which can vary depending on
model type. 

This schema may need to be extended or customized
to suit application-specific needs. 

Once modelbase schemas are designed, the model-
base must be populated with models. A scalable
approach is to generate models and populate the
modelbase semiautomatically. That is, the analyst iter-
atively and interactively formulates requests of the
form “for data set X build the models of type Y and of
the form Z” where X is the data set defined by the
TrainDataID identifier of the modelbase, Y is the type
of model to be generated (such as decision tree and
SVM), and Z is an expression specifying a template
(or constraint) defining the models that should be
built and stored. For example, analysts can build all
the decision trees having “Purchase_Decision” as a
class attribute and the “Income” variable as the root
node. This approach must be complemented with
various methods for selecting the sets of most impor-
tant attributes, performing the right transformations
to the data, and assisting analysts in imposing better
and more meaningful constraints Z on the parameters
of the models to be generated. 

ANALYZING MODELBASES

Analysis aims to improve users’ understanding of the
models stored in modelbases. This can be done
either manually (or semiautomatically) by a domain
expert using analysis tools or automatically by a soft-
ware system deploying model-inferencing tech-
niques:

Manual model analysis. The manual approach
includes techniques and tools that allow data analysts
to examine and evaluate large collections of heteroge-
neous models. The most effective techniques include
the modelbase query language, model-examination
operators, and modelbase usage analysis and reporting
tools;

The query language should support multiple mod-
elbases of heterogeneous models (such as logistic
regression, decision trees, and rules). It should also be
based on first-order logic, supporting a set of model-
independent and model-specific functions for extract-
ing certain properties from these models. An example
of a model-independent function is the predictive
accuracy of the model; corresponding examples of
queries utilizing such functions would be “retrieve all
models with predictive accuracy greater than 95%”
and “retrieve the model with the highest predictive
accuracy.” The latter query would require a self-join
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and can be expressed in a modelbase calculus as: 

{m | MB(m) � (==> n) (MB(n) => p(m) > p(n)) }

where MB is the modelbase and p(m) is the function
returning the predictive accuracy of model m.

The modelbase query language should support
functions pertaining to particular types of models
(such as number of nodes in a decision tree or beta-
coefficients in a logistic regression model). A query
can then request retrieval of all decision trees with
number of nodes greater than n or logistic regression
models with at least one beta-coefficient greater than
1. The query language should also be able to access
the data used for training and testing the model,
leveraging this access to ask questions about the mod-
els and data. 

In [8], we showed that although SQL can be used
to express a large class of model-management queries,
it is not sufficient for expressing all important queries
and hence needs to be extended. For example, the
query “find minimal association rules” (those whose
lefthandside and righthandside do not contain the
lefthandside and righthandside of any other rule
respectively) could not be expressed with the standard
SQL over the basic modelbase schema in which each
association rule constitutes a model. However, it is
possible to use macros over certain types of schema to
express the query in SQL, though the resulting query
is extremely slow. 

If the underlying modelbase schema is XML-
based, it is possible to use an XML-based query lan-
guage (such as XQuery) to query modelbases. To do
this, it is necessary to extend the language with func-
tions pertaining to specific modelbases, as in SQL-
based queries. Yet another issue is query optimization.
All these issues constitute interesting research topics
and are described in [8]. 

In addition to query languages, we expect
online-analytical-processing-style browsing and
examination operators to be implemented to let end
users slice and dice modelbases in search of good and
underperforming models. SAS Enterprise Miner
already supports some of this basic functionality by
providing model-browsing capabilities. 

We also expect modelbase usage analysis and
reporting tools to be added to manual model-analysis
systems. Such tools are the equivalent of report gen-
erators in modern database management systems,
helping data analysts identify the usage patterns of
various models or classes of models in the modelbase. 

Automated model analysis. When automatically
analyzing a modelbase, the analyst looks to identify: 

Underperforming models. Models whose perfor-
mance needs improvement; 

Dominated models. Models (dominated by other
models) that can be removed from the model-
base; and 

Missing new models. Models not in the modelbase
but that should be added to it to enhance the
modelbase’s overall capability. 

Identification and modification of underperforming
models. Assume that the analyst measures the perfor-
mance of models m in modelbase M using some per-
formance measure �(m) (such as the predictive
accuracy of m). The analyst may want to identify
underperforming models m that can be improved by
being replaced with better-performing models m�,
such that �(m�) > �(m). These better-performing
models m� can be obtained from m through several
techniques: One changes parameters of a model based
on similar but more successful models. For example,
assume that an SVM model m from modelbase M
predicting online purchases for young customers in
Chicago performs poorly. A similar SVM model m� �
M for young customers in New York performs much
better. The analyst can then take the kernel function
and parameters from the New York model m�, trans-
fer them to the Chicago model m, and test them on
m to see if m’s performance improves. As another
technique, model m can be replaced by a better model
m� as follows: Assume that SVM is used as model m
for the young customers in Chicago and Naive Bayes
as model m� for young customers in New York and
that �(m�) > �(m). The analyst can then try to
replace SVM with the Naive Bayes model for young
customers in Chicago. 

Other techniques for identification and modifica-
tion of underperforming models might also be avail-
able; developing them is an interesting research
problem. 

Identification of dominated models. Structural dom-
inance is a type of dominance, whereby one model is
better than another model in terms of structure. For
example, in applications in which each association
rule is treated as a single model, if we have association
rules X �� Z (c, s) (c is the confidence and s is the
support) and X, Y �� Z (c�, s�), and c > c� and s > s�,
then the first rule dominates the second rule, and only
the first rule should be kept [6]. Developing efficient
methods that would effectively remove dominated
models from the modelbase represents an interesting
research problem that would require studies of domi-
nance relationships for different types of models. 

Adding new models to the modelbase. In order to
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identify which models are missing from a modelbase
(and therefore should be added to it), we need to per-
form some form of automated inference on the mod-
elbase similar to the logical inference used in logic,
artificial intelligence, and deductive databases. In the
most general case, we might define and compute the
closure of models, as in the concept of logical impli-
cation used in logic and closure of functional depen-
dencies in databases. Addressing model inferencing is
difficult in its most general form, though it is possible
to focus initially on the most tractable subproblems. 

An example of such a subproblem is the develop-
ment of methods producing new models m� from
existing models m� � M such that m� dominates m as
described earlier. This entails developing efficient
methods for discovering such dominating models m�,
given the initial set of models M.

MAINTAINING MODELBASES

Model performance changes over time based on the
changes to the environment and to the correspond-
ing data. In application or deployment mode, it is
crucial to monitor model performance on real-world
tasks. One way to do this is for the analyst to con-
sider a model-performance measure �(m) and a
threshold value for each model m. If a model is no
longer accurate, that is, if its performance is below
the threshold, it should be modified or removed
from the modelbase and a new model constructed
based on the new data. The monitoring can be done
periodically or continuously, depending on the
application. In addition to monitoring the perfor-
mance of individual models, the collective perfor-
mance of groups of models can also be monitored by
tracking each individual model’s performance statis-
tics. The traditional life-cycle issue of models is also
important. Mechanisms for tracking the construction,
evaluation, certification, deployment, and deletion of
models should be provided to analysts and constitute
interesting research topics. 

CONCLUSION

Although several initial approaches to model man-
agement have been proposed by leading computer
science and IS researchers, none covers the full scope
of the model-management capabilities we have
described here. We’ve studied this problem and iden-
tified several research issues that should be
addressed. The most challenging is how to develop
automated modelbase analysis tools, and researchers
will need many years to explore it fully. On the other
hand, many problems pertaining to model building
and maintenance (such as the automated generation
and storage of large modelbases and manual model

analysis tools) are doable and likely to be solved
much sooner. 

Building and managing very large modelbases is a
pressing issue. The development of model-manage-
ment systems would help data analysts and naive users
alike build better models, work with many more
models, and make data mining models a common
resource in an enterprise. This promise will make
model management an even more important research
topic in data mining. 

References
1. Bernstein, P. Applying model management to classical meta data prob-

lems. In Proceedings of the Conference on Innovative Data Systems
Research (Asilomar, CA, Jan. 5–8, 2003), 209–20. 

2. Han, J., Fu, Y., Wang, W., Koperski, K., and Zaiane, O. DMQL: A
data mining query language for relational databases. In Proceedings of
the SIGMOD Workshop on Data Mining and Knowledge Discovery (May
1996), 27–34. 

3. Hornick, M., Yoon, H., and Venkayala, S. Java data mining (JSR-73):
Status and overview. In Proceedings of the Second International Workshop
on Data Mining Standards, Services, and Platforms (Seattle, Aug. 22,
2004), 23–29. 

4. Imielinski, T. and Mannila, H. A database perspective on knowledge
discovery. Commun. ACM 39, 11 (Nov. 1996), 58–64. 

5. Krishnan, R. and Chari, K. Model management: Survey, future direc-
tions, and a bibliography. Interactive Transactions of OR/MS 3, 1
(2000); itorms.iris.okstate.edu/doc.html. 

6. Liu, B., Hsu, W., and Ma, Y. Pruning and summarizing the discovered
associations. In Proceedings of the Fifth ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining (San Diego). ACM
Press, New York, 1999, 125–134. 

7. Liu, B., Zhao, K., Benkler, J., and Xiao, W. Rule interestingness analy-
sis using OLAP operations. In Proceedings of the 12th ACM SIGKDD
International Conference on Knowledge Discovery & Data Mining
(Philadelphia, Aug. 20–23). ACM Press, New York, 2006, 297–306. 

8. Tuzhilin, A., Liu, B., and Hu, J. Building and Querying Large Model-
bases, Working Paper CeDER-05-16. Stern School of Business, New
York University, New York, 2005. 

9. Tuzhilin, A. and Liu, B. Querying multiple sets of discovered rules. In
Proceedings of the ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining (Edmonton, Alberta, Canada). ACM Press,
New York, 2002, 52–60. 

10. Virmani, A. and Imielinski, T. M-SQL: A query language for database
mining. Journal of Data Mining and Knowledge Discovery 3, 4 (Dec.
1999), 373–408. 

11. Will, H. Model management systems. In Information Systems and Orga-
nization Structure, E. Grochia and N. Szyperski, Eds. Walter de
Gruyter, Berlin, 1975, 468–482. 

12. Wright, G., Chaturvedi, A., Mookerjee, R., and Garrod, S. Integrated
modeling environments in organizations: An empirical study. Informa-
tion Systems Research 9, 1 (Mar. 1998), 64–84. 

Bing Liu (liub@cs.uic.edu) is a professor in the Department of
Computer Science at the University of Illinois at Chicago. 
Alexander Tuzhilin (atuzhili@stern.nyu.edu) is a professor of
information systems and NEC Faculty Fellow in the Information,
Operations & Management Sciences Department of the Leonard N.
Stern School of Business at New York University, New York. 

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. To copy otherwise, to republish, to post on servers or to redistribute
to lists, requires prior specific permission and/or a fee.

© 2008 ACM 0001-0782/08/200 $5.00

DOI: 10.1145/1314215.1314230

c

COMMUNICATIONS OF THE ACM February  2008/Vol. 51, No. 2 89

Liu_feb_lo:Intro_ lo  1/8/08  5:22 AM  Page 89

http://itorms.iris.okstate.edu/doc.html
mailto:liub@cs.uic.edu
mailto:atuzhili@stern.nyu.edu


To subscribe to the ACM Digital Library, contact ACM Member Services:

Phone: 1.800.342.6626 (U.S. and Canada)
+1.212.626.0500 (Global)

Fax: +1.212.944.1318
Hours: 8:30 a.m.-4:30 p.m., EasternTime

Email: acmhelp@acm.org
Mail: ACM Member Services

General Post Office
PO Box 30777
NewYork, NY 10087-0777 USA

ACM Professional Members can
add the ACM Digital Library for
only $99 (USD). Student Portal
Package membership includes
the Digital Library. Institutional,
Corporate, and Consortia
Packages are also available.

The Ultimate Online
INFORMATIONTECHNOLOGY

Resource!

AD28

www.acm.org/dl

ACM DDigital LLibrary

Powerful and vast in scope, the ACM DDigital LLibrary is
the ultimate online resource offering unlimited access and value! 

The  ACM DDigital LLibrary interface includes:

• The AACM DDigital LLibrary offers over 40 publications
including all ACM journals, magazines, and conference proceed-
ings, plus vast archives, representing nearly two million pages of
text. The ACM DL includes full-text articles from all ACM publi-
cations dating back to the 1950s, as well as third-party content
with selected archives. www.acm.org/dl

• The GGuide tto CComputing LLiterature offers an
 enormous bank of more than one million bibliographic citations
extending far beyond ACM’s proprietary literature, covering all
types of works in computing such as journals, proceedings, books,
technical reports, and  theses! www.acm.org/guide

• The OOnline CComputing RReviews SService
includes reviews by computing experts, providing timely com-
mentary and critiques of the most essential books and articles.

Available only to ACM Members.
Join ACM online at www.acm.org/joinacm

Advancing Computing as a Science & Profession 

http://www.acm.org/dl
http://www.acm.org/dl
http://www.acm.org/guide
http://www.acm.org/joinacm
mailto:acmhelp@acm.org


COMMUNICATIONS OF THE ACM February 2008/Vol. 51, No. 2 91

When data stores grow
large, data quality,
cleaning, and integrity

become issues. The commercial
sector spends a massive amount
of time and energy canonicaliz-
ing customer and product
records as their lists of products
and consumers expand. An
Accenture study in 2006 found
that a high-tech equipment man-
ufacturer saved $6 million per
year by removing redundant cus-
tomer records used in customer
mailings. In 2000, the U.K.
Ministry of Defence embarked
on the massive “The Cleansing
Project,” solving key problems
with its inventory and logistics
and saving over $25 million over
four years.

In digital libraries, such prob-
lems manifest most urgently not
in the customer, product, or item
records, but in the metadata that
describes the library’s holdings.
Several well-known citation lists of

computer science research contain
over 50% duplicate citations,
although none of these duplicates
are exact string matches [2]. With-
out metadata cleaning, libraries
might end up listing multiple
records for the same item, causing
circulation problems, and skewing
the distribution of their holdings.
In addition, when different
authors share the same name (for
example, Wei Wang, J. Brown),
author disambiguation must be
performed to correctly link
authors to their respective mono-
graphs and articles, and not to
others. Metadata inconsistencies
can be due to problems with vary-
ing ordering of fields, type of
delimiters used, omission of fields,
multiple representations of names
of people and organizations, and
typographical errors.

When libraries import large
volumes of metadata from sources
that follow a metadata standard, a
manually compiled set of rules

called a crosswalk may be used to
transform the metadata into the
library’s own format. However,
such crosswalks are expensive to
create manually, and public ones
exist only for a few, well-used for-
mats. Crucially, they also do not
address how to detect and remove
inexact duplicates. As digital
libraries mine and incorporate
data from a wider variety of
sources, especially noisy sources,
such as the Web, finding a suitable
and scalable matching solution
becomes critical.

Here, we examine this problem
and its solutions. The de-duplica-
tion task takes a list of metadata
records as input and returns the
list with duplicate records
removed. For example, the search
results shown in the figure here
are identical and should have been
combined into a single entry. It
should be noted that many disci-
plines of computer science have
instances of similar inexact match-
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ing problems, and as such this
problem has many names, includ-
ing de-duplication, data cleaning,
disambiguation, record linkage,
entity resolution, attribution, and
plagiarism detection. While these
variant problems differ in specifics,
a common key operation is to
determine whether two data
records match. We explain this
problem and generate awareness of
the approaches espoused by differ-
ent communities. For a detailed
review, we urge readers to consult
the individual papers and a more
detailed survey paper [5].

UNINFORMED STRING MATCHING

In its most basic form, record
matching can be simplified as
string matching, which decides
whether a pair of observed strings
refer to the same underlying
item. In such cases, we use the
similarity between the strings to
calculate whether they are coref-
erential. When such pairwise
similarity measures are viewed as
kernel-comparison operations,
the record-matching problem can
be cast as a clustering problem. If
two records’ similarity exceeds a
threshold, they are considered
two variants of the same item.
String similarity measures can be
classified as either set- or
sequence-based, depending on
whether or not ordering informa-
tion is used.

Set-based similarity considers the
two strings as independent sets of
characters S and T, such as the Jac-
card measure, defined as the ratio
of the intersection of the sets over
the union (see Equation 1).

Cosine similarity, borrowed from
information retrieval, views both
sets as vectors and calculates the
angle between the vectors, where
a smaller angle indicates higher
similarity. Alternatively, asym-
metric measures, such as degree
of similarity (see Equation 2) may

be more appropriate when one
string is more important to
match than the other.

Sequence-based measures can
be generally cast as edit distances.
They measure the cost of trans-
forming one ordered string into
the other. Typically, the transforma-
tion cost is measured by summing
the cost of simple incremental
operations, such as insertion, dele-
tion, and substitution.

Hybrids of both set- and
sequence-based measures are often
used. For example, when the
string is a series of words, a
sequence-based measure may be
employed for individual tokens,
but the string as a whole may be
modeled as a set of tokens [3].

INFORMED SIMILARITY AND RECORD

MATCHING

Library metadata records contain

a wide variety of data—personal
names, URLs, controlled subject
headers, publication names, and
years. Viewing the list as a data-
base table, each of these columns
may have its own notions for
what is considered acceptable
variation (“Liz” = “Elizabeth”;
“Comm. of the ACM” =
“CACM”; 1996 ≠ 1997). Know-
ing what type of data exists in a
column can inform us of what
constitutes similarity and dupli-
cation. As such, string similarity
measures are usually weighted
differently per column.

Certain data types have been
studied in depth. In fact, the need
to consolidate records of names
and addresses in government and
industry pioneered research to find
reliable rules and weights for
record matching. In set-based simi-
larity, tokens may be weighted with
respect to their (log) frequency, as
is done in information retrieval
models. In sequence-based edit
operations, a spectrum of weight-
ing schemes has been used to cap-
ture regularities in the data,
basically by varying the edit cost
based on the position and input.
For example, in genomic data,
sequences often match even when
a whole substring is inserted or
deleted; the same is true when
matching abbreviations to their full
forms. In census data, the initial
letters of people’s names are rarely
incorrect.

Such models need to set para-
meters, such as the cost for each
type of edit operation in a princi-
pled way. Fortunately, data-driven
methods have emerged to learn
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optimal weights from
training data (see [2,
12]).

GRAPHICAL FORMALISMS

FOR RECORD MATCHING

Graphical formalisms
are becoming popular
for record matching.
Typically, columns or
whole records are
viewed as nodes in a
graph with edges con-
necting similar nodes,
allowing global infor-
mation to be incorpo-
rated in the
disambiguation process. One
may assign similarity values to
edges and identify cliques of high
weights as matching nodes.

A common manifestation of
graphical formalisms in disam-
biguation tasks is social networks,
such as collaboration networks.
Social network analysis methods,
such as centrality and betweeness,
can be applied. For example, in
author disambiguation we may be
able to attribute two papers to the
same “Wei Wang” when the co-
author lists do not have common
names but share names with a
third paper; the two nodes are
connected by a path through a
third node. Yet another work uses
network cuts and random walks in
the collaboration network of actors
to disambiguate names in the
Internet Movie Database [7].

Consolidating records using one
column of data can sometimes cas-
cade and benefit matching on
other columns of the same data.
This incremental approach can
resolve duplicates when true

matching records do not exceed a
global similarity threshold before
individual fields in the records are
merged. Graphical formalisms,
such as dependency graphs [4] or
conditional random fields [11],
nicely model incremental record
matching, enabling the propaga-
tion of contextual similarity.

Graphical formalisms in the
form of generative probabilistic
models have also been suggested.
In the author-disambiguation
problem, we can view authors as
members of collaborative groups.
This model first picks out collabo-
rative groups and then assigns
authors within these groups to
generate references. We can then
run this model in the opposite
direction to infer which collabora-
tive group (thus which disam-
biguated author) is responsible for
a particular work [1]. Such graphi-
cal models have outperformed
methods using pairwise compar-

isons in accuracy but have
yet to demonstrate effi-
ciency on large data sets.

REDUCING COMPLEXITY

Since digital libraries
often contain large num-
bers of records, brute-
force pairwise comparison
is often infeasible. As of
2005, the estimated num-
ber of independent arti-
cles and monographs in
computer science research
alone exceeded 2.2 mil-
lion [9], an amount
unsuited for O(n2) com-

plexity. (Log) linear time match-
ing algorithms are needed to
scale to such large metadata sets.

Observations show the ratio of
true record matches to non-
matches is very low; it is very
unlikely two randomly picked
records refer to the same item.
Thus, a computationally cheap
similarity measure is often used to
first separate such implausible
matches. These blocking (or
canopy) methods map records into
a set of blocks in linear time. For
example, we can construct a block
for all records that have the token
“J” and another block for all
records that have the token
“Brown.” Records containing both
tokens would be members of both
blocks. More computationally
expensive similarity measures can
then be confined to run only
within each block, where records
have a non-zero probability of
matching.

Constructing an optimal block
algorithm requires tuning parame-
ters for the proper number of
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blocks, overlap between blocks,
and size of the blocks. These para-
meters can be either rigorously
controlled to bound the complex-
ity of the inner comparison [6] or
learned from data or sampling [8].

CONCLUSION

Matching problems matured to
become a research issue as early
as the 1940s, probably due to the
analysis of census data or medical
records [6]. Since then, advances
have been made both on better
theoretical models for weighted
matching and proofs for error
bounds and optimality.

One promising direction lies
with graphical models, which can
be tailored to model the underly-
ing structure of the specific
record-matching scenario. A diffi-
culty in applying these models is
in complexity; modeling the
structure more accurately requires
a more complex graphical model,
which in turn creates complexity
in the inference procedure. A way
of reducing this complexity fur-
ther would help propel these
models for large-scale data sets.

Bringing more knowledge to
bear on the problem may also
help. Noisy sources, such as the
Web, can be seen as a treasure
trove of statistical information for
matching—if carefully cleaned and
utilized. This is especially fruitful
for library metadata, as informa-
tion about authors, titles, and pub-
lishers is readily available on the
Web. Motivated by similar
approaches in information retrieval
research, we have leveraged Web
search results when disambiguating
author names in citation lists [10].
Our study showed that using evi-
dence from such external sources
alone can achieve the same disam-
biguation performance as using the
record data itself. We can also ask

humans for help directly—by dis-
tinguishing which parts of the
matching process are easier for
humans to solve than machines.
The classic Fellegi-Sunter model
[12] defines a check zone where
uncertain matches are given to
human experts to manually check.
Similar to approaches used in
computer vision, active learning
based on manual disambiguation
can help create more accurate
matching systems. Elusive,
domain-specific matching knowl-
edge may be easier to capture by
having human experts solve exam-
ple problems rather than asking
them to code explicit rules.

It is unclear whether advances
in record matching have kept up
with the pace at which informa-
tion is becoming widely available
today. In the world of digital
libraries, metadata inconsistencies
are a significant barrier to locating
and collating knowledge that end
users and reference librarians have
had to adapt to. In some cases,
humans resort to using external
sources of information to (in)vali-
date a possible match. As more
information becomes Web accessi-
ble, we expect mining such exter-
nal sources for knowledge will
play an increasingly useful role in
matching problems. Incorporating
such external yet accessible knowl-
edge gathering as an active com-
ponent of matching algorithms
will be a valuable research direc-
tion.
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Allegheny College
Department of Computer Science

The Department of Computer Science invites
applications for a tenure-track position begin-
ning Fall 2008. Qualifications include a Ph.D.
in computer science. Applicants with interests
in graphics, media computation, computation-
al science, or data management and security are
preferred; however, candidates from other areas
of computer science will be considered.

Applicants must provide evidence of abili-
ty to teach effectively at the undergraduate
level, commitment to liberal arts education,
and continuing contribution to the discipline.
Responsibilities include teaching and advis-
ing undergraduates, guiding students in sen-
ior research projects, and contributing to the
college-wide freshman/sophomore seminars
that emphasize speaking and writing. Salary
will be competitive; start-up funds are avail-
able. Rank will be commensurate with cre-
dentials and experience.

Allegheny College is a highly selective pri-
vate liberal arts college with a dedicated facul-
ty of teacher-scholars. Information about the
Department and its traditional and applied
computing majors is available on the Web at
http://cs.allegheny.edu.

Send letter of application, vita, statement of
teaching and research interests, applicable tran-
scripts, and arrange to have three letters sent from
references, at least one of whom can comment on
teaching, to: Dr. Robert S. Roos, Associate
Professor and Chair, Department of Computer
Science, Allegheny College, Meadville, PA
16335; email: robert.roos@allegheny.edu.

Review of applications will begin immedi-
ately. Allegheny College is an Equal
Opportunity Employer with a strong institu-
tional commitment to develop a diverse facul-
ty and staff. Women and members of other
under-represented groups are especially
encouraged to apply.

Bilkent University
Computer Engineering and Electrical

Engineering Departments
The Computer Engineering (CS) and
Electronics and Electrical Engineering (EE)
Departments of Bilkent University (http://
www.bilkent.edu.tr) are looking for two
Postdoctoral Researchers and Ph.D. students
to strengthen their 3D graphics and video
research. The researchers will be a member of
a team that coordinates the European 3DTV
and 3DPHONE projects, and develops 3D
graphics and 3D video techniques for next-
generation mobile devices. The Postdoctoral
Researcher in CS will participate in 3D graph-
ics research. Good knowledge of graphics ren-
dering/animation algorithms, GPUs, 3D user
interfaces, game engines, is desirable. The
Postdoctoral Researcher in EE will participate
in multi-view 3D video research. Experience
in multi-view video coding and streaming,
video codec standards, is desirable. Salary is
2000-2400 Euros/month (AFTER TAXES)
for 3 years (Feb 2008-Feb 2011). To Apply:
visit http://www.cs.bilkent.edu.tr/~tcapin/
projects/3dphone/postdoc.htm for details and
application. Search will continue until the
position is filled.

Boston University 
Metropolitan College

Department of Computer Science
Boston University’s Metropolitan College
seeks to fill a full-time faculty position in the
Dept. of Computer Science (http://csmet.bu.
edu/) starting September 1, 2008. The success-
ful candidate will hold a Ph.D. in CS, engi-
neering or related field, with expertise in
Multimedia, Interactive Web Technologies,
Computer Graphics, Game Engineering or
related fields and have a strong interest in
applied research. Teaching experience is
required; professional experience in one or

more of these areas is preferred. Duties include
teaching six courses (some on line) per academ-
ic year, participating in curriculum develop-
ment, mentoring part-time faculty and stu-
dents, and administration in the Department,
College and University. Applications to:
Chairman, Search Committee, Computer
Science Metropolitan College, Boston
University, 808 Commonwealth Avenue,
Boston MA 02215 or e-mail (preferred) to
mattslow@bu.edu. Application review begins
December 17 and continues until the position
is filled. Boston University is committed to
increasing the diversity of our faculty. Members
of underrepresented groups are encouraged to
apply. Boston University is an affirmative
action, equal opportunity employer.

Case Western Reserve
University

Department of Electrical Engineering
and Computer Science

Faculty Positions Division of Computer Science
Department of Electrical Engineering and
Computer Science Case Western Reserve
University Cleveland, Ohio 44106-7071 The
Department of Electrical Engineering and
Computer Science at Case Western Reserve
University is seeking Computer Science faculty
candidates at all levels. We invite applicants in
our thrust areas Biomedical Informatics and
Computational Biology, Information Networks,
Smart Power Systems/Power Informatics, and
Safe, Secure, and Reliable Software. Also, to sup-
port these thrust areas, we invite applicants in
knowledge and data management, data mining,
information retrieval, computer graphics and
visualization, artificial intelligence, machine
learning, computer networks, distributed sys-
tems, software engineering, computer security,
human-computer interaction, and algorithms.
See http://www.zmo@eecs.case.eduwww.eecs.
case.edu/ for more details. Please submit CV,
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research and teaching interest statements, and
three recommendation letters to: Faculty Search
Committee Division of Computer Science
Department of Electrical Engineering and
Computer Science Case Western Reserve
University 10900 Euclid Avenue Cleveland, OH
44106-7071. In employment as in education,
Case is committed to affirmative action and
equal opportunity. Women and minorities are
encouraged to apply. Case is a recipient of a
National Science Foundation ADVANCE insti-
tutional transformation grant to increase the par-
ticipation of women in science and engineering.

College of St. Scholastica
Computer Science Department

The CS/CIS Department at the College of St.
Scholastica seeks a dynamic faculty member to
join our program as a tenure-track, Assistant
Professor starting Fall 2008. Candidates
should have demonstrated commitment to
teaching undergraduate courses and mentor-
ing students. A graduate-level degree in a
computer related field is required, as is excel-
lent teaching and communication skills.
Additional desired qualifications include:
ability to effectively teach a wide variety of

introductory and advanced undergraduate
classes, experience with online education, and
relevant industry experience. 

The CS/CIS Department offers a student-
centered, undergraduate degree in CS/CIS and
an online Masters in IT Leadership. The
department embraces creative teaching meth-
ods and offers a wide range of classroom and
online courses for computer and health infor-
mation management majors. The Department
is one of the oldest in the field, serving stu-
dents for 23 years, and is now part of the
newly formed School of Business and
Technology (SB&T). Review of applications
will start immediately and continue until the
position is filled. AA/EOE 

Columbia University
Department of Computer Science

The Department of Computer Science is seek-
ing applicants for a tenure-track position at
either the junior or senior level in parallel and
distributed computing. Applicants should have
a Ph.D. in a relevant field, and have demonstrat-
ed excellence in research and the potential for
leadership in the field. Senior applicants should
also have demonstrated excellence in teaching

and continued strong leadership in research.
Our department of 34 tenure-track faculty

and 1 lecturer attracts excellent Ph.D. stu-
dents, virtually all of whom are fully support-
ed by research grants. The department has
close ties to the nearby research laboratories of
AT&T, IBM (T.J. Watson), NEC, Siemens,
Telcordia Technologies and Verizon, as well as
to a number of major companies. Columbia 

University is one of the leading research
universities in the United States, and New
York City is one of the cultural, financial, and
communications capitals of the world.
Columbia’s tree-lined campus is located in
Morningside Heights on the Upper West Side.

Applicants should submit a CV, summaries
of research and teaching interests, and the
names and email addresses of at least three ref-
erences by filing an online application at 

http://www.cs.columbia.edu/facultyrecruit

Review of applications will begin on
January 1, 2008.

Columbia University is an Equal
Opportunity/Affirmative Action Employer. 

We encourage applications from women
and minorities.

Career Opportunities
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The School of Electrical Engineering and Computer Science at
Oregon State University invites applications for up to three
tenure-track positions in Computer Science. The School of
EECS strongly encourages teamwork and collaboration within
the School, and with other departments and universities. We are
particularly interested in candidates who can contribute richness
and depth to our Graphics/Visualization, End-User Software En-
gineering and Machine Learning groups. The following areas
are strong possibilities for collaboration with these groups: Com-
puter Vision; Human Computer Interaction; Natural Language
Processing; Parallel and Distributed Computing (including multi-
core and data center computing); Programming Languages;
Software Engineering; and Theoretical Computer Science (in-
cluding algorithms and optimization). Applicants should have an
earned doctorate in Computer Science/Computer Engineering
and demonstrate a strong commitment to high-quality under-
graduate and graduate teaching and the development of a vi-
brantresearch program. OSU is one of only two American
universities to hold the Land Grant, Sea Grant, Sun Grant, and
Space Grant designation and is the only Oregon institution rec-
ognized for its “very high research activity” (RU/VH) by the
Carnegie Foundation for the Advancement of Teaching. With a
faculty of 45,the School of EECS enrolls 1300 undergraduate
and 300 MS/PhD students.For more information, including in-

structions for application, visit http://www.eecs.oregonstate.edu.
OSU is an AA/EOE.

College of Engineering
Department of Computer and Information Science

The Department of Computer and Information Science at the University of
Massachusetts Dartmouth invites applications for one full-time tenure-track
Assistant Professor starting September 1, 2008. Applicants must have a Ph.D.
in Computer Science or closely related field and demonstrate a strong
commitment to excellence in teaching, scholarly accomplishments, and active
research interests in broadly defined areas of computing with special emphasis
on intelligent information systems. The successful candidate will be expected to
teach and develop computer science courses for both undergraduate and
graduate students, to establish a research program leading to archival
publications and external funding that supports graduate students, and to be
motivated to engage in collaborative and interdisciplinary research.
The Department has an enrollment of approximately 250 computer science
majors, offers a rigorous ABET/CAC-accredited undergraduate major in
Computer Science (with focus on object-oriented software design and
development), Software Engineering Option, and a well established Master's
program in Computer Science. Preparations to offer a Ph.D. in Computer
Science are also underway. Current faculty are involved in research in areas of
software development and software engineering, foundations of computer
science, parallel and distributed computing, object-oriented systems,
human/computer interaction, database systems, neural networks, pattern
recognition, computer vision, and computer security. You may review the entire
job description at www.umassd.edu/hr/jobs.cfm. 
To be considered for this position applicants should send a letter of interest,
resume, samples of publications, a brief statement about teaching philosophy
and research plans, and the names, mail and e-mail addresses, and telephone
numbers of at least three professional references to Faculty Search (CIS), Office
of the Dean, University of Massachusetts Dartmouth, College of Engineering,
285 Old Westport Road, N. Dartmouth, MA 02747-2300. 
For more information about the College of Engineering please go to
http://www.umassd.edu/engineering/coe/. Evaluation of application materials
will begin immediately and continue until the position is filled. An official
transcript will be required for finalists.
The University of Massachusetts Dartmouth is an EEO/AA employer.

Careers with Mass Appeal
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DePaul University in Chicago,
School of CTI

Computer Game Development
The School of CTI at DePaul University in
Chicago invites applications for a full-time
tenure-track position in Computer Game
Development to beginning in September
2008. Our program is highly cross-discipli-
nary, linked closely with CS, SE, Computer
Graphics, Animation, Digital Cinema and
Interactive Media. The program has grown to
over 150 undergraduate majors since 2004, and
benefits from strong ties to the Chicago-area
game industry. Ideal candidates will have an
active interest in game research and/or develop-
ment, and be able to teach in multiple areas of
game programming and/or computer graphics.
Industry experience is a plus. Job responsibili-
ties include teaching, advising, service, super-
vising student game projects and continued
creative activities and/or scholarship in the
field. Candidates should have a PhD, MFA or
equivalent degree by the date of appointment.
Candidates without PhD or MFA may be eligi-
ble for adjunct or full-time non-tenure track
positions and are welcome to apply. For priori-
ty consideration, apply by January 15, 2008 to
game_search@cti.depaul.edu. For application
details, see job posting at http://www.cti.
depaul.edu/news/jobs.asp. CTI is interested in
recruiting and maintaining a diverse group of
faculty. Members of all underrepresented
groups, women, veterans, and persons with dis-
abilities are invited and encouraged to apply.

East Carolina University
College of Technology and 

Computer Science
Tenure track assistant professor position starts
August 20, 2008. The successful candidate
will be committed to teaching at the under-
graduate and graduate levels and will be
expected to maintain an active research pro-
gram in software engineering.

Minimum Qualifications: Possess, or com-
plete by August 2008, a PhD from an appropri-
ately accredited institution in computer science,
software engineering, or a closely related area. 

Screening will begin December 15, 2007, and
continue until the position is filled. Candidates
must complete a candidate profile and submit a
vita and a letter of application online at
www.jobs.ecu.edu. Please send official transcripts
and three current letters of reference (one or more
of which should address teaching) to: 

Software Engineering Search Committee 
College of Technology and Computer 

Science
Suite C-122 
Science and Technology Building 
East Carolina University 
Greenville, NC 27858 

Applications are invited for one or more David R. Cheriton Chairs in

Software Systems.These are senior positions and include substantial

research support and teaching reduction. Candidates with outstanding

research records in software systems (very broadly defined) are

encouraged to apply. Successful applicants who join the University of

Waterloo are expected to be leaders in research, have an active graduate

student program and contribute to the overall development of the School.

A Ph.D. in Computer Science, or equivalent, is required, with evidence of

excellence in teaching and research.Rank and salary will be commensurate

with experience, and appointments are expected to commence during the

2008 calendar year.The Chairs are tenured positions.

With over 70 faculty members, the University ofWaterloo's David R.

Cheriton School of Computer Science is the largest in Canada. It enjoys an

excellent reputation in pure and applied research and houses a diverse

research program of international stature. Because of its recognized

capabilities, the School attracts exceptionally well-qualified students at both

undergraduate and graduate levels. In addition, the University has an

enlightened intellectual property policy which vests rights in the inventor:

this policy has encouraged the creation of many spin-off companies

including iAnywhere Solutions Inc., Maplesoft Inc., OpenText Corp and

Research in Motion. Please see our website for more information:

http://www.cs.uwaterloo.ca/

Applications should be sent by electronic mail to

cs-recruiting@cs.uwaterloo.ca

or by post to

Chair,Advisory Committee on Appointments

David R. Cheriton School of Computer Science

200 University AvenueWest

University ofWaterloo

Waterloo, Ontario

Canada N2L 3G1

An application should include a curriculum vitae, statements on teaching

and research, and the names and contact information for at least three

referees. Applicants should ask their referees to forward letters of

reference to the address above. Applications will be considered as soon as

possible after they are complete, and as long as positions are available.

The University ofWaterloo encourages applications from all qualified

individuals, including women,members of visible minorities, native peoples,

and persons with disabilities. All qualified candidates are encouraged to

apply; however, Canadian citizens and permanent residents will be given

priority.

Fall 2007
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Official transcripts and proper documenta-
tion of identity and employability will be
required at the time of employment. 

Equal Opportunity / Affirmative Action
Employer

View complete job posting at 
https://ecu.peopleadmin.com/applicants/

Central?quickFind=56907.

Eastern Kentucky University
Assistant Professor, Computer Science 

Department of Computer Science at Eastern
Kentucky University has an opening for a tenure-
track position at the Assistant Professor level for
Fall 2008. A Ph.D. in Computer Science or relat-
ed field is preferred, but ABD minimally
required. Degree must be from a regionally
(SACS, Middle States, North Central, etc.)
accredited and recognized international institu-
tion. Preference will be given to candidates with
specialties in computer security, data mining, or
multimedia. We expect a strong commitment to
teaching, service, and continued scholarly activi-
ty. The successful candidate will be teaching an
array of courses including service, undergraduate
and graduate level courses in Computer Science.

For detailed job description and application, visit
http://www.cs.eku.edu/facultyposition.htm
Must apply online at http://jobs.eku.edu (search
requisition number 0602390). Offers of employ-
ment are contingent upon satisfactory back-
ground check and educational credential verifica-
tion. Eastern Kentucky University is an EEO/AA
institution that values diversity in its faculty,
staff and student body. In keeping with this
commitment, the University welcomes appli-
cations from diverse candidates and candidates
who support diversity.

Harvard University
Division of Engineering and Applied
Sciences Center for Research on

Computation and Society
http://www.crcs.deas.harvard.edu

Postdoctoral Fellowships Center for
Research on Computation and Society,
Harvard University

The Center for Research on Computation and
Society solicits applications for its Postdoctoral
Fellows Program for the 2007-08 academic
year. Fellows are given an annual stipend of

$55,000 for up to three years to engage in a pro-
gram of original research, and provided with
additional funds for travel and research support.

For the past several years, we have recruited
outstanding fellows in the specific focus areas
of Privacy and Security. This year, we are
broadening our search to additional areas
related to Computation and Society including
(but not limited to):

• Health and Medical Computing 
Technology

• Human Computer Interaction
• Automated Decision Making
• Privacy and Security

For the coming year we are especially interest-
ed in candidates whose work has connection with
the developing uses of computer systems in health
care. Given the purview of the Center, we are
looking for researchers with broad interdiscipli-
nary interests, desire to work with both computer
scientists and colleagues from other disciplines,
and demonstrated interest in connecting their
research agenda with societal issues. Fellows work
with computer science faculty and others from
across Harvard University on their own research.

Harvard University is an Affirmative
Action/Equal Opportunity Employer. We are
particularly interested in attracting women
and under represented groups to participate in
the CRCS Fellows Program.

Applicants should send a cover letter, CV,
research statement, and copies of up to three
research papers, and have up to three letters of
reference sent to:

• Postdoctoral Fellows Program
• Center for Research on Computation and

Society
• Maxwell-Dworkin Laboratory — 247
• Cambridge, MA 02138

The application deadline for full considera-
tion is February 15, 2008. Candidates are urged
to visit http://www.crcs.deas.harvard.edu/ for
further information.

Humboldt-Universitaet 
zu Berlin

Assistant Professor, Information Systems
Humboldt’s School of Business and
Economics is looking for an Assistant
Professor in Information Systems
(Wirtschaftsinformatik) starting October
2008 or sooner. Applicants should hold a
Ph.D. in a related field and have published in
the areas of IT strategy, enterprise software
(ERP), IT in the supply chain, ubiquitous
computing, or privacy and security.
Knowledge of German is not required.
Qualified women are especially invited to
apply. E-mail your application to Dean Oliver
Guenther at bujarek@wiwi.hu-berlin.de.
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Hendrix College
Computer Science Department

Hendrix College, a central Arkansas liberal arts
college, announces a 2-year, full-time, non-
tenure-track position in computer science,
starting Aug 2008. An M.S. is required; a
Ph.D. is preferred. Candidates from all research
specialties are welcome. Responsibilities
include teaching five courses a year, distributed
across all undergraduate levels, and directing
undergraduate research. Applications will be
reviewed upon receipt. Full information at
ozark.hendrix.edu

Merrimack College
Computer Science Department

The Computer Science Department at
Merrimack College invites applications for an
assistant professor for a one year position (contin-
uation or conversion to tenure track may be pos-
sible) to begin Fall, 2008. A Ph.D. in Computer
Science preferred. Excellence in teaching and
continued scholarly activity is expected.
Candidates are required to send a letter of appli-
cation, curriculum vita, copies of graduate tran-
scripts, statement of teaching philosophy and
research interests, and three letters of reference to
Professor Mary G. Noonan, Chair, Department
of Computer Science, Merrimack College, 315
Turnpike Street, Box N5, North Andover, 
MA 01845. Email submissions also accepted
(mary.noonan@merrimack.edu) preferred.
Permanent US work authorization and/or US
Citizenship is required. Review of applicants
will begin January 1, 2008

Middle East Technical University
Northern Cyprus Campus

Academic Positions (PhD) in Computer
Science & Engineering

The applicants are expected to possess proven
research and teaching records. They should be
able to teach in the CS&E core areas such as
Algorithms, Operating Systems, Data
Comm., Software Engineering, DBMS,
Principles of Programming Languages,
Formal Languages and possibly specialized
elective courses. For application process
please go to http://www.ncc.meta.edu.tr/acad-
emicpositions08-09/ or send mail to nccac-
pos@metu.edu.tr

Mississippi State University
Head

Department of Computer Science 
and Engineering

Applications and nominations are being sought
for the Head of the Department of Computer
Science and Engineering (www.cse.msstate.edu)
at Mississippi State University. This is a 12-
month tenure-track position. 

Part of the Bagley College of Engineering,

the department has approximately 325 under-
graduate majors, 70 graduate students, and 18
tenured and tenure-track faculty. The depart-
ment offers undergraduate programs in
Computer Science and Software Engineering,
and jointly administers the undergraduate
program in Computer Engineering with the
Department of Electrical and Computer
Engineering. At the graduate level, we offer
M.S. and Ph.D. degrees in Computer Science
and faculty also direct graduate students in
Computational Engineering and Computer
Engineering. Certificates in Software
Engineering, Information Assurance, and
Computational Biology are also available.
Research expenditures total about $3 million
dollars annually and the university as a whole
is ranked 48th among 271 U.S. institutions in
computer science expenditures. Research areas
for the department are high-performance
computing, artificial intelligence, graphics
and visualization, computer security, and soft-
ware engineering. Three current faculty mem-
bers have received NSF CAREER awards. Our
computer security area has been designated a
National Center of Academic Excellence in

Information Assurance Education (CAEIAE)
by the National Security Agency (NSA). 

Mississippi State University is a comprehen-
sive land-grant institution with approximately
17,000 students and about 1,000 faculty
members. The university is a leader in high
performance computing, housing a supercom-
puter in the top 20 among U.S. universities.
The university’s main campus is located in
Starkville, Mississippi, a vibrant community
approximately 2 hours from Jackson MS,
Birmingham AL, and Memphis TN.

The successful Head will provide:
• Vision and leadership for nationally rec-

ognized computing education and
research programs

• Exceptional academic and administrative
skills

• A strong commitment to faculty recruit-
ment and development

Applicants must have a Ph.D. in computer sci-
ence, software engineering, computer engineer-
ing, or a closely related field. The successful can-
didate must have earned national recognition by a
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Windows Kernel Source and Curriculum Materials for  
Academic Teaching and Research.
The Windows® Academic Program from Microsoft® provides the materials you 
need to integrate Windows kernel technology into the teaching and research 
of operating systems. 

The program includes:

• Windows Research Kernel (WRK): Sources to build and experiment with a 
fully-functional version of the Windows kernel for x86 and x64 platforms, as 
well as the original design documents for Windows NT.

• Curriculum Resource Kit (CRK): PowerPoint® slides presenting the details 
of the design and implementation of the Windows kernel, following the 
ACM/IEEE-CS OS Body of Knowledge, and including labs, exercises, quiz 
questions, and links to the relevant sources.

• ProjectOZ: An OS project environment based on the SPACE kernel-less OS 
project at UC Santa Barbara, allowing students to develop OS kernel projects 
in user-mode.

These materials are available at no cost, but only for non-commercial use by universities.

For more information, visit www.microsoft.com/WindowsAcademic  
or e-mail compsci@microsoft.com. 
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distinguished record of accomplishments in com-
puter-science education and research.
Demonstrated administrative experience is
desired, as is teaching experience at both the
undergraduate and graduate levels. The successful
candidate must qualify for the rank of professor. 

Please provide a letter of application outlin-
ing your experience and vision for this posi-
tion, a curriculum vita, and names and contact
information of at least three professional refer-
ences. Application materials should be sub-
mitted online at 

http://www.jobs.msstate.edu/

Screening of candidates will begin February
22, 2008 and will continue until the position is
filled. Mississippi State University is an AA/EOE
institution. Qualified minorities, women, and
people with disabilities are encouraged to apply.

Mississippi State University
Faculty Position in Computational

Biology
The Department of Computer Science and
Engineering (http://www.cse.msstate.edu)
invites applications for a tenure-track faculty
position at the Assistant or Associate Professor
level in the area of computational biology.
Candidates for the position are expected to hold
a Ph.D. in computer science, computational
biology, or a closely related field (ABDs may be
considered). The person filling this position will
be affiliated with the MSU Institute for Digital
Biology (IDB), a university-level multi-discipli-
nary research institute that merges MSU’s
strengths in engineering and biology to solve
problems related to health, nutrition, biofuels,
food safety, bio-security and agriculture. IDB
faculty are currently funded by NSF, USDA,
DOD, NIH, and DOE. MSU has a state-of-the
art facility for genomics and proteomics (the
Life Science and Biotechnology Institute).
Research areas within the department include
high performance computing, artificial intelli-
gence, graphics and visualization, computer
security, and software engineering. 

Mississippi State University is the largest uni-
versity in the State of Mississippi with approxi-
mately 1000 faculty and 17,000 students. The
Department of Computer Science and
Engineering has 18 tenured and tenure-track fac-
ulty and offers academic programs leading to the
B.S., M.S. and Ph.D. in Computer Science, and a
B.S. in Software Engineering. The department
offers a certificate in Computational Biology and
jointly administers the B.S. in Computer
Engineering. Faculty also direct Ph.D. students
in Computational Engineering and Computer
Engineering and work with a number of addi-
tional on-campus research centers including the
High Performance Computing Collaboratory, the
Institute for Neurocognitive Science and

Technology, and the Sustainable Energy Center.
Seven faculty members in the department have
been recognized by NSF CAREER awards.
Department research expenditures total around
three million dollars per year. Mississippi State
University is ranked 48th among 271 U.S. insti-
tutions in R&D expenditures in engineering by
the National Science Foundation. 

Please provide a letter of application, a cur-
riculum vita, research and teaching statements,
and names and contact information of at least
three professional references. Application mate-
rials should be submitted online at http://
www.jobs.msstate.edu/, or emailed to office@
cse.msstate.edu . Screening of candidates will
begin February 28, 2008 and will continue
until the position is filled. Mississippi State
University is an AA/EOE institution. Qualified
minorities, women, and people with disabilities
are encouraged to apply.

Northern Arizona University
Department of Computer Science

The Department of Computer Science invites
applications for a tenure track position in
Computer Science to begin August 2008.
Although outstanding candidates in all areas of
computer science will be considered, we are par-
ticularly interested in applicants with a back-
ground in Software Engineering or Computer
Security. The position requires a doctorate in
Computer Science or a closely related field.
Candidates must be particularly committed to
undergraduate education, and must be able to
teach core Computer Science undergraduate
courses as well as upper-division and graduate
courses in their specialty area. Candidates must
also have a strong commitment to developing a
scholarly record. Please see http://www.cens.nau.
edu/ for further information. To apply, send a
cover letter identifying the position of interest,
resume, and the names of three references to: CS
Search Committee Chair, College of Engineering
and Natural Sciences, Northern Arizona
University, PO Box 15600, Flagstaff, AZ 86011-
5600. The search will remain open until the posi-
tion is filled or closed; however, the screening
committee will begin reviewing applications on
January 15, 2008. NAU is one of three state uni-
versities in Arizona and is an Equal
Opportunity/Affirmative Action Employer that is
responsive to the needs of dual-career couples. We
are committed to a diverse faculty and seek indi-
viduals with a commitment to teaching and
working in diverse communities. Minorities,
women, veterans and persons with disabilities are
encouraged to apply.

Southern Illinois University
Edwardsville

Department of Computer Science
The Department of Computer Science at
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THE UNIVERSITY OF TENNESSEE  
AT CHATTANOOGA 

Dean of the College of  
Engineer ing and Computer  Science 

The University of Tennessee at Chattanooga invites 
applications and nominations for the position of Dean 
of the College of Engineering and Computer Science.  
Candidates should have a terminal degree in 
engineering, computer science, or a closely related 
discipline; a successful record as a teacher and 
scholar; and administrative experience.  Experience 
in business or industry will be an added value. 

Applicants should submit a current curriculum vita 
with a letter explaining how their personal and 
professional strengths fit the qualifications for this 
position, and contact information for three references.  
Applicants will be notified before references are 
contacted.  Please submit application materials 
electronically to Rent Consulting Group, LLC, at 
grent@rentconsultinggroup.com.  Nominations are 
encouraged and can be made to the same email 
address.  Review of completed applications will 
begin on February 25, 2008 and will continue until 
the position is filled.  The preferred starting date is 
July 1, 2008. Visit the University at 
www.utc.edu/administration/academicaffairs/. 

The University of Tennessee at Chattanooga is an equal 
employment opportunity, affirmative action/Title 
VII/Title IX/Section 504/ADA/ADEA institution. 

Nicholls State University
Department of

Mathematics and Computer Science
The Department of Mathematics and

Computer Science at Nicholls State University

invites applications for the John A. Brady, Sr.

Endowed Chair in Computer Science beginning

Fall 2008.

Placement at the associate professor or full

professor level is expected.Applicants must be

eligible towork in the United States.

Candidates must have a strong record of

excellence in teaching, publishing, and funded

research.The Brady Chair is a leadership posi-

tion intended to enhance the reputation of the

department and university. Duties will include

faculty mentoring, innovative curriculum

development, and the recruitment of quality

students.

Applicants should submit a letter of application,

current vita, copies of transcripts, a creative

portfolio outlining how the objectives of the

chair are to be met, and at least three letters of

recommendation.

These materials should be sent to: Search

Committee for Endowed Chair in Computer

Science,Department of Mathematics and Com-

puter Science, P.O. Box 2026, Nicholls State

University,Thibodaux, LA 70310.

Nicholls State University is an EOE/AA/ADA

employer.Women and ethnic minorities are

encouraged to apply. Please visit

http://www.nicholls.edu/about for more

information about theuniversity and the

community.
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Southern Illinois University Edwardsville invites
applications for one tenure-track position at the
Assistant Professor level beginning in August
2008. Applicants are required to have a doctor-
ate in Computer Science or a related field. 

Located twenty miles from downtown St.
Louis, SIUE has an enrollment of over 13,000
students. At SIUE, good teaching is of pri-
mary importance and research leading to pub-
lication is required for promotion and tenure. 

Part of the SIUE School of Engineering, the
Department offers an ABET-accredited B.S.
degree program, as well as B.A. and M.S.
degree programs. The twelve full-time faculty
and nearly 200 majors employ labs for software
engineering, HCI, robotics, virtual reality, and
networking, all maintained by the department.

To apply, send a letter of application,
résumé, transcripts, and at least three letters
of reference to: Computer Science Search
Committee, SIUE Campus Box 1656,
Edwardsville, IL 62026-1656. Review of
applications will begin on February 25, 2008.

SIUE is an Equal Opportunity/Affirmative
Action Employer. Applications from women
and minorities are especially encouraged. For
more details, see www.cs.siue.edu/employment.

Stanford University
Computational Geosciences

Stanford Universities School of Earth Sciences
invites applications for a senior tenure-track fac-
ulty appointment at either the Associate or Full
Professor level in the area of computational geo-
sciences. We welcome applicants with strong
skills in computational theory and practice, as
well as a working familiarity with numerical
methods for large-scale problems, parallelization
paradigms, and modern computer systems. The
successful applicant will have research experience
or interests in applications to Earth and environ-
mental problems, including but not limited to
one or more of the following areas: energy, water,
other natural resources, atmospheres, oceans,
fluid dynamics, geodynamics, geomechanics,
hazards, seismology, electromagnetics, inversion,
optimization, and imaging of the earth surface
and interior. Experience with large geoscience
datasets is desirable. Strong interest in or experi-
ence with research collaboration and teaching
across earth and environmental science disci-
plines is highly desirable. We expect the success-
ful applicant to lead development and growth of
the Stanford Center for Computational Earth and
Environmental Science. The Center, with its
shared high productivity computing resources,
seeks to expand research and educational oppor-
tunities in computational geosciences. This
appointment will be with one (or jointly with
two) of the four departments in the School of
Earth Sciences: Energy Resources Engineering,
Geological and Environmental Sciences,

Geophysics, and Environmental Earth System
Science (proposed). Further information about
the School of Earth Sciences and this search can
be found at http://pangea.stanford.edu/ Stanford
University is an equal opportunity employer and
is committed to increasing the diversity of its fac-
ulty. It welcomes nominations of and applications
from women and minority groups, as well as oth-
ers who would bring additional dimensions to
the universities research, teaching and service
missions. Please apply online (http://pangea.
stanford.edu/about/jobs.php) with the following
material (.pdf only: cover letter, curriculum vitae,
a statement outlining research and teaching expe-
rience and interests, and the names and addresses
of four referees. Address material to
Computational Geosciences Search Committee.
Applications received by January 31, 2008 will
receive full consideration, though the position
will remain open until the appropriate applicant
is identified. 

State University of New York at
Binghamton

Department of Computer Science
The Thomas J. Watson School of Engineering

and Applied Science
http://www.cs.binghamton.edu

Applications are invited for a tenure-track posi-
tion at the Assistant/Associate Professor level
beginning in Fall 2008. Salary and startup
packages are competitive. We are especially
interested in candidates with specialization in
(a) Embedded Systems and Compilers or (b)
Ubiquitous Computing/Information Access or
(c) Information Security or (d) Areas related to
systems development. Applicants must have a
Ph.D. in Computer Science or a closely related
discipline by the time of appointment. Strong
evidence of research capabilities and commit-
ment to teaching are essential. We offer a signif-
icantly reduced teaching load for junior tenure
track faculty for at least the first three years.

Binghamton is one of the four Ph.D. granti-
ng University Centers within the SUNY sys-
tem and is nationally recognized for its academ-
ic excellence. The Department has well- estab-
lished Ph.D. and M.S. programs, an accredited
B.S. program and is on a successful and aggres-
sive recruitment plan. Local high-tech compa-
nies such as IBM, Lockheed-Martin, BAE and
Universal Instruments provide opportunities
for collaboration. Binghamton borders the sce-
nic Finger Lakes region of New York.

Submit a resume and the names of three
references to the url address:

http://binghamton.interviewexchange.com
First consideration will be given to applications

that are received by March 1, 2008. Applications
will be considered until the positions are filled.

Binghamton University is an equal oppor-
tunity/affirmative action employer.

Career Opportunities
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VASSAR COLLEGE
Computer Science Department

Vassar College seeks applications for a Visiting
Assistant Professor in the Computer Science

Department starting in the 2008-2009 academic
year. Vassar College is an equal opportunity/af-

firmative action employer and is actively
committed to diversity within its community.
Members of historically under-represented
groups are especially encouraged to apply.

A commitment to excellence in undergraduate
teaching and research is expected. The Ph.D. in
computer science is required. Applicants with a

background in any area of Computer Science will
be considered. Interest and expertise in modeling

and simulation, computational science, or
databases is a plus. All candidates must be able

to cover courses in the core areas of
Computer Science.

Vassar College has been successfully building a
strong undergraduate program in Computer

Science. Introductory courses are taught using
Java and C++. The department has two Linux

laboratories for introductory and advanced
instruction. Faculty are provided with Unix

workstations and personal computers. For more
information please go to the Computer Science

department website at http://www.cs.vassar.edu/.

Review of applications will begin January 1, 2008
and continue until the position is filled. Send vita

and three letters of reference to Nancy Ide, Chair,
Department of Computer Science, Box 732,

Vassar College, 124 Raymond Avenue,
Poughkeepsie, New York 12604-0732.

E-mail: csdept@cs.vassar.edu.
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Texas A&M University
Department of Visualization

Visualization Faculty - Multiple Positions: The
Department of Visualization at Texas A&M
University seeks tenured/tenure-track faculty.
Candidates must demonstrate experience in
collaborative efforts that cross-disciplinary
lines. A terminal degree or equivalent industry
experience is required. Responsibilities include
research and/or creative work, teaching and
advising at both the graduate and undergradu-
ate levels, and service to the department, uni-
versity, and the field. The position will be open
until filled. For details, e-mail search@
viz.tamu.edu or visit http://www-viz.tamu.
edu/announcements/facultysearch07. Texas A&M
University is an Affirmative Action/Equal
Opportunity Employer committed to diversity.

The Hong Kong Polytechnic
University

Department of Computing
The Department invites applications for Assistant
Professors in most areas of Computing, including
but not limited to Software Engineering /
Biometrics / Digital Entertainment / MIS and
Pervasive Computing. Applicants should have a
PhD degree in Computing or closely related

fields, a strong commitment to excellence in
teaching and research as well as a good research
publication record. Initial appointment will be
made on a fixed-term gratuity-bearing contract.
Re-engagement thereafter is subject to mutual
agreement. Remuneration package will be highly
competitive. Applicants should state their current
and expected salary in the application. Please sub-
mit your application via email to hrstaff@
polyu.edu.hk. Application forms can be down-
loaded from http://www.polyu.edu.hk/hro/
job.htm. Recruitment will continue until the
positions are filled. Details of the University’s
Personal Information Collection Statement for
recruitment can be found at http://www.polyu.
edu.hk/hro/jobpics.htm.

University College London
(UCL)

Department of Computer Science
The Department of Computer Science at
University College London (UCL) seeks appli-
cations for an academic faculty position in the
area of computer graphics and virtual environ-
ments, at the rank of Lecturer, Senior Lecturer,
or Reader (the first equivalent to Assistant
Professor and the latter two equivalent to
Associate Professor in the US system), com-
mensurate with qualifications and experience.
We are looking for internationally outstanding
researchers who also have an enthusiasm for
teaching and communicating ideas. The
Department has broad strength in computer
science with a strong orientation to ‘experimen-
tal computer science’. The Virtual
Environments and Computer Graphics
(VECG) group works in the broad area of virtu-
al environments, in particular real-time global
illumination, image-based rendering, 3D inter-
action, tracking, real-time systems and aug-
mented reality. The group conducts fundamen-
tal graphics algorithms and systems research,
and underpins this with user studies to evaluate
the impact that technological developments
have. Applicants must hold a PhD in
Computer Science or a closely related field by
the time they begin their appointment. They
will be evaluated chiefly on the significance and
novelty of their research to date, and their
promise for leading a group in a fruitful pro-
gramme of research.   Further details about
UCL CS, the post, and how to apply may be
found at: http://www.cs.ucl.ac.uk/vacancies
All application materials must reach UCL by
the 15th of February, 2008.

University of California
Berkeley

Engineering and Computer Science
Department

The University of California Berkeley invites
applications for several approved tenure-track

positions in Electrical Engineering and
Computer Sciences at the Assistant Professor
level, and one approved position at the
Associate or Full Professor level, beginning
Fall 2008, subject to budgetary approval. We
also consider possible joint appointments with
other Berkeley departments. 

Applicants should have (or be about to
receive) a Ph.D. in Computer Science, Electrical
Engineering, Computer Engineering, or a relat-
ed field, evidence of ability to establish and pur-
sue a program of high quality research, and a
strong commitment to graduate/undergraduate
teaching. Prioritizing candidates’ overall quali-
ty and promise over sub-area of specialization,
we seek applicants interested in creating inno-
vative and far-reaching solutions to important
problems in electrical engineering and comput-
er science. We also welcome applicants working
in interdisciplinary areas such as computational
biology, nanoelectronics, or the uses of comput-
ing in the interests of society. 

Applications should include a resume,
statements of research and teaching interests,
selected publications, and the names of three
references who will send recommendations.
Review begins November 15, 2007; candi-
dates are urged to apply by that date. The
application period closes February 15, 2008,
and applications received after that date will
not be considered. To apply, go to URL:
http://www.eecs.berkeley.edu/Faculty-Jobs/ 

If you do not have Internet access, you may
mail your application materials to:

EECS Search Committee 
c/o Jean Richter, 253 Cory 
Hall, UC Berkeley, Berkeley, 
CA 94720-1770. 

Online applications are strongly encour-
aged. Recommenders providing letters should
submit them directly via the URL listed
above by January 18, 2008. Reference letters
are NOT requested directly by the depart-
ment. Recommenders may view the UC
Berkeley Statement of Confidentiality at
http://apo.chance.berkeley.edu/evalltr.html. 

University of California is an Equal
Opportunity, Affirmative Action Employer. 

University of Central Oklahoma
College of Mathematics and Science

The University of Central Oklahoma, College
of Mathematics and Science, Department of
Computer Science is seeking a full-time
tenure track assistant professor for the
Department of Computer Science. The suc-
cessful candidate should have an earned Ph.D
in Computer Science or closely related field.
Applications are accepted online
http://jobs.ucok.edu/ Refer to position
#A000335. Open until filled.

102 February  2008/Vol. 51, No. 2 COMMUNICATIONS OF THE ACM

Advertising in Career
Opportunities
• How to Submit a Classified Line Ad:

Send an e-mail to kooney@acm.org. Please
include text, and indicate the issue/or
issues where the ad will appear, and a
contact name and number.

• Estimates: An insertion order will then be
e-mailed back to you. The ad will by
typeset according to CACM guidelines. NO
PROOFS can be sent. Classified line ads are
NOT commissionable.

• Rates: $295.00 for six lines of text, 40
characters per line. $80.00 for each
additional three lines. The MINIMUM is six
lines.

• Deadlines: Five weeks prior to publication
date of the issue (which is the first of every
month) Latest deadlines:
http://www.acm/org/publications 

• Career Opportunities Online: Classified
and recruit ment display ads receive a free
duplicate listing on our website at
http://campus.acm.org/careercenter

• Ads are listed for a period of 45-days

• For More Information Contact:
WILLIAM KOONEY
Account Manager
at 212-626-0687 or 
kooney@hq.acm.org
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University of Kentucky
Department of Computer Science

Assistant Professor
The University of Kentucky Computer Science
Department invites applications for a tenure-
track position beginning August 15, 2008 at the
assistant professor level. Candidates should have a
PhD in Computer Science. Review of credentials
will begin on January 15, 2008, and will contin-
ue until a suitably qualified candidate is found.

We are interested in candidates with expert-
ise in databases, data mining, knowledge dis-
covery, information security, and bio/medical
informatics. The position features opportuni-
ties for participation in the Center for Clinical
and Translational Services, a newly established
interdisciplinary effort involving 15 colleges
on the University of Kentucky campus.

The University of Kentucky Department of
Computer Science awards B.S., M.S., and
Ph.D. degrees. The Department has 23 facul-
ty members committed to excellence in edu-
cation, research and service. It has about 200
undergraduate and 150 graduate students.

The Department has strong research pro-
grams in distributed computing, computer
networks, computer vision and graphics, arti-
ficial intelligence, scientific computing, cryp-
tography, and information-based complexity.

To apply, a UK Academic Profile must be
submitted at www.uky.edu/ukjobs using job
#SP520197. Questions should be directed to
HR/Employment (phone 1-859-257-9555
press 2 or email ukjobs@email.uky.edu), or
Diane Mier (diane@cs.uky.edu) in the
Computer Science Department.

We are accepting applications now. The
application deadline is March 1, 2008, but may
be extended as needed. Upon offer of employ-
ment, successful applicants must undergo a
national background check as required by
University of Kentucky Human Resources.

The University of Kentucky is an equal
opportunity employer and encourages applica-
tions from minorities and women.

University of New Mexico
Department of Computer Science

Requisition M48143
The Scalable Systems Laboratory in the
University of New Mexico Department of
Computer Science seeks a highly-qualified
researcher for kernel-level research, program-
ming, and software development, as well as
other applied computer science research based
on current lab grant and contract needs. A
well-qualified candidate will have significant
experience with kernel-level systems program-
ming in C, C++, and/or assembly language,
network protocol design and implementation,
and/or system software development for high-
performance or cluster computing systems.

Significant technical writing experience and
experience working in an academic research
environment are desired but not required.

The UNM Scalable Systems Lab is an active
computer science research group with projects
in configurable operating systems and virtual-
ization techniques, sensor networks, high-end
I/O and monitoring systems, and large-scale
communication systems. The laboratory com-
prises multiple faculty members, postdoctoral
researchers, and graduate and undergraduate
researchers, and actively collaborates with
researchers at Sandia, Los Alamos, and Oak
Ridge National Laboratories, Intel Corporation,
IBM Research, and Sun Microcomputers.
Laboratory facilities include a number of small
and medium scale cluster and sensor systems,
with access to large-scale systems available
through laboratory industrial and government
partners. Funding for laboratory research comes
from a wide range of sources, including indus-
trial partners, the National Science Foundation,
U.S. Department of Energy, U.S. National
Nuclear Security Administration, and the
Defense Threat Reduction Agency.

Go to:  http://ejobs.unm.edu to apply.
505-277-6947
EO/AA

University of New Mexico
Department of Electrical and Computer

Engineering (ECE)
The Department of Electrical and Computer
Engineering (ECE) at the University of New
Mexico invites applications for a full-time faculty
appointment in all areas of Computer
Engineering at the Assistant Professor level in a
status leading to a tenure decision within the
department to begin in the Fall 2008. Exceptional
candidates at the Associate or Full Professor level
may be considered for hire with tenure. 

• The position requires the development of
a world-class research program, supervising
graduate students, and teaching undergraduate
and graduate courses in Electrical/Computer
Engineering. Candidates should demonstrate
the potential to establish a high-profile
research program as well as have the necessary
skills to be an effective teacher and mentor. 

• The ECE Department has 32 tenure-track
faculty, 3 endowed chairs, and 24 research fac-
ulty, and is currently undergoing a period of
aggressive growth. Sponsored research expen-
ditures for the 2006/07 academic year were
over $12M. The Department interacts exten-
sively with the federal laboratories in New
Mexico as well as national and local high-tech
companies in the Albuquerque area. 

• The Albuquerque area as a whole is expe-
riencing tremendous growth, fueled by the
state’s investment in high-tech industries. The
city was selected by Forbes Magazine (May

2006 issue) as one of the best places in the
country to start a business. 

• For application requirements and further
information about the ECE Department, please
view the complete position announcement on
the department’s website at www.ece.unm.edu 

• For best consideration, applications must
be received by February 15, 2008. 

The position will remain open until filled. 
• The University of New Mexico, a Carnegie

Doctoral Research institution with Very High
Research Activity, is an equal opportuni-
ty/affirmative action employer and educator.

University of North Carolina at
Chapel Hill

Department of Computer Science
Applications are invited for a tenure track facul-
ty member at the level of Assistant Professor
without tenure appointment in the Department
of Computer Science to begin on or after July 1,
2008. We particularly invite applications from
candidates with expertise in bioinformatics,
computer security, databases, data mining,
physically-based simulation, and robotics.
Outstanding candidates who would strengthen
or complement other existing research groups in
the department will be welcomed.

Applicants are expected to have a doctorate
in computer science or computer engineering,
or must present an equivalent level of profes-
sional accomplishment. Information and details
on the application procedure for this search is
available at http://www.cs.unc.edu/Admin/
Faculty/Recruiting/. Minorities and women are
encouraged to apply. The University of North
Carolina is an equal opportunity, affirmative
action employer.

York University
Department of Computer Science

York University, Toronto: The Department of
Computer Science and Engineering invites
applications in Biomedical Engineering with
specialization in medical devices and instru-
mentation at the Assistant or Associate
Professor level in the tenure track stream.
Details are available at
http://yorku.ca/acadjobs. York University is
an Affirmative Action Employer.

Louisiana State University in
Shreveport

Computer Science Department
LSUS invites applications for 2 tenure track
positions-Chair of the Computer Science
Dept. and the Abe Sadoff Endowed Chair for
Bioinformatics-starting August 2008.
Additional information about these positions
can be found at http://www.lsus.edu/jobs
LSUS is an EOE/AA employer.

Career Opportunities
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Many software programs contain unadver-
tised functions that upset users when they
discover them. These functions are not

bugs, but rather operations intended by their
designers to be hidden from end users. The prob-
lem is not new—Trojan horses and Easter eggs
were among the earliest instances—but it is
increasingly common and a source of many risks. 
I define software transparency as a condition that all
functions of software are disclosed to users. Trans-
parency is necessary for proper risk management.
The term “transparency” should be used instead of
“fully disclosed” to avoid confusion with the “full
disclosure” of vulnerabilities.

There is a higher standard to be named, because
disclosure does not by itself remove objectionable
functions. They pose risks while being irrelevant to
the software’s stated purpose and utility, and are
foreign to its advertised nature. Freedom from such
functions is a property that needs a name: loyalty,
nonperfidiousness, fidelity, and purity come to
mind, but none of them seems exactly right. For
the purposes of this column, I shall call it purity.
“Pure Software” can theoretically exist without dis-
closure, but disclosure would be a strong incen-
tive, as previously discussed by Garfinkel (see
www.technologyreview.com/Infotech/13556/?a=f ).
Purity does not mean free of errors or unchanged since
release. It’s possible for pure software to contain errors
or to be corrupted. The following examples illustrate
some of the risks from opaque and impure software.

In 2004, the digital video recording (DVR)
equipment maker TiVo was able to tell how many
people had paused and rewound to watch Janet
Jackson’s wardrobe malfunction in the televised
Super Bowl. People could opt out of the data col-
lection by making a phone call. The privacy policy,
if it was read, did mention some data collection,
but did not disclose its full extent and surprising
detail. Very few would likely have opted-in to allow
this foreign function.

Software purity as a desirable property is high-
lighted by some of the differences between the GNU
Public License (GPL) v2 and v3. The changes can be
viewed as intended to protect the capability to remove
unwanted functionality from software, including
firmware based on GPL code (for example, TiVo).

In 2005, the anti-cheating Warden software
that was installed with the World of Warcraft
online game was found to snoop inside comput-
ers. Some people love knowing it is there, whereas
others find it distasteful but are unable to make
a convincing argument that it is malicious spy-
ware. Despite being authorized by the End-User
License Agreement (EULA), it poses risks that
were not made clear, through undisclosed, objec-
tionable behaviors.

Also in 2005, copy prevention software unexpect-
edly present on Sony BMG CDs was installed sur-
reptitiously when users attempted to play a CD on
their computer. It was later recognized as a rootkit.
Ironically, it was reused to attack the Warden. 

In 2007, people who had paid for Major
League Baseball videos from previous years found
they were unable to watch them anymore because
of a broken Digital Rights Management (DRM)
system, because the server providing authorization
was decommissioned without warning. Fragile
DRM systems, such as those requiring an avail-
able server, are undesirable because of the risks
they present while being foreign to the advertised
features or content.

Also in 2007, Microsoft Live OneCare surrepti-
tiously changed user settings when installed to enable
automatic updates and re-enable Windows services
that were disabled on purpose; this is documented
obscurely. Whereas it was not malicious, it caused
many problems to users and system administrators
and was vehemently protested. Surreptitious func-
tions pose risks, even if well intentioned.

Software transparency and purity are often valued
but not explicitly identified. Beyond the obvious
information security risks to users, opaque or impure
software also poses business risks in the form of loss
of reputation, trust, goodwill, sales, and contracts. It
may be that transparency alone is enough for some
purposes, and others may also require software purity.
An explicit requirement of whichever is appropriate
would decrease risks.  

Pascal Meunier (pmeunier@cerias.purdue.edu) is a research scientist
at Purdue University. His teaching and research include computer security
and information assurance.

DOI: 10.1145/1314215.1314232
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Software Development
Conference & Expo West

March 3-7, 2008

Santa Clara Convention Center 
Santa Clara, CA

FEATURING
OVER
200
EDUCATIONAL
SESSIONS

PLUS: 
Keynotes, Expo, Birds-
of-a-Feathers, Panels,
Case Studies,  Parties
and other Special
Events!

EARLY BIRD
DISCOUNT
Register by FEB 8

SAVE UP 
TO $300

REGISTER TODAY AT WWW.SDEXPO.COM

EDUCATIONAL SESSIONS INCLUDE:
LANGUAGES & PLATFORMS:
• C++
• JAVA PROGRAMMING
• .NET DEVELOPMENT 
• RUBY

ESSENTIAL TECHNOLOGY:
• NEXT-GEN WEB

• WEB SERVICES/SOA

• IT FOR DEVELOPERS

• MODELING & DESIGN

• PEOPLE, PROCESS & METHODS

• REQUIREMENTS & ANALYSIS

• SECURITY

• TESTING & QUALITY

• BUSINESS OF SOFTWARE

SOFTWARE DEVELOPMENT LIFECYCLE:

STROUSTRUP &
SUTTER ON C++
JOIN C++ CREATOR

BJARNE STROUSTRUP

AND RENOWNED C++

EXPERT HERB SUTTER

FOR AN IN-DEPTH,

TWO-DAY SESSION.

http://WWW.SDEXPO.COM


The 1st ACM SIGGRAPH Conference and Exhibition in Asia
www.siggraph.org/asia2008

New Horizons

Held inConference and Exhibition on Computer Graphics and Interactive Techniques

Singapore, 10-13 December 2008

SIGGRAPHASIA2008

ACM SIGGRAPH launches
the premiere SIGGRAPH Asia
in Singapore
Programs include:

Papers

Sketches and Posters

Courses

Art Gallery

Computer Animation Festival

Educators Program

Emerging Technologies

Exhibition

Calling all creative researchers, artists,
digital innovators and animators!

This is your opportunity to present your stellar
work or attend the 1st ACM SIGGRAPH
conference and Exhibition in Asia.

Queries?

Contact Conference and Exhibitions
Management at asia2008@siggraph.org or
Tel: +65 6500 6700

•

•

•

•

•

•

•

•

http://www.siggraph.org/asia2008
mailto:asia2008@siggraph.org
http://visitsingapore.com

	Table of Contents
	Articles
	Alternate Reality Gaming
	IT Diffusion in Developing Countries
	Are People Biased in Their Use of Search Engines?
	Alternative Scenarios to the "Banner" Years
	Sharing Knowledge
	The Myths and Truths of Wireless Security
	Municipal Broadband Wireless Networks
	Women and Men in the IT Profession
	Managing Large Collections of Data Mining Model

	Columns
	Technology Strategy and Management
	Viewpoint
	Legally Speaking
	ACM Annual Report for FY07
	Technical Opinion
	Inside Risks

	Departments
	News Track
	Forum
	SIG Election Candidates
	Career Opportunities


