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Invitation to Participate

CHIMIT is the leading forum for  discussing topics on IT 

management with a focus on people, business, and technology. 

Researchers and practitioners are invited to share issues, 

solutions, and research drawing upon fields such as human-

computer  interaction, human factors, computer  systems, and 

management and service sciences.

Topics

Original unpublished contr ibutions are sought in areas including 

but not limited to:

Workspace Studies

Ethnographic studies of IT work in 

context

Patterns of work for  var ious IT 

processes

Processes and Practices

Development and use of processes 

in IT 

Impact of business decisions on IT

Organizational Knowledge

Studies of collaboration and 

coordination

Knowledge management and 

training

November 14/15, 2008    San Diego, CA

Dates
Papers Submission

April 7th, 2008

Posters and 

Experience 

Reports

May 30th, 2008

Design

Design of human-centered IT 

systems

Architectural considerations for  

user  exper ience

Tools and Techniques

Collaborative system 

administration workspaces 

Visualizations of complex system 

behavior

Automation

Automation/Policy languages

Human inter faces to automation
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THE ACM
A. M. TURING
AWARD

Intel and the entire computing industry have been direct ben-

efi ciaries of the Clarke, Emerson, and Sifakis’ ground-breaking 

work, and insights from their novel automatic verifi cation results 

have been widely adopted by the industry. These model checking 

approaches provide dramatically better coverage when search-

ing for design errors. We are pleased to join the community in 

congratulating this year’s A. M. Turing Award winners. For more 

information see www.intel.com\research. 

Andrew A. Chien

Vice President, Corporate Technology Group

Director, Intel Research Financial support for the ACM A. M. Turing Award
 is provided by Intel Corporation and Google. 

Google is delighted to spotlight great work in computer science, 

especially when it has a positive impact on our industry and soci-

ety. The Turing award, which celebrates work that has greatly im-

proved the quality of hardware and software through theory and 

systems research, is right in line with our own values. For more 

information see http://www.google.com/corporate/index.html.

Alan Eustace

Senior Vice President 

Engineering & Research, Google 

ACM, INTEL, AND GOOGLE CONGRATULATE 

EDMUND M. CLARKE, E. ALLEN EMERSON 

AND JOSEPH SIFAKIS FOR THEIR PIONEERING WORK 

IN MODEL CHECKING AND ITS APPLICATION TO THE 

DEVELOPMENT OF MODERN COMPUTING SYSTEMS.

http://www.intel.com/research
http://www.google.com/corporate/index.html
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Technical Session registration and additional information:

http://www.eecs.berkeley.edu/ipro/jimgraytribute

Tribute to Honor Jim Gray
May 31, 2008

University of California, Berkeley

Technical Session

Wheeler Hall, UCB
Please see website for session times.

Presenters:

Bruce Lindsay
John Nauman
David DeWitt
Gordon Bell
Andreas Reuter
Tom Barclay
Alex Szalay
Curtis Wong
Ed Saade

Jim Bellingham

All are welcome.
Registration is required, see below.

General Session

Zellerbach Hall, UCB
9:00am – 10:30am

Speakers:

Shankar Sastry
Joe Hellerstein
Pauline Boss
Mike Olson

Paula Hawthorn
Mike Harrison
Pat Helland
Ed Lazowska

Mike Stonebraker
David Vaskevitch
Rick Rashid
Stuart Russell

All are welcome.
Registration is not required.

A Tribute Honoring Jim Gray:
Legendary computer science pioneer, known for his groundbreaking work as a programmer,

database expert, engineer, and his caring contributions as a teacher and mentor.

http://www.eecs.berkeley.edu/ipro/jimgraytribute
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Editor

The World Wide Web may bring the world to

our fingertips, but for tens of millions, some of the
greatest wonders of the Web still require proficiency in
English—the dominant language for information seek-
ing. Progress has been slow building search portals in
other languages, but with online populations in some
regions experiencing triple-digit growth, demand is
pushing innovation in a big way.

Wingyan Chung reviews the latest advances in Web search engines in
a multilingual world in this month’s cover story. He examines three pro-
totype Web search portals—in Chinese, Spanish, and Arabic—and
reveals the strengths and weaknesses of each and their potential for
opening up informational treasures like never before. He also offers
valuable guidance on how systems developers and managers, as well as
users, worldwide can best support non-English Web searching. 

Also this month, many governments worldwide employ wireless

connectivity to extend their services among the citizenry. Silvana Trimi
and Hong Sheng consider the advantages and implications of m-govern-
ment, exploring notable projects, and nations, leading the charge. 

Dov Dori details a conceptual modeling framework—Object-
Process Methodology—that employs graphics and text to help alleviate
cognitive loads. And Irit Hadar and Uri Leron question the intuitiveness
of object-oriented design, citing research that traces the inevitable clash
between intuitive and analytical modes of thinking. 

Auction houses appear to be at a crossroads, with many buyers and sell-
ers losing confidence in the system. Auction fraud is an escalating con-
cern, not only to consumers but to the U.S. Federal Trade Commission
where reports of fraudulent transactions grew from 106 in 1997 to more
than 24,000 in 2007. Bezalel Gavish and Christopher Tucci examine this
trend, focusing on how some buyers are being swindled.  

While software configuration management (SCM) practices may not
support change management, Mohan, Xu, and Ramesh report all is not
lost. Their article indicates how to integrate traceability practice with
SCM practice to improve change-management processes in software
development. 

In “Viewpoint,” former Communications editor-in-chief Jacques
Cohen urges CS support for the emerging field of synthetic biology,
emphasizing the idealistic goals of the field will not be feasible without
the engaged contribution of computer scientists. 

Finally, meet the candidates running for ACM’s 2008 General
Election, beginning on page 22. 
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ENROLLMENT LEVELS

Enrollment in computer science programs may have
leveled off after the dot-com downturn, but that level-
ing happened only after the number of bachelor’s
degree graduates hit a trough, reports Computerworld.
In the latest statistics from the Computing Research
Association (www.cra.org), which follows year-over-
year enrollment and graduate trends from 170 Ph.D.-
granting institutions, only 8,021 students graduated
with computer science degrees from these schools in
the 2006–2007 academic year. By contrast, in
2003–2004—the high point of this decade—14,185
students were awarded bachelor’s degrees in computer
science. The sharp decline in graduates may be about
to level off, according to CRA’s latest trend analysis. In
the fall of 2006, new CS enrollments topped out at
7,840; new enrollments for fall 2007 were at 7,915.
While it’s too early to declare a turnaround, CRA ana-
lysts say the students should be able to find job oppor-
tunities based on the last projections from the U.S.
Bureau of Labor Statistics (see box on page 8).  

NEW YORK’S GLOBAL LINKS

MIT researchers have been collecting the electronic
communications of millions of New Yorkers since last
January. The round-the-clock effort has nothing to do
with national security or covert eavesdropping. Rather
it is to build a census that shows, neighborhood by
neighborhood, the phone and Internet links
New Yorkers have to other cities across the
planet and how these connections change over
time. “Our cities and the globe are blanketed
with flowing bits of digital data, and looking
at this data, we’re able to better understand the
physical world,” says Carlo Ratti, director of
MIT’s SENSEable City Lab. The Associated
Press reports that no information about indi-
viduals or actual conversations is being col-
lected. AT&T gives MIT only aggregate data
from its switches throughout the city.
Researchers found New Yorkers who engage in global
gab tend to be international business professionals or
poor immigrants. Moreover, communication between

News Track

Manhattan and the world surges each morning
after the New York Stock Exchange opens. The
most-called city is London (8% of all overseas
calls), followed by Santo Domingo (5%). Half of
all calls from Manhattan are to Canada, Great
Britain, the Dominican Republic, Germany, and
Japan. Visualizations from the New York Talk
Exchange (sensible.mit.edu/nyte) project are now
part of an exhibit at the Museum of Modern Art
called “Design and the Elastic Mind,” which is
open through May and examines how designers
use technology in ways that change lives. 

ETCH-A-CIRCUIT

Researchers have demon-
strated a new technique
inspired by the classic
Etch-a-Sketch drawing toy
that could be used to cre-
ate rewritable logic circuits
and denser computer
memory. Technology
Review reports that
researchers, using an
atomic force microscope

(AFM), were able to draw nano-size wires and
dots that could be repeatedly erased and written.
The researchers used an AFM tip like a pencil,B
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News Track

drawing electrically conductive paths on special
material. The lines were as thin as three nanome-
ters, making them considerably narrower than the
lines drawn using electron-beam lithography—one
of the most precise techniques for etching devices
out of silicon. The study, recently published in
Nature Materials, found that the wires and dots
stayed in their state for at least 24 hours. The
research team believes the etchings will last much
longer and is currently testing this theory.   

DOCTOR VERBOTEN

At least seven U.S. researchers working in Germany
have faced criminal probes this year for using the
title “Dr.” on their business cards, Web sites, and
résumés, the Washington Post reports. While all
hold doctoral degrees from elite U.S. universities,
under a little-known Nazi-era law only people who
earn Ph.D.s or medical degrees in Germany are
allowed to use “Dr.” as a courtesy title. The law
was modified in 2001 to extend the privilege to

degree-holders from any country in the European
Union, but Ph.D.s from the U.S. or elsewhere out-
side of E.U. are still forbidden to use it. Violators
can face a year behind bars. While the German
doctor rule has been in effect since the 1930s, it
has been only sporadically enforced over the
decades. What sparked a tipster to file a complaint
with German prosecutors against seven U.S.
researchers working at the Max Planck Society,
which operates 80 scientific research institutes
across Germany, is unknown. The criminal investi-
gations have alarmed higher-education officials in
Germany, where U.S. researchers are in demand.
“This is a completely overdone, mad, and an
absolutely ridiculous situation,” declared the head
of Germany’s central office for foreign education.
At last report, prosecutors were recommending that
charges be dropped and civil fines be imposed.

CLARKE’S THREE LAWS

• When a distin-
guished but
elderly scien-
tist states that
something is
possible, he is
almost cer-
tainly right.
When he
states that
something is
impossible, he
is very probably wrong. 

• The only way of discovering the limits of the pos-
sible is to venture a little way past them into the
impossible. 

• Any sufficiently advanced technology is indistin-
guishable from magic.

First written in 1962 by legendary science fiction
writer Arthur C. Clarke who passed away in March
at the age of 90.

Send items of interest to cacm@acm.org

DOI: 10.1145/1342327.1342329

JOBS TO THE RESCUE

The U.S Bureau of Labor Statistics released its latest 
projections of jobs that will experience strong growth and
be in great demand through 2016 (www.bls.gov/). The top 
five jobs in the IT field are:

Network systems and data communications analysts
Growth by 2016: 53%
Median Annual Salary: $64,600
Computer applications software engineers
Growth by 2016: 45%
Median Annual Salary: $79,780
Database administrators
Growth by 2016: 29%
Median Annual Salary: $64,670
Computer systems software engineers
Growth by 2016: 28%
Median Annual Salary: $85,370
Network and computer systems administrators
Growth by 2016: 27%
Median Annual Salary: $62,130
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I agree with Chenglie Hu’s “View-
point” “Just Say ‘A Class Defines a
Data Type’” (Mar. 2008) that data
types are of central importance in
computer science and should be
emphasized throughout the cur-
riculum. In CS 2, I always dedicate
a good number of lectures to
abstract data types and their (alge-
braic) specification. Some students
are initially resistant, but eventually
most recognize that an “interface”
in Java’s sense is not enough to
explain what, say, a priority queue
is, whereas an “implementation”
(or “class”) provides too much
detail. 

Motivating ADTs by examining
“basic types” in a more abstract
light, separated from their (acci-
dental) properties in a given lan-
guage or machine, seems to work
well. One of the few advantages of
C++ over Java is that “user-defined
types” can be made to look exactly
like “basic types,” thus allowing for
continuity. 

A word of caution: Despite the
educational and practical value of
ADTs, an emphasis on them may
be seen as “too theoretical” by
some. If you indeed consider this
route, be prepared for the
inevitable discussions. 

Finally, I offer three minor dis-
agreements with Hu: Algorithms
and data types are a “holistic
whole,” so there’s no need to sepa-
rate them; variables are instances of
an ADT; and just say “a class imple-
ments a data type.” 

Peter H. Froehlich 

Baltimore, MD 

Chenglie Hu’s point about “toy”
objects in his “Viewpoint” (Mar.
2008) resonated with me. At the
time I graduated from the U.S.
Navy’s Nuclear Power Program in
1983, the classroom part of the
course was a six-month cram ses-
sion of 76-hour (or more) weeks.
We spent the first three learning or
reviewing a classic high school sci-

ence and math curriculum, then
moved into the physics, thermody-
namics, chemistry, and mechanical
engineering needed for us to
understand and operate the systems
comprising a nuclear-reactor
propulsion environment. The only
way to coherently tie all these top-
ics together while moving this
quickly was to use real data and
real examples from working reac-
tors. From beginning to end, we
were exposed to real-world exam-
ples in our studies. 

Even with real data, 75% of the
people entering the program did
not complete it. I can’t imagine
even trying if we had only toy data
and examples. I encourage all pro-
grammers and educators to weigh
the benefits of using real-world
examples in their courses in the
interests of allowing a quicker and
more complete understanding of
the material. 

Jack Cain 

Santa Cruz, CA

Just Say ‘A Class Implements
a Data Type’ 
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I want to express my appreciation
to Chenglie Hu for his “View-
point” (Mar. 2008). My experi-
ence trying to switch from the
“pure-OOP” approach in CS1 has
been an uphill battle. For example,
my department still uses Byron
Weber Becker’s Java: Learning to
Program with Robots as the text-
book for our CS1 students; while
its value is recognized, it blurs
most of the important elements
for understanding how computers
actually work. For example, how
can these students be expected to
“understand” a constructor with
parameters before finally getting
around to variables and eventually
to methods in Chapter 6? One
result is that we must find another
way to teach them in CS2. I don’t
mind having to use object-ori-
ented programming in CS1, but
we should not pretend that the
algorithmic side of the road does-
n’t also lead to solutions to real
problems. As it is, even after a
good part of the semester, the stu-
dents might have learned only to
play a poorly designed video
game. 

Chung-Chih Li 

Bloomington, IL 

I am an adult learner (age 57) just
starting a Java programming
course at the University of
Phoenix, online. The first assign-
ment was “Describe the difference
between an object and a class.” As
you can imagine, the answers and
examples were all over the place.
After reading Chenglie Hu’s
“Viewpoint” (Mar. 2008), I
understand why he would not
start students out with a discus-
sion about objects and classes. 

Of special interest to me was

the approach he suggested for
teaching programming. Has he
used such an approach with his
own students? Is it still too early to
think about using it for teaching a
class? Maybe Hu can write his
own textbook to spell it out in
detail. 

Although I’m likely to have
graduated before any changes are
made that would help me learn
programming, I want to know
how this idea plays out so I could
make appropriate suggestions to
my university. The online discus-
sions among students who have
finished the Java courses there sug-
gest they were taught in the best
way possible. 

I also checked out Hu’s Web
pages at cscserver.cc.edu/chu/ and
was amused to find that some of
his students “might not have hap-
pily learned.” I wish I could afford
the luxury of attending classes in
person instead of fitting them in
online around a full-time job and
family. I’m always happy to learn.
The biggest lesson is that although
the amount of knowledge I never
will possess is enormous, I will
never be deterred from trying to
learn more. 

Mark Hanna 

Banks, OR 

Author’s Response: 
In their comments, Froehlich
(while I respect his objections) and
Li shared what has worked and
what hasn’t in their respective
classes. Cain shared an instance of
how important real-world exam-
ples are to the learning process.
And Hanna, as a novice, was still
wondering about the best way for
him to learn programming. The
common thread is that educators

must find ways to give their pro-
gramming students a coherent
learning experience. At the very
least, they, along with textbook
authors, must provide examples
they are most likely to benefit
from in their software-engineering
classes. 

Chenglie Hu 

Waukesha, WI 

ENFORCE USER COMPLIANCE 
AS A FIRST LINE OF DEFENSE 
The article “The Myths and
Truths of Wireless Security” by
Alfred Loo (Feb. 2008) put too
much emphasis on passwords.
End users are known for their
inability to use decent-strength
passwords. Even expecting them
to care about passwords aims too
high. The IT staff must be
reminded over and over of such
user attitudes and behavior. 

When my end users request
changes in their passwords, they
always want to know the mini-
mum password length and
whether they must include nonal-
phabetic characters. I tell them to
use whatever password they want
as long as it doesn’t have to be
written down. I also tell them to
use at least one element that
changes between servers. The rea-
son for not having to write it
down is that most intrusions
involving password guessing come
from colleagues in the same orga-
nization, not from “professional”
attackers. Meanwhile, they resist
even basic schemes that go beyond
the old (flawed) login+password
schemes. 

Confronted by security chal-
lenges, time-based tokens, one-
time passwords, and the like, they
politely listen to administrators’

Forum
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security-minded arguments, then
dismiss them as not feasible, imag-
ining we don’t know the real situa-
tion or the true nature of an
attacker’s motivation. 

They think they simply don’t
need a stronger identification
scheme. In Mexico, banks are
required to have such a scheme,
though when money is not
directly involved, users have been
known to throw tantrums so they
can keep using their everyday pass-
words. 

Seeking to access a certain user’s
data, an attacker might try to find
vulnerabilities in the host system,
revealing data about every user in
the system, rather than guess prob-
able passwords based on a particu-
lar user’s public profile. 

Gunnar Wolf 

Mexico City, Mexico 

Author’s Response: 
User resistance to doing more to
secure a computer system is com-
mon. Ways to overcome it and
enforce the organization’s security
policies depend on support from
top management, including the
CEO. 

Malicious hacking takes multi-
ple forms, each involving its own
level of technical skill and prefer-
ences for attack methods. How-
ever, none can ever be ignored. A
single security breach might be
fatal to an organization, as I
described in my article. 

Alfred Loo 

Hong Kong 

CLARIFY OBJECT IDENTITY IN
OBJECT SCHIZOPHRENIA 
The article “Patterns, Symmetry,
and Symmetry Breaking” by Lip-
ing Zhao (Mar. 2008) led me to

explore the relationship between
the object schizophrenia problem
(OSP) and the symmetry-breaking
concept it described. OSP in clas-
sical object-oriented modeling can
be understood as broken semantics
for method execution, contracts,
and other concerns. (For more on
OSP, especially in the context of
subject-oriented programming, see
www.research.ibm.com/sop/sopcp
ats.htm.) 

The notion of object identity is
central to OSP, as the semantics
become clearer only when we con-
sider object identity. An object has
a set of operations and a state that
remembers the state. OSP emerges
mainly as a result of message-for-
warding mechanisms (such as con-
sultation and delegation), leading
to “memory loss,” or broken
semantics. In delegation, the
inability to associate “self” with
the appropriate object (method
holder or originator) results in
broken delegation and (conse-
quently) in OSP. 

In the context of the article,
OSP can also be understood as
symmetry breaking, especially in
terms of object identity. Moreover,
the notion of object identity—cru-
cial to OSP—might lead to a
clearer understanding (and possi-
bly a formal approach) when
applied to design patterns and
symmetry breaking. 

Agneeswaran Vijay Srinivas 

Lausanne, Switzerland 

KEEP FAITH IN AMBIENT 
INTELLIGENCE 
Ambient intelligence (AmI) is
often promoted as a breakthrough
despite its potential drawbacks.
The article “The Illusion of Secu-
rity” by David Wright et al. (Mar.

2008) analyzed ways to prevent
the fictional threat scenario it pre-
sented and if indeed the scenario
did occur ways its consequences
might be addressed. That sce-
nario—three fraudulent insider
data administrators working in
concert and senior executives try-
ing to conceal their attack—is not
AmI-related. Real-world scenarios
with more disastrous consequences
could occur on any given day in
any given bank or critical-infra-
structure-related governmental
office. 

A malicious insider group oper-
ating inside such an organization
is highly improbable, as its con-
spirators would be expected to be
well-screened, highly paid, and
backed up by trusted endorsers. 

Meanwhile, the type of attack
described in the article is a force
majeure for any organization—
practically impossible to prevent
once the conspirators have agreed
to cooperate. 

The three administrators and
the company president described
in the article fled to an undevel-
oped country with no AmI infra-
structure. Our hope for a secure
society with less of a chance of
AmI-related disasters shouldn’t
depend on downgrading our inter-
est in developing vibrant AmI
technology wherever we are. 

Jaak Tepandi 

Tallinn, Estonia

Please address all Forum correspondence to the
Editor, Communications of the ACM, 2 Penn
Plaza, Suite 701, New York, NY 10121-0701;
email: crawfordd@acm.org.
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ACM A.M. Turing Award. ACM’s
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presented for contributions of a tech-

nical nature to the computing community.
Although the long-term influences of the nomi-
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program please visit: www.acm.org/awards/.
Additional information on the past recipients 
of the A.M. Turing Award is available at:  http://
awards.acm.org/homepage.cfm?srt=all&awd=
140. 

Nominations should be sent by October 31,
2008 to:

Professor Brian Randell
School of Computing Science
Newcastle University
Newcastle upon Tyne, NE1 7RU, UK
brian.randell@ncl.ac.uk
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I
n the coming decades the
hardware-software paradigm
that has been central to com-

puter science since its inception
may well be challenged—or at

least complemented—by an
exciting new development:

synthetic biology. Biological
cells will become an alternative to current hard-
ware, and an analog of software will be engineered
to direct cells to produce useful artifacts or sub-
stances. The hardware-software model will thus
come increasingly close to mimicking miniature
(nanosize) robotics that induce living organisms,
like bacteria, which have existed in nature for bil-
lions of years, to assemble minuscule amounts of
compounds. Scientists would thus be able to per-
form tasks that are still largely unimaginable today,
like cleaning the environment, making new drugs,
and detecting dangerous chemicals. 

Computer science has always been in the van-
guard of new scientific and engineering develop-
ments. The one I advocate here will help us move
into the next frontiers. The emerging field of syn-
thetic biology [1, 3, 4] is the engineering counter-
part of designing computer-like biological
machinery and its associated software, or wetware.
Wetware indicates how programs that assemble the
desired artifacts are constructed in a biological wet-

lab, in contrast to the dry-lab used to assemble and
program electronic components. 

The goals of synthetic biology can be accom-
plished only if biologists and computer scientists
fully comprehend the dynamic behavior of living
cells. A discipline called systems biology [5], which
encompasses synthetic biology, strives to understand
dynamic cell behavior. Systems biology is essentially
analytical, whereas synthetic biology deals with the
engineering issues of changing known cell behavior
to accomplish human goals. 

My aim here is twofold: urge computer scientists
to follow closely what is happening in synthetic and
systems biology, participating actively in their devel-
opment; and emphasize that the idealistic goals of
systems and synthetic biology will not be feasible
without the engaged contribution of computer sci-
entists. Fulfilling these objectives will open inspiring
new vistas for our field. 

To illustrate the promise of synthetic and systems
biology, consider a prototype experiment that
demonstrates what is currently feasible in these new
fields. A Petri dish containing a special strain of
harmless bacteria sits on a laboratory bench at a
research center. A slight fragrance of mint emanates
from the dish. A scientist in a lab coat adds a few
drops of a chemical, and the mint scent is quickly
replaced by a strong odor of...bananas
(web.mit.edu/newsoffice/2006/igem.html). LI
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Viewpoint Jacques Cohen

The Crucial Role of CS in 
Systems and Synthetic Biology 
Biological cells, coerced to function as hardware and driven by 
artificial DNA, can perform such nanoscale tasks as detecting toxic 
substances and manufacturing new drugs. 
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A comparable event occurred at the 2006 Interna-
tional Genetically Engineered Machines (iGEM)
competition, which had brought together graduate
students from 15 countries majoring in biology,
computer science, and electrical engineering
(parts2.mit.edu/wiki/index.php/Main_Page). The
apparently innocuous test of changing a substance’s
fragrance by adding special ingredients has enormous
practical implications, most notably in environmen-
tal remediation and pharmaceutical engineering.
Imagine that the ingredient being added to the dish
contains a dangerous chemical. The experiment
allows investigators to detect the presence of the sub-
stance simply by exposing it to bacteria and having
humans, animals, or even instrumentation detect the
chemical changes generating the fragrance. 

What does this have to do with computer science?
The question and its answer are at the heart of syn-
thetic biology. Its objective is to reengineer cells by
changing or supplementing their DNA so the ensu-
ing cell products are sensitive to given substances
and can indicate and eventually eradicate their pres-
ence. For example, synthetic biology could poten-
tially engineer harmless bacteria capable of detecting
and absorbing oil spills or breaking down carbon
dioxide in the atmosphere. 

The entity that associates synthetic biology to
computer science is DNA, which can be viewed as a
program that remains static or dormant in a com-
puter-like memory. Only when it is executed by
processors—the equivalent of interpreters and hard-
ware—does its dynamic behavior come to life. 

From its origins in the early 1980s, bioinformat-
ics, combining computer science and biology, has
dealt mostly with the static properties of DNA and
its products, like RNA and proteins. With the
automation of DNA sequencing in the mid-1980s,
the immediate goal was to obtain sequences of let-
ters—A, C, G, and T—identifying the basic
nucleotides that characterize all living matter, from
bacteria to humans. The project of sequencing a
variety of genomes is still formidable; a recent press
release reported “The theoretical price of having
one’s personal genome sequenced just fell from the
prohibitive $20 million to about $2.2 million, and

the goal is to reduce the amount further—to about
$1,000—to make individualized prevention and
treatment realistic” [7]. 

Following the principles of Darwinian evolution,
bioinformatics specialists have scrutinized similarities
among the static DNA of various species. In fact,
nearly all research in similarities to date has been
done at the static level, without great concern for the
dynamics triggered when DNA is processed by
actors, like polymerases and ribosomes. Such actors
are essentially the nanobiological machinery that
processes DNA to produce proteins—the building
blocks of life. 

Current efforts in bioinformatics also seek to
determine protein structure and function. Most
research has concentrated on identifying the stable
3D shape of a static molecule, even though protein
molecules have degrees of flexibility that are relevant
in determining a molecule’s function. The concern
for static sequences and 3D structures is still amply
justified, since studying the dynamics of DNA and
protein interaction is nearly impossible without a
thorough study of their static counterparts. 

Protein function is specified through informal
natural language sentences that describe the role of a
protein in a living cell. This description must still be
complemented with formal specifications by, for
example, indicating the protein’s role in a network of
protein interactions. Computer scientists are needed
to design these specifications. 

Systems biology studies the dynamic properties of
the interactions between DNA and its products. Even
if this new field is viewed as a branch of bioinformat-
ics, it is already an area of significant interest to biolo-
gists, computer scientists, control engineers, and
mathematicians. In dealing with static DNA and its
products, including protein sequences, fundamental
computer science algorithms operate on strings of sym-
bols. They search for approximate patterns in very long
sequences, compare multiple sequences, and combine
overlapping sequences. Optimization is the objective of
the approximate pattern-matching of sequences; the
algorithms are designed to minimize the cost of
abstractly transforming one sequence into another. 

The goal of systems biology is to scrutinize the

Viewpoint
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dynamics of cell behavior. For example, a certain
protein P (produced by a gene G) is used to prevent
the production of another protein P ’ by blocking the
processing of gene G’. The computer science analog
is keeping some parts of a program from being exe-
cuted once the execution reaches a certain stage.
This behavior is akin to Edsger Dijkstra’s semaphores
in regulating the dynamic behavior of concurrent
programs [2]. 

Both systems and synthetic biology will require
expertise in computer science way beyond the exper-
tise necessary for processing sequences. In turn, these
disciplines will challenge computer scientists with

problems that are at the forefront of computer sci-
ence today, including how to develop nanotechnol-
ogy hardware, fault-tolerant circuit design, program
verification, model checking, program synthesis from
data, and data mining. 

Systems biology deals with gene interactions,
some involving hundreds, if not thousands, of genes.
When some interactions go awry, cell behavior
changes dramatically, resulting in situations like the
uncontrollable growth of a cancer. Thus, the com-
puter algorithms in systems and synthetic biology are
akin to those used for finding bugs or incorrect
behavior in large complex programs. Debugging is
one of the most arduous tasks in program develop-
ment. Nonetheless, computer scientists have already
developed sophisticated tools to facilitate debugging,
some applicable for finding faulty configurations in
biological networks. 

A microarray, or genome chip, is a silicon chip
that has become a common tool in systems biology.
It includes tens of thousands of minute wells, each
with multiple short strands of DNA material repre-
sentative of each gene (www.affymetrix.com/index.
affx). Each strand is matched with its counterparts
obtained through a wet-lab experiment involving the
genes of the cell being studied. The degree of match-

ing is measured by special scanners linked to com-
puters. The measurements estimate the amounts of
products generated by a gene. Microarrays can also
be used by biologists to dynamically record the
changes in gene products over time, as a cell is sub-
jected to some external influence (such as food star-
vation or the effect of a drug). 

Microarrays are also expensive, each costing hun-
dreds of dollars, and tens or possibly hundreds of
them may be necessary to study the gene interactions
of a single cell. But, as with sequencing costs, microar-
ray costs are decreasing, and the volume of data being
generated by microarray experiments is gigantic, possi-

bly surpassing the size of the available DNA data.
Even though results of microarray experiments are
coarse and may contain laboratory errors, they repre-
sent challenging problems for data-mining experts. 

Several research groups led by prominent com-
puter scientists have immersed themselves in fasci-
nating research involving the amalgamation of
computer science and systems biology. For example,
a team at the Weizmann Institute led by Ehud
Shapiro has designed nanobiological processors that
function as finite-state-automata to recognize desired
sequences of DNA and eventually deliver drugs
capable of correcting cell behavior that could lead to
disease (www.wisdom.weizmann.ac.il/math/profile/
scientists/shapiro-profile.html) [8]. 

As mentioned earlier, synthetic biology is a
notable leading-edge effort in systems biology. Its
aim is to use the existing “processing” capabilities of
a cell (such as yeast or E. coli) to perform such tasks
as cleaning the environment, detecting dangerous
chemicals, and manufacturing drugs. J. Craig Venter,
a pioneer in sequencing the human genome, is pur-
suing the goal of generating (in a wet-lab) very long
sequences of artificially produced DNA (www.jcvi.
org). The artificial DNA is being designed to per-
form the tasks involved in reengineering cell behav-

The computer algorithms in systems and synthetic biology are akin to those 
used for finding bugs or incorrect behavior in large complex programs.
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ior. Computer scientists in synthetic biology teams
help design the DNA fragments that must be
inserted into a living cell and verify that the resulting
genetic network is robust in the sense that small
variations within the engineered cell mechanism are
tolerated and will not result in malfunction. 

The annual iGEM competition mentioned earlier
is backed by a number of corporations, including
Microsoft, which has established a systems biology
group at its Research Center in Cambridge, Eng-
land; researchers there explore the applications of
Milner’s �-calculus—developed to check the proper-
ties of mobile hardware, like cell phones—in systems
biology. Ensuring that within a certain area a given
number of calls can be handled properly by a
provider’s technology has counterparts in systems
biology. As such, a team led by Luca Cardelli, a
Microsoft computer scientist in Cambridge, who
previously engaged in research aimed at ensuring the
correctness of distributed programs, is today devel-
oping formal languages to describe cell behavior [6]. 

Even if systems and synthetic biology experiments
look simplistic, they are indeed the early prototypes
of major advances in the field. With the help of

computer science, researchers and engineers will
achieve the progress needed to transform systems
and synthetic biology from pure science to indus-
trial-scale reality.  
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Iadmit it. I really wanted one.
So much so that I was one of
those half-crazy people

trolling for treasures before dawn
the day after Thanksgiving last
year. “You don’t have any left, do
you?” I asked meekly, convinced
my request would be met with
uproarious laughter and public
ridicule. “Actually, two,” mum-
bled the sleep-deprived store
worker. “But that man is buying
one right now.” 

Arms outstretched, I quickly
slid toward the lone, sleek white
box with ethereal gray lettering
and grabbed hold. I got it. I got
it!

When the gift wrap was torn
apart in chaos weeks later, the
eager hands held that white box
just as tightly as I had. “Wii!,”
three children and one husband
exclaimed gleefully. It’s been in
near constant use ever since. Not
just by immediate family, but
grandparents, toddlers, teenagers.
Anyone who gets their hands on
it wants to keep playing. (I admit
to having a sore shoulder after

taking a game of tennis a tad too
competitively.)

A big part of the attraction of
Nintendo’s crazily popular
video

game, introduced a
year and a half ago, is the system’s
motion-sensitive controllers.
Rather than the thumb aerobics
required of competing game sys-
tems, the Wii demands a more
physical interaction. To play a
game on the Wii the player has to
move the console in such a way as
to mimic real-life movements. For

instance, in bowling, the remote
is held, raised up, swung back-
ward and finally swung upward,
much like a bowler would move
an actual bowling ball. And just
like if your wrist tends to twist
slightly at the release at the
actual lanes, your ball is going to
curve toward the gutter in Wii
world, too. If you swing the
remote a millisecond too late
when playing baseball, you’re
going to get a strike, and if
you’re too strong with your golf
swing, your golfball will land in
a sand trap. Unlike the spectacu-
lar graphics of its peers, Wii’s art
and movements are simple and
universal.

The Wii uses a wireless, Blue-
tooth-enabled battery-operated
remote control unit that has
motion-sensing ability. Mean-
while, the sensor bar that sits atop
the television has 10 infrared
LEDs spaced along the bar. Using
accelerometer and optical sensor
technology inside the remote, and
tapping into Bluetooth, the
motion is detected. The remoteLI
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control unit reads the movement’s
distance from the different lights
on the bar, and then that motion
is calculated through triangula-
tion. Industry experts say it is the
accelerometer that contributes
most to the Wii’s $250 price tag,
which while costly is not as
expensive as other gaming 
systems. 

Likewise, even in an unstable
economy, another high-priced
gadget that caught consumers’
interests and landed on their wish

lists this past holiday season was
Apple’s iTouch. The mobile
device’s multi-touch technology
had consumers buzzing and will-
ing to spend nearly $500 before a
price cut was announced. 

These two devices are just two
examples of renewed enthusiasm
being pumped back into the con-
sumer tech sector. Why? It’s in the
interface. 

GAMES PEOPLE PLAY
Even venerable cable news chan-
nel CNN is not immune to the
charms of an innovative inter-
face. Watching “The Situation
Room” during election coverage
you’d think star reporter John
King was as enamored of the
multi-touch presentation screen
as my family has been of the Wii.
King could be seen narrowing in
on a graphic with a pinching

motion of his fingers, moving
over delegate territory with a
wave of his hand, making the
colored map come to life. CNN
might have called it “The Magic
Wall” when it debuted in January
during the Iowa caucuses, but
readers of this magazine know it
as multi-touch, which is credited
to Jeff Han and a handful of
companies for its development
and evolution. 

The influence of innovative
interfaces on the wireless industry

has been increasing for a while.
Consider GestureTek, for
instance. The Sunnyvale, CA-
based company has taken its video
gesture recognition patents and
partnerships with gaming—
Microsoft and Sony licensed their
technology for Xbox and PlaySta-
tion respectively—and applied the
technology to mobile devices and
applications. The bridge between
gaming and mobile devices comes
because GestureTek’s technology
works with cameras, and most
mobile devices have cameras
installed. Deals with NTT
DoCoMo and Verizon have
helped to put GestureTek on the
mobile map two years ago, even
though they’ve been around for
20 years. 

“It’s disruptive technology,”
says Ed Fowler, director of busi-
ness development at GestureTek,

of the video gesture technology.
“People see it once, and they get
it.” Fowler says that since wireless
operators are drooling at opportu-
nities to keep customers con-
nected more, downloading more
bits, the lure of fusing gaming
components and smooth inter-
faces with mobility is enticing. 

With its technology inside,
GestureTek sees the phone of the
near future being shaken or rolled
slightly, like a gaming console, so
users can quickly bring up infor-

mation needed. There are also
commercial applications that
make sense, like navigation. But
the ease of use of this type of
interface could have social uses as
well, says Fowler. An elderly per-
son living alone, for instance,
could shake their mobile phone
once to dial 911, or could do
physical therapy for their arms
using their mobile device, Fowler
says. The technology is also
enabling digital signage, or inter-
active billboards. 

CAN’T TOUCH THIS
Apple’s aggressive acceptance of
multi-touch shows no signs of
waning. In fact, recent reports
say a next generation of the
iPhone, bigger in size but still
smaller than a laptop, will come
out next year with even more
multi-touch functionality. Fowler
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adds that more tablet devices
with shake and roll capabilities
are in product development.
Blackberry, too, looks like it will
undergo an interface change.
Industry reports say the device
might go one better than the
multi-touch with a “multi-pres-
sure” touch screen makeover, due
out next year. Meanwhile, also
raising the interface bar,
Microsoft filed a patent in Octo-
ber last year for “extensive filtered
lists for mobile device user inter-
faces,” where selected data and
service provided by multiple soft-
ware applications can be accessed
through a group or list of items,
according to reports. 

Such innovative interfaces,
like the Wii’s motion-sensi-
tive controller, help to

break down the barriers between
man and machine, say analysts,
and help to fire up application
developers. The act of scrolling
through a hierarchy of menus is
considered an outdated way to get
information. Interface innovation,
as exemplified by the iPhone, has
positively influenced sales of
mobile devices. The number of
mobile phones sold in the U.S.
increased 16% from the second to
the third quarter of 2007, to the
tune of $3.2 billion, according to
NPD Group. Smartphones,
specifically, saw a 163% increase
year over year, the research firm
said. The iPhone helped to bridge
the gap between traditional
phones and more business-ori-
ented phones, the firm adds. By
the end of January 2008, there

were some 4 million iPhones sold,
according to reports. 

As the Consumer Electronics
Show in January showcased, com-
petitors aren’t letting Apple do all
the touching. Sleek devices,
including universal remotes, got
the multi-touch treatment. HTC
Touch, Verizon’s LG Venus (at
$200) and Voyager to name a few
have added to the realm of devices
with these touchy-feely interfaces
at price breaks. Devices like these
helped sell 1.14 billion phones
last year, up 12% from the previ-
ous year, according to reports. 

At the 3GSM Mobile World
Congress held in mid-February in
Barcelona, industry bigwigs, like
Arun Sarin, CEO of colossal car-
rier Vodafone, paid homage to
Apple’s influential interface. Dur-
ing his keynote speech at the
show, Sarin told the audience to
keep it simple and advised for a
slash in operating systems. “The
simpler we make it, the more we
sell,” Sarin says on a video blog
on Vodafone’s Web site (captured
by a camera phone, by the way)
taken just after the speech. 

Once user-friendly fronts
become the norm in mobile
devices, operators will still have
work to do. While the “Internet
on the mobile is really beginning
to happen,” Sarin says, operators
must innovate so they are not rel-
egated to just becoming “bit
pipes.” He advised operators to
consolidate the number of operat-
ing systems that are used, accord-
ing to reports. His own company
counts between 30 to 40 operat-
ing systems up and running on its

network right now and he sug-
gests the number be reduced to
five or under, say reports. With
fewer operating systems, develop-
ers can create more compelling
applications to help drive usage. 

Even as market watchers say
eventually the number of operat-
ing systems will dwindle,
increased interest in the OS space
has drawn big names. Last fall
Internet behemoth Google
unveiled Android, its mobile
operating system. The Linux-
based mobile software solution is
designed under the Open Hand-
set Alliance. Other players in this
area include Symbian, Linux, and
Microsoft Windows Mobile. 

While operating systems duke
it out, the conference showed that
content remains a key issue. That
this year’s show got some star
power when movie mogul Robert
Redford and actress Isabella
Rossellini attended only under-
scores the importance of forging
deeper relationships with the
music and video industries to the
mobile world. 

Even with the voluminous
expansion of content and move
toward streamlining operating sys-
tems, with increasingly innovative
interfaces becoming so addictive,
it looks like whatever wireless
brings us, getting there will be
half the fun.  

Meg McGinity Shannon 

(shannon7575@verizon.net) is a technology
writer based on Long Island, NY.
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BIOGRAPHY
■ Dr Hall received a BSc with honors 
(Mathematics, University of Southamp-
ton, 1974), PhD (Pure Mathematics, 
University of Southampton, 1977) and 
MSc (Computer Science, City University, 
London, 1986). Lecturer, Oxford Poly-
technic (1977), Lecturer, LSU College of 
Higher Education (1978), Lecturer (1984), 
Senior Lecturer (1990), Professor (1994) 
Computer Science, Head of School (2002-
2007), University of Southampton. 

Dr Hall’s team developed the well-
known Microcosm open hypermedia 
system, which was patented and spun-off 
into a commercial company (1994), and 
won an ITEA award (1995) and a BCS IT 
award (1996). Current research interests 
include web science, the semantic web, 
and digital libraries. Dr Hall has published 
over 350 journal and conference papers, 
which can be found at http://www.ecs.
soton.ac.uk/~wh/

One of the founding directors of the 
Web Science Research Initiative, a joint 
venture between the University of South-
ampton and MIT, launched in 2006. MIT 
Research Affiliate (2007-present).

CBE in Queen’s Birthday Honours list 
(2000), EPSRC Senior Research Fellow 
(1996–2002), member of UK Technology 
Foresight Panel (1995–98), member of the 
council of EPSRC (1997–2002), member 
of executive of UK Computing Research 
Committee (2002–present), member of 
UK Prime Minister’s Council of Science 
and Technology (2004-present), member 
of Scientific Council of the European 
Research Council (2005–present), chair 
of UKCRC Grand Challenges Committee 
(2005–present). Honorary DSc (Oxford 
Brookes University, 2002, University of 
Glamorgan, 2005, University of Pretoria, 
2007), Honorary Fellow University of Car-
diff (2004). Anita Borg Award for Technical 
Leadership (2006).

ACM Pubs Board (1999–2005), pro-
gramme co-chair ACM Multimedia’96, 
conference co-chair ACM Hypertext’97, 
conference co-chair ACM Multimedia’98, 
chair WWW2006, executive committee 
SIGMULTIMEDIA (1998–2003), member 
SIGWEB and SIGMM. 

President BCS (2003–2004), Senior 
VP Royal Academy of Engineering (2005-
present), FREng (2000), FBCS (1996), 
FIEE (1997), FCGI (2002), CEng (1990). 
VP Publications BCS (1998–2002), mem-
ber of IW3C2 (1997–present), member 
of British Library Board (2007-present), 
member of several editorial boards and 
numerous programme committees, non-
executive director of several companies.

STATEMENT
■ I am extremely honoured to have been 
asked to stand for election as President 
of the ACM. I have been a member of the 
ACM for most of my professional career, 
and I am an active member of SIGWEB 
and SIGMM. I served on the ACM Publi-
cations Board for six years and on ACM 
Council for 2 years before being elected 
ACM Vice President in 2006. 

ACM is increasingly well established as 
the premiere computing society. Member-
ship has grown steadily over the past five 
years, making ACM the largest computing 
society in the world. Our Digital Library 
is regarded as the best in computing. 
We are publishing more journals and 
running more conferences than at any 
point in ACM’s history, and taking the 
lead on many important policy issues in 
the computing field. But to reach our full 
potential, there are three things I believe 
the ACM must do: 1) really grasp what 
it means to be an international society; 
2) take the lead in terms of increasing 
diversity in all aspects of our field; and 
3) provide something new and unique for 
ACM practitioners.

While ACM’s impact outside the US is 
increasing, I believe we must do more in 
order to become the leading computing 
society worldwide. We need to develop 
further our initiatives in India and China, 
rethink our relationship with Europe and 
explore how to be more relevant in South 
America and other parts of the world.  As a 
European, a Past President of the BCS and 
a researcher with many international con-
nections, I believe I have the background, 
experience, and perspective to help lead 
ACM in these important efforts.

I have actively worked throughout my 
career to increase diversity in computing. 
I chair the BCS Women’s Forum and the 
Royal Academy of Engineering’s Diversity 
Committee, and have been on several 
government working parties in this area. 
As ACM Vice President I have taken an 
active role in the development of ACM-W 
to give it a greater voice in the organisa-
tion, and I am co-chairing the Presidential 
Committee on Gender Diversity. I am very 
keen to see this work come to fruition and 
to establish diversity as a fundamental 
part of the ACM agenda.

I am committed to continue the initia-
tive ACM started three years ago to 
better serve the practitioners community. 
Queue magazine is a part of this, as is the 
new Professions Board. The successful 
future of the ACM depends on its ability 
to support the academic and research 
communities around the world, to reach 
communities typically underrepresented in 
computing, and to do something unique 
for practitioners both within and outside 
ACM.  

The revitalization of CACM is a crucial 
element in the process of increasing our 
international presence and expanding the 
service we provide to all of our communi-
ties. It is critical that the next President 
works to ensure the success of this initia-
tive. I believe my track record in academic 
publishing, my leadership experience 
within the UK and Europe, and my knowl-
edge of, and experience in, ACM can 
benefit both ACM and the community.  

WENDY HALL

Professor of Computer Science 

School of Electronics and Computer Science

University of Southampton

Southampton, UK
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J STROTHER MOORE

Computer Science – Department Chair

University of Texas at Austin

Austin, TX, USA

STATEMENT
■ Computing is the transformative sci-
ence of our age.  Its effects on the other 
sciences, engineering, medicine, and 
business are acknowledged. But it will 
similarly transform all aspects of our 
lives and cultures in the decades ahead.  
Computing is transformative in part due to 
deep scientific reasons.

The workforce and diversity issues we 
face are exacerbated by the misconcep-
tion—which we helped promulgate—that 
computing is merely a technological 
enterprise as opposed to a deep scientific 
one as well.

Our machines and their capabilities 
are among the most exciting intellectual 
ventures in history.

I want to lead the ACM because I am 
passionate about the transformative nature 
of computing and think the ACM is the 
organization that can get this vision out 
globally. But we must target the right audi-
ences and deliver a compelling message. 
The right audiences are national leaders, 
industrial leaders, and academic leaders 
(including K-12). The message is that 
the science of computing will transform 
everything they care about, whether it is a 
national economy, a business paradigm, 
or the meaning of excellence in a given 
discipline.

Other initiatives that are important to 
me include: the cultivation of top-notch 
volunteer ACM leadership in India and 
China, broadening participation in the CS 
community at all levels, the branding of 
ACM as the unbiased source of trusted 
reports on computing issues of global 
importance (e.g., the globalization report), 
and the opportunity to become the pub-
lisher of choice in computing.

Most of my professional life has been 
as a programmer and researcher.  But 
my biography supports my dedication to 
teaching, my abiding concern for opening 
the CS workforce to all, and my interest 
in the healthy collaboration of academia 
and industry.

I have 7 years of executive experience 
as chair of a large, top ranked CS depart-
ment, and ten years of experience as Chief 
Scientist of a company I co-founded.  I 
have served 3 years on the Board of 
Directors of the CRA. That experience has 
taught me some of the keys to institutional 
leadership.

A critical skill is listening more than one 
talks.  Another is seizing the opportunity 
to identify and articulate shared goals.  
A third is assembling a trusted team of 
advisors and being open to their advice.  
A fourth is delegation of authority in areas 
where the institution already performs 
appropriately. And a fifth is leadership 
focus and follow-through on shared 
goals—even if it means foregoing poten-
tial new goals to achieve still-desired 
old ones.

I am realistic enough to understand 
that in two years it is not possible to 
accomplish all the initiatives above.  But 
I can promise to bring the full force of my 
experience, skill, energy, and passion to 
the leadership of the ACM.

BIOGRAPHY
■ J Strother Moore is CS department 
chair at UT Austin.

He got his SB degree in math from MIT 
in 1970 and his PhD from Edinburgh in 
1973. He is an AAAI Fellow, an ACM  
Fellow, a member of the NAE, and a recip-
ient of the ACM Software System Award.

Since his PhD he has spent 17 years in 
industry and 17 years in academia, suc-
cessively at Xerox PARC, SRI, UT Austin, 
Computational Logic, Inc. (which he 
co-founded), and UT Austin again, where 
he now holds the Admiral B.R. Inman 
Centennial Chair in Computing Theory. 
His primary research is in automatic 
theorem proving and the verification of 
hardware and software but his contribu-
tions are broader.

Moore loves programming. He put 
himself through MIT working for the MIT 
Laser Research Group (where he wrote 
FORTRAN to solve differential equations), 
for IBM (page fault simulation), and for 
TRW Systems Group (debugging Apollo 
lunar orbit insertion and navigation).  
During his last year at MIT, he worked full 
time at State Street Bank and Trust (coding 
mutual funds services in PL/1).  Later, he 
and Bob Boyer invented a structure shared 
approach to resolution theorem proving, 
which helped usher in “logic program-
ming,’’ and also a structured shared 
representation of edited text which became 
the basic representation in the Bravo and 
Word editors. Moore specified the INTER-
LISP virtual machine. Boyer and Moore 
are the co-authors of a fast string search-
ing algorithm, a linear-time majority vote 
algorithm, and (with Kaufmann) a series 
of theorem provers used in commercial 
hardware and software verification. Moore 
led the effort to produce the first verified 
software stack and designed, implement-
ed, and verified the assembler, linker, and 
loader for it. He led the effort to verify the 
floating point division microcode for the 
AMD K5 and other commercial projects.

Moore has been department chair for 
7 years. He is on the Board of Directors 
of the Computing Research Association, 
is co-chair of the 2008 CRA Snowbird 
conference, and co-authored an influ-
ential CRA best practices paper on how 
universities should handle CS IP from 
industrially sponsored research (www.cra.
org/reports/ip). Moore serves on the ACM 
Educational Policy Committee, is active 
in NCWIT, has co-chaired the Habermann 
Award committee for 3 years, and is on 
the advisory boards of the CS departments 
of Prairie View A&M, New Mexico State, 
and UT El Paso.

candidates for PRESIDENT (7/1/08-6/30/10)

COMMUNICATIONS OF THE ACM May  2008/Vol. 51, No. 5 32

http://www.cra.org/reports/ip
http://www.cra.org/reports/ip


STATEMENT
■ I am honored by this nomination. Since 
first volunteering in 1994, I have enjoyed 
working with talented and dedicated ACM 
volunteers and staff. Since entering lead-
ership five years ago, I’ve seen up-close 
many of the tremendous things we’re 
doing for the field and our members.

From the Digital Library and Portal to 
our Professional Development Center, we 
provide great online resources for com-
puting professionals.

Through CSTA and the Education Board 
and Council, we’re nurturing a motivated 
and capable pipeline of students. Our SIG 
conferences are the technical and profes-
sional networking highlight for thousands.  
And our transactions, journals, and maga-
zines are the best in the business.

At the same time, we must improve. 
We’re investing in India and China—
working with local leaders to understand 
how to support the advancement of the 
science and practice of computing. We’ve 
redesigned Communications of the ACM 
to make it more relevant to our member-
ship, more timely, and more representative 
of the best work in all of computing.

I’d like to pursue four other important 
issues. First, our local activities program. 
While ACM has many chapters worldwide, 
our support for local activities and local 
volunteers needs enhancement: increased 
access to technical programs, better 
online tools to help local leaders manage 
membership and communications, and 
local volunteer development and support.  

Second, better support outside North 
America. While our SIGs and staff have 
done an excellent job bringing our 
conferences around the world, we too 
often operate as an “American presence” 
in “foreign lands.” We must gain the 
expertise, the tools, and the worldwide 
volunteer leadership to help us operate in 
locally appropriate ways while maintaining 
ACM’s high technical quality standards.  

Third, better inreach and outreach. 
We must improve our ways of informing 
members of the activities and content that 
interest each of you. And we need to do 
a better job reaching out to conference 
attendees, chapter meeting attendees, and 
online visitors to help them find ACM 
activities and content of interest, including 
membership in ACM and its SIGs.

And finally, I feel ACM has a role in 
guiding our field as we struggle with the 
relationship between “computer science” 
and broader “computing.” I look forward 
to these challenges, and to working 
together on them.  

BIOGRAPHY
■ Joseph A. Konstan earned an A.B. 
magna cum laude with highest honors in 
Computer Science from Harvard College 
in 1987; he earned an M.S. (1990) and 
Ph.D. (1993) in Computer Science from 
the University of California, Berkeley, with 
a dissertation on user interface toolkit 
software architecture, focusing on event 
handling, layout management, and data 
change propagation. He immediately 
joined the faculty of Computer Science at 
the University of Minnesota, where he was 
most recently promoted to Full Professor 
in 2005.  He has served the University 
in several roles, including as Director of 
Graduate Studies for Software Engineer-
ing, DGS for Computer Science, and as 
the University’s representative to (and 
vice-chair of) the Federal Demonstration 
Partnership (where he works to reduce 
administrative burden related to research 
grants).  

Dr. Konstan is an ACM Distinguished 
Scientist, and has served as an ACM Dis-
tinguished Lecturer. He has authored over 
85 peer-reviewed papers, articles, and 
book chapters, and holds six U.S. patents.  
His recent work spans three research 
challenges:  Recommender Systems—the 
design and development of systems that 
personalize content based on user prefer-
ences; Online Community—designing 
the structure and implementation of online 
communities to better elicit user contribu-
tions; and E-Public Health—specifically a 
current clinical trial of an online “experi-
ence” designed to reduce HIV risk-taking 
in high-risk men.

Konstan is currently Chair of ACM’s SIG 
Governing Board. In this role (and as part 
of ACM’s Executive Committee) he has 
taken on challenges related to ACM-W 
and the support of women in computing 
and to the internationalization of ACM. 
Previously, he served as President of ACM 
SIGCHI, as vice-Chair of both the SGB 
and the Membership Services Board, and 
on the Executive Committee of ACM SIG-
Multimedia. He was general chair of UIST 
2003 and ACM Recommender Systems 
2007; program co-chair for ACM Multi-
media 2000; doctoral symposium chair for 
three ACM conferences; and a volunteer in 
many roles for a variety of conferences.

JOSEPH A. KONSTAN

Professor of Computer Science and Engineering 

University of Minnesota 

Minneapolis, MN, USA
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ALAIN CHESNAIS  

CTO

SceneCaster.com

Richmond Hill, Ontario 

Canada

STATEMENT
■ I was first introduced to ACM through 
the annual SIGGRAPH conference over 20 
years ago. I immediately joined the local 
SIGGRAPH chapter in Paris, France and 
started volunteering for various activities. 
I haven’t stopped since. Throughout my 
volunteer career I have focused on many 
aspects of ACM activities, ranging from 
chapters, to SIGs, to Council. I have 
also been a very active volunteer in SIG-
GRAPH, our largest SIG. With over 20 
years of management experience in the 
software industry, I feel well equipped to 
tackle the issues that the vice president 
of this organization is expected to man-
age. In my role as SIG Governing Board 
chair, I led the task force that proposed 
and implemented a new allocation model 
for the SIGs, anticipating the technology 
downturn that was to come when the 
bubble burst and the impact we expected 
it to have on ACM finances. That model 
was adopted by the SIGs and helped the 
organization weather the storm despite 
multi-million dollar losses engendered by 
our largest SIG. I then focused my efforts 
on ACM SIGGRAPH, after being elected 
president, and took the SIG’s finances 
from a 2 ½ million dollar loss when I 
came in, to generating a modest surplus 
in my last year. 

Today, ACM is a healthy organization 
that has weathered the tech downturn and 
currently sees membership rising. The key 
challenge that I see for ACM in upcoming 
years have to do with our becoming a truly 
international organization and attracting 
younger members into the organization. 
As a French citizen residing in Canada, 
I have first hand experience of what it 
means to be a non American mem-

ber of our organization. I believe that I 
can use that experience to help ACM truly 
become the international organization 
it should be. I also believe that we need 
to do much more in terms of expanding 
our online presence to better cater to the 
needs of younger researchers and practi-
tioners. Recently at SIGRRAPH, I created a 
Facebook group for SIGGRAPH members 
to be able to exchange ideas and com-
municate with each other using the social 
networking opportunities that Facebook 
provides. I believe that there is much more 
that we can do along these lines to further 
raise the level of awareness of ACM and 
significantly grow our membership by 
becoming more relevant to the needs of 
students as well as young researchers and 
practitioners. 

BIOGRAPHY
■ ACM and SIGGRAPH Activities 

–  Since July 2006 ACM secretary/ 
treasurer

–  Since July 2005 ACM SIGGRAPH 
past president

–  2005 - 2006 SIG representative to 
Council

–  2002-2005 ACM SIGGRAPH  
president 

–  2002-2004 SGB past chair 
–  2000-2002 SGB chair 
–  2001-SIGGRAPH Conference  

International Resources Chair 
–  1999-2000-SIG Governing Board 

(SGB) Vice Chair for Operations 
–  1999-ACM EC Nominating  

Committee 
–  1998-ACM Executive Search  

Committee 
–  1998-SIGGRAPH Nominating  

Committee 
–  1997-SIGGRAPH Conference  

International Chair 
–  1995-1999-ACM SIGGRAPH Vice 

Chair 
–  1993-1995-Member at Large ACM 

SIGGRAPH Chapters Committee 
–  1993-1995-ACM Director of  

Professional Chapters 
–  1993-1995 - ACM Local Activities 

Board/SIG Board Liaison 
–  1992-Organized the local groups’ 

booth for the SIGGRAPH 92  
conference 

–  1991-1995-Chair of the Paris  
SIGGRAPH chapter 

Professional Experience 
–  Since June 2007 CTO at  

SceneCaster.com
–  July 2005-May 2007 Vice President 

Product Development at Tucows Inc 
–  March 2004-July 2005 Director of 

Engineering at ATI 
–  May 2000-November 2003 Vice 

President, Engineering at TrueSpectra 
–  1996-2000-Director of Engineering, 

Alias|Wavefront 

–  1993-1996-Rendering Manager, 
Wavefront Technologies 

–  1992-1993-CG Consultant 
–  1987-1992-CTO, Studio Base 2 
–  1983-1987-Research Scientist,  

Centre Mondial Informatique 
–  1982-1985-Research Assistant, 

CNRS 

Education 
–  1981-lÉcole Normale Supèrieure de 

l´Enseignement Technique 
–  1980-Diplome d´Etudes  

Approfondies, Université de Paris XI 
–  1979-Maîtrise Structure Mathéma-

tique de l´Informatique, Université de 
Paris VII 
–  1979-Maîtrise de Mathématiques, 

Université de Paris VII 

Awards/Achievements 
–  Articles in various journals and 

conferences 
–  Systéme particulier selected for film 

show SIGGRAPH 87. 
–  Opening Sequence selected for film 

show SIGGRAPH 91. 
–  Participant in the SIGGRAPH Future 

Search conference in Snowbird, 1994. 
–  Participant in the SIGGRAPH strategy 

meetings in 2000, 2001, 2005 and 
2006. 

candidates for VICE PRESIDENT (7/1/08-6/30/10)
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NORMAN P. JOUPPI

Fellow and Director, Exascale Computing Lab

HP Labs

Palo Alto, CA, USA

BIOGRAPHY
■ Norm received a Ph.D. in Electrical 
Engineering from Stanford University in 
1984, an M.S.E.E. from Northwestern 
University in 1980, and a B.S.E.E. from 
Northwestern University in 1979. After 
graduation he joined DEC’s Western 
Research Lab, and through acquisition 
Compaq and then Hewlett Packard. From 
1984 through 1996 he was also a Con-
sulting Assistant/Associate Professor in 
the Department of Electrical Engineering 
at Stanford University. He currently heads 
the Exascale Computing Lab at HP Labs.

His current research interests include 
many aspects of computer system soft-
ware, hardware, and architecture. He has 
also led the development of advanced 
telepresence systems, and has contributed 
to the architecture and implementation of 
advanced graphics accelerators. He was 
the principal architect and lead designer 
of the DEC MultiTitan and BIPS micropro-
cessors. While at Stanford he was one of 
the principal architects and lead designer 
of the Stanford MIPS microprocessor, 
and developed CAD techniques for VLSI 
timing verification. He holds more than 35 
U.S. patents and has published over 100 
technical papers. Norm is a member of 
ACM SIGARCH, SIGMICRO, SIGGRAPH, 
SIGMM, and SIGMETRICS.

ACM Service: ACM SIG Govern-
ing Board (SGB) Representative to 
ACM Council (2007+), ACM Council 
Representative to Computing Research 
Association (CRA) Board (2008+), Edito-
rial board of Communications of the ACM 
(2008+), SIG Vice Chair for Operations 
(2006-2007), ACM SGB Member at Large 
and Conference Advisor (2005-2006), 
Past Chair of SIGARCH (2007+), Chair 
of SIGARCH (2003-2007), Vice Chair of 
SIGARCH (1999-2003), Member of the 
SIGARCH Board (1993-1999). Program 
Chair, 1996 International Symposium on 
Computer Architecture.

Other service: Editorial board 
member of IEEE Computer Architecture 
Letters 2001+. IEEE TCCA advisory board 
(2002-2005). Guest editor of IEEE Micro 
magazine (1992, 1996, 1999).

Awards: ACM Fellow. IEEE Fellow.  
2005 ISCA Influential Paper award.  
Compaq 2002 Key Patent award.  Two 
SIGGRAPH/Eurographics Workshop on 
Graphics Hardware best paper awards.

STATEMENT
■ Through my service on the ACM 
Council as SIG Governing Board Rep-
resentative, I’ve had the opportunity to 
learn much about the operation of the 
ACM. Part of this experience has included 
finance discussions. I’ve been a strong 
proponent of adding value to ACM 
membership through enhanced services 
while keeping dues low. Over the last 
several years this strategy has played an 
important part in growing ACM member-
ship in an era when membership in related 
professional societies has been waning.  If 
elected as ACM Secretary/Treasurer, I will 
continue to look for ways to add value to 
ACM membership (such as revitalization 
of the Communications of the ACM and 
enhancements to the ACM Digital Library) 
at no marginal cost to our members.

Another important issue going forward 
is international expansion of our member-
ship while continuing to operate on a 
sound financial footing. Business and 
research contributions to computing are 
becoming increasingly global. Potential 
members in developing countries can 
derive significant benefits from relatively 
low-cost services such as the ACM Digital 
Library if ACM membership is priced 
appropriately. Besides mere membership, 
I would strive to foster volunteer develop-
ment and encourage service through the 
world.

During my career I’ve worked in both 
industry and academia.  I have experience 
managing the budgets of ACM SIGARCH 
and my lab at HP, which would serve me 
well as Secretary/Treasurer. As part of 
this diverse experience I’ve developed an 
appreciation of the range of communities 
served by the ACM, and I believe I can 
serve them well as Secretary/Treasurer.  
Finally, I’m prepared to commit the time 
required to serve at the best of my ability.  
And I am always eager to listen to your 
suggestions!

candidates for SECRETARY/TREASURER (7/1/08-6/30/10)
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BARBARA G. RYDER

Professor 

Department of Computer Science

Rutgers University

New Brunswick, NJ, USA

BIOGRAPHY
■ A.B. in Applied Math, Brown Univer-
sity (1969); M.S. in Computer Science, 
Stanford University (1971); Ph.D. in Com-
puter Science, Rutgers University (1982). 
Associate Member of Professional Staff 
at AT&T Bell Labs, Murray Hill (1971-
1976). Assistant Professor (1982-1988), 
Associate Professor (1988-1994), Profes-
sor (1994-2001), Professor II (2001-), 
Rutgers University. http://www.cs.rutgers.
edu/~ryder/

Fellow of the ACM (1998) for seminal 
contributions to interprocedural compile-
time analyses. Member, Board of Direc-
tors, Computer Research Assn (1998-
2001). SIGPLAN Distinguished Service 
Award (2001). Rutgers Graduate Teaching 
Award (2007). Rutgers Leader in Diversity 
Award (2006). Professor of the Year Award 
from Rutgers CS Grad Students (2003).

ACM Council Member-at-Large (2000-
2008). Chair, Federated Computing 
Research Conf (FCRC 2003).  SIGPLAN 
Chair (1995-1997), Vice Chair for Confs 
(1993-1995), Exec Comm (1989-1999).  
General Chair of: SIGSOFT Int’l Symp on 
Software Testing and Analysis (ISSTA, 
2008), SIGPLAN Conf on History of 
Programming Languages III (HOPL-III, 
2007), SIGPLAN Conf on Programming 
Language Design and Implementation 
(PLDI, 1999, 1994). Program Chair of: 
HOPL-III (2007), PLDI (1991). Member, 
Outstanding Contribution to ACM Award 
Comm and ACM-W Athena Award Comm; 
Member, SIGSOFT IMPACT Project 
Steering Comm (2001-).  ACM National 
Lecturer (1985-1988).

Member, Editorial Board of ACM Trans 
on Programming Languages and Systems 
(TOPLAS, 2001-2007) and IEEE Trans on 
Software Engineering (2003-).

Selected panelist: CRA Workshops on 
Academic Careers for Women in Comp 
Sci (1993, 1994, 1996, 1999, 2003), SIG-
SOFT New Software Engineering Faculty 
Symp (2003, 2005, 2008).  Member, Rut-
gers Advisory Faculty Council on Women 
in Science, Engineering and Math (2006-
). Member: SIGPLAN, SIGSOFT, SIGCSE, 
ACM, IEEE Computer Society, American 
Women in Science, EAPLS. 

STATEMENT
■ As ACM Secretary/Treasurer, I will 
work to ensure good communication 
among the Exec Comm, Council, SIG 
leadership, members and staff, and to 
monitor the financial health of ACM. My 
extensive experience as a SIG leader and 
my eight years on ACM Council have pre-
pared me well for these tasks. As General 
Chair of FCRC 2003, I organized 24 meet-
ings sponsored by 7 SIGs into a coherent, 
financially sound research conference with 
2500 attendees and a $1M budget. 

I am determined to maintain ACM as 
the leading computing society, and our 
representative on issues of public policy 
world-wide. There are three key current 
challenges: providing better services to 
our practitioner members, expanding 
ACM into a truly international organiza-
tion, and supporting the SIGs. 

Recent efforts expanded our Local 
Chapters program, offered new opportuni-
ties to mentor younger professionals 
through MemberNet, enhanced the Digital 
Library and Portal, and began redesigning 
CACM to meet member needs better. Such 
efforts must continue.

Initial efforts at internationalization 
of ACM established relationships with 
professionals in India and China that must 
be strengthened and widened to include 
areas such as Russia/Eastern Europe, and 
South Asia. Geographically diverse ACM 
members should be recruited for ACM 
and SIG leadership.  More ACM meetings 
outside of North America should be co-
sponsored with sister societies.

The SIGs are crucial to ACM: training 
volunteer leaders, providing valuable 
research content and tools for the Digital 
Library, and recruiting students to ACM 
membership. The SIGs must remain a 
strong, integral part of ACM. My 10 years 
of SIG service and 33 years of active ACM 
membership attest to my commitment to 
SIG concerns.

I ask for your vote to work for all of 
these goals.

candidates for SECRETARY/TREASURER (7/1/08-6/30/10)
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ANTHONY JOSEPH

Chancellor’s Associate Professor 

Electrical Engineering and 

Computer Science Department

University of California, Berkeley

Berkeley, CA, USA

BIOGRAPHY
■ Dr. Joseph received his S.B. and S.M.  
degrees in EECS in 1988 and his Ph.D. 
degree in Computer Science in 1998, all 
from MIT. He has been on the faculty at 
the University of California, Berkeley since 
1998, holding the Chancellor’s Associate 
Professor Chair since 2007. Starting in 
June, he will be the director of the Intel 
Research Berkeley Laboratory.

His research interests include network 
and computer security, the security of 
machine learning in decision-making 
environments, critical cyber-infrastruc-
ture protection, mobile computing and 
networking, wireless telecommunication 
networks, overlay networks, and computer 
architectures for distributed systems.

Dr. Joseph is a recipient of the Diane 
McEntyre Award for Excellence in Teach-
ing, a National Science Foundation 
CAREER Award, an Okawa Foundation 
Research Grant in Telecommunications 
and Information Processing, an IBM 
Faculty Development Award, an Intel 
Foundation Graduate Fellowship, an IBM 
Corporation Graduate Fellowship, and a 
Shell Corporation National Achievement 
Corporation Scholarship. He is a lifetime 
member of ACM, and also a member of 
USENIX, IEEE, and Sigma Xi.

He has already served ACM in multiple 
roles: past associate editor for ACM SIG-
MOBILE Mobile Computing and Commu-
nications Review; past technical program 
co-chair for the ACM/IEEE International 
Conference on Mobile Computing and 
Networking (MobiCom 2003); past edito-
rial board member for ACM/Kluwer Wire-
less Networks journal; past general chair 
for the Workshop on Mobile Computing 
Services and Applications 2006 (co-spon-
sored by ACM SIGMOBILE); past member 
of the Defense Science Study Group 
(2004-2005).

STATEMENT
■ Our field of computer science faces 
a changing world. Economic and demo-
graphic changes are reshaping the role of 
CS in today’s society. If elected Member at 
Large, I will focus on:

• Exploring ways to expand distance 
learning for undergraduate courses 
and continuing education around the 
world. I’m interested in increasing the 
use of distance learning, especially as a 
distribution mechanism for reaching and 
educating students and professionals in 
developing nations. At Berkeley, I put my 
course lectures online, and I’ve received 
positive global feedback. While the cost of 
computing is ever-declining, the “human” 
overhead of creating online content has 
not decreased as much. ACM should help 
develop the necessary common technolo-
gies and services to enable organizations 
around the globe to distribute their knowl-
edge and engage students.

• Identifying opportunities and  
mechanisms for using K-12 outreach to 
increase computer science undergradu-
ate enrollments, especially for women 
and minorities. Our reduced enrollments 
are leading to a shortage of CS profes-
sionals. I will explore ways to connect 
K-12 students with CS professionals and 
academics. By publicizing trends in social 
networking, online games, and distance 
learning, ACM could play a vital role in 
attracting students who are more interest-
ed using IT than in the technology itself.

• Working with elected officials to 
educate them about CS topics, issues, and 
funding needs. CS has an increasing role 
in other academic and professional fields 
around the world, ranging from science 
(gene sequencing) to art history (image 
processing). CS is a necessary tool for 
these fields and government officials 
need to be educated about the need for 
balanced applied and basic CS research 
funding portfolios.

candidates for MEMBERS AT LARGE (7/1/08-6/30/12)

DANIEL T. LING

Corporate Vice President

Microsoft Research

Redmond, WA, USA

BIOGRAPHY
■ Dan Ling received his BS (’74), MS 
(’75) and PhD (’80) in Electrical Engineer-
ing from Stanford University.  Dan cur-
rently serves as Corporate Vice President 
at Microsoft. From July 1995 until March 
2007 he served as the director of the main 
Microsoft Research laboratory in Red-
mond, WA. He has since transitioned to a 
part-time role on special assignment.  Dan 
joined Microsoft in 1992 to help found a 
new corporate research laboratory focused 
on computer science. When he arrived, 
Microsoft Research consisted of fewer 
than half a dozen staff in Redmond.  Since 
that time Microsoft Research has grown to 
over 800 staff in five laboratories around 
the world. Dan has played a key role in 
the transformation of Microsoft Research 
into a leading corporate research lab that 
has made key contributions to the field 
of computer science as well as to many 
Microsoft products and services. In addi-
tion to leading the Redmond laboratory he 
also helped to found the laboratories in 
Beijing and Bangalore.

Prior to joining Microsoft, Dan was 
at the IBM Thomas J. Watson research 
center where he served in multiple roles. 
His early research work resulted in the co-
invention of the dual ported video memory 
which enabled inexpensive high perfor-
mance frame buffers. He subsequently 
managed research projects in computer 
aided design and computer organization 
that contributed to the first commercial 
IBM RISC processor, the PowerPC chip. 
He also led research efforts in virtual real-
ity, HCI and data visualization.

Dan has served on advisory committees 
to the School of Engineering at Stanford, 
UC Berkeley and the University of Wash-
ington as well as for the Directorate of 
Computer and Information Science and 
Engineering at the National Science Foun-
dation and the Computer Science and 
Telecommunications Board at the National 
Academies.

STATEMENT
■ The ACM has been a vital organization 
to the field of computer science over the 
past 60 years. Today the ACM is more 
important to our field than ever organizing 
outstanding conferences and publications, 
pioneering the digital library, serving as 
a gathering place through the SIGs, and 
being an important voice for our com-
munity. However our field faces a number 
of challenges where ACM can help. While 
the technical advances of information 
technology and its contribution to both 
society and the world economy have 
been breathtaking, many students today 
are turning away from the discipline. 
The ACM needs to help clearly articulate 
the excitement of the field and reach out 
beyond colleges and universities to high 
schools so that younger students continue 
to enter the field. Similarly the ACM needs 
to strengthen its efforts to increase the 
diversity of people in the profession via 
initiatives such as ACM-W and CDC.  

Much of the excitement today is work-
ing across disciplines not only within 
the field of computer science but under-
standing how the principles and ideas 
of computer science can influence other 
scientific fields. I believe students are par-
ticularly excited about addressing major 
issues facing our society such as climate 
change, sustainable development and 
global health. Computer science can play 
an important role not simply by providing 
technology but through what Jeannette 
Wing has called “computational thinking”. 
The ACM can be a strong voice demon-
strating these exciting opportunities.

Finally, it is important for ACM to be 
widely inclusive of our community; to 
broaden its international perspective 
through stronger international chapters, to 
provide additional value to the practitioner, 
and to be meaningful to new professionals 
just starting their careers. 
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CHUANG LIN 

Professor, Chairman of Steering Committee

Department of Computer Science and Technology

Tsinghua University, China

BIOGRAPHY
■ Chuang Lin is a professor at the 
Department of Computer Science and 
Technology at Tsinghua University of 
China since 2000, where he served as 
department chair from 2003 to 2007. He 
received a PhD in Computer Science from 
Tsinghua University of China in 1994,  
and a MS from Chinese Academy of  
Sciences in 1981. Upon joining Tsinghua 
University, he was a professor and chief 
of Division of Information Technology, 
Information Economics and Technology 
Institute, State Information Center of 
China since 1981.

Lin has devoted his career to Quality of 
Services and security control of Internet 
and Computer networks. His research 
centers on modeling, simulation and  
performance analysis of computer sys-
tems. In these areas, he has published 
more than 300 papers in research journals 
and conference proceedings. He is also 
the author of three books. Lin led the 
project “Stochastic Modeling and Perfor-
mance Evaluation of Computer System”, 
which was awarded the first place in the 
first prize of National Science and Tech-
nology Award in 2005 by the Ministry of 
Education of China.

Lin has been an ACM China Task Force 
Member since 2006. He is responsible for 
the ACM China Secretariat and Education 
Summit in China. In 2007, he was named 
ACM Council Member. In April 2005, he 
organized the ACM SIGCOMM Asia Work-
shop in Beijing China as the general chair 
and received the Recognition of Service 
Award from ACM.

Since 2004, Lin has been a Chinese 
Delegate in TC6 of IFIP and an IEEE 
Senior Member. He serves as a counselor 
for the key research project “Network and 
Information Security” of China National 
Science of Foundation since 2000. From 
2006 to 2010, he is on the Advisory 
Committee on Elementary Undergraduate 
Computer Science Education of the Minis-
try of Education of China.

STATEMENT
■ I am running for the position of ACM 
Member at Large to enhance the presence 
of ACM in China and enable ACM to help 
the Chinese computing community. 

China is growing faster. Its computing 
society, including both academia and 
industry is also growing faster. There are 
more than 100 universities in China which 
have Ph.D. programs in computer science. 
Almost all major multi-national IT com-
panies, such as Microsoft, INTEL, IBM, 
Google, opened branches in China. The 
Chinese computing community is really 
large and still growing faster.

ACM is the “first society in comput-
ing”. Its journals and conferences are the 
publishing venues of choice for computer 
scientists, and the Digital Library is a 
fantastic resource. However, the presence 
of ACM in China is not satisfactory. There 
are only less than 1,000 ACM members 
in China. 

I have tried to promote ACM in the 
past few years. In April 2005, I organized 
the ACM SIGCOMM Asia Workshop in 
Beijing China as the general chair and 
received the Recognition of Service Award 
from ACM. I have been an ACM China 
Task Force Member since 2006. I am 
responsible for the ACM China Secretariat 
to handle membership issues in China 
locally. In 2007, I was named ACM Coun-
cil Member. 

If elected Member at Large, here are 
some issues I would promote on behalf of 
the ACM community:

—Create greater awareness of ACM 
in China and help increase membership 
among the computing community here, 
including both academia and industry.

—Draw on ACM’s resources, talents, 
and SIGs to help China, especially to 
setup a team to translate some important 
English contents, such as Communica-
tions of ACM, into Chinese to attract 
broader readers.

—Organizing education summit to 
bring ACM’s curriculum resources to 
China.
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KELLY LYONS

Associate Professor

Faculty of Information Studies

University of Toronto

Toronto, Ontario

Canada

BIOGRAPHY
■ Kelly Lyons received a BSc in Com-
puting Science from Queen’s University 
at Kingston, Canada, in 1985. She then 
joined the IBM Toronto Lab before tak-
ing a leave of absence to complete her 
MSc (1989) and PhD (1994) at Queen’s 
in graph layout algorithms. She held a 
PhD Fellowship at the IBM Centre for 
Advanced Studies (CAS) and returned to 
IBM in 1994 as the Principal Investigator 
of the Data Management for eCommerce 
project in CAS.

In 1997, Kelly left CAS to work on 
complex query performance in the IBM 
DB2 Performance and Advanced Tech-
nology department. She then became a 
manager with responsibility for projects in 
self-managing databases, next generation 
I/O, XML performance, and performance 
regression testing. She managed the 
CAS/DB2 projects which involved 12 PhD 
students and 10 professors. In 2004, Kelly 
became the Head of CAS with responsibil-
ity for over 60 collaborative projects with 
university researchers. In 2008, she joined 
the University of Toronto’s Faculty of Infor-
mation Studies as an Associate Professor 
to teach and conduct research in services 
science, social computing, data manage-
ment, and business intelligence.

Kelly has co-authored 16 refereed 
papers, filed 2 patents, served on program 
committees for various conferences, given 
keynote and invited presentations, and co-
chaired several workshops. She has been 
a member of ACM since 2002 and joined 
the ACM Grace Murray Hopper Award 
Committee in 2007. Kelly is on the Board 
of Management of the Ontario Centres of 
Excellence Centre for Communication and 
Information Technology, is an IBM Faculty 
Fellow, and an adjunct professor at Dal-
housie and York Universities. She is very 
active in Women in Technology initiatives 
and has given several presentations to 
young people and teachers on this topic.

STATEMENT
■ I first joined ACM in 2002 as a mem-
ber from industry and am now enjoying 
the many resources available through my 
membership as a university faculty mem-
ber. Over the years of my membership, I 
have seen ACM evolve to better service 
its diverse constituencies, namely, soft-
ware developers, practitioners, technical 
managers, researchers, faculty members, 
and students. ACM’s goal of advancing 
computing as a science and a profession 
clearly addresses the unique needs and 
issues of each of these groups as well as 
their shared desire to ensure a healthy 
computing field.

As a passionate computer scientist, I 
have been troubled by the large decline 
in interest in our field by young people, 
especially girls. Over the years I have 
participated in numerous workshops and 
panels addressing this issue. As an ACM 
Council Member-at-Large I would like to 
contribute to ACM’s efforts in this impor-
tant area. Through ACM’s dedication to 
enhancing the image of the computer sci-
entist, and ensuring a robust educational 
pipeline, its members can play a role in 
reversing this decline and in helping inter-
est young people in the computing field. 

I also feel strongly that a collaborative 
community environment is an important 
attractor and retention feature for people 
in the field of computing. As a Member-
at-Large, I would like to find new ways to 
connect ACM members through social 
computing technologies and communi-
ties of practice across all constituencies. 
Finally, I want to encourage membership 
from under-represented groups, especially 
young women, to join and participate in 
ACM’s activities and communities. 
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MARY LOU SOFFA

Chair, Department of Computer Science

Owen R. Cheatham Professor of Sciences

University of Virginia

Charlottesville, VA, USA

BIOGRAPHY
■ Mary Lou Soffa is the Chair of the 
Department of Computer Science and the 
Owen R. Cheatham Professor of Sciences 
at the University of Virginia. She received 
her Ph.D. in computer science from the 
University of Pittsburgh in 1977. Prior 
to her current appointment, she was a 
Professor at the University of Pittsburgh 
and also served as the Graduate Dean in 
Arts and Sciences. Mary Lou’s general 
research interests are in programming 
languages/compilers and software 
engineering. Her current focus is on 
optimizing compilers, program analysis, 
virtual execution environments, testing 
and debugging. 

In 1999, Mary Lou was selected as an 
ACM Fellow and received the Presidential 
Award for Excellence in Science, Math-
ematics and Engineering Mentoring. She 
received the SIGPLAN Service Award in 
2003 and the Nico Habermann Award 
from the Computer Research Association 
(CRA) in 2006.

Mary Lou has been active in ACM for 
many years. She is currently serving 
on the Publications Board. She was the 
ACM SIG Board Council Representative 
from 2000- 2002 and served as SIGPLAN 
Chair, Vice-Chair and Treasurer. She also 
served as member-at-large on the SIG-
SOFT executive committee.

Mary Lou served on the CRA Board 
for ten years. She has worked to increase 
the participation of women and under-
represented minorities for many years. 
She serves on the CRA-W Committee 
and was the co-chair from 1999-2002. 
She co-founded the CRA-W Graduate 
Cohort Program and the CRA-W Cohort 
for Associate Professors. She serves on 
the Leadership Team for NCWIT. She has 
been a member of a number of Editorial 
Boards, and conference chair, program 
chair, and on the program committee 
for numerous conferences. She recently 
was the Program Co-Chair for ICSE2006 
and is currently the Conference Chair for 
CGO-08 and ASPLOS-09. 

STATEMENT
■ ACM has a tremendous influence 
on computing research, development, 
education and public policy.  Much of 
this influence has come from the SIGS, 
through their high quality journals and 
conferences and the digital library, a 
most important resource. ACM has also 
developed excellent services through the 
Professional Development Center and the 
Career Resource. It is imperative that we 
continue to support and enhance these 
important activities.

ACM should make a greater effort in 
other areas, including providing services 
to practitioner members and students, and 
improving the diversity of our community. 
ACM should expand its leadership role by 
carefully considering and implementing 
the types of publications, conferences and 
services that would be useful for practi-
tioners. Students are a critical component 
of ACM membership. It is imperative that 
ACM works with academia, industry and 
government to demonstrate the excitement 
and relevance of our field to students. We 
need to nurture and support our students, 
including our international students. 
We can do more to create opportunities 
for interaction between students from 
different countries, especially by provid-
ing resources enabling them to attend 
meetings and conferences. ACM should 
work hard to become a truly international 
society and enhance the presence of ACM 
in other countries. One strategy is to 
determine how ACM can be an important 
resource for each country’s needs. 

We need to continue the efforts that 
ACM already has in place to attract more 
women and underrepresented minorities 
and to mentor those who are in the field. 
Various support strategies and activities 
are needed at all stages of education, in 
industry, and in the government.

I will work to continue to support, 
enhance, and develop these vital activities.
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CARLO GHEZZI

Chair of Software Engineering

Politecnico di Milano

Milan, Italy

BIOGRAPHY
■ Carlo Ghezzi is a Professor and Chair 
of Software Engineering at Politecnico di 
Milano, Italy. He is the Rector’s Delegate 
for research, past member of the Academ-
ic Senate and of the Board of Governors.  
He has been Department Chair and Head 
of the PhD Program. He held temporary 
positions at University of California at Los 
Angeles, University of North Carolina at 
Chapel Hill, University of Padova, ESLAI-
Buenos Aires, University of California at 
Santa Barbara, Technical University of 
Vienna, University of Klagenfurt, Univer-
sity of Lugano.

Ghezzi is an ACM Fellow, an IEEE Fel-
low, and a member of the Italian Academy 
of Sciences. He was awarded the ACM 
SIGSOFT Distinguished Service Award. 
He has been a member of the ACM 
Nominating Committee, and is presently 
a member of the committee for the ACM 
Software System Award. He has been on 
the evaluation board of several interna-
tional research projects and institutions in 
Europe, Japan, and the USA.

Ghezzi is a regular member of the 
program committee of important confer-
ences in the software engineering field, 
such as the ICSE and ESEC/FSE for which 
he also served as Program and General 
Chair. In 2006 he was General Co-Chair 
of the International Conference on Service 
Oriented Computing.  

Ghezzi has been the Editor in Chief of 
the ACM Trans. on Software Engineer-
ing and Methodology (2001-2006) and 
an Associate Editor of IEEE Trans. on 
Software Engineering. He is currently an 
Associate Editor of Science of Computer 
Programming, Service Oriented Comput-
ing and Applications, and Software Pro-
cess Improvement and Practice.

Ghezzi’s research has been focusing on 
software engineering and programming 
languages. He co-authored over 150 
papers and 8 books. He coordinated sev-
eral national and international (EU funded) 
research projects.

STATEMENT
■ ACM is the leading professional 
society in the field of computing. For over 
60 years, it has been serving the scien-
tific community: researchers, educators, 
engineers, and professional developers. 
The history of the field can be traced back 
through the history of the ACM. This his-
tory documents how our society has been 
shaped through continuous innovations. 
The ACM will continue to assist us in the 
future advances in hardware, software, 
networks, and devices, which will make 
computing ubiquitous and pervasive.

New problems, however, are also 
emerging and some older problems are 
still with us. The ACM should play a 
proactive role to help us facing and solv-
ing them.

A lot remains to be done to spread com-
puting science and education in all parts 
of the world. By its very nature, computing 
is at the heart of technology that connects 
the world. It should by no means become 
the source of deeper divisions and dis-
criminations. The ACM should elaborate 
policies to support worldwide knowledge 
sharing and scientific cooperation, break-
ing all barriers of race, culture, economy, 
gender, and age.

University education also has problems, 
particularly in North America and Europe, 
because it is not attracting enough bril-
liant young people, and females are a 
small minority. They often view computing 
as uninspiring hacking, lacking deep 
challenging underpinnings. The society 
at large often has misconceptions, both 
about our profession and about its roots 
in science. We must find ways to better 
communicate. And we must focus our 
education on long-lasting principles, 
more than on the mundane and transient 
surface of technology. The ACM should 
take the lead of a pride initiative at all 
levels, finding new ways to communicate 
with the society, and especially with the 
new generations.
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MATHAI JOSEPH

Advisor, Tata Consultancy Services

Pune, India

BIOGRAPHY
■ Mathai Joseph was Executive Director 
of the Tata Research Development and 
Design Centre in Pune, India, until 2007 
and is now an Advisor to Tata Consultancy 
Services. He earlier held a Chair in Com-
puter Science at the University of Warwick 
from 1985-97. Before that, he was a 
senior research scientist at the Tata Insti-
tute of Fundamental Research in Mumbai, 
India. He has been a Visiting Professor at 
Carnegie-Mellon University, Eindhoven 
University of Technology, University of 
Warwick and University of York (U.K.).

He was a founder of some long-running 
international conference series, such as 
Foundations of Software Technology and 
Theoretical Computer Science, Formal 
Techniques in Real-Time and Fault-Toler-
ant Systems and, more recently, Software 
Engineering Approaches to Outsourcing 
and Offshoring. He has set up workshop 
series (TECS Week and TECS Workshop) 
to promote computer science research 
in India, especially among teachers 
in India’s engineering colleges, and 
established research collaborations with 
several prominent universities in different 
countries.

His main research interests have been 
in real-time and fault-tolerant computing, 
with emphasis on formal specification and 
analysis. He has written and edited a num-
ber of books and conference and journal 
papers in these areas. He has worked 
on software systems for many years and 
wrote an early book on the design of a 
multiprocessor operating system.

Mathai Joseph did a Master’s degree in 
Physics at Bombay University and a PhD 
at the Mathematical Laboratory, University 
of Cambridge, UK. He has worked in 
several countries and now lives in Pune, 
India. He has been investigating early 
work in computing and computer science 
in India and the transition over the last few 
decades of the Indian software industry.

STATEMENT
■ The remarkable growth of the Indian 
software industry has been a major stimu-
lus for the recent spread of computing in 
India. It has led to a massive increase in 
the number of engineering colleges pre-
paring students for entry into the industry. 
However, this growth has not been accom-
panied by any comparable growth in 
computer science research: there are few 
institutions where high grade research is 
done and only a few additions (notably the 
India research centres of large computing 
corporations) over this period; there are 
still very few PhD students in the country.

I believe ACM has a major role to play 
in creating links between the best in com-
puter science worldwide and education 
and research in India. ACM publications 
and conferences have set an unquestioned 
standard for representing the highest 
grade of computer science research. ACM 
awards, like the Turing Award, are univer-
sally recognized for honoring the most 
significant contributions to computing. 
Yet, as a professional society, ACM is still 
very under-represented in India and no 
major ACM meetings are held here.

A lot of my work has been to create 
forums for the exchange of ideas, new 
research and people among industrial 
and educational institutions in India and 
overseas. I would like to work with ACM 
to grow these and other initiatives for pro-
moting computer science education and 
research in India.

I would also like to work with ACM to 
promote the understanding of the soft-
ware industry as a global manufacturing 
industry, with a consequent redefinition 
of software engineering technology. ACM 
has already made a valuable contribution 
through the report of its Task Force on the 
subject and is well-placed to make the 
findings a source for policy makers and 
a part of every computing professional’s 
education. 

COMMUNICATIONS OF THE ACM May  2008/Vol. 51, No. 5 31

DOI: 10.1145/1342327.1342334



32 May  2008/Vol. 51, No. 5 COMMUNICATIONS OF THE ACM

WEB SEARCHING IN A 
MULTILINGUAL WORLD 
By Wingyan Chung 

illustration by robert neubecker  

Studies of three prototype Web search portals—in 
Chinese, Spanish, and Arabic—reveal how to best support 
non-English Web searching. 

Worldwide Internet use has grown tremendously in recent years, most rapidly
in non-English-speaking regions. For example, from 2000 to 2007, the online
populations in Latin America and the Middle East grew by 577.3% and
920.2%, respectively [9]. At the same time, the number of registered domain
names in mainland China (.cn) surged by 137.5% annually [2], fueling the
growth of Web pages in Chinese, the second most popular language on the
Web. Meanwhile, Arabic Web content was estimated to be doubling every
year [1]. Such growth has created demand for better Web searching and
browsing in some non-English languages. However, existing Web portals may
be unable to meet it because they primarily serve English-speaking users. 
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While many research findings on Web
searching are available, little has
been done on the theoretical and
empirical aspects of non-English
Web searching. Here, I review Web-

search engines in a multilingual world and describe a
framework that tries to address these issues. Experi-
mental studies of three prototype Web search por-
tals—in Chinese, Spanish, and Arabic—reveal how to
best support non-English Web searching. 

English has been the dominant language for infor-
mation seeking on the Web. But this is not the case
for many non-English-speaking users who rely on
their native languages to search and browse the Web.
The process of information seeking consists of various
stages of problem identification, definition, resolu-
tion, and solution presentation [12]. Two major
information-seeking activities are searching and
browsing. In searching, users first decompose their
goal into smaller problems, then formulate keyword
queries, and finally evaluate the results through serial
search or systematic sampling. In browsing, users first
transform their general information needs into a
problem, then explore the Web content and hyper-
links through such browse-support tools as automatic
summarization, clustering, visualization, and Web
directories, ultimately evaluating the results by scan-
ning through them. 

Techniques proposed to support Web searching
and browsing include meta-searching and Web-page
preview and overview. Because different search
engines employ different methods for page collecting,
indexing, and ranking, they may include systematic
bias in their search results [10]. Meta-searching is a
promising method for alleviating this problem [4]. By
sending queries to multiple search engines and collat-

ing the set of top-ranked results from each engine,
meta-searching can greatly reduce bias in search
results and improve coverage. In addition, post-
retrieval analysis provides added value to results
returned by search engines. Text-categorization tech-
niques help filter Web-page content and provide pre-
views of individual Web pages in the form of
summaries. Document-categorization techniques
help group Web pages, and document visualization
techniques help amplify human cognition in brows-
ing Internet search results. Though used in some
search engines, including excite.com and
vivisimo.com, meta-searching and information pre-
views and overviews are rarely applied in non-English
search engines. 

Web searching in a multilingual world is charac-
terized by cross-region and cross-country use of a lan-
guage, producing regional effects in Web-site design
and functionality. For example, Spanish is widely
used in Europe, North America, and South America.
Arabic is the primary language in the Middle East and
North Africa. Chinese is the primary language in
mainland China, Hong Kong, and Taiwan. The users
of the Fast search engine (www.fastsearch.com),
mostly European, input queries more frequently than
Excite search-engine users, who focus more on 
e-commerce topics [11]. These results suggest
regional differences on the Web. 

SEARCH ENGINES
Several major search engines provide search services
to non-English-speaking users. Having more than
160 local domains, Google allows users to restrict
search results to pages in 117 languages, providing
translation services between English and eight Euro-
pean languages (Dutch, French, German, Greek,
Italian, Portuguese, Russian, and Spanish), three
Oriental languages (Chinese, simplified and tradi-
tional, Korean, and Japanese), and Arabic. AltaVis-

Arabic, the fifth most popular language in the world, is spoken by more than
284 MILLION PEOPLE IN SOME 22 COUNTRIES, yet the Arabic Web is 
still in its infancy, constituting less than 1% of total Web content. 
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ta’s Babel Fish (babel.
altavista.com) provides
more pairwise translation
services between languages
(except Arabic). Similar
translation services are also
provided by Yahoo!, which
has regional sites in 24
countries supporting Web
search in 37 languages used
by 411 million unique users
each month. Yahoo!’s diver-
sified services, including
online shopping, auctions,
email, news, blogs, partner-
ships with content
providers, and instant mes-
saging, enable it to fit com-
fortably into most aspects of
users’ lives. Meanwhile,
MSN Search has 42
regional sites located in dif-
ferent countries. Its U.S.
site supports a local search
service for searching infor-
mation in the user’s geo-
graphic area. Like Yahoo!, MSN also provides such
services as email, instant messaging, news, and enter-
tainment information. Its connection with
Microsoft Windows and Internet Explorer has
helped it earn an important share in the search mar-
ket (monitored by SearchEngineWatch.com, a Web
site that provides lists and reviews of major and spe-
cialized search engines). 

While an exhaustive review of search engines in all
languages is beyond my scope here, I have reviewed
major Web search engines in three emerging lan-
guages: Chinese, Spanish, and Arabic. Table 1 lists
major search engines and portals in these languages,
highlighting important content and functionality fea-
tures. Chinese is the primary language used by people
in mainland China, Taiwan, and Hong Kong. Lan-
guage encoding, vocabularies, economies, and soci-
eties of these regions differ significantly. In mainland
China, Baidu.com is a major search engine serving
many large enterprises, including Dell (China),
Lenovo, and Yahoo! China. It has collected more than
a billion Chinese Web pages from mainland China,
Hong Kong, Taiwan, and other regions, a collection
that grows by several hundred thousand Web pages
per day. Another major Web portal in China,
Sina.com.cn, provides comprehensive services,
including Web search, email, news, business directory,
entertainment, and weather forecasts. Leveraging on

its rich content and large user base, Sina has its own
search engine, iAsk.com, that uses both Web content
and usage information to rank Web pages. Other
search engines in mainland China include Sogou.com
and Zhongsou.com. 

The two major search portals in Taiwan are Open-
find and Yam. Openfind.com.tw, established in 1998,
suggests relevant terms to refine users’ search queries,
allowing them to find other related items from each
search result. Yam.com, established in 1995, provides
comprehensive online services involving search in var-
ious media in Taiwan, including Web sites and pages,
news, forum messages, and local activities. Since
2000, Yam.com has partnered with Google to provide
search services. 

Due to Hong Kong’s bilingual culture, people there
rely on both English and Chinese when searching the
Web. Yahoo! Hong Kong (hk.yahoo.com) returns
results in a variety of categories, including Web sites,
pages, and news. Established in 1997, Timway.com
searches more than 30,000 Hong Kong Web sites cat-
egorized into more than 3,000 groups that attract 2.6
million visits per month. 

Spanish is the second most popular language in the
U.S., as well as the primary language in Spain and
some 22 Latin American countries where regional
search engines provide search and browse services.
With 19 regional sites, Terra.com offers its services to
more than 3.1 million Internet users in the U.S.,
Spain, and Latin America. A Gallup poll in 2002
described Terra as the most popular search engine in
Spain; Orange.es (formerly Wanadoo), a subsidiary of
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Table 1. Search engines
and portals in Chinese, 

Spanish, and Arabic. 
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France Telecom, was sec-
ond. Yahoo! Telemundo
(Spain, telemundo.yahoo.
com), the Spanish version
of Yahoo! serving the U.S.
and Latin America, pro-
vides a Web directory com-
piled by human editors
categorizing millions of
listed sites. Yahoo! Telemu-
ndo supplements its results
with those from Inktomi
and Google. Established in
1995 as one of the first
search engines to search
Spanish information on the Web, BIWE.com provides a
variety of services, including a Web directory, email,
entertainment, and market information for Spanish-
speaking users. Meanwhile, Quepasa.com, with head-
quarters in the U.S., is a bilingual Web portal
(Spanish/English) serving Spanish-speaking populations
in the U.S. and Latin America. 

A rabic, the fifth most popular language in
the world, is spoken by more than 284
million people in some 22 countries, yet
the Arabic Web is still in its infancy, con-
stituting less than 1% of total Web con-

tent. Four major search engines offer Arab speakers
comprehensive services and extensive content cover-
age. Ajeeb.com, a bilingual Web portal (English/Arabic)
launched in 2000 by Sakhr Software Company,
includes a multilingual dictionary (Arabic/English/
French/Turkish/German) and a Web directory, “Dalil
Ajeeb,” which Ajeeb claims to be the world’s largest
online Arabic directory. Albawaba.com, another Arabic
search portal providing comprehensive services, sup-
ports searching for both Arabic and English pages;
results are classified according to language and rele-

vance. It also meta-
searches other search
engines—Google, Yahoo!,
Excite, Alltheweb, and
Dogpile—and provides a
comprehensive directory
related to 22 Arab coun-
tries. Launched in 2000,
United Arab Emirates-
based Weyak (www.
weyak.ae/) offers a range of
online services covering
more than 1.25 million
Arabic Web pages. Based
in the U.S. (in New
Hampshire), Ayna.com
provides an Arabic Web
directory, an Arabic
search engine, and other

services, including a trilingual (Arabic/English/
French) email system, chat, greeting cards, personal
homepage hosting, and commercial classified ads.
Claiming more than 700,000 registered users, Ayna
provides access to more than 25 million pages per
month. Alexa Research ranks Ayna among the three
leading Web sites in the Arab world. 

FRAMEWORK FOR WEB SEARCHING
My review found that existing search engines in
Chinese, Spanish, and Arabic typically present
results in the form of long lists of textual items.
While such presentation is convenient for viewing,
it may limit users’ ability to understand and analyze
the results. The collections searched by the search
engines are often region-specific and lack a compre-
hensive understanding of the environment in which
they operate. Major English-language search
engines, including Google, support searching
through non-English resources but fall short of cov-
ering domain- and region-specific information.
There is a need to better support Web search in
some emerging non-English languages. Here, I
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Figure 1. Framework for Web
searching in a multilingual 
world. 
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I recommend that system developers and IT managers INCORPORATE 
BROWSE SUPPORT AND ANALYSIS TOOLS into their online search 
systems and portals to augment traditional textual list displays. 

Chung_ lo:Intro_ lo  4/15/08  6:33 PM  Page 36

http://BIWE.com
http://Quepasa.com
http://www.weyak.ae/
http://Ayna.com
http://Ajeeb.com
http://Albawaba.com
http://www.weyak.ae/
http://telemundo.yahoo.com
http://telemundo.yahoo.com


describe a framework that addresses
some of the needs for Web search-
ing in a multilingual world. As out-
lined in Figure 1, the framework
consists of domain collections,
meta-search, statistical language
processing, and Web-page summa-
rization, categorization, and visual-
ization. 

Reflecting regional and language
differences, a careful domain analysis
must be conducted by any prospec-
tive search-engine developer before a
Web portal is built in any particular
language. To ensure comprehensive
coverage, the analysis should review
existing Web portals and technolo-
gies, including the characteristics of
the language, and select an area or
theme for which significant Web
resources in the language have been
developed. The review should cover
regional search engines, government
and business Web sites, and news
Web sites to select the relevant Web
content needed to build a domain-
specific collection or for meta-search.
Important keywords and URLs rele-
vant to the chosen domain are gath-
ered as seed queries or hyperlinks to
build the collection. 

Managing a large user base and
growing Web content, many non-
English Web search engines and por-
tals are challenged to organize their
content properly to support conve-
nient browsing and searching. For
example, Sina.com.cn includes more
than 700 hyperlinks on its home
page, each annotated with long tex-
tual descriptions in a small font, making browsing dif-
ficult, especially for inexperienced Web users. Pre- and
post-retrieval analysis is thus needed to alleviate infor-
mation overload. 

Modules supporting such analysis include encoding
conversion, summarization, categorization, and visual-
ization. Encoding conversion is necessary when a lan-
guage is used by people in multiple regions and
countries using different versions of the same language.
For example, the traditional and simplified versions of
Chinese differ enormously in written formats, leading
to two different input formats in information-retrieval
systems; hence, they require encoding conversion for
searching across the two language versions. Web-page

summarization uses linguistic and heuristic techniques
to extract key sentences from the page to represent a
summary of the article [8]. 

Categorization helps organize search results in dif-
ferent groups that are understood more easily. To
assist the categorization process, lexicons built by a
statistics-based mutual-information approach can
provide meaningful phrases in different languages. A
neural-network approach called “Kohonen self-orga-
nizing map” can be used to categorize and visualize
Web pages, helping users navigate on a 2D jigsaw
map to identify the set of similar pages or find relevant
pages. 

Based on the framework, three prototype search
portals—in Chinese, Spanish, and Arabic—were
developed [3, 6]. The Chinese Web portal (CBizPort)
helps users search and browse for business intelligence
(BI) in mainland China, Hong Kong, and Taiwan.
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Figure 2. 
Screenshots from

SBizPort.

The user types in “commercio
electronico” to search for BI
information about e-commerce
in Spanish-speaking regions.

Retrieved pages are 
catagorized into folders 
labeled with key phrases.

Click to summarize in 
3 to 5 sentances.

Retrieved pages titles 
and abstracts are listed.

The summary is listed on 
the left, while the  original
page is on the right.

The SOM visualizer categorizes
about 40 Web pages onto two
regions and displays hyperlinks
on the right.
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Here, BI refers to the product of
acquisition, interpretation, colla-
tion, assessment, and exploitation
of information in the business
domain [4]. CBizPort includes two
versions of its user interface—one
for simplified Chinese, one for tra-
ditional Chinese—each with the
same look and feel. Relying on a
conversion dictionary with 6,737
Chinese characters in each of the
two encodings (Big5 and GB2312),
the encoding converter converted
all Chinese characters into the
encoding of the interface version.
The eight information sources used
in the portal’s meta-searching are
major Chinese search engines and
business-related portals from the
three regions. Relying on two Chi-
nese-phrase lexicons to extract
phrases, the portal’s categorizer
organizes retrieved Web pages into
various folders labeled with the key
phrases in the page summaries and
titles. 

The Spanish Web portal (SBiz-
Port) supports searching and brows-
ing of business information from
22 Spanish-speaking regions. In
addition to keyword searching,
summarization, and categorization,
like those in CBizPort, SBizPort
provides a comprehensive collec-
tion of business Web pages for
searching and supports visualiza-
tion of retrieved pages (see Figure
2). Users visualize Web pages by
clicking on a region to see a list of
pages on the right and open pages by clicking the
link-embedded titles. 

The Arabic Web portal, AMedPort (see Figure 3)
focuses on the medical domain in some 22 Arab
regions and supports all search and browse functions
available in SBizPort. AMedPort includes a cus-
tomized user interface with a right-to-left text display
and a virtual keyboard to facilitate Arabic input. 

EXPERIMENTAL FINDINGS
Sixty native speakers participated in the experiments
(detailed in [3, 6]) of the three Web portals to eval-
uate the framework’s usability in supporting Web
searching in a multilingual world (see Table 2). In
each experiment (about an hour), a Web portal was

compared with a benchmark search engine in each
of the three languages. Each subject was introduced
to the portal and the benchmark search engine and
was randomly assigned different task scenarios (one
scenario per system). Each scenario contained three
or four search and browse tasks based on standards
developed through the National Institute of Stan-
dards and Technology Text Retrieval Conference
(trec.nist.gov). All questionnaires used in the exper-
iment were administered in the subjects’ native lan-
guage. Subjects spent an average of three minutes to
finish a search task and eight minutes to finish a
browse task. The order in which the systems were
used was randomly assigned to avoid bias due to the
sequence of use. 

Several information-retrieval measures—precision,
recall, and F value—revealed the search and browse
effectiveness of the system by computing the ratios
between the number of relevant results found by a
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Figure 3. 
Screenshots from

AMedPort. 

The SOM visualizer categories
30 Web pages onto six regions
and displays hyperlinks on the
right.

The summary is listed on 
the left, while he original 
page is on the right.

Retrieved pages are 
categorized into folders 
labeled with key phrases.

The user types “excretion” to
search for medical information
about the topic in Arab
regions.

Retrieved pages titles and
abstracts are listed.

Virtual Arabic 
keyboard

Click to summarize in 
3 or 5 sentences.
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subject and the number of all results found by the
same subject or by an expert. Domain experts pro-
vided answers for judging the subjects’ browse-task
performance. After using a system, a subject filled out
a questionnaire with comments and satisfaction rat-
ings on a seven-point Likert scale. 

In the CBizPort experiment with 30 Chinese sub-
jects from mainland China, Hong Kong, and Taiwan
and with three Chinese business academics and prac-
titioners serving as experts, the results show that the
effectiveness of existing Chinese search engines can be
improved significantly by adding
CBizPort. However, no significant
difference was found in the effec-
tiveness of the summarizer and
categorizer in the Chinese portal
and in their user-satisfaction rat-
ings. Despite this, 11 subjects
commented that the summarizer
and categorizer facilitated their
understanding and searching.
These results indicate that CBiz-
Port could augment these search
engines in searching and browsing
Chinese business information but
also that the summarizer and cat-
egorizer need further improve-
ment in precision and browse
support. 

In the SBizPort experiment
with 19 Spanish subjects from six
countries—Colombia, Mexico,
Panama, Peru, Puerto Rico, and
the U.S.—and a veteran Spanish
business consultant serving as the
expert, the SOM visualizer achieved significantly bet-
ter browse effectiveness than BIWE, the benchmark
search engine, showing that the tool helps alleviate
information overload and supports browsing effec-
tively. The use of a domain-specific collection
achieved higher mean accuracy and search efficiency
than not using it, though the differences were not sig-
nificant. Subjects rated SBizPort significantly better

than BIWE, citing the precision and relevance of
returned results. These results further indicate that the
information-visualization tool can be an alternative to
presenting search results as text in a list. 

In the AMedPort experiment with 11 Arab subjects
from five countries—Iraq, Jordan, Lebanon, Maurita-
nia, and Morocco—and an Arab microbiology
researcher serving as the expert, the AMedPort
achieved a significantly higher mean accuracy, effi-
ciency, and satisfaction rating than (and comparable
browse effectiveness to) Ayna, the benchmark search

engine. Nine subjects said AMedPort was useful and
provided more topics and information than the
benchmark. The portal provided high-quality infor-
mation from many sources but needs improvement in
both its summarizer and categorizer. 

There was a probability of 0.05 (or less) that the
confirmed results were actually not statistically valid
in the experiments in which the best search engines in
the respective languages were used as benchmarks. 

LESSONS LEARNED 
The results from these experiments demonstrate that
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Portal

Research 
questions

Languages

Regions

Benchmarks

Result 
highlights

Traditional Chinese is used in Hong 
Kong and Taiwan, while simplified 
Chinese is used in mainland China. 
They have different encoding 
formats. Word segmentation is 
a problem.

Mainland China, Hong Kong, 
Taiwan

Sina.com.cn, Openfind.
com.tw, HK.yahoo.com

CBizPort’s meta-searching, 
summarization, and categorization 
are helpful for searching and 
browsing Chinese Web pages in 
the three regions. CBizPort needs 
improvement on search 
precision and information quality.

Spanish is used in many 
regions and countries in 
North and South Americas 
and Europe; Catalan (another 
version of Spanish) is widely 
used as well.

Mexico, Honduras, Costa 
Rica, Panama, Colombia, 
Venezuela, Ecuador, Peru, 
Chile, Argentina, Spain, 
Bolivia, Paraguay, Uruguay, 
Guatemala, Nicaragua, U.S.

BIWE.com

SBizPort achieved a better 
browse performance and 
satisfaction rating than the
benchmark but needs to be 
improved on its domain-
specific collection.

CBizPort SBizPort AMedPort

• How does the framework support Web searching in a multilingual world?
• How can Web searching and browsing be made more effective by using the portals developed 
  by the framework?
• What are the lessons learned and implications for non-English Web searching?

Arabic is used in more than 
22 countries in the Middle 
East and North Africa. It is 
written from right to left. 
Web content in Arabic is 
generally not rich.

Lebanon, Saudi Arabia, 
Bahrain, Canada, Tunisia, 
Kuwait, Egypt, Switzerland, 
United Arab Emirates, 
Russia, U.K., U.S.

Ayna.com

AMedPort achieved better 
search accuracy than 
comparable browse 
performance in Ayna. 
AMedPort obtains better 
user ratings in user 
satisfaction.

Table 2. Experimental
studies on developing
Web search portals in

various languages. 

Users must be cautioned that THE TOOLS ARE STILL 
PRONE TO ERROR due largely to ambiguities in natural-language 
processing and high computational costs. 
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the framework supports Web searching in a multi-
lingual world. Post-retrieval analysis techniques
(such as summarization and visualization) were
found to alleviate information overload but also that
the extent of such improvement varies across
domains. Summarization and categorization did not
achieve significant improvement in the CBizPort
study. In the SBizPort and AMedPort studies, infor-
mation visualization achieved significant perfor-
mance improvement in Web-search results. The
ability to visualize a large number of search results
was essential for good performance in all three 
portals. 

I recommend that system developers and IT man-
agers incorporate browse support and analysis tools
into their online search systems and portals to aug-
ment traditional textual list displays. Such tools can
be used to summarize Web-page textual descriptions
[6], support query formulation [7], visualize emerg-
ing events related to their environment and organiza-
tions [5], and categorize search results into hierarchies
or maps [4]. However, users must be cautioned that
the tools are still prone to error due largely to ambi-
guities in natural-language processing and high com-
putational costs that may not be economical for small
Web sites. 

Factors to be considered when adopting the tools
include the extent to which the Web-page collection
provides sufficient statistical information for machine
learning, adequate hardware and software to support
intensive computation, availability of a work force to
improve the Web-site interface and accommodate
new presentation choices, characteristics of the lan-
guage used, and user IT literacy. 

Across a variety of languages and domains, I found
significant differences in the development of Web-
search portals, technologies, and language use. For
instance, the growth of Internet use in mainland
China (but relative lack of comprehensive Web search
and browse support) strongly suggests the need for
future improvements. While Web-search technolo-
gies in Taiwan are more mature, there is likely room
for new technologies developed specifically for pro-
cessing Chinese. The strong growth of the Chinese-
and Spanish-speaking online populations will likely
persist in the coming years, further emphasizing the
need for better, more integrated Web-search portals
that deliver results in a variety of formats and provide
richer information for the regions and the communi-
ties that use the languages. The increasing amount of
Arabic Web content and online population, along
with economic and political developments in Arab
regions, will continue to fuel the growth of many Ara-
bic Web sites that remain mostly underdeveloped

today. The research I’ve reported here will likely con-
tribute to a better understanding of related develop-
mental and experimental issues. 

My ongoing work includes developing scalable
techniques to collect, analyze, and visualize Web
information in different languages, studying user
needs in non-English Web search, and exploring the
effect of new techniques in information exploration
and analysis. This effort will contribute to Web
searching and browsing in a multilingual world.
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HOW INTUITIVE IS 
OBJECT-ORIENTED DESIGN?

By Irit Hadar and Uri Leron

Intuition is a powerful tool that helps us navigate through life, 
but it can get in the way of more formal processes.

T
he object-oriented programming paradigm was created partly to deal
with the ever-increasing complexity of software systems. The idea was to
exploit the human mind’s natural capabilities for thinking about the
world in terms of objects and classes, thus recruiting our intuitive pow-
ers for building formal software systems. Indeed, it has commonly been
assumed that the intuitive and formal systems of objects and classes are
similar and that fluency in the former helps one deal efficiently with the
latter. However, recent studies show that object-oriented programming is

quite difficult to learn and practice [1, 3, 7]. In this article, we document several such dif-
ficulties in the context of experts participating in workshops on object-oriented design
(OOD). We use recent research from cognitive psychology to trace the sources of these
difficulties to a clash between the intuitive and analytical modes of thinking. 
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Recent research in cognitive
psychology shows that peo-
ple consistently make mis-
takes on simple everyday
tasks, even when the subjects
are knowledgeable, intelli-
gent people, who undoubt-
edly possess the necessary

knowledge and skills to perform correctly on those
tasks. The source of these mistakes is often shown  to
be the insuppressible influence of intuitive thinking.
This research, the heuristics and biases program, has
been carried out by Kahneman and Tversky and oth-

ers during the last 30 years, and has led to Kahne-
man’s receiving the 2002 Nobel Prize in economics.1

In his Nobel Prize lecture, Kahneman opened with
the following story: 

A baseball bat and ball cost together one dollar and
10 cents. The bat costs one dollar more than the ball.
How much does the ball cost?

Almost everyone reports an initial tendency to
answer “10 cents” because the sum $1.10 separates
naturally into $1 and 10 cents, and 10 cents is about
the right magnitude. Indeed, many intelligent people
yield to this immediate impulse: 50% (47/93) of
Princeton students and 56% (164/293) of students at
the University of Michigan gave the wrong answer [2,
4]. 

What are our mind’s mechanisms that may
account for these empirical findings? One current
influential model in cognitive psychology is Dual-
Process Theory [4, 10, 11]. According to this theory,
our cognition and behavior operate in parallel in two
quite different modes, called System 1 (S1) and Sys-
tem 2 (S2), roughly corresponding to our common
sense notions of intuitive and analytical thinking. 

These modes operate in different ways, are acti-
vated by different parts of the brain, and have differ-
ent evolutionary origins (S2 being evolutionarily

more recent and, in fact, largely reflecting cultural
evolution). S1 processes are characterized as being
fast, automatic, effortless, unconscious, and inflexible
(difficult to change or overcome). In contrast, S2
processes are slow, conscious, effortful and relatively
flexible. In addition, S2 serves as monitor and critic of
the fast automatic responses of S1, with the “author-
ity” to override them when necessary. In many situa-
tions, S1 and S2 work in concert, but there are
situations (such as the ones concocted in the heuris-
tics and biases research) in which S1 produces quick
automatic non-normative responses, while S2 may or
may not intervene in its role as monitor and critic.

A brief analysis of the bat-and-ball data can
demonstrate the usefulness of dual-process theory for
the interpretation of empirical data. According to this

theory, we may think of this phenomenon as a “cog-
nitive illusion” analogous to the famous optical illu-
sions from cognitive psychology. The surface features
of the problem cause S1 to jump immediately with
the answer of 10 cents, since the numbers one dollar
and 10 cents are salient, and since the orders of mag-
nitude are roughly appropriate. The roughly 50% of
students who answer 10 cents simply accept S1’s
response uncritically. For the rest, S1 also jumps
immediately with this answer, but in the next stage,
S2 interferes critically and makes the necessary adjust-
ments to give the correct answer (five cents).

Recently, a similar phenomenon has been found in
advanced mathematical thinking, with college stu-
dents learning abstract algebra [6]. While it seems
natural that people in everyday situations prefer
(however unconsciously) quick approximate
responses that come easily to mind over careful sys-
tematic rule-bound reasoning, students solving math-
ematical problems during a university course would
be expected to consciously train their methodological
thinking to check, and override if necessary, their
immediate intuitive responses. From these findings
we may understand the strong influence intuition,
especially its tendency to be influenced by surface
clues, has on our thinking. In this article we demon-
strate that a similar phenomenon—and a similar
explanation—may also hold for OOD tasks carried
out by experts in industry.

A note on terminology: We follow Kahneman and

While people in everyday situations prefer responses over careful 
systemic reasoning, students solving mathematical problems would be expected to consciously train
their methodical thinking to check, and override if necessary, their immediate intuitive responses.
From these findings we may understand the strong influence intuition.

1Tversky unfortunately died several years earlier.
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other cognitive psychologists in using “intuition” in
its folk meaning of everyday thinking. This meaning
is elaborated in the description of System 1, and is
mainly used in contradistinction to analytical think-
ing or to reasoning. The title of this article should
thus be understood as an inquiry into the nature of
the gap between the everyday “natural” meaning of
objects and categories vs. their formal meaning in
OOD. It should further be noted that intuition may
have different meanings in different contexts. For
example, our use of the term is quite different from
the way a mathematician might use it when he or she
says: “I had the intuitive idea of the proof long before
I was able to complete the formal proof.”

INTUITIVE THINKING IN OOD
OOD is a complex domain, requiring formal train-
ing and effortful thinking, which is just the kind of
process System 2 would be expected to appropriate.
However, our research indi-
cates that here too the auto-
matic, quick, and effortless
operation of System 1 may
hijack software developers’
attention and lead them to
decisions that are not ade-
quate and may even clash
with their own knowledge.

We discuss several exam-
ples of this phenomenon exhibited by experienced
software developers in industry while practicing
design activities, and explain them in light of the dual-
process theory. We invoke this theory in the domain
of OOD in an attempt to understand the relatively
elementary mistakes we observed in the responses of
intelligent capable professionals, even in cases when
they have the necessary knowledge to avoid such mis-
takes. 

Our observations took place within advanced
UML workshops [8] conducted in the industry. Dur-
ing these workshops the participants were asked on
several occasions to analyze simple design tasks. The
participants worked on these tasks either individually
or in small groups and their solutions were subse-
quently discussed within the whole group. Our data
includes the written solutions of the participants in
the workshops, documentations of their group discus-
sions as observed and documented by the researchers,
and transcripts of class discussions. The research pop-
ulation included 41 software developers with experi-
ence of 2–12 years in OO development. Because our
objective was to describe a complex situation in its
natural settings and its full complexity, we have used
the qualitative research paradigm [12], which focuses

on case studies for obtaining specific insights rather
than on large populations, simplified experiments,
and statistical methods for discovering universal laws.
(This is analogous to the methods used by anthropol-
ogists studying unfamiliar cultures.) During the
research we documented, videotaped, and analyzed
many relevant incidents and processes. The data
analysis included coding the data obtained, and char-
acterizing and classifying it to emerging categories.
The full research findings and evidence will be
described elsewhere. Here, we provide a selection of
examples to demonstrate our findings. 

Confusing the direction of inheritance. A design task
concerning a hotel reservation system was presented
for a discussion to a group of experienced engineers
participating in a UML workshop. The instructor
suggested using three classes (email, fax, and phone),
to represent the three corresponding modes of enter-
ing reservations. The possibility then arose of using

inheritance relations
between concrete classes
to exploit shared func-
tionality and features,
such as checking the
availability of a room. 

For example, the class
fax could inherit from the

class email, since a fax object requires more handling
(such as scanning and digitizing), hence has more
functionality, than an email object.

Instructor: Under the restriction that for now we
only use these three classes, can any of these
classes inherit from another class? Can we use the
fact that they have many things in common?

[The participants hesitate]…
Instructor: For example, fax is like email, only with

a few more tests.
Dan: Email inherits from fax, because email is the

same as fax, only with fewer tests.
Instructor: So, email has less functionality than…
Dan [hastily]: Oh, right, it should be the other way

around.

In view of this and similar observations, we pre-
sented a group of 10 software developers with a sim-
ilar question in order to check this phenomenon
more directly. The answers were divided 5:5 between
the two possible directions of inheritance. Signifi-
cantly, as in the bat-and-ball and in Dan’s case, the
participants who chose the wrong direction required
only a small nudge (with no informational or
explanatory content) to quickly change their mind.

Analysis: All the participants in the research have
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several years of experience in OO software develop-
ment. Why do intelligent and experienced profes-
sionals have difficulties with such an elementary
issue? We propose that the same mechanism used by
Kahneman to explain the bat-and-ball phenomenon
is also in operation here. Specifically, S1 with its quick
and effortless operation “hijacks” the thinking process
and produces a response that seems roughly appropri-

ate, while the slow and effortful S2 remains dormant.
This analysis gets additional support from the obser-
vation that the small cue offered by the instructor did-
n’t teach the participant anything new, only served to
wake up S2; the necessary knowledge was there all
along, but the dual system analysis is needed to
explain why it was not mobilized.

W
hy would S1 and S2 clash
about the meaning of
inheritance? In people’s
everyday intuition (S1),
inheritance is about trans-
ferring “stuff ” (such as
property or money), and
the direction is usually

from the person who has more to the one who has
less. For example, in an informal poll we asked stu-
dents, in the context of OOD, what is the relation
between a doctor and a paramedic in an ambulance?
A typical reaction was, “paramedic inherits from the
doctor because the doctor has more qualifications.”
Similarly, we predict that most people would say that
a student “inherits” from the professor (because the
professor has more knowledge) and not vice versa.
But in the OOD formalism (S2), the reverse is true:
the class with more functionally inherits from the one
with less.

Difficulties in identifying objects. One of the first
tasks in OOD is “carving a given scenario at its joints”
in terms of objects and classes. In one of the work-
shops the participants were asked to design an autho-
rization system that will route users as follows:

• An existing user will login into the system.
• A new user will register and receive authorization.

A typical design would look like the accompanying

figure. The following discussion took place while
the participants were working in pairs on the task. 

Ron: Let’s define login and register as objects.
Sharon: Do login and register seem like objects to

you?
Ron: Why not?
Sharon: An object is a client, for example.

Ron: Client is also an object. Login and register are
activated and operate within the system; therefore
they can be defined as objects.

Sharon: I’ve never seen an object login.
Ron: Don’t worry, it will be okay. You’ll see how I

design the system; it will be just fine.
Sharon [hesitates, at last reluctantly giving in]:

Okay, fine, although it doesn’t sound good.

Analysis: Ron’s decision is a typical S1 behavior, simi-
lar to that observed in the bat-and-ball task. In search-
ing for objects he is influenced by the surface features
of the task (the salience of the terms login and regis-
ter in the task description) rather than its essential
(though implicit) components. Unlike the bat-and-
ball phenomenon, Ron requires more than a nudge to
change his mind, which seems to imply that his S2
knowledge in this regard is not too firm either. 

Sharon, in contrast, seems to have a firmer sense of
the right objects, but this too is S1 knowledge, in the
sense that she cannot explain her choice. Her attempts
at convincing Ron involve expressions like “I’ve never
seen an object login,” and “it doesn’t sound good,”
which show that she relies on her vast past experience
(S1) rather than on analytical rule-based reasoning
(S2). Sharon’s example, in contrast to the other exam-
ples presented in this article, demonstrates how using
intuition may in fact contribute positively, even in sit-
uations of formal problem solving. 

CONCRETIZING ABSTRACT CLASS
Confusing characteristics of abstract and concrete classes.
Abstract class is a class with at least one virtual func-
tion. Thus one can’t instantiate concrete objects
directly from an abstract class, but only through a
(concrete) inheriting class. In this example, Rebecca
chose to define an abstract class car and the following
discussion ensued.
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Rebecca: Let’s say car is an abstract class. Then, in
one design I can inherit from it Chevrolet and
Rolls-Royce, and in another design I will instanti-
ate an object car with manufacturer value
Chevrolet.

Instructor: Is car an abstract class? 
Rebecca: No, yes, that’s not the point...

In a subsequent interview with Rebecca, the
researcher probed the matter further.

Researcher: Rebecca, what did you mean by the car
example?

Rebecca: I just tried to show that there are two
design possibilities using an abstract class, but I
got mixed up.

Researcher: What was the problem?
Rebecca: I wanted to show that you can instantiate

objects with parameters instead of using inheri-
tance tree… but it didn’t work out.

Researcher: Why?
Rebecca: Because the moment I instantiate objects, I

cannot define the class as abstract. 

We note that this was not an isolated case. While it
seems that the participants in this study recognize
the distinction between abstract and concrete classes
in theory, several cases were observed where they
referred to abstract classes as if they had the charac-
teristics of concrete classes. Even in some written
solutions, we found cases where an abstract class was
defined but was subsequently used as a concrete
class.

Analysis: Rebecca knows the difference between
concrete and abstract classes, but this is S2 knowledge.
Our interpretation of how S1 worked in this example
follows from the dual nature of the relationship
between the natural and the formal conceptual frame-
work concerning categories and objects. On the one
hand, OOD builds on the intuitions of the natural
concepts, but on the other hand, the natural system
sometimes clashes with the formal one. We propose
that this is what happened in Rebecca’s case. Specifi-
cally, in the natural categorization system [5], there is
no parallel for the formal OOD concept of abstract
class (a class from which no concrete objects can be
instantiated). Hence, when Rebecca’s S2 was not on
guard, her S1 took over and slipped from abstract to
concrete class. As before, a small nudge was enough to
wake up S2 and lead Rebecca to make the necessary
distinction. 

Identifying software development with coding. Cod-
ing is an important software development activity, but
other no less important activities contribute to soft-

ware development, such as requirements analysis,
design, and testing. We observed participants under-
weighting these other activities, to the extent of iden-
tifying software development with coding.2 The
following discussion occurred in an interview regard-
ing time invested in different activities:

Ann: Most of the time I was occupied with devel-
opment.

Researcher: What do you mean development?
Ann: You know, writing the code. For me coding

and developing are the same thing, even though I
know this is not correct.

Analysis: Ann’s first automatic response, that devel-
oping is the same as coding, is an S1 response. S1
consists of what is most accessible and what comes
most easily to mind; here the view of development as
coding comes to mind, presumably because the code
is the final and most tangible product of the whole
process, while the other components (such as design
and requirement analysis) are less conspicuous. The
interviewer’s question served as a nudge that woke
up S2, hence the utterance: “though I know it is not
correct.” In fact, her second pronouncement is a
good demonstration of an actual clash between the
two systems: S1 expressing the view that “coding and
developing are the same thing,” but simultaneously,
S2 objecting that “I know it is not correct.”

HOW INTUITIVE IS OO DESIGN?
So, how intuitive is OOD? Well, in a certain sense it
indeed is intuitive: our cognitive system certainly
makes extensive use of objects and categories, on
which this paradigm is built. However, as often hap-
pens in the evolution of formal systems, this rela-
tionship has a flip side [9]. Under the demands of
abstraction, formalization, and executability, the for-
mal OO paradigm has come to sometimes clash with
the very intuitions that produced it. Thus, while
objects, classes, and inheritance certainly have an
intuitive flavor, their formal version in OOD is dif-
ferent in important ways from their intuitive origins. 

Dual-process theory, imported from contemporary
cognitive psychology, highlights the underlying mech-
anism of those situations where our intuitions clash
with our more disciplined knowledge and reasoning.
Or, put in Kahneman’s words [4]: “Highly accessible
features will influence decisions, while features of low
accessibility will be largely ignored. Unfortunately,
there is no reason to believe that the most accessible
features are also the most relevant to a good decision.” 
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Indeed, we have seen that, under the force of these
general cognitive mechanisms, deciding on appropri-
ate objects, classes, and relations is sometimes influ-
enced by irrelevant surface clues or everyday
meanings of these concepts, thus leading to inappro-
priate choices. Intuition is a powerful tool, which
helps us navigate successfully through most everyday
tasks, but may at times get in the way of more formal
processes. We hope this article may contribute to bet-
ter understanding of this problem, and point the way
to thinking about its resolution.
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WORDS FROM PICTURES 
FOR DUAL-CHANNEL PROCESSING

By Dov Dori 

Combining graphics 
and text representations 
of complex systems, 
Object-Process Methodology
makes it easier to understand
technical ideas, whether or 
not one is technically 
oriented by nature or 
training. 

Text and graphics are complementary modalities
our brains process interchangeably. Conceptual
modeling, recognized as a critical step in architect-
ing and designing systems, is an intellectual activ-
ity that would greatly benefit from the concurrent
utilization of the verbal and visual channels of
human cognition. A conceptual-modeling frame-
work that employs graphics and text would help
alleviate cognitive loads. Object-Process Method-
ology (OPM) is a bimodal graphics/text concep-
tual-modeling framework catering to these needs.
Here, I argue on behalf of the OPM holistic
approach in addressing assumptions about the
dual channel, as well as limited-channel capacity
and active processing. To help make the case, using
a running example of a car’s emergency braking system, I demonstrate bimodal-
ity and complexity management via hierarchical decomposition and animated
simulation to address these cognitive needs. Meanwhile, work is under way to
employ some of these ideas in a future version of the Systems Modeling Lan-
guage (SysML) (www.sysml.org). 
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Humans assimilate data and information, convert-
ing it simultaneously into meaningful knowledge and
understanding of systems through words and pic-
tures. During eons of human evolution, the human
brain has been trained to capture and analyze images,
enabling us to escape predators and capture food. In
contrast, processing spoken words, let alone text, is a
product of a relatively recent stage in that evolution.
As our brains are hardwired to process imagery,
graphics naturally appeal to the brain more immedi-
ately than words. However, words can express ideas
and assertions that are way too complex or even
impossible to express graphically; as an example, just
try graphically representing this sentence to sense the
validity of this claim. While a picture may be worth a
thousand words, a word or sentence is indeed some-
times worth a thousand pictures. A problem with the
richness of natural language is the potential ambigu-
ity that arises from its use. This does not imply that
pictures cannot be ambiguous as well, but graphic
ambiguity is greatly reduced, even eliminated, by
assigning formal semantics to pictorial symbols of
things and to the relationships among them. 

Diagrams aid cognitive processing due to their
specificity [11], a theory proposing that graphical rep-
resentations limit abstraction and thereby aid “proces-
sibility.” That is, diagrams, because they usually
involve fewer interpretations than free text, are more
tractable than unconstrained textual notation. When
corresponding words and pictures are presented near
each other, learners are better able to hold corre-
sponding words and pictures in working memory at
the same time, enabling the integration of visual and
verbal models [8]. A contribution of diagrams may be
that they reduce the cognitive load of assigning
abstract data to appropriate spatial and temporal
dimensions; for example, whereas information about
temporal ordering is only implicit in text, a flow dia-
gram reduces errors in answering questions about that
ordering [6]. 

A theory called “multimedia learning” proposed in
[8, 9] is based on three main research-supported cog-
nitive assumptions: 

Dual channel. Humans have separate systems for
processing visual and verbal representations [1,
3]; 

Limited capacity. The amount of processing that
can take place within each information-process-
ing channel is limited [1, 2, 10]; and 

Active processing. Meaningful learning occurs dur-
ing active cognitive processing, paying attention
to words and pictures and mentally integrating
them into coherent representations. The active-
processing assumption is a manifestation of the
constructivist theory in education, which focuses
the construction of knowledge by one’s mind as
the centerpiece of the educational effort [12].
That is, in order for learning to be meaningful,
learners must engage physically, intellectually, and
emotionally in constructing their own knowl-
edge. 

As the literature suggests, there is great value in
designing a modeling approach and supporting tool
to meet the challenges posed by these assumptions.
While [9] used them to suggest ways to reduce cogni-
tive overload while designing multimedia instruction,
they can also be a basis for designing an effective con-
ceptual-modeling framework. Indeed, conceptual
modeling is the active cognitive effort of concurrent
diagramming and verbalization of one’s thoughts.
The resulting diagrams and text together constitute
the system’s conceptual model. A model based on a
set of the most primitive and generic elements is gen-
eral enough to be applicable to a host of domains yet
simple enough to express the most complex systems.
A sufficiently expressive model can help detect
design-level errors, be reasoned about, make predic-
tions, be communicated to other stakeholders, and
evolve throughout a system’s life cycle. 

Such an environment would help us take advan-
tage of the verbal and visual channels and relieve cog-
nitive loads while designing, modeling, and
communicating complex systems to stakeholders.
These were key motivations some 15 years ago in my
design of OPM [4]. The OPM modeling environ-

When the user expresses a piece of knowledge in one 
modality—graphics or text—the complementary one is 

automatically updated so the two remain 
coherent at all times. 
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ment implementation by
OPCAT1 [5] embodies the
assumptions. Stateful objects
(things existing in some state) and
processes (things that transform
objects by creating or destroying
them or by changing their states)
are the building blocks of OPM.
Structural and procedural links
express static and dynamic rela-
tions among entities—objects,
object states, and processes—in
the system, and a number of
refinement/abstraction mecha-
nisms are built into OPM for
complexity management. 

DUAL-CHANNEL PROCESSING
Following the dual-channel
assumption, the brain simultane-
ously engages the visual and ver-
bal channels (likely the two brain
hemispheres) for conveying ideas
regarding the system’s architec-
ture. Indeed, OPM represents
knowledge about the system’s
structure and behavior—pictori-
ally and verbally—in a single
unifying model. When the user
expresses a piece of knowledge in
one modality—graphics or
text—the complementary one is
automatically updated so the two
remain coherent at all times. 

To illustrate how to account for
the cognitive assumptions, I fol-
low a stepwise example of the
modeling of a car’s anti-lock brake
system (ABS). Figure 1(a) outlines
OPCAT’s graphical user interface,
simultaneously displaying the
graphic (top) and text (bottom)
modalities needed to exploit
human dual-channel processing.
The top-right pane presents the
model graphically in an Object-
Process Diagram (OPD); the one
below it in Figure 1(a) lists the
same model textually in Object-Process Language
(OPL). OPCAT recognizes OPD constructs (symbol
patterns) and generates their OPL textual counter-

parts. OPL is a subset of natural English, and each
OPD gives rise to a textual OPL equivalent sentence
or phrase. 

For example, Emergency Braking, the central
system’s process, is the blue ellipse in Figure 1(a), and
Car-Driver System is an object (green box)
affected by and benefiting from Emergency Brak-
ing. This object-process connection is expressed by
linking Car-Driver System to Emergency Brak-
ing via an effect link—a bidirectional arrow indicat-
ing that the process affects the object by changing its
state from unspecified input state to unspecified out-
put state. As soon as the modeler joins the object with
the process through the link, the first OPL sentence,
“Emergency Braking affects Car-Driver Sys-
tem,” shows up in the OPL pane of Figure 1(a). 

As the example shows, the OPL syntax is designed
to generate sentences in plain, natural (albeit
restricted) English. Unlike programming languages,
OPL names can be phrases (such as Emergency
Braking). As a subset of English, OPL is accessible to
nontechnical stakeholders, and other languages can
serve as the target OPL. To enhance the text-graphics
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Figure 1. Top-level 
OPD built in stages. 

(a) OPCAT user 
interface, showing the

initial system diagram of
the anti-lock braking

system (top) and 
its OPL textual 

specification (bottom) 
in which the object 

Car-Driver System is
affected by the process

Emergency Braking; 
(b) the states speeding
and stopped are added

to the Car-Driver 
System; (c) the

input/output link pair is
added from the input

state to the process and
from the process to the

output state. 

1A research version of OPCAT is available for free download at
www.opcat.com/downloads/restricted. 
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link, the text colors of the process and the object
names in OPL match their colors in the OPD. Since
graphics is more amenable to cognitive processing
than text, modelers favor modeling the system graph-
ically in the OPD pane, while the textual interpreta-
tion is continuously updated in the OPL pane and can
also be continuously referenced to verify that the mod-
eler’s intent is captured. 

The OPL sentences
constructed or modified
automatically in response
to linking graphical sym-
bols on the screen provide
immediate feedback to a
modeler, as well as to
his/her audience. This real-
time human-like response
“tells” the modeler what
the modeling environment
“thinks” he/she meant to
express in the most recent
graphic-editing operation.
When the text does not
match the modeler’s inten-
tion, the modeler can take
corrective action. Such
feedback is indispensable
for spotting and correcting
errors at an early stage in
any system’s life cycle,
before they have a chance
to propagate and cause
costly downstream dam-
age. Any correction of the
graphics changes the OPL
script; changes can be
applied iteratively until a
result satisfactory to all
stakeholders is obtained. While generating text from
graphics is the prevalent working mode, OPCAT also
generates graphics from text. 

The System Diagram is constructed such that it
contains a central process, which in this case carries
out the system’s main function and delivers its main
value to the beneficiary for whom the system is built.
In the case of anti-lock braking, Emergency Brak-
ing is the process that provides value to the Car-
Driver System, the beneficiary. 

Having established this basic conceptual design,
we can now be more specific. In Figure 1(b), I specify
the two states—speeding and stopped—of Car-
Driver System. This specification triggers genera-
tion of the OPL sentence “Car-Driver System can
be speeding and stopped.” 

By replacing the effect link with an input-output
link pair consisting of an input link (from speeding
to Emergency Braking) and an output link (from
Emergency Braking to stopped), Figure 1(c)
explicitly shows that “Emergency Braking changes
Car-Driver System from speeding to
stopped,” as specified (equivalently) in the OPL

sentence at the bottom of
the figure. 

The System Diagram
is elaborated further in
Figure 2. First, the mod-
eler “unfolds,” or speci-
fies, the parts of the
whole Car-Driver
System. The black trian-
gle is the aggregation-par-
ticipation symbol,
specifying that “Car-
Driver System con-
sists of Car and
Driver.” Driver is
linked to Emergency
Braking via an agent
(human enabler) link (the
line ending with a black
circle), and ABS, a part of
Car, via an instrument
(nonhuman enabler) link
(the line ending with a
blank circle). The rela-

tionship between Driver and Car is expressed by the
“is inside” tagged structural relationship between
Driver and Car, and the states speeding and
stopped are marked respectively as initial and final. 

To aid active processing, humans use pencil and
paper to flesh out their thoughts. OPCAT accepts
pencil strokes as graphic input for objects, processes,
states, and links. Pattern-recognition techniques help
it recognize these graphical elements, even for sketchy
pencil strokes. 

LIMITED CAPACITY
Figure 2 is the final System Diagram, the bird’s-eye-
view model of the system. This OPD contains about
seven entities and seven links, pushing the limit of
our cognitive capacity, as determined by the “magic
number seven plus or minus two” concept [10].
However, we have not yet specified the subprocesses
comprising the Emergency Braking process or
the parts of ABS. Addressing our limited human
capacity, OPM advocates keeping each OPD simple
enough to enable the diagram reader to quickly
grasp the essence of the system by inspecting the
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Figure 2. Top-level OPD 
(system diagram) resulting from
adding Car, which consists of an

ABS, and characterized by 
Speed and the effect of 

Emergency Braking on changing
Speed from high to zero. 
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OPDs without being overwhelmed by an overly
complicated layout. Overloading the System Dia-
gram or any other OPD with more artifacts would
put the viewer’s comprehension at risk, so showing
additional detail is deferred to lower-level OPDs. 

When an OPD approaches the limit of human
comprehension, the model must be refined to manage
the system’s inherent complexity. Figure 3 outlines the
newly generated OPD, labeled
“SD1—Emergency Braking in-
zoomed.” In it, in-zooming Emer-
gency Braking reveals five
subprocesses and an interim object.
This view is expressed in the OPL
sentence “Emergency Braking
zooms into Braking, Signal
Detecting, Boosting, Anti-
locking, and Actuating, as
well as Signal Set.” The modeler
is now able to specify that Driver
is the agent (in charge) of the
Braking subprocess, and the
Actuating subprocess is the one
that actually changes Car-Driver
System from speeding to
stopped. The time within a
zoomed-into process flows from
top to bottom, so Braking hap-
pens first, Boosting and Signal
Detecting are executed in paral-
lel, and Actuating is last. ABS is
unfolded to reveal its constituent
parts (such as Brake Assembly
and Mechanical Subsystem),
making it possible to express proce-
dural relations between the sub-
process Emergency Braking and
the parts of the ABS. 

ACTIVE PROCESSING 
The active-processing assumption
is tacitly accounted for during the
conceptual modeling process in
that each and every modeling step
requires the complete engagement
of the user—the system architect
carrying out the conceptual modeling activity. When
modeling, the architect places the conceived ele-
ments on the screen (possibly through the pencil
tool), linking them and inspecting the OPL textual
interpretation that is continuously created in
response to new graphic inputs. The architect must
from time to time rearrange the graphic layout to
make it more comprehensible through such actions

as grouping entities and moving links to avoid cross-
ings. If the current OPD is too busy, that means it is
approaching our limited channel capacity, in which
case a new OPD must be created via in-zooming or
unfolding. 

Animated simulation is another aspect of active
processing. Humans have been observed to mentally
animate mechanical diagrams to aid comprehension.

Using a gaze-tracking procedure, [7] found that infer-
ences were made about a diagram of ropes and pulleys
by imagining the motion of the rope along a causal
chain. Similarly, an active-processing aspect of
OPCAT is its ability to simulate the system by ani-
mating it. This animation enables the modeler to sim-
ulate the system and see it “in action” at each point in
time during its design. Like a program debugger, the
modeler carries out “design-time debugging” by run-
ning the animation stepwise or continuously (back
and forth), inserting breakpoints where necessary. 

Figure 3 is a snapshot of the animated simulation.
Objects in green exist at this point; the white ones
(such as Actuating Pulse Set) were either con-
sumed already or are not yet created. Blue processes
(such as Anti-Locking with Boosting and Sig-
nal Detecting within it) are now taking place. The
active participation of the modeler (as system behav-
ior is inspected) has proved highly valuable in com-
municating action and pinpointing logical design
errors (corrected early on), saving precious time and
avoiding costly trouble downstream. 

CONCLUSION 
Technological limitations can no longer be cited as
an excuse for a lack of human-centered design. A
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Figure 3. The 
Emergency Braking

process, revealing five
subprocesses and two

interim objects. This
snapshot of the 

system’s animated
simulation serves as a

design-level visual
debugging tool.

Shown by red dots
(indicating the flow of
control), Braking has

just changed the state
of Brake Assembly

from passive to active.
Boosting and Signal

Detecting are 
executed in parallel,

while Signal Set is
generated by Signal

Detecting. 
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conceptual modeling environment should not be
merely usable but fun to use, so users want to use it
rather than feel compelled to do so because that’s
what they’ve been told. The OPM modeling
approach has adapted this philosophy into the
OPCAT environment to cater to our cognitive abil-
ities (dual processing), limitations (limited capac-
ity), and needs (active processing). Dual-channel
processing is addressed through the model’s bimodal
representation. Since technically oriented people
usually prefer diagrams while others might favor
text, individuals with both preference types are able
to benefit from consulting one modality while
inspecting the other. Domain experts and executives
on the customer side should participate in eliciting
and analyzing their system requirements, but pro-
grammer-oriented modeling approaches and envi-
ronments bar such involvement. 

Devoid of the cryptic syntax normally found in
programming languages, the OPM model is under-
standable to customer-side stakeholders, allowing
them to inspect the model, understand the system
they should expect, and verify that the model meets
their requirements. Switching between graphics and
text, OPM system modelers are less likely to make
costly design errors, while model readers are more
likely to comprehend the system and detect design
mistakes or omissions that might otherwise slip by.
OPM addresses our limited cognitive capacity by pro-
viding abstraction/refinement mechanisms that
enable complexity management. Active processing is
facilitated by animated simulation that helps detect
costly design errors. Further, OPL’s formality is a basis
for generating the designed application automatically.
This capability reduces the modeler’s manual transla-
tions of the modeled requirements, narrowing the gap
between requirements and implementation. 

All professions and organizations today demand
lifelong learning, so designers of modeling environ-
ments must be able to account for the variety of
human preferences and learning styles. The holistic
OPM paradigm, with its intuitive implementation, is
an example of a forward-thinking approach that

could be adopted in future modeling and learning
environments. Indeed, work is under way for the
Object Management Group’s scheduled release of
SysML 2.0 in 2009 or 2010 to utilize OPM elements,
including the addition of textual representations to
SysML diagram types in order to achieve bimodal
representation for dual-channel processing.
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A conceptual modeling environment should not be 
merely usable but fun to use, so users want to use it rather 

than feel compelled to do so because that’s 
what they’ve been told. 
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Emerging Trends in 
M-GOVERNMENT

BY Silvana Trimi AND 
Hong Sheng

Considering the
advantages and
implications of
increased usage of
wireless connectivity
for governmental
information and 
services.

The emergence of new informa-
tion and communication tech-
nologies (ICTs) has not only
revolutionized the way business
is conducted but also trans-
formed the delivery mechanism
of governmental services. Since
the 1990s, public-sector organi-
zations across the globe have
been applying Internet technol-
ogy and other ICTs in innova-
tive ways to deliver services,
engage citizens, and improve
efficiency: a set of practices commonly known as elec-
tronic government (e-government). An explosion in the
use of mobile technologies (m-technologies), such as
mobile phones, laptops, and personal digital assistants
(PDAs) to connect to wireless networks has enabled gov-
ernments to transit from e-government to mobile govern-
ment (m-government). Here, we present the potential of
m-government (compared to e-government), the general
trend of m-government practices in key leading m-gov-
ernment countries, some of the challenges and issues
involved with those practices, and expected future trends. 
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E-government, which refers to the use of wired-
Internet technology by public-sector organizations to
better deliver their services and improve their effi-
ciency, has achieved significant improvements
through the deployment of many innovative applica-
tions and thus it has become a global phenomenon
[5]. Based on the segment served, e-government prac-
tices can be classified into government-to-citizen
(G2C), government-to-business (G2B), government-
to-government (G2G), and government internal
effectiveness and efficiency (IEE). Based on the type
of transaction performed, e-government functions are
categorized into: informational, transactional, and
operational. Informational functions provide access
to governmental information through Web portals,
including online publishing and broadcasting. Trans-
actional functions allow citizens to interact with gov-
ernment agencies via the Web such as online
procurement and payments. Operational functions
refer to internal governmental operations that focus
on internal efficiency and effectiveness of operations
and the interoperability across different e-government
practices at different levels [5].

Citizens use government Web sites as central
points of access to government information and ser-
vices across different agencies and they normally do so
via wired Internet access. In general it is the end users
who are the initiators of transactions that involve e-
government services. There are two technological
challenges to widespread adoption and implementa-
tion of e-government. First, on the provider’s side
(government), technological infrastructure needs to
be built to support the transformation to e-govern-
ment [5]. Second, on the end user’s side, there exists
an inherent inequitable access to e-government ser-
vices due to the digital divide among demographi-
cally, economically, and socially diverse groups of
population within a country as well as among differ-
ent countries. 

M-government is an extension or supplement of e-
government. M-government is the strategy and its
implementation for providing information and ser-
vices to government employees, citizens, businesses,
and other organizations through mobile devices [6].
M-technology has emerged as the next wave in the IT
revolution as its advantages come from two unique
characteristics: “mobility” and “wireless.” Mobility is
the most touted advantage of m-technology. Mobile
devices, typically including PDAs, laptops, cellular
phones, tablet PCs, and Blackberries, free users of
physical ties to the desktop. The “wireless” character-
istic of m-technology refers to the method of trans-
mitting information between a computing device and
a data source without a physical connection. In recent

years there has been a phenomenal growth in the use
of mobile devices due to several factors including: low
cost of the devices, the only infrastructure choice for
many undeveloped/developing countries, changes in
lifestyles, and increased functionality. According to
eMarketer data, the number of wireless Internet users
will surpass the number of wired users by the end of
2007, with 56.8% of all Internet users connecting
wirelessly. 

M-technology enables location-based services
(LBS)—personalized services delivered to a mobile
device user at a remote location. Since a mobile device
is usually used by one user who carries it at all times,
it also provides the “identity” of the user thus making
it a venue for personalized services and/or for track-
ing/identification. The direction of communication
flow for m-devices can be truly two ways, as com-
pared to typically one way (user-to-government) for
wired devices. These unique features/advantages of
m-technologies increase the opportunities for govern-
ments to provide more, better, and different types of
services to citizens.

M-government is value-added e-government
because it offers the following advantages:

• It improves the delivery of government informa-
tion and services. Citizens can get immediate
access to certain government information and ser-
vices on an anywhere-anytime basis. For govern-
ments, they can use the scalable and swift wireless
channels to send time-sensitive information, such
as terror and severe weather alerts, to citizens
quickly and directly. 

• M-technology may be the best solution to over-
come Internet connectivity problems and digital
divide issues faced by e-government applications.
Unlike wired technologies, m-technologies have
been more evenly distributed among different lay-
ers of society and are growing faster in economi-
cally and technologically challenged nations [4].
M-technology helps remove infrastructure con-
straints for countries with poor or nonexistent
wired infrastructure. For example, in Africa, cell
phones accounted for 90% of all African phone
subscribers in 2007. 

• Compared with wired networks, wireless networks
appear to be a more cost-effective choice for coun-
tries with dense populations and difficult terrain.
For example, Macedonia will build a Wi-Fi mesh
network that will cover 1,000 square miles of diffi-
cult terrain and its service will reach more than
90% of its population for a planned price of $12 a
month. 

• M-government applications can help avoid prob-
lems faced by some countries, such as corruption 
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and low productivity of governmental agencies.
India, for example, has introduced e-payment for
some governmental services to avoid corruption
and bribery [1]. 

• M-government increases efficiency and effective-
ness of government employees. With the help of
m-technology, government employees can access
the information needed in real time and update
records on the spot. This not only reduces some
burden of logistics and decreases data entry errors
but also facilitates employees to make informed
decisions and actions.

Finally, m-government can open up additional
channels for citizen participation, thus increasing con-
stituent participation. Communication through
mobile devices encourages citizens to make use of the
technology to express their points of view to govern-
ment officials, lawmakers, and community represen-
tatives. 

M-GOVERNMENT INITIATIVES IN THE LEADING
COUNTRIES 
Promoted by demands for a more responsive gov-
ernment, governments all over the world have recog-
nized the potential of m-technology and are
exploring the potential utility and feasibility of m-
government. However, m-government development
worldwide has been uneven. This is attributed to
two factors: the development level of e-government
and m-technologies. M-government is a value added
of e-government and therefore it will be more
advanced wherever a solid foundation (e-govern-
ment) exists, for example, in developed countries.
Second, m-technologies are quite advanced (such as
3G wireless), cost-effective, and widely used in the
developed countries. Because of the relatively lower
cost (compared to income) of owning and using a
wireless device, the percentage of people that own
and use wireless devices in developed countries is
much higher than developing ones (in Hong Kong
for example, mobile penetration is 125%). New
important technological advances, such as WiBro
(wireless broadband) service recently introduced in
South Korea, and a greater variety in both platform
(different types of devices) and functionalities (con-
vergence of different devices, such as smart phones),
have increased the number and types of services that
end users in these countries can utilize. Conse-
quently, while m-technology can help remove infra-
structure challenges and present tremendous
opportunities for the development and growth of m-
government in less-developed countries, m-govern-
ment applications are prevalent in the developed

countries. Thus, we will focus our discussion of m-
government practices in the following
regions/countries.

North America. In the U.S., m-government proj -
ects have proliferated. Virginia has been a leader in
implementing m-government applications. Its “My
Mobile Virginia” was the first wireless state portal in
the nation that made government services available via
mobile and wireless devices [7]. It offers a variety of
downloadable information on handheld devices
including emergency weather conditions, legislative
information, lobbyist lists, election notices, tax-related
information, and tourism information. 

Text messages have also been used by government
agencies to communicate with citizens. For instance,
the Parking Day text service in Iowa sends text mes-
sages to drivers reminding them to move their cars on
street-cleaning days and opposite side of the street
days. These reminders can help drivers avoid getting
tickets. “My California on the Go” was introduced in
July 2001 as a way for citizens to receive immediate
updates on energy warnings, traffic jams, state lottery
results, and press releases from the governor’s office. 

The Global Positioning System (GPS) is used to
provide the Mobile Traffic Map in Seattle to help
commuters make better drive-time choices using a
small-form-factor device. The traffic map covers 176
miles of the area’s major freeways and provides instan-
taneous information on traffic slowdowns, traffic
lights, and traffic flows. 

In Canada, the “Government of Canada Wireless
Portal” is an evolving project that enables citizens to
access government information using mobile devices.
Services and information currently available include:
members of the Parliament contact information, bor-
der wait time, economic indicators, passport services,
and Canadian government news releases. 

The large number of mobile government work
forces such as those involved in law and compliance
enforcement, transportation and logistics, and health
and social services, depend on deployment of IEE and
G2G mobile applications. Police officers can be
equipped with mobile devices to access databases,
issue tickets, check vehicle registrations and license
tags, among other things. Examples include Wi-Fi
networks in San Francisco, CA and Lincoln, NE
where police officers have in-vehicle access to a variety
of broadband applications such as crime databases,
record-management systems, and traffic-video feeds.
Field inspectors can also benefit from IEE applica-
tions using mobile devices to check inspection results,
issue violations on the spot, print inspection reports,
and transmit inspection information wirelessly to the
agency’s database. The GPS system can track a work-
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er’s mobile device to pinpoint his
or her location and movements.
The system can be used to make
task assignments to workers who
are closest to the job. Table 1 lists
current m-government applica-
tions in North America grouped
according to the segment being
served into two categories: G2C
and IEE. 

Western Europe. Europe is
quite advanced with regard to m-
technology. The penetration rate
of mobile phones in Western
Europe has grown from 90% in
2004 to 98% in 2006, and 
is reaching 100% in 2007. The
wide acceptance and use of m-
technology in Europe has provided
a platform for m-government
applications. The London Police
Department’s Short Messaging
System (SMS) is used to inform
citizens about security threats and
emergency alerts. The Bus Opera-
tor Metroline uses a mobile track-
ing system to monitor the status
and location of buses, then send
text message alerts to its drivers
requesting them to speed up or
slow down to maintain more even
intervals between buses. 

M-technology in Western
Europe is used in law enforcement
to provide instant access to critical
data and services. For instance,
German police use GPS and
mobile phones to track suspects’
movements. In Austria, parking
inspectors are equipped with
handheld devices that connect to
a central parking database for an
immediate confirmation of
whether or not sufficient payment
was made by the driver. 

Sweden is one of the leading countries of m-tech-
nologies in the world with over 95% of the popula-
tion using mobile phones. Wide-ranging
m-government services are available throughout the
country. Some of the innovative practices include
SMS applications for city job postings in Stock-
holm, a mobile parking fee payments system, gov-
ernment inspector service, tax services, mobile
healthcare providers, and MapMate as a wireless

map system, among others [8]. 
A Finnish telecommunication firm, Sonera, has

developed technologies to turn any mobile phone
into an identity document. Since every mobile phone
has a unique Subscriber Identification Module (SIM)
card code, personal identification can be embedded
into that code and become as safe as the current paper
passport system. The Finnish government is currently
upgrading the country’s electronic ID card to enable
citizens to make secure transactions over mobile
phones and also use it as an official travel document
(instead of paper passport). Table 2 provides a sum-
mary of sample m-government applications in
Europe.

Asia. Because of the large and dense population,
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Description

G2C 
(Government- 
to-Citizen)

IEE (Internal 
Efficiency and 
Effectiveness)

Applications

Tracking election 
returns

Mobile traffic 
map

Emergency 
notification

Parking violation 
reminder

Lobbyist-
in-a-Box

Wireless 
notification 

Wireless state 
portal

Field Inspection 

Internal 
communication 

Police 
applications 

Enhanced 911

Keeping track 
of vehicles

Tax collection 
solution

Inventory 
Tracking 

Courthouse 
Wi-Fi

Voting machine 

Government Agencies

Commonwealth of Virginia

Seattle

Federal Aviation 
Administration (FAA)

Iowa 

Commonwealth of Virginia 

California

Virginia, Canada

U.S. Navy 
U.S. Department of Energy
U.S. Department of Justice
U.S. Department of Treasury
Texas State Board of Barber 
Examiners

New York City Fire 
Department Commonwealth 
of Kentucky 

Lincoln Police Department, NE 
Michigan Police Department, MI
Houston Police Department, TX 
San Francisco Police Department

Maryland

Traffic Management 
Operations Center in 
Portland, OR

Texas 

U.S. Marine Corps

New Mexico

California 

- Allow individuals to track election returns 
  for statewide races on the election night

- Provide the traffic map
- Provide entertainment during slow-
  moving traffic

- Real-time airport status information 
  via email

- Reminding messages to parking violators 
  via SMS

- Track the progress of bills as they move 
  through the legislative process

- Notification services through PDAs and 
  cell phones for energy alert, lottery results, 
  traffic updates, and articles from the 
  governor’s pressroom

- Make government services available via 
  wireless and mobile devices 
- Offer a variety of downloadable information, 
  such as emergency weather situation, 
  terrorism threats, legislative information, 
  tax-related information, tourism 
  information, news releases, and so forth.  

- Provide online access to database
- Input inspection results in an 
  electronic form 
- Transmit inspection results into the 
  agency’s database

- Wireless Messaging Service 
- Wireless communication platform

-
 Check vehicle registration
- Access warrant information, crime database 
- Issue tickets
- Automatic traffic citation
- Traffic-video feeds

- Dispatchers and rescue personnel to locate 
  emergency callers using cellular phones

- Keep track of vehicles flowing through 
  Oregon
- Notify bus riders
- Help with traffic flow

- Access taxpayer information remotely
- Print vital tax information using wireless 
  tablet computer and bubble-jet printer

- Real-time connection with warehouse 
  management software
- Input and retrieve data anywhere

- Internet access in courthouse
- Voice-over-IP phone

- Wi-Fi enabled system 

Table 1. Examples 
of m-government 

applications in 
North America.
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Asian countries have great potential for the use of m-
technology. By March 2007, there were 1.1 billion
mobile subscribers in this region. The industrialized
countries, such as Japan, South Korea, Hong Kong,
Taiwan, and Singapore, have some of the highest pen-
etration rates of mobile phones in the world. There-
fore, governments in these countries have
implemented various m-government projects.

Japan is one of the leaders in mobile and wireless
technology. The number of third-generation (3G)
mobile phone users is the highest in the world, mak-
ing Japan the world leader in the
percentage of mobile phones sup-
porting Internet access (94.1%)
[2]. However, m-government in
Japan is not as widespread as in
other developed countries.
Deployed m-government applica-
tions have been related to tasks
that are not legally binding, such
as information on tourism, disas-
ter prevention, and child rearing.
The Vehicle Information and
Communication System (VICS)
project provides information to
and collects information from
vehicles so that citizens can receive
timely information services such
as traffic congestion, road work,
car accidents, availability of park-
ing lots, and weather information.
The Japanese government consid-
ers m-government a somewhat
old-fashioned term and is striving toward
u(ubiquitous)-Japan to connect everyone and every-
thing, anytime, anywhere. 

In Korea, a project called “M-police” was imple-
mented to assist police officers in capturing suspects
and finding missing cars. The project enables the offi-
cers to retrieve detailed information on missing vehi-
cles, driver’s licenses, vehicles’ histories, and pictures of
suspects by using mobile devices. In Anyang City,
parking inspectors collect parking information and
print receipts on the spot using PDAs and small print-
ers. The m-local tax management system, introduced
in the cities of Uijeongbu and Kunsan, enables officers
to access information on car taxes, obtain data on
delinquent taxes, and immediately transfer data to the
local tax database [3].

SMS has been widely used in many Asian coun-
tries. At the height of the SARS health scare in 2004,
the Hong Kong government sent text messages to six
million mobile phone users in an effort to calm citi-
zens who were frightened by rumors. Singapore gov-

ernment agencies send citizens text messages such as
parking ticket reminders, national service obligations,
and passport renewal notifications. Table 3 lists and
summarizes sample m-government applications in
Asia. 

CHALLENGES AND ISSUES IN M-GOVERNMENT 
Despite the great potential and positive expectations,
m-government is still in its earliest stage of develop-
ment and its applications are limited. Governments
are proceeding with caution to m-government appli-

cations due to issues, risks, and concerns inherited
from e-government and some specific to m-tech-
nologies. Some of the challenges related to e-govern-
ment include:

• Improving interoperability and integration since
the public sector is legacy-system driven, not
process-oriented driven. A radical reengineering of
processes and supporting information systems is
required that demands many technical, semantic,
organizational, and managerial changes.

• Governments are not very receptive to private and
public service providers who may contribute to
innovative electronic service delivery. 

• Many governments lack necessary incentives and
institutional structures to realize the full potential
of electronic service delivery. For less-developed
countries, e-government is either nonexistent or
very limited in scope. For example, China cur-
rently has more than 465 million mobile phone
users, yet its m-government practices are still at the
embryonic stage because of the inadequate e-gov-
ernment infrastructure.

M-government also faces some challenges that are
unique to m-technologies. Security and privacy are
considered to be the major obstacles for m-govern-
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Description

G2C 
(Government- 
to-Citizen)

IEE (Internal 
Efficiency and 
Effectiveness)

Applications

SMS alerting 
services 

Mobile tracking 
systems 

SMS for job 
posting 

MapMate

Mobile parking 
fee payment 

SIM ID

Tracking suspects

M-parking

Government Agencies

London Police Departments 

Metroline, London 

Sweden 

Sweden 

Sweden 

Finland

German Police 

Austria law enforcement 

- Inform citizens about security threats and 
  emergency alerts

- Track London buses using mobile 
  communication systems 
- Send messages to control traffic flow.

- Provide job posting for temporary workers 
  via SMS 

- Wireless map systems 

- Allow citizens to pay parking fee through 
  mobile devices 

- ID cards that serve as an official travel 
  document as a passport does

- Use GPS and mobile phones to track 
  suspects’ movements

- Use handheld devices to connect to 
  central database to monitor parking

Table 2. Examples 
of m-government 

applications in 
Europe.
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ment applications. Wireless net-
work signals are broadcast over
the public airwaves, making them
vulnerable to hacking and inter-
ception. Being small and portable,
mobile devices can be easily stolen
or lost, putting the data stored in
them at constant risk of falling
into the wrong hands. Disclosing
critical personal information on
wireless Internet and location-
based services makes citizens more
concerned of privacy issues in m-
government. 

There are a number of inherent
limitations for usability of wireless
networked devices such as small
screens and keypads. Wireless
Application Protocol (WAP)
phones can only access sites that are written in WML,
which is not compatible with HTML. This means e-
government Web sites must be rewritten in WML
and have just enough information to fit the small
screens of wireless devices. Time to translate HTML-
WML along with the lack of enough broadband
slows the access speed. Limited computational power
and memory, shorter battery life, poor display resolu-
tion, and limited Web browsing ability are other lim-
itations in using m-devices. 

Accessibility and interoperability are also chal-
lenges. Wireless Internet access is still costly and the
coverage area of existing wireless networks is limited.
In the U.S. and throughout the world, a large num-
ber of areas do not have Wi-Fi or fixed broadband
connectivity. The new technology of WiMAX (which
is fixed broadband wireless technology) promises to
offer standardization, interoperability, and lower cost.
The cities of San Francisco and Philadelphia are plan-
ning to offer WiMAX wireless Internet connections
for everyone, either with a very low cost or for free. 

CONCLUSION
M-government has demonstrated great potential
and shown a promising future. There is no doubt
that m-government will be a part of the trend of m-
commerce becoming a major part of the proliferat-
ing e-commerce in the private sector. As wireless
technology rapidly advances, some of the technical
obstacles for m-government could be overcome
soon. Fourth Generation (4G) technology along
with better wireless Internet access technologies will
offer increased bandwidth for faster wireless access
to the Web. More security features are becoming
available, such as the Advanced Encryption Stan-

dard (AES). As the number of wireless users contin-
ues to increase, issues are resolved, and technology
advances, more innovative m-government applica-
tions will emerge and m-government will become an
increasingly important aspect of government func-
tions.  
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Description

G2C 
(Government- 
to-Citizen)

IEE (Internal 
Efficiency and 
Effectiveness)

Applications

SMS alerting 
services 

SMS notifications  

Download non-
legally binding content 

M-Police

Parking enforcement 

M-local tax 
management system

Government Agencies

Hong Kong 

Singapore

Japan 

Korea 

Anyang, Korea

Uijeongbu and Kunsan, Korea

- Text messages to mobile phone users 
  during SARS

- Provide parking ticket reminders, 
  national service obligations, and 
  passport renewal notification 

- Download information on tourism, 
  disaster prevention, and child rearing 

- Police officers retrieve information 
  using mobile devices 
- Print tickets on the spot

- Parking inspectors collect parking lot 
  information using PDAs
- Print receipts on the spot

- Allow officers to access tax information 
  on the spot
- Transfer the data to the local tax 
  database 

Table 3. Examples 
of m-government 

applications in Asia.
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IMPROVING THE CHANGE- 
MANAGEMENT PROCESS

BY KANNAN MOHAN, PENG XU, 
AND BALASUBRAMANIAM RAMESH

It is crucial to integrate SCM and traceability, but significant 
challenges slow progress toward this goal.

common reason for the failure of a significant
number of software development projects is
the continuous evolution of software caused
by volatility in customer requirements.
Sources of volatility are diverse, ranging
from changes in technology, evolving end-
user needs, and dynamic market pressures.
The evolution of software systems con-
sumes significant resources, especially

when change-management practices
do not adequately support the process.

Software configuration management (SCM) practices
help in the management, control, and execution of
change and evolution of systems [1]. Specifically,
SCM helps in identifying the structure of the software
product, controlling changes incorporated in software
artifacts, maintaining the status of these artifacts, and
generating reports for auditing and status reporting 

A
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[4]. Current SCM practices and tools do not ade-
quately support change management [3]. First,
SCM often focuses on managing source code files,
leaving changes to other artifacts like requirements
and design documents unmanaged [2]. Second, the
management of dependencies among many artifacts
created during the development life cycle, which is
essential for ensuring the integrity of the system [7], is
typically done outside SCM tools. Traceability tools,
which help link conceptual and physical artifacts cre-
ated during software development are commonly used
for this purpose [5]. Thus, though both SCM and
traceability have a common objective of facilitating
change management, they are often used independent
of each other.  

This leads us to the question: How can we integrate
traceability practice with SCM practice and thereby
improve change management processes in software devel-
opment? We investigate this question by conducting a case
study in an organization (hereafter referred to as Hospcom)
that develops embedded software systems (see sidebar for
details on how the study was conducted). We identify
problems in SCM practice and recommend the integration

of SCM and traceability as a means to address
these problems.

HOW IS SCM USED?
Process frameworks like the Rational
Unified Process (RUP) provide detailed
guidelines on how to plan and execute
SCM [8]. The box on the right side of
the accompanying figure depicts the
RUP process for configuration and
change management. Many organiza-
tions internally develop and use similar
SCM processes. At the outset, the proj -
ect team establishes SCM policies,
writes an SCM plan, and establishes a
change control process. An SCM tool
like Microsoft’s Visual SourceSafe is
used to support these processes.
Development workspaces are created,
and change requests are logged,

reviewed, verified, and approved.
Changes incorporated in the system are
logged in the SCM tool. When needed,
audit and status reports are generated. 

Now let us consider an example from
Hospcom to illustrate the problems even
with mature SCM practices. Clear pro-
cedures for documenting and fulfilling

change requests were developed based on RUP. Visual
SourceSafe was used to manage versions of various
source code modules. Following common industry
practices, these dependencies were managed at file
level (rather than at the level of individual objects).
Reasoning behind changes was documented with
minimal details and not linked to requirement speci-
fications, design models, or source code. As a result,
when a change request was processed, developers did
not fully understand its repercussions on various soft-
ware artifacts and their versions. 

For example, when it was necessary to support a
new telephone system, Hospcom incorporated
changes in the television control module. The devel-
opment team documented the changes in the SCM
tool using textual descriptions. Later, when incorpo-
rating a new feature in the patient billing system, the
developers found it very difficult to understand the
rationale behind the changes incorporated in the tele-
vision control module. Traceability matrices that doc-
umented the rationale were not linked to specific
versions and configurations of various software arti-
facts. This resulted in erroneous and inconsistent
changes to the television control module. 

In the absence of well-documented process knowl-
edge (which refers to knowledge about the reasons
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practice guidelines -
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elements in the framework
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configuration
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Manage baselines and releases
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Change and deliver 
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Create CM
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depends on
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behind design decisions and the impact of changes
caused by dependencies), developers usually imple-
ment changes based on their own (often incomplete)
understanding of this knowledge. They rely on their
past experience to understand design decisions made
during development. This leads to poor maintenance
performance, increased effort in identifying and mod-
ifying artifacts affected by the changes, low quality of
changes incorporated in the system, and incomplete
or inconsistent changes. Our study suggests that these
problems can be addressed by the integration of trace-
ability and SCM.

HOW DOES TRACEABILITY ADD VALUE?
Traceability is the ability to describe and follow the
life of software artifacts, such as requirements,
designs, and implementation of the system [5]. It is

used to maintain links or relationships between soft-
ware artifacts to ensure that the design and imple-
mentation satisfy the requirements. Traceability also
helps represent design rationale [6]. Since traceabil-
ity can be used to document complex dependencies
across software artifacts, it can help explain how
making changes to artifacts affects other artifacts.

Typical traceability practice involves the use of
traceability matrices or networks. Traceability matri-
ces identify the correspondence among requirements,
design, source code, and test cases, in a tabular format.
Traceability networks are semantic networks that
identify different types of links among these artifacts.
They are often used in large-scale, complex, and mis-
sion-critical projects that require a comprehensive
understanding of the relationships among artifacts
[7]. Given the important role of traceability in man-
aging dependencies, it is a natural complement to
SCM in managing system evolution.  

While process frameworks like RUP provide guide-
lines on many key process areas, they do not provide
adequate guidelines for traceability practice. Since the
overarching objective of SCM and traceability is
change management, we suggest the synergistic inte-
gration of these practices. For effective change man-
agement, clear traceability processes should be defined
and associated with appropriate SCM processes.
Based on our case study, we have charted the activities
involved in a traceability process. We illustrate how
they can be integrated with the SCM process

described in RUP in the figure. The box on the right
side of the figure outlines the activities in SCM as
specified in RUP. The box on the left side of of the fig-
ure outlines the traceability workflow. The figure also
shows how different activities in traceability practice
are associated with those in SCM.  

Here, we provide examples of problems faced in
each activity by stakeholders in our case study and
illustrate how SCM integrated with traceability can
address a variety of problems.

Planning. SCM plans define how to identify and
monitor the evolution of configuration items (soft-
ware artifacts managed within an SCM system). Hos-
pcom developed an SCM plan and followed it in its
standardized SCM practice. However, each develop-
ment team developed its own traceability practice, as
no organizationwide traceability plan was developed.

Typically, traceability matrices that link requirements
to other artifacts were created.  

An integrated approach requires the establishment
of a traceability plan that is tightly intertwined with the
SCM plan. A traceability plan defines the traceability
practice for the organization. It identifies the various
traceability items (like requirements, design elements,
and source-code modules) and the links among them,
as well as project-specific artifacts that need to be
tracked. A traceability plan may also specify the level of
detail with which traceability knowledge is maintained,
possible variations in traceability practice based on pro-
ject characteristics like size and complexity, and poten-
tial applications of documented traceability knowledge.
For example, traceability can be established at a coarse
level (such as links among related files) or at a more
fine-grain level (such as links between a requirement
and a class in a design model). The integration of such
a traceability plan with the SCM plan is essential for
effective change management. Traceability items
should be consistent with configuration items managed
in the SCM system. The change-management process
should define the correspondence between items used
in these environments. For example, the correspon-
dence between the file-level items managed by SCM
tools and fine-grain traceability items that are managed
by traceability networks should be clearly established.
This is essential in maintaining dependencies between
items at different levels of detail within SCM and trace-
ability tools.
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While the benefits of traceability are typically delivered downstream, 
the costs are incurred upstream in the development life cycle. 
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Managing work-process envi-
ronments. After establishing an
SCM plan, an SCM environ-
ment is created by selecting and
installing SCM tools. At Hosp-
com, Visual SourceSafe was used
for SCM. Traceability matrices
were created as Word documents.
These practices were used inde-
pendent of each other. Change
requests and changes incorpo-
rated in source-code modules
documented in Visual SourceSafe
were not linked to rationale doc-
umented in traceability matrices.  

For synergistic operation,
traceability environments should
be integrated with the SCM envi-
ronment so developers can work
in either when incorporating
changes in the system. Although
such integration can be achieved
with some effort through the
interfaces provided by either the
SCM or traceability system, the
development of a common envi-
ronment will be tremendously
helpful. This integration can be
achieved at different levels—
ranging from just a simple tool
invocation to interoperation with
the ability to share data and
metadata. Integration should be
done in such a way that the SCM and traceability
tools are aware of the changes in each other and
rework is avoided while managing changes in either.  

Managing change requests and making and deliver-
ing changes. During SCM, developers create work-
spaces, make changes, and deliver the changed
system. Important tasks in SCM are to accept, review,
control, and fulfill change requests. Hospcom created
textual documents in the SCM tool that briefly
explain the nature of changes incorporated. In several
instances, these documents did not provide adequate
or specific details on why certain changes were done
and how they affect other artifacts. 

In an integrated practice, traceability knowledge
acquired during development can be used to analyze
the impact of changes by tracing dependency links
among artifacts and identifying the ripple effect of
changes. Traceability knowledge can be used to ensure
that changes are made in a consistent manner. Also,
when changing software artifacts, developers need to
document new traceability knowledge that includes

links between the changed artifacts and related arti-
facts, and they must link this documentation to
affected artifacts so the integrity and completeness of
artifacts can be ensured.

Managing baseline and release. SCM helps create
baselines of systems or subsystems for release or reuse.
When creating or promoting a baseline, developers
need to ensure that all the required artifacts are
archived, and the quality and reliability of these arti-
facts can be guaranteed. At Hospcom, during the cre-
ation of baselines and releases, developers were unable
to check the completeness and consistency of the sys-
tem with specific versions of artifacts due to the lack
of synergistic use of traceability and SCM. For exam-
ple, while traceability matrices helped identify soft-
ware artifacts that implemented specific
requirements, they did not provide specific links to
the exact versions and configurations that imple-
mented them. Also, when changes were incorporated
in specific artifacts to accommodate changes in
requirements, the traceability matrices did not direct
them to the specific versions of the artifacts that were
subject to these changes. Part of this knowledge was
documented in the SCM tool. Thus, the knowledge
required for performing completeness and consis-
tency checks was fragmented in traceability and SCM
environments.
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Activity SCM integrated 
with Traceability

TraceabilitySCM

Plan

Manage work-
process
environments

Manage change
requests, make 
and deliver
changes

Manage
baseline and
release

Monitor and
report
configuration
status

SCM and traceability plans are developed
in conjunction with one another for
effective change management. This
approach provides guidance on the level
of detail at which knowledge about
changes is to be documented and linked 
to versions and configuration in SCM.

Integrated work process environments 
for SCM and traceability enables linking 
of fine-grain knowledge about
dependencies to specific versions and
configurations.

Specific changes to software artifacts can
be documented in detail in traceability
tools and linked to specific versions of
artifacts. Rationale behind decisions on
reviews, control, and approvals can be
documented in traceability tools and
linked to versions and configurations in
SCM.

The integration enables linking
requirements in specifications to design
elements in versions of design models 
and source-code modules. This enables
checking completeness and consistency 
of baselines and releases. 

Configuration status reports can be 
more complete as they can bring 
together knowledge about changes to 
specific versions of software artifacts and 
how various configurations were derived.
Information on composition of
configurations from SCM environments
and rationale behind the creation of
configuration from traceability
environment aree integrated.

Typically, no organization-wide
traceability plans are developed.
Knowledge about dependencies
and rationale are managed in
traceability tools or documents in
isolation from SCM

Traceability tools are typically
used to manage finer dependencies
across various artifacts.

Impact of changes can be identified
through knowledge about
dependencies and rationale behind
changes. But these are not linked to
affected versions of artifacts.

Though traceability tools are 
used to establish links among 
requirements, design models, 
source code, etc., they are not
specifically linked to various
versions of these artifacts. As
changes may affect various
versions, it is difficult to use
traceability in isolation from SCM
to check completeness and
consistency.

Though traceability tools can be
used to check status of various
software artifacts, they cannot be
used to check status of specific
configurations of artifacts.

Even if organizationwide
SCM plans are developed,
detailed and fine-grain
knowledge about
dependency and rationale
for changes are not
managed within SCM

SCM tools are typically
used to manage source code
modules at file level, but
not other artifacts like
requirements and design.

SCM is used in reviewing,
controlling, and approving
changes. Only brief textual
comments are used to
describe changes
incorporated in specific
artifacts.

Completeness and
consistency checks are
difficult by just using
information from SCM
tools. Artifacts managed in
SCM tools are typically not
linked to requirements
specifications explicitly.

Status of configuration
items can be determined 
using knowledge about
changes to various versions
documented in SCM tools.
Since this is typically done
using brief textual
comments, this knowledge
is usually not
comprehensive.

Comparing isolated
SCM and traceability

practices with an 
integrated approach.
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Checking completeness of a baseline or a release
can be done more effectively when knowledge from
traceability environments is integrated with that doc-
umented in SCM tools. For example, dependency
knowledge available in traceability environments
must be linked to knowledge about changes to spe-

cific versions so developers can easily navigate and
examine if all applicable requirements and changes are
implemented appropriately.

Monitoring and reporting configuration status. SCM
systems help monitor and generate report projects to
check the integrity of configuration items, determine
whether they meet requirements, and evaluate the sta-
tus of configurations. At Hospcom, the developers
were unable to create reports on integrity and com-
pleteness of configuration items as the knowledge
required for this was fragmented across traceability
and SCM environments.  

Traceability knowledge can be used to complement
SCM systems in performing these activities. Trace-
ability knowledge also needs to be audited and moni-
tored to ensure its completeness and correctness.
Given the critical role of traceability knowledge in
acceptance testing (to examine whether a software sys-
tem meets customer requirements and if so, how),
traceability audit should be part of configuration
audits. Traceability knowledge complements informa-
tion stored in SCM tools while conducting audits by
showing the origins of each product and process of
development.

CONCLUSION
Our framework for integrating traceability and SCM
offers several benefits. The key implications we draw
from our study involve aspects of SCM-traceability
integration and adapting traceability and SCM
processes. 

SCM-traceability integration. The guidelines we
have provided here include two types of integration of
SCM and traceability that project managers should
understand and implement: process integration and
tool integration. Project managers should recognize
the extent to which SCM and traceability processes
are intertwined. This should be reflected in the orga-
nizationwide quality-guideline documents prepared
by quality-assurance groups. When the development
processes are tailored, tight coupling between SCM
and traceability practices should be maintained.
Regarding tool integration, software development
organizations should consider the development of
homegrown applications that can act as middleware
between SCM and traceability systems. Such in-house
augmentation is necessary due to the limited ability of
traceability and SCM tools to interoperate. 

Adapting traceability and SCM processes. Though we
suggest the inclusion of a traceability framework as
part of comprehensive process frameworks like RUP,
it should be adapted to suit the needs of the organiza-
tion and the project. Using a generic traceability
process in all projects may be counterproductive if it is
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HOW THE STUDY WAS CONDUCTED 
We conducted a case study in an organization (hereafter
referred to as Hospcom) that develops embedded sys-
tems. The organization has SEI SW-CMM level-three
certification and uses RUP.  It has several teams working
on the development of different embedded systems. The
site we studied had about 300 employees, including pro-
ject managers, systems analysts, and customer represen-
tatives. We studied the SCM and traceability practices
followed in the development of an embedded system for
telecommunication and television management in hospi-
tals (referred to as HSys). HSys manages the communi-
cation between telephone and television management
systems in hospitals. It also manages the process of
billing patients who use the telephone and television in
their rooms. The case study spanned a period of about
two years, during which data was collected through inter-
views with one project manager, three project leads, six
developers, and two customer representatives. We also
observed the various practices followed by the team as it
went through the different software development life
cycle phases. The purpose of the study was to examine
the change-management processes and understand the
challenges faced in SCM.    

The case study highlights several challenges faced by
the development team in managing changes requested by
customers. The study highlighted issues in current SCM
practice and the need for augmenting this with traceabil-
ity. It also helped in development of the traceability-
process framework and the integration of relevant parts
of the SCM and traceability processes. 

After developing process guidelines for integrated
traceability and SCM practice, we also validated them by
obtaining feedback from several experienced software
professionals. The ability of the framework to address
limitations of current SCM practice through traceability
systems was considered useful by these professionals.
They also expressed interest in developing or acquiring
mediating systems that facilitate interoperation of SCM
and traceability tools. The addition of a generic process
framework that integrates SCM and traceability into the
quality department’s repositories of quality guideline
documents was considered valuable in shaping organiza-
tionwide practice of SCM in conjunction with traceability.
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implemented without consideration of project charac-
teristics like complexity, size, and regulatory guidelines.
While mission-critical projects may adopt sophisti-
cated traceability processes, agile software development
situations may find that these may constrain their
development agility. Therefore, organizations involved
in agile development need to create lightweight ver-
sions of the general process framework to maintain
speed of development without significantly sacrificing
product quality. The accompanying table summarizes
how an integrated approach provides a synergistic
change-management practice when compared to SCM
and traceability.

Although we have emphasized the importance of
integrating SCM and traceability, we recognize signif-
icant challenges in achieving this integration. For
example, it imposes a considerable amount of over-
head. Also, while the benefits of traceability are typi-
cally delivered downstream, the costs involved are
incurred upstream in the development life cycle.
Therefore, incentive schemes that recognize this issue
should be developed to motivate the contributors and
consumers of traceability knowledge. Further, the
adoption of an integrated practice that deviates sig-
nificantly from current practices is likely to encounter
resistance unless appropriate incentives, tool, and
process support are provided.
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Developing a framework to analyze coordination patterns 
occurring in the emergency response life cycle. 

ILLUSTRATION BY JON KRAUSE

BY RUI CHEN, RAJ SHARMAN, H. RAGHAV RAO, 
AND SHAMBHU J. UPADHYAYA

COORDINATION IN EMERGENCY

RESPONSE MANAGEMENT

E
mergency Response Management (ERM) enables and supports
emergency response operations across organizational, jurisdic-
tional, and geographical boundaries. Recognizing the growing
importance of ERM in countering both natural and manmade
hazards, the U.S. government ordered (via Homeland Security
Presidential Directive-5) the establishment, at the federal level, of

a National Incident Management System (NIMS) [4]. The NIMS prescribes
institutional response guidelines that help in establishing rule structures and
developing a normative environment with defined tasks regarding what
should be done during a response. Howitt and Leonard [6] point out that while 
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NIMS does include a unified approach to incident
management and incorporates standard command
and management structures and aids coordination,
it has certain limitations. For example, NIMS is a
technical system that can function effectively when
its goals in a particular situation are consistent,
clearly prioritized and
coherent. However, when
situations present com-
plex value conflicts or
trade-offs, NIMS lacks
the ability to make polit-
ically legitimate deci-
sions and to mobilize
public support for sub-
sequent action [6].

Effective coordination
is an essential ingredient
for ERM. The coordina-
tion of emergency
response is demanding as
it involves requirements
typical of an emergency
situation that include, for
example, high uncer-
tainty and necessity for
rapid decision making
and response under tem-
poral and resource con-
straints. Yet, the available
literature on coordina-
tion issues relating to
ERM consists largely of
practitioner articles, gov-
ernmental reports, and
testimonies to Congress. Academic research in this
area, other than [2, 3, 8, 11], is scarce. Given the
importance of ERM coordination, this area needs to
be studied in greater detail. In this article, we propose
a framework to analyze emergency response coordi-
nation patterns, based primarily on semi-structured
interviews with 32 emergency response personnel,
including town, city, county, and state emergency
managers and Federal Emergency Management
Agency (FEMA) coordinators. We also illustrate the
usefulness of the framework by applying it to an
actual incident.

COORDINATION IN ERM
The coordination of emergency response is chal-
lenging because it involves factoring in exigencies
typical of an emergency situation such as great
uncertainty; sudden and unexpected events; the risk
of possible mass casualty; high amounts of time

pressure and urgency; severe resource shortages;
large-scale impact and damage; and the disruption
of infrastructure support necessary for coordination
like electricity, telecommunications, and transporta-
tion. This is complicated by factors such as infra-
structure interdependencies; multi-authority and

massive personal involve-
ment; conflict of interest;
and the high demand for
timely information.
Table 1 elaborates some
of these issues based on
our conversations with
emergency responders. 

LIFE CYCLE APPROACH
A life cycle approach pro-
vides a broad and system-
atic view of the activities
relating to emergency
response management
[12]. Therefore, the
framework we suggest is
adapted to each of the
stages in the life cycle.
The management of
emergency response can
be visualized in terms of
three distinct sets of activ-
ities on the time line con-
tinuum [4]. These include
actions taken prior to an
incident (typically con-
cerning preparedness
issues such as planning
and training), during the
incident, and after the
incident. The cycle is

completed when de-briefing has occurred and the
lessons learned are framed as actionable items
designed to affect future preparedness. Many of the
core elements of ERM coordination (such as activi-
ties, coordination objects, and constraints) differ from
stage to stage [12]. Cultural, political, regulatory, and
infrastructural (civil structures, people, process, and
technology) issues all have an impact on coordination
patterns and outcomes. In Figure 1, we present the
schema of the framework we developed, which repre-
sents not only a development of the work presented
by Raghu et al. [9], but also a context modification of
that work. The framework considers five basic ele-
ments that are applied to each stage of the life cycle: 

• Task flow: tasks and interdependent relationships;

Challenges Coordination Support Activities

High uncertainty, 
sudden and 
unexpected events

Risk and possible 
mass casualty

Increased time 
pressure 
and urgency

Severe resource 
shortage

Large-scale impact 
and damage

Disruption of 
infrastructure 
support

Multi-authority 
and massive 
people 
involvement

Conflict of 
Interest

High demand 
for timely 
information

- Real-time monitoring and timely alert notification for situation awareness
- Improvisation and rapid adaptation of predefined plans to the scenario
- Periodic evaluation and update on existing coordination practices

- Threat, vulnerability, and risk assessment and countermeasure
- Risk-sharing policy among parties involved 
- Operational sustainability management

- Repository of related plans, procedures, policies
- Knowledge base and network of internal and external experts
- Efficient information and intelligence mining; knowledge elicitation
- Decision support technologies
- Psychological fortitude to deal with effect and behavior

- Policies (such as priority list and access control) for resource use and 
  requisition
- Logistic management and resource-sharing network across local, 
  national, and international levels 
- Self-equipped response teams
- Law and order, price control mechanism management

- Joint effort of governmental, public, and private sectors across local, 
  national, and international boundaries
- Broad information-, intelligence-, and resource-sharing networks
- An integrated public communication network to inform, guide, and 
  reassure the general public

- Protection of critical infrastructures
- Performance monitoring of built structures
- Planning for infrastructure interdependencies such as proximity of foliage 
  and civil infrastructure
- Control of infrastructure redundancy
- Management of alternative infrastructures

- Unified response command for coordination
- Establishment of role structures with corresponding authority, 
  responsibility, and accountability
- Management of power and regulation conflict
- Exercise of leadership and norms
- Communication operability and interoperability

- Understand the political, ethnic, economic, and environmental impact
- Shared vision and alignment of core interests
- Reconcile the objectives of various involved parties in a politically 
  sensitive and emotionally charged environment
- Shared vision of priority among responders and the public

- Information gathering and provisioning
- Information fusion and validation
- Information exploitation and dissemination

Table 1. ERM coordination 
at a glance.
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Pre-incident Phase Coordination Issues

Task Flow

Resource

Information

Decision

Responder

Standard operating procedure development, 
planning for task flow dependencies, and so forth 

Local and external resource management (such 
as critical infrastructure utilization in neighboring 
counties, contra-flow of traffic, public hospital 
utilization), request schemes, and so forth

Risk assessment (for example, chemical plants 
close to nursing homes), information on 
performance of civil infrastructures, information 
exchange, communication connectivity, risk 
assessment for engineered and built infrastructure, 
obtain information on tightly coupled 
infrastructure interdependencies, and so forth

Decision structure development

Developing an organizational structure 
among relevant responder groups to create 
a scalable organization maintaining span of 
control, and so forth

Coordination Goals

Exact mapping from objectives to action-
oriented checklist, task-sub task, goal 
decomposition for efficient implementation

Prioritizing, resource readiness management, 
establishment of acquisition mechanisms for 
external resource

Integrated and interoperable communication 
for agencies and communities, standardized 
communication instructions and report 
formats

Establishment of clear decision roles, 
compatible decision rules

Clear individual authority, responsibility and 
accountability; ensure that responders know 
and understand their role within the Unified 
Incident Command System (ICS) structure 
(also ensure there will be no turf disputes 
among responders)

Coordination Mechanisms and Support

During Incident Phase Coordination Issues Coordination Goals Coordination Mechanisms and Support

Operation routine, task synchronization, task sequencing, 
training, exercise (table-top or drills)

Resource deployment and usage priority schemes, 
guidelines, resource standardization, mutual aid, donor 
assistance, inventorying

Communication protocols, data vocabulary, and message 
standards, communication operational guidelines, public 
alert systems

Guidelines, protocols, knowledge sharing, community 
of practice (COP) structuring

Guidelines, protocols, team meetings, mutual adjustment 
mechanism (for example, liaisons), training with the ICS 
structure, build familiarity and working relationships with 
local, state, and federal partners, building structure to 
address mental welfare of first and second responders 
such as social organizations and so forth

Detailed task assignment, task scheduling, and 
so forth

Resources utilization, reallocation, tactical 
use, and so forth

Direct information exchange between 
responders as well as with EOC

Decision-making speed for rapid 
intervention and prevention

Responder relationship, group dynamics, 
groupthink

Design and management of entire response 
activity, addressing task flow dependencies 
at macro-level, addressing scheduling of external 
activities, and so forth

Local and external resource utilization, 
staging of logistics, and so forth

Global information utilization

Decision-making quality

Multi-agency conflicts arising out of cultural 
differences, responder welfare issues, 
management of liaison with media, politically 
sensitive issues, providing clarity on legal 
matters, and so forth

Task Flow

Resource

Information

Decision

Responder

Task Flow

Resource

Information

Decision

Responder

Mini-
Second
Coordination 
Cycle

(Reactive)

Many-
Second 
Coordination 
Cycle

(Proactive, 
More 
Reflective)

Note:
Including the 
interactions 
between mini- 
and many- 
second 
coordination 
cycles

Fit between task requirement and personnel 
expertise, smooth functioning of task flow, 
no conflicts, overlap, or duplication of efforts

Efficient resource sharing among personnel, 
efficient resource positioning and utilization

Good communication between responder 
groups, timely information flow

Efficient decision making in terms of time 
and loss of life and property; ensure proper 
rest and mental stability of first responders

High team spirit, ensuring trusting 
relationships in the completion of tasks

Achievement of overarching response 
objectives, integration of local and external 
activities (State, Federal, NPO, private, 
public agencies)

Efficient acquisition of external resource and 
optimized allocation of available resource

Integrated and improved information, global 
operational picture, complete situational 
awareness

Ensuring proper decisions dependent on 
global picture and strategic needs, changing 
decisions based on developing needs

Compatible goals, policies, interest, address 
jurisdictional policy difference (for example, 
cross-border issues to deal with the sick 
and infected); quarantine extensions in 
neighboring counties in case of a pandemic 
disaster, regional resource coordination to deal 
with surge in public health systems, and so forth

Routines, schedules, synchronization, notification, 
sequencing, tracking

Priority order (need based)

Face-to-face communication, information-forwarding 
mechanisms, interoperability standards (for example, 
EDXL) and devices (for example, 800Mhz), ensure 
communication despite the failure of technology

Decision role delegation, reliance on protocol, support 
for decentralized decision making, provide training, make 
mental health practitioners available to first responders 
on site if possible to avoid PTSD

Coordinated pre-incident exercise, open interpersonal 
communication

Goal selection, task decomposition, plug-and-play 
teaming

Plan of mutual aid, donor assistance, resource typing, 
inventorying, requesting, procuring, tracking, priority, 
and reallocation

Multi-source information acquisition, centralized 
information analysis, secure “publish/subscribe tools” 
and public collaborative sharing for information 
collection and  distribution based on social networking 
(for example, MS Groove)

 Knowledge sharing, protocol breaking, joint sense-
making, epistemic contestation, COP structuring

Team meetings, mutual adjustment, cross-boundary 
intervention, risk sharing, resolve turf disputes 
among responders as necessary

Recovery Phase Coordination Issues Coordination Goals Coordination Mechanisms and Support

Response and recovery planning to return region 
to normalcy as soon as possible (for example,  
debris removal, restoration of utilities)

Local and external resource management

Publication of information that has been 
collected about recovery, information on pricing 
for award of contract for post-disaster activities

Address contracts for debris clean-up, aid 
decision making with county officials to arrive at 
consensus about financial costs relating to 
recovery, and so forth

Agency debriefing and evaluation, addressing 
first and second responders long-term issues 

Task Flow

Resource

Information

Decision

Responder

Achievement of overarching recovery 
objectives, integration of local and external 
activities

Efficient acquisition and distribution of resources, 
fast demobilization, quick maintenance

Consistent information content, timely 
distribution of public information and education 
to reduce public fear and build confidence, 
building community spirit, and so forth

Strategic decision (short- and long-term) in terms 
of outcome, restoration of normalcy, removing 
constraints such as residency and driving bans, 
and so forth

Free discussion, healthy relationship

Goal selection, task decomposition, plug-and-play 
teaming, operation routine, task synchronization, 
task sequencing

Resource deployment priority, guidelines, resource 
standardization, mutual aid, donor assistance, 
replenishment

Centralized information publishing, joint network of 
public and private media

Priority, guidelines, protocols, knowledge sharing

Facilitator, boundary-spanner, guidelines, protocols, 
team meetings, mutual adjustment

Table 2. Emergency coordination phases.
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• Resource: resource utilization management and
dependencies;

• Information: task-critical information collection,
analysis, and distribution;

• Decision: decision roles, rules, and structures; and
• Responder: relationships, team-think, group

dynamics (such as culture), organizational
dynamics, and so forth.

This framework con-
ceptualizes the “during-
incident” response stage
as comprising two dis-
tinct coordination pat-
terns: On-site response
coordination (Mini-Sec-
ond Cycle) and Remote
response coordination (Many-Second Cycle). 

COORDINATION LIFE CYCLE
Here, we discuss coordination patterns along the
entire coordination life cycle, based on our proposed
framework.

Coordination in Pre-Incident Response. Pre-event
coordination establishes the level of operational capac-
ity and overall readiness for resilience during emer-
gency response. A typical
disaster includes several
invariants, defined as
those factors that remain
unaffected by the chang-
ing conditions of the
emergency, such as: cre-
ating emergency shelters
in appropriate places;
dealing with a surge in
hospital admissions;
working with degraded
capacities; maintaining law and order; arranging evac-
uation across geographic boundaries; and other fac-
tors. These issues are addressed during coordinated
planning and training exercises involving the stake-
holders and results in the development of Standard
Operating Procedures (SOP). Planning also addresses
issues such as setting up contractual agreements with
business entities for providing supplies during an inci-
dent and creating infrastructure to deal with first and
second responder issues (including effect and behav-
ior). During major emergencies, the limits of local
capability are soon reached and multiple agencies are
involved in supporting additional response efforts.
This typically requires both spatial and temporal
coordination with organizations and personnel who
follow different norms and practices. Training and

exercise help in establishing necessary understanding
between different players (whether from the same
agency or from different ones) and catalyzes smoother
interaction between them during an actual incident.
Setting up such training activities and table–top exer-
cises also requires coordination. Therefore, coordina-
tion is a key issue in pre-incident activities. Table 2
includes the application of the framework to pre-inci-

dent activities.
Coordination During

Incident Response.
Coordination during an
incident impacts both
short-term and long-term
outcomes. A plan-based
approach to emergency
response relies heavily on
pre-incident preparedness
and this sometimes leads

to response inflexibility in the face of unexpected events.
Variants in a disaster originate from hazard uncertainty;
uncertainty as to the course of incident development;
informational uncertainty; task flow uncertainty
(whether sequential, consequential, or cascading); orga-
nizational structure uncertainty; and environmental
uncertainty. Uncertainties are managed by improvisa-

tions, prioritization, and
dynamic sourcing of capac-
ities from other communi-
ties and external agencies,
such as neighboring coun-
ties, state and federal agen-
cies [5]. The variant or
situation-dependent layers
of knowledge create a con-
text from which one can
then understand the Inci-
dent Commander’s intent.
These layers may indeed
serve as temporal agents
during mitigation.

To support fast response during complex incidents,
responders must make rapid coordination decisions,
which pose constraints on their capabilities to analyze
coordination problems and explore the solution
domain. Response to disasters can be viewed as consist-
ing of an onsite response coordinating entity and a
remote management entity such as an emergency oper-
ations center (EOC). Onsite response is usually reactive
and the time window for coordination is small. We
characterize this as the “Mini-Second Coordination
Cycle.” It is typically characterized by working with the
local picture stemming from the local scenario. 

Without a proper understanding of the global pic-
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Figure 2. Mini-second and 
many-second coordination
cycles.

Operational

Managerial

Interactions

Large Time Window (Many-Second)

           Higher Coordination Capacity

Small Time Window (Mini-Second) 

  Lower Coordination Capacity

Resource Task Flow

Information
Decision

Responder

Pre-Incident
Coordination

Facilitation

During Incident Coordination
(Mini- and Many-Second 

Coordination Cycles)

Post-Incident
Coordination

Figure 1. Emergency response
coordination life cycle. 
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During-Incident 
Phase

Example Coordination Issues

Task Flow

Resource

Information

Decision

Responder

Task Flow

Resource

Information

Decision

Responder

Mini-
Second
Coordination 
Cycle

Many- 
Second
Coordination 
Cycle

1 James Guy (Ex-Fire Chief and now Chief of Environmental Affairs at the State University of New York at Buffalo) and Dave Humbert (Fire Chief – North Bailey,  Amherst,  New York) provided 
  valuable insight into the Baltimore train derailment incident.

Interior fire attack operations on the 
fire in the tunnel, support operations 
dealing with water supply, security, 
medical services, and so forth

Resources utilization of personnel, 
heavy and light rescue equipment, 
water supply, and communication 
frequency from Baltimore City Fire 
Department, City Police Department, 
City Emergency Management, Baltimore 
County Fire Department

Communication between the IC, the fire 
attack teams and the supportive teams 
(such as police, EMS, and Haz-Mat)

Decision making for ground operations 
such as immediate fire suppression and 
containment

Responders and helpers learn to 
work together

Supervise and support the ongoing 
tunnel firefighting and public welfare

Management of additional response re-
sources from the City of Baltimore 
Department of Public Works (DPW); from 
the Representatives of the South Baltimore 
Industrial Mutual Aid Plan, CSX Transport-
ation, the Maryland Department of 
Environment; the National Transportation 
Safety Board and the U.S. Coast Guard

Global information collection, analysis, 
and dissemination

Effectiveness of the action plans 
(response progress and resources 
capability), develop a strategic response 
with critical stakeholders involved 
(such as city management) to control 
and limit the damage to property, the 
environment and the welfare of the 
citizens of Baltimore

Management of relationship with 
the external agencies

Example Coordination Goals

Task division and scheduling such as:
- Interior attack teams laid hose lines and entered the hazard area to find 
  and extinguish the fire
- During the interior attacks, the “second in” engines functioned as water 
  supply to support interior attacks
- The police secured and blocked the surrounding area and ensured that 
  only the response resources went through
- While the 5”-diameter hose was lowered into the tunnel through the 
  manhole, firefighters entered the tunnel and attached their hose lines to 
  the 5”-water supply and started firefighting
- Individual cars from the end of the train were removed to enable 
  firefighters to attack the fires in the other cars

Efficient and effective use of resources 
- Allocation of a specific radio frequency for ground operations, 
  maintenance, and management functions
- Allocation of water resource, supplied through a 5” water supply 
  manifold through a manhole among interior attack teams
- Efficient use (distribution and refill) of personal protective equipment 
  such as Self Contained Breathing Apparatus (SCBA) among firefighter 
  shifts who entered the tunnel
- Efficient use of rehabilitation services, provided by EMS, for the firefighters
- Allocation of crews (engines, trucks, and battalions) among the Camden 
  sector (north end), Mt. Royal sector (south end), and Tower sector

Real-time information exchange among the interior attack teams for safety 
awareness and assistance, fast information sharing between the interior 
attack teams and incident commander for situation report

Effective interpretation of operational challenges (sizing up the situation 
and making resource assessment) to develop rapid intervention schemes 
with appropriate level of personal and operational safety

Confident and trustful relationships among the responders and among the 
helpers, clear accountability, accurate expectations of team members’ 
actions and capabilities

Timely and necessary operation interventions to ensure the personal safety 
(responders and the public) and task progress of the entire response effort
- Appropriate interruptions of the attack on the fire to avoid both exposure 
  to risks and waste of resource
- During the response, the U.S. Coast Guard deployed a series of floating 
  booms to protect the Inner Harbor against contamination and potential 
  hazardous runoff from the derailment site
- While fire was occurring, citizens of Mount Royal Station were offered the 
  choice to leave for the “shelter-in-place”

Efficient acquisition of additional resources
- Apply mutual aid resources to support fire scene operations and stand-by 
  services in event of additional alarm calls
- Allocating and maintaining the resource staging area for rapid distribution 
  and demobilization of resources

Efficient management of task-critical information among stakeholders
- The on-site command team kept in close contact with the CSX 
  Transportation companies for train- and cargo-related information
- Hazard analyses of smoke, air, and water were quickly delivered to the 
  on-site command team from the Maryland Department of Environment 
  (MDE), U.S. Environmental Protection Agency (EPA), U.S. Coast Guard and 
  CSX contractor continually during the response process
- Public announcements (including civil defense sirens) were made over radio 
  and television to alert citizens and to initiate a “shelter-in-place” advisory

Effective evaluation of the response situation and timely transitions of 
overall response strategies for higher effectiveness
- From initial aggressive attacks (initial direct attacks through both ends of 
  the tunnel) to passive attack (waiting for the fire to burn out) to defensive 
  attack (by taking advantage of the rupture of the water main) to aggressive 
  attack (attack through manhole on the street)
- With the reported water main rupture on the street right above the 
  tunnel, the on-site management team negotiated with the Baltimore DPW 
  to keep the water flowing from the ruptured water main into the tunnel 
  for two hours. This decision effectively cooled the tunnel and prevented a 
  Boiling Liquid Expanding Vapor Explosion.

The on-site management team placed confidence on the information 
provided by the MDE, Coast Guard, CSX contractor, EPA while issuing 
orders to the interior fire teams. The onsite management team and the city 
management trusted each other to utilize the water breakout for 
firefighting at the cost of massive impact on the city’s water supply and risk 
of necessitating reconfigurations of the city water systems.

Example Coordination 
Mechanisms and Support

Standard Operation Procedure 
(SOP), tasks assignments were 
made and assumed as pre-
determined plans with minimal 
specific direction

Resources were deployed as per 
predetermined plans, and priority-
based cause-effect analysis

Baltimore Fire Department 800MHz 
radio systems, hand signals, narratives

Incident priorities (life safety, property 
conservation and extinguishment), Standard 
Operation Procedures (SOP), Haz-Mat 
precautions (flame and chemical contact 
protection, supplied air respiration, the 
hazards of Boiling Liquid Expanding Vapor 
Explosion), building safety guidance (in the 
face of weakening structural integrity of the 
tunnel and immediate surrounding areas)

The opportunity of response partners to 
exercise together in pre-incident training and
drills, to instill personal and team confidence

Goal selection, task decomposition, 
plug-and-play teaming, coordination 
by expertise

Need-based request (multiple alarm 
calls), plan of mutual aid

Computer Aided Dispatch (CAD) 
system, Baltimore City 
Communication Center, dispatch 
service, public and private networks

Protocol breaking, joint decision 
making, cost-benefit analysis

Working experience with related 
agencies through training; develop 
strong partnership with agencies 
responsible for responding to incidents; 
institute predefined plans

Table 3. Application of framework to CSX train derailment and tunnel fire incident, Baltimore, Maryland, 2001. 
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ture, actions are motivated as a reaction to incidents
from the immediate scene. Good coordination in civil-
ian structures is better motivated by fostering common
understanding and this is accomplished by creating a
common operating global view that lays out the com-
mander’s intent and strategies. Efficient communication
is an essential ingredient in the development and spread
of common understanding and buy-in. A supervisory
structure such as EOC deals with more strategic issues
and works with a global picture, leveraging external
resources to help on-site response. The actions of the
EOC emanate based on a more reflective and proactive
posture and the EOC commanders typically operate
with a large time window. We have therefore classified
such coordination efforts as “Many-Second Coordina-
tion Cycle.” This concept (see Figure 2) is an adaptation
from the work by Lewandowski et al. [7] in the area of
survivable autonomic response architecture. 

The concepts of mini-second and many-second
coordination cycle relate to distinct coordination tasks
(operation- vs. managerial-level); constraints (small vs.
large time window, information/intelligence and capa-
bility); and outcome quality (poor vs. good). Mini-sec-
ond coordination addresses immediate response
coordination needs while many-second coordination
oversees and supports the former, for instance with
resources and information.

This division of coordination tasks and responsibility
allows better matches between coordinator expertise
and task requirements [1, 10]. Frontline response teams
are trained to excel on domain-specific tasks (like fire-
fighting and rescue) and the coordination of these tasks.
Remote commanders focus on global issues such as
inter-agency coordination, overall logistics, and regula-
tion compliance.

Coordination in Post-Incident Response. Effective
response and recovery is vital to the economic health of
the affected region and also to the mental health of its
citizens. Recovery focuses on the return to normalcy of
the impacted region and people. It is also a phase for
debriefing and pondering the details of the response

effected, to learn from the incident so as to positively
impact the building of resiliency to better deal with
future incidents. It is also a time to replenish the con-
sumable supplies and to return the response capacity
back to readiness against new incidents in the future.
Unless properly coordinated, the recovery may intro-
duce new “disasters” for the incident victims and tan-
gibly impact the budget.

Framework. In Table 2, we present a framework to
analyze the coordination effort for managing response
to an emergency. We apply the framework to all the
three phases of the emergency life cycle.

APPLICATION OF FRAMEWORK
Here, we demonstrate the real-world application of
the coordination framework presented in the previ-
ous section to the “during incident” management of
an actual incident.

At 3:07 P.M. on Wednesday, July 18, 2001, a CSX
Transportation train derailed in the Howard Street
Tunnel under the streets of downtown Baltimore,
MD (see www.usfa.dhs.gov/downloads/pdf/publi-
cations/tr-140.pdf ). The train was carrying a variety
of freight and hazardous materials, with three loco-
motives pulling 60 cars. Complicating the scenario
was the subsequent rupture of a 40-inch water main
that ran directly above the tunnel. The flooding
hampered extinguishing efforts, caused several city
streets to collapse, knocked out electricity to approx-
imately 1,200 customers, and flooded nearby build-
ings. The derailment also interrupted a major
communications line associated with the Internet
and an MCI fiber-optic telephone cable. 

During the two-day response, five alarms were
requested with 17 engines, eight trucks, and three
battalions, in addition to the HazMat, EMS, and res-
cue teams; 150 firefighters were on the scene, work-
ing to extinguish the fire. The fire-extinguishing
operations were performed from both ends of the
tunnel as well as through manholes located at
Howard and Lombard Streets. The city of Baltimore
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To support fast response during complex incidents, responders must 
make rapid coordination decisions, which pose constraints on their capabilities to 

analyze coordination problems and explore the solution domain.
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activated the civil defense sirens at 5:45 P.M. to warn
citizens of impending danger from the fire and haz-
ardous materials. On the night of the derailment, city
officials closed entrances to the city from all major
highways and cancelled major public events.

NIMS suggests that the Incident Command Post
(ICP) perform an EOC-like function in small-scale
incidents [4]. In this response, the on-site manage-
ment teams assumed the overall management support
and supervision role (the many-second coordination
cycle) and the individual divisions responded at the
operational level (the mini-second coordination
cycle). Table 3 shows the application of our frame-
work to this real incident. 

CONCLUSION
Coordination in the context of emergency response
is an understudied research issue. It is an important
problem, as it impacts life and property in the
affected area. We have proposed a framework to ana-
lyze coordination patterns along the emergency
response life cycle. This framework may be further
utilized by researchers and practitioners to: depict
emergency coordination practices along focal
dimensions elaborated in the framework; under-
stand the overarching requirements for coordination
design and implementation; and identify coordina-
tion ineffectiveness and analyze the alternatives for
optimal solutions. This article has also applied the
framework to a real-life emergency incident as a
proof of concept of its relevance and usability. The
case application demonstrates not only the applica-
bility of the framework during disasters but also
serves as a reminder template of the number of
things to consider while countering emergencies and
disasters.

It is important to point out that a number of new
technologies have emerged in recent years to enable
better emergency response coordination. Example
solutions include wireless mesh networks (CalMesh;
calmesh.calit2.net), sensor networks (ASPECT;
www.epa.gov/naturalevents/flyinglab.htm), knowledge
management systems (RKBP; www.rkb.mipt.org), geo-
graphic information systems (CATS; cats.saic.com),
communication standards (CAP; www.incident.com/
cap), incident forecast and analysis programs (SLOSH;
www.fema.gov/plan/prevent/nhp/ slosh_link.shtm),
peer-to-peer communication platforms (Microsoft
Groove; www.groove.net), collaborative work systems
(E-Team; www.eteam.com), and command and con-
trol systems (DisasterLAN; www.disasterlan.com).
These technology elements address parts of the puzzle
and have to be leveraged to improve coordination.
However, the discussion of these technologies in the

context of emergency response management and
coordination systems is beyond the scope of this arti-
cle will be taken up in future research.   
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Using aspect-oriented techniques to construct 
high-quality multi-agent systems. 

COMMUNICATIONS OF THE ACM May  2008/Vol. 51, No. 5 75

T
he recent advances in network-based software applications
and the advent of ubiquitous computing are pushing 
us inevitably toward a world of

autonomous software architectures. This trend
has spurred the revitalization of agent technol-
ogy as a complement to the object paradigm
for a variety of modern application domains,

including e-commerce, software development environments, and
personal assistants. There is explicit evidence indicating the pene-

tration of software agents is also high for systems used in military and govern-
ment contexts [2, 8]. Agents, like objects, provide services to their clients, but
are recognizably different from objects as seen from an architectural point of
view [3, 5, 8]. Unlike objects, an agent is an autonomous entity that takes the
initiative to achieve system goals and represent software users [2, 3].  

BY ALESSANDRO GARCIA 
AND CARLOS LUCENA

TAMING Heterogeneous 
Agent ARCHITECTURES
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A
s a result, architects of software
agents are faced with basic con-
cerns, such as the agent services that
are made available to the clients,
and a number of additional con-
cerns on top of the basic concerns.

The internal architecture of a single agent encom-
passes multiple properties, including autonomy, inter-
action, adaptation, collaboration, learning, and
mobility. Hence, architects of agent-based systems are
also concerned with issues such as making an agent
interact appropriately, handling the agent’s adaptive
behavior, structuring the agent’s autonomous behav-
ior, designing the agent roles and protocols for inter-
agent collaboration purposes, and incorporating
learning mechanisms into the agent’s structure in a
modular manner. 

Not surprisingly, separation of concerns is at the
core of the development of agent-based software sys-
tems [5, 12]. The reuse and maintenance of agent ele-
ments depend largely on the ability of used
architectural abstractions to support the separate han-
dling of agent-specific concerns since an early state of
design. The applied architectural styles must enable
the modularization of each agent concern and their
proper composition, so that the achieved segregation
significantly limits the impact of a change and
improves the chances for architecture reuse in other
software projects. This separation of concerns needs to
be guaranteed throughout the different development
phases, especially from the architectural to the imple-
mentation phase. The architectural separation will be
lost if the implementation abstractions are not able to
preserve it. In fact, the sole use of existing well-known
agent platforms, such as JADE and JACK [12], do not
provide advanced mechanisms to achieve separation of
concerns, which are restricted to exploit the object-ori-
ented composition and decomposition mechanisms
[5]. On the other hand, even though such advanced
implementation mechanisms are delivered, the bene-
fits of separation of agent concerns would be hindered
if existing architectural abstractions do not allow the
achievement of proper system modularization from
the design outset. 

HETEROGENEITY IN AGENT ARCHITECTURES
Although separation of concerns is critical to archi-
tects of agent-based software, it is often difficult to
achieve in realistic systems for several reasons. First,
these systems typically encompass heterogeneous
types of agents [2]. The internal architecture of dis-
tinct agent types differs widely from each other since
they incorporate distinct properties [8]. Second,
each property is orthogonal and interacts with the
agent’s basic functionality and often with other
agent properties. These properties typically crosscut
several modules of an agent architecture, indepen-
dently from the adopted internal model, such as the
constraint-oriented model or the BDI (Belief-
Desire-Intention) model [10], and from the agent’s
cognitive level, such as reactive agents, deliberative
agents, or even hybrid agents. Third, these crosscut-
ting agent-specific concerns are related in dramati-
cally different ways that depend on the agents’ types
and the application requirements [6]. For example,
in a given agent-based application, the mobility
behavior of an agent may only directly affect the
basic functionality of the agent, while it may also
crosscut the collaboration and interaction concerns
in a second application.

As a consequence, agent-based applications require
an architectural approach that is flexible enough to
support adjustable composition of agent concerns and
the construction of heterogeneous agent architectures
according to the application demands. This flexibility
requirement is even more stringent in open agent-
based systems due to their adaptive and open nature.
In these contexts, the agent architecture needs to be
modular enough to support the dynamic reconfigura-
tion of its internal elements. For example, roles poten-
tially need to be changed as the agent moves to new
environments. The degree of autonomy and the learn-
ing strategies may also need to be adapted or disabled
according to the dynamic execution contexts. While
part of the system-level reconfiguration facilities are
typically provided by specific middleware implemen-
tations, many of the agent concerns and their compo-
sition are essentially application-dependent. Software
architects need to prepare and conceive at the design

Agent-based applications require an architectural approach that is flexible 
enough to support adjustable composition of agent concerns and the construction of 

heterogeneous agent architectures according to the application demands.
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outset modular agent architectures in order to cope
with these heterogeneity issues.   

SHORTCOMINGS OF CLASSICAL AGENT 
ARCHITECTURES
Agent-oriented software engineering has been stud-
ied from different perspectives, including agent-ori-
ented methodologies and languages for higher-level
development phases, conceptual
modeling, and implementation
frameworks [2, 3]. Although sepa-
ration of concerns is widely recog-
nized as crucial to the development
of maintainable multi-agent soft-
ware [5, 6, 12], existing approaches
do not scale up to support the sep-
aration of agent properties 
in heterogeneous architectures.
Developers must rely on traditional
architectural patterns, such as the
Mediator pattern [4] and the Lay-
ers pattern [4], in order to build
their systems. As illustrated in Fig-
ure 1, these solutions define archi-
tectural abstractions, such as
mediators and layers, and composi-
tion rules to support the isolation
of agent concerns and their further
composition.

However, these solutions impose
rigid connections on the architec-
tural components, which make the
construction of heterogeneous agent
types difficult and not scalable to
cope with the complexity of multiple
interactive agent concerns. These
existing architectural proposals are
applicable to simple agent architec-
tures and with few agenthood prop-
erties. The constraints on the
composition rules imposed by those
solutions do not scale up to master the intrinsic cross-
cutting character of agent properties in heterogeneous
contexts. Figure 1 illustrates this problem in terms of a
layered agent architecture (Figure 1a) and a mediator-
based agent architecture (Figure 1b), represented with
a simplified UML notation.

The layered architecture imposes a bidirectional
communication only between adjacent layers; that is,
the architectural components of a software agent. In
order to make proper internal decisions and adapt the
agent knowledge accordingly, the autonomy and adap-
tation components must be aware of received messages
and external stimulus coming from the surrounding

environment. As illustrated in Figure 1a, this require-
ment forces the software architects to add interaction-
related interfaces into the other layers so that the
autonomy and adaptation components have access to
the perceived stimulus and messages. As a result, the
interaction concern (represented in blue) crosscuts the
modularity of the kernel and adaptation components.

The situation is not different in the mediator-based

solution. This architectural style requires all the inter-
component communications being intermediated by a
central component, which is also in charge of encap-
sulating the agent’s basic functionality. As illustrated in
Figure 1b, this architectural approach also fails to iso-
late the interaction concern and leads to the intermin-
gling of the agent kernel functionality and the
message-processing functionality. Note that a similar
problem occurs with the mobility concern as the com-
munication with the autonomy component needs to
be settled by the agent kernel. Hence, the inability of
traditional architectural styles and respective composi-
tion rules in capturing the crosscutting feature of agent
concerns in heterogeneous architectures leads to sev-
eral negative consequences, such as architectural tan-
gling and bloated interfaces, which are described in
detail in the table here.  
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Architectural 
Problem

Description

Architectural 
scattering 

Architectural 
tangling

Hindering of 
modular 
reasoning

High architectural 
coupling and low 
cohesion 

Architectural 
interface 
bloat

Poor traceability 
from requirements 
to architecture

Poor modularization 
of design decisions 
and rationale

Inflexible design

Limited evolvability 
and maintainability

The occurrence of architectural elements, such as interfaces, that belong to one agent 
concern in architectural components encapsulating other agent concerns. For example, 
the interaction-related interfaces are scattered over the agent architectures in Figure 1. 

The mix of multiple agent concerns together in the same module. For instance, 
tangling is evident in the agent kernel of Figures 1a and 1b as both are implementing 
interfaces associated with different agent concerns.

The inability of the architect being able to reason and make decisions about an agent 
architecture’s module while looking only at its functionality and its interfaces. For 
example, the architects treating the collaboration and interaction concerns in Figure 1a 
need to consult the definitions and interfaces of other modules, leading to an 
expanded or global reasoning rather than a modular reasoning.

The presence of an overly strong connection between architecture components (high 
coupling), and the lack of closeness between the internal functionalities and interfaces of 
a specific component (low cohesion).  In Figure 1b, for example, the system coupling is 
increased, and the cohesion of each component (for example, the Kernel) is decreased.

The evidence of complexity increase in the component interfaces.  For example, the 
number of interfaces of several components in Figures 1a and 1b is augmented due to 
the crosscutting nature of the interaction concern.   

The inability of directly mapping in the architecture description the separation of agent 
concerns achieved in the requirements description. For example, the mobility-specific 
requirement cannot be directly traced to the Mobility component (Figure 1b) as it also 
affects the boundaries of the Kernel component.  

The incapacity of the architectural decisions and rationale associated with one agent 
concern being documented in a localized manner. The rationale and design decisions 
related to the interaction concern are typically tangled and scattered over the archi-
tecture artifacts in the same way as interaction-specific interfaces and functionalities. 

The rigidness in the composition rules to support alternative compositions between 
agent components in order to smoothly produce heterogeneous architectures.  This 
inflexibility is visible both in the mediator and layered solutions.

The adversities associated with including, changing, or removing the design elements 
associated with an agent crosscutting concern as they crosscut several architectural 
components. For instance, this problem would occur recurrently in changing or replacing 
the collaboration and interaction components in Figure 1a.  In fact, in a previous study 
[6] we have observed a poor stability of a typical mediator-based agent architecture 
implementation in the presence of maintenance and evolution scenarios. 

Shortcomings of
existing architectural

styles.
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SPREADING THE CROSSCUTTING TO 
SUBSEQUENT ARTIFACTS
The problems associated with heterogeneous agent
architectures are typically disseminated from the
agent architecture specifications to artifacts gener-
ated later in the software life cycle. Hence, the cross-
cutting of agent concerns is inevitably spanned over
the resulting artifacts in the
detailed design level and imple-
mentation. It does not matter
what kind of decomposition and
abstractions the agent-based
software developers are relying
on; the problem is the same if
you are using an agent-oriented
design language [2], or an OO
modeling language, such as
UML.

For example, the architectural
abstractions and composition
rules are not directly supported in
OO design and programming
languages. They are not aligned
with the composition and decom-
position mechanisms of the object
paradigm, which makes it diffi-
cult to handle the heterogeneous
agent types in a single system [6].
For instance, the inheritance
mechanism usually leads to large
inheritance trees with replication
of code and an explosion of the
number of classes [5, 6, 12]. Even
in some simple agent architec-
tures, bringing them into the
detailed design and code also raises similar problems
(examples are shown in the table), such as scattering
and tangling. 

Figure 2a illustrates how the reification of heteroge-
neous agent architectures in the design tends to be
scattered over many classes of the system design. It
shows a partial representation of an agent-based sys-
tem [6] composed of three agent types, each with a
different internal architecture. Each set of classes, sur-
rounded by a gray rectangle, has the main purpose of
modularizing a specific agent concern, namely the
agents’ basic functionality and collaboration. The fig-
ure shows that agent-specific concerns crosscut the
classes implementing those surrounded classes, such as
“Information Agent” and “Role.” The use of OO
mechanisms breaks not only the class-level modularity,
but also the operation-level modularity. Figure 2b
shows the partial implementation of a searcher agent,
which consists of a class and respective operations with

a confusing tangle of lines of code for different con-
cerns. On the left, there is the code for a class as a non-
agent entity. On the right, there is an equivalent class
with code for implementing agent-specific concerns.
After analyzing the code on the right, it is clear that
such code has lost the functional encapsulation of the
non-agent version (left side). Moreover, it is a confus-

ing intermingling of lines of code for different agent
concerns, and the modularization of several agent-spe-
cific concerns is lost across the system classes.

ARCHITECTING SOFTWARE AGENTS WITH ASPECTS 
Aspect-oriented software development [9] is an
evolving paradigm to modularize concerns that
existing software engineering abstractions and
mechanisms are not able to capture explicitly. The
notion of aspects encourages modular descriptions
of complex software by providing support through
new composition mechanisms for cleanly separating
the system functionality from its crosscutting con-
cerns. However, existing aspect-oriented approaches
have not been explored in the context of heteroge-
neous agent architectures; they have focused on the
context of classical crosscutting concerns, such as
distribution [11], persistence [11], and design pat-
terns [7]. These concerns have been mostly studied
in an isolated way and from the implementation
point of view. 

Aspects and its new composition possibilities can be
exploited at the architectural level to capture the mul-
tiple interacting agent concerns that are difficult to
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modularize with existing architectural abstractions. An
aspect-oriented architectural style brings to the soft-
ware architects a new abstraction, the notion of archi-
tectural aspects, and new composition means for
handling each crosscutting agent concern as an indi-
vidual component at an early stage of design, as illus-
trated in Figure 3a. Each architectural aspect
modularizes a typical crosscutting agent property and
separates it from the agent kernel. The “aspectization”
of agent architectures allows the association of agent-
hood properties with the basic functionality in a way
that is transparent to the agent kernel. 

The key idea to enable adjustable compositions is
the notion of crosscutting interfaces, which are modu-

larity abstractions attached to the
architectural aspects. A crosscut-
ting interface is different from a
module interface in the sense that
the latter essentially provides ser-
vices to other components. Cross-
cutting interfaces provide services
to the system, but also specify
when and how an aspect affects
other architectural components.
Contrary to interfaces in tradi-
tional architecture styles, they
flexibly determine which external
components and interfaces the
architectural aspect of a software
agent will be connected. With
this dependency inversion, cross-
cutting interfaces overcome the
problems associated with the
rigidness implicit in traditional
architectural styles (see Figure 1).
Each agent’s architectural aspect
can be more flexibly composed
with the agent kernel and with
any agent aspects depending on
the requirements of a specific
agent architecture.

E
ach of the architec-
tural aspects is
related to more
than one compo-
nent, representing
the crosscutting

nature of agent properties in com-
plex architectures. An agent’s
architectural aspect can realize
more than one crosscutting inter-
face since it can crosscut multiple
agent components in different
ways. The interface of an architec-
tural aspect can crosscut the Ker-
nel component and other
architectural aspects. An aspect
interface crosscuts either the inter-
nals of an agent component or ele-

ments of other interfaces. The first case means the
architectural aspect affects the internal structure or
dynamic behavior of an agent component. The second
case means the aspect affects elements of an interface.

Instances of aspect-oriented agent architectures are
illustrated for a user agent (see Figure 3a) and an infor-
mation agent (see Figure 3b). Extensions of UML are
used to represent the architectural aspects (compo-
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(a) Scattering in design representation.

(b) Tangling in a class representing an agent.

Figure 2.
Heterogeneous 
agent architectures: 
Crosscutting the 
life-cycle artifacts.
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nents with diamonds on their top), crosscutting rela-
tionships (dotted arrow), and crosscutting interfaces
(small diamonds). Their partial non-aspect-oriented
detailed designs were represented in Figure 2a. The
user agent is prominently reactive, while the informa-
tion agent is a proactive entity. As a result, their archi-
tectures are very different. For example, the
component in charge of implementing the
autonomous behavior has different interfaces and rela-
tionships with each component in the agent architec-
ture. Reactive agents make decisions only as a matter
of deciding about external requests embedded in
incoming messages. Proactive agents also need to
inspect changes in their internal state and decide for
starting new actions by their own initiative indepen-
dently from requests from other agents and system
users. In other words, the autonomy component also
needs to observe events in the agent kernel and in the

agent roles (collaboration compo-
nent) in order to make decisions.

Figure 3 shows that the aspect-
oriented style easily supports both
architectural configurations. A par-
tial architectural design is shown and
some non-aspectual components,
such as the ones for agent knowledge
representation and message assem-
bling, are left out for simplicity pur-
poses. In the first case (Figure 3a),
the autonomy aspect does not have
an interface for enabling proactive
behavior. It has two crosscutting
interfaces that affect the kernel and
interaction components. In the sec-
ond case (Figure 3b), the autonomy
component includes a third cross-
cutting interface that supports the
observation of the agent kernel and
the collaboration component in
order to trigger the proactive behav-
ior of the information agent. The
architectures have other important
differences in their configurations
and compositions. For example, the
architecture of the information
agent also includes the mobility and
learning aspects and a third interface
to enable sensory behavior. More-
over, the adaptation aspect crosscuts
the sensory interface in order to
adapt as new environmentally rele-
vant events are sensed by the agent.

WHAT ARE OTHER BENEFITS?
The benefits of having new archi-
tectural design rules entailed by an
aspect-oriented style are not lim-
ited to improved composability of
agent architecture concerns. We

have noticed a number of other positive conse-
quences such as the ones discussed here. 

Modular Reasoning at the Architectural Level.
The aspectization of agent architectures supports
modular reasoning, since the architects are able to
more independently treat each agenthood property.
Different from other architectural styles, the agent
concerns are modularized and do not affect the defin-
itions and interfaces of multiple architectural modules.
The notion of crosscutting interfaces allows addressing
tangling- and scattering-related problems typically
found in the definition of heterogeneous agent archi-
tectures. As a result, software architects are able to
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(a) Aspect-oriented architecture of a user agent.

(b) Aspect-oriented architecture of an information agent.
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make decisions about an agent property while only
looking at its description and its interface with other
concerns. 

Smooth Transition in Software Life-Cycle Phases.
Aspect-oriented agent architectures are directly
mapped to implementation abstractions using well-
known aspect-oriented programming languages, such
as AspectJ [1]. AspectJ, which extends the Java pro-
gramming language, is the most popular aspect lan-
guage. Architectural aspects are decomposed into a set
of AspectJ aspects and classes. The crosscutting inter-
faces are realized as pointcuts, advice, and inter-type
declarations, because they define different ways an
aspect affects other design and implementation mod-
ules. Join points are well-defined points in the
dynamic execution of the system components. Exam-
ples of join points are method calls and method exe-
cutions. Pointcuts have a name and are collections of
join points. Advice is a special method-like construct
attached to pointcuts. Inter-type declarations intro-
duce attributes, methods, and interface implementa-
tion declarations into the components to which the
crosscutting interface is attached. We have imple-
mented an AspectJ framework that supports this
aspect-oriented architectural style at the implementa-
tion level [5]. It helps to guarantee a smooth transition
from the specification of heterogeneous agent architec-
tures to their detailed design and implementation. We
have also developed several other aspect-oriented tech-
niques to cope with agent aspects in different software
development phases in order to facilitate the traceabil-
ity of the software engineering artifacts.

Coping with Dynamic Adaptability and Cus-
tomizability. Architecting software agents with
improved separation of concerns is of paramount
importance in open, dynamic agent-based systems.
Dynamic reconfiguration of agent roles and collabora-
tion protocols are often required as the agents move to
different environments. In addition, with the growing
number of applications for pervasive computing, the
selection of learning and coordination strategies may
depend on the context in which the agent is being exe-
cuted. As such, agent architectures need to be designed
properly, and the dependency inversion gained with
aspect-oriented agent architectures is a key factor to
allow the agent adaptation and customization.

CONCLUSION
Numerous types of agent architectures are prevalent
[8] and must be developed in a way that meets the
stringent modern requirements of evolvability,
reusability, and dynamic reconfigurability. Existing
architectural styles are rigid by their very nature and
unable to cope with the crosscutting nature of agent

properties as well as the complexity of heterogeneous
agent architectures, which are often required in real-
istic modern systems. On the other hand, aspect-ori-
ented software development is gaining wide
attention both in research environments and in
industry as a paradigm to promote improved modu-
larity of complex software systems. The exploration
of aspect-oriented techniques clearly seems a promis-
ing step forward to allow the construction of more
flexible agent architectures and to foster enhanced
quality of realistic multi-agent systems. 
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Information technology, especially the Internet,
facilitates the production, distribution, and con-
sumption of products and services by increasingly
following the principle of “Give according to your
abilities, receive according to your needs,” or
GARN. Users contribute nonmonetary resources
(such as programming skills, computing power,
and network access) to a resource pool and draw
similar resources from it. All this is done in return
for no monetary reward, and giving or receiving
can be at a level of zero; that is, users receive with-
out giving or give without receiving. The GARN
phenomenon is manifest in at least four contexts: 

Software. Volunteer-based open-source software
(OSS) initiatives (such as Linux) where code is
created by volunteers and made available to the
public; 

Hardware. Organizational, interorganizational,
and organizational/private grid computing ini-
tiatives (such as SETI@home, setiath-
ome.berkeley.edu); 

Networks. Wireless access points for wireless
devices (primarily in urban areas); and 

Content. Asset-based content contribution (such
as P2P file-sharing systems) and knowledge-
based content contribution (such as Wikipedia). 

Software, hardware, computer networks, and online content all 
require mechanisms to prevent free riding, overuse of common resources, 
use of resources without consent, and blocking of resource access. 

TECHNOLOGY-FACILITATED

‘GIVE ACCORDING TO 
YOUR ABILITIES, RECEIVE 
ACCORDING TO 
YOUR NEEDS’ 

By Oded Nov and Bharat Rao 
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Here, we compare
these contexts using the
GARN prism, identify
the threats associated
with the GARN phe-
nomenon, and discuss
ways to counter the
threats. We provide a
unified framework to
phenomena that were previously viewed in isolation.
Our aim is to unravel the common thread among
Internet-facilitated contexts and consequently exam-
ine how lessons from one context may be used in oth-
ers. Before exploring specific GARN phenomena, we
turn to the economics literature and present several
types of goods, as they are useful in our analysis. 

Goods can be classified into four categories across
the dimensions of nonexcludability and nonrivalry
(see Table 1) [3]. For example, it is difficult to prevent
nonexcludable goods (such as public parks) from
being consumed by nonpayers; a nonrival (or non-
consumable) good (such as a TV show) can be con-
sumed without diminishing its availability for future
consumption. Unlike physical goods, information
goods (such as software and content) are typically
nonrival [11]. 

OSS development is a growing phenomenon [12],
evident in the number of users registered at Source-
forge.net (a host for open-source projects,
www.sourceforge.net) that increased from around
500,000 in 2003 [6] to more than 1.8 million in
2008. A growing variety of software applications are
developed in the open-source model; more than
170,000 are registered at Sourceforge. Contributions
are made by individuals independently deciding to
donate time and effort to produce software that is
freely available to all (a pure GARN) or by software
companies actively supporting OSS development. 

The availability of high-speed networks allows the
sharing of computer resources via grid computing,

enabling better allocation
and use of computing
resources within and
among organizations.
Grids may be closed (to
members of a certain

community) or open (accessible to all); they may also
be one-way (contributors lack access to the pooled
resource) or two-way (contributors are also receivers).
A well-known example of a grid-computing project is
SETI@home, a volunteer-based grid comparable to
the strongest computer available today, for searching
for “extraterrestrial intelligence.” Computing grids
can be viewed as grids of computers and primarily
represent an architectural issue. However, our focus
here is the wider issue of grids of computer users and
owners, including their social and organizational
implications. 

Increasing use of wireless broadband computing is
accompanied by the emergence of wireless commons,
whereby participants provide Internet access to other
participants through their WLAN access points [2].
Like computing grids, wireless commons may be
either closed or open to all [2]. If the latter, which rep-
resents a pure GARN mechanism, individuals must
not password-protect their access points. 

Content GARN often manifests itself as contribu-
tion of content produced by others (such as media
files shared via P2P systems). However, in many P2P
networks, contributing and consuming are techni-
cally almost inseparable for users. Therefore, we won’t
analyze P2P networks here further. A clearer example
of content GARN is knowledge-based, self-created
content, such as Wikipedia, a free online encyclope-
dia with 1.4 million entries in English alone, written
and edited by volunteers [7]. 

The GARN mechanism carries with it a number
of threats that can be categorized using the goods
typology (see Table 2); these are analyzed in the next
sections. Given the common GARN mechanism

Nonexcludable

Nonrival

High 

Low 

Low

Commons good

Private good

High

Public good

Collective good

Table 1. Types of 
goods [3]. 

Like other nonexcludable goods, content 
lends itself to FREE RIDING.
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underlying the four contexts, each threat is followed
by a discussion of the possible countermeasures, along
with countermeasures used in other contexts that may
be relevant. 

Threat 1. Free riding, or asymmetry between giv-
ing and receiving. Asymmetry manifests itself as a
lack of contributed resources for maintaining and
improving the common pool of resources [2]. 

Contexts. OSS. OSS lends itself to free riding, as no
contribution is requested in return for the use of freely
available resources [12]. Countering the threat
involves motivating potential contributors. This can
be done by highlighting contributor benefits: learning
from the expertise of peers in a technical community
[6, 12]; being able to tailor software to one’s personal
needs [12]; having fun [9]; having the opportunity to
signal status [5], potentially enhancing employment
prospects [6, 10]; having the opportunity to support
self identification [4]; and having the opportunity to
help others. 

Computing grids. In two-way grids, asymmetry of
resource contributions
can be countered
through agreements
among users to align
receipt levels with contri-
bution levels. In one-way
grids, motivation to con-
tribute is required in
order to reduce free rid-
ing. The literature is lim-
ited on grid contribution
motivations, but according to a SETI@home survey,
the main one is “the good of humanity” (59% of
respondents). Other motivations may include the per-
formance of competing contributor groups. Motiva-
tions revealed in other contexts could also support
contribution, including the public display of one’s
abilities, the prospect of self identification, and status
signaling. 

Wireless networks. Free riding manifests itself when
a user password-protects his or her own access point
or shuts it down when not using the commons [2].
Here, too, an effort to encourage the motivations dis-
cussed in the other contexts, including the prospect of
self-identification and status signaling, helps reduce
free riding. 

Content. Like other nonexcludable goods, content
lends itself to free riding. To mitigate against the lim-
itations of online cooperation and collective action,
online networks require ongoing interaction, identity
persistence, and knowledge of previous interactions
[5]. Other potential countermeasures discussed in the
literature include: making people publicly commit to

contribution; increasing social validity by demonstrat-
ing to potential contributors that many people like
themselves have benefited from contributions; and
creating contribution ratings by participants who rank
contributors highly (the Slashdot model) [1]. In addi-
tion, countermeasures used in the OSS context may
be useful, including incentives, such as the opportu-
nity to display one’s abilities and the opportunity to
signal status and help others. 

Threat 2. Use of others’ resources without their
knowledge or consent.

Contexts. OSS. Because OSS is nonexcludable,
proj ect hijacking is a potential threat, such as when an
OSS is packaged with proprietary code in order to
take it private [8]. Countermeasures include: adopting
software that restricts proprietary appropriation;
encouraging compliance with licensing terms through
normative and legal sanctions; incorporation as a way
to protect individual contributors from liability;
transferring individual property rights to nonprofit
corporations; trademarking a project’s brands and

logos; trademarking a
foundation; and protect-
ing a project’s brand [8]. 

Computing grids. The
threat is not significant in
the grid context as long as
contributing computers
are protected from unau-

thorized access (excludability). Failure to provide this
protection can result in others using their processing
power or storage capacity. Ways to prevent the unwar-
ranted use of resources includes: monitoring traffic;
building firewalls; and establishing legal agreements
among grid parties. 

Wireless networks. Taking over contributors’ devices
is a significant threat; access is nonexcludable, making
this commons good susceptible to the “tragedy of the
commons.” This threat can be countered through var-
ious security products [2]. In closed commons, it can
be countered by monitoring the network for band-
width use and removing devices that continuously
overuse bandwidth [2]. 

Content. The threat here is the use of knowledge-
based content produced without acknowledging the
source. As both knowledge-based content and OSS
are public goods, this threat can be countered in ways
similar to the open-source software tactics identified
in [8]. For example, Wikipedia is copyrighted, and
proprietary appropriation is prohibited; Wikipedia is
incorporated, and its contributors are protected from
liability; individual property rights are transferred to a
nonprofit foundation; and the Wikipedia brand is
trademarked. 
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Nonexcludable

Nonrival

High 

Low 

Low

Wireless LAN 
-Commons good

Private good

High

OSS, wiki-based content
-Public good

Computing grids
-Collective good

Table 2. Typology of 
GARN-facilitated goods. 
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Threat 3. Overuse of
resources. Also referred to as
“overgrazing” in the literature [2]
or free riding, it involves overuse
without concern for the harm it
causes others [10]. 

Contexts. OSS. The overuse of
resources is not a significant
threat to OSS; software, like
many other information goods, is
nonrival, and the cost of produc-
ing an additional unit of existing
software is negligible. 

Computing grids. In the case of
two-way grids, the potential
threat of overuse depends on
agreements among the partici-
pants. In many cases, this threat is
resolved by allowing a contribu-
tion only when the contributor
computers are idle at the time of
the contribution (so the resource
becomes a nonrival good). In the
case of one-way grids, the threat
of overuse is mitigated against in
a similar way, as resources are usu-
ally contributed only when the
computer is idle. 

Wireless networks. Here, the
threat is significant, as wireless
access is rival and nonexcludable;
overuse of resources could result in their insufficient
availability. Potential countermeasures include limit-
ing the number of benefiting devices based on
resource availability and limiting access to the
resource for a certain period [2].

Content. In the case of knowledge contribution via
Wikipedia and Wikipedia-like initiatives, the threat
of overuse is low, as content, like software, is also a
nonrival good. 

Threat 4. Preventing others from using resources
in order to increase one’s own availability of
resources. 

Contexts. OSS. The threat of preventing others
from using resources is not significant, as code is a
nonrival good; preventing others’ use of the resource
provides little value. 

Computing grids. The threat of being blocked from
access is not significant in grids. However, a counter-
measure would be like the one suggested in the case
of wireless networks: having the oversight body mon-
itor and periodically analyze user complaints. 

Wireless networks. This threat manifests itself in the
prevention of others’ device operations so the remain-

ing devices have more available bandwidth. It can be
countered by assigning an oversight body to monitor
and analyze user complaints, identify offenders, and
remove the offender from the commons [2]. How-
ever, this method is possible only in closed commons
where excludability is possible. 

Content. As in OSS, this is not a major threat for
content assets, as a content asset is a nonrival good. 

Threat 5: Damaging resources. 
Contexts OSS. Damage to resources is not a signif-

icant threat in the case of OSS, as software is reviewed
and quality-controlled before it is released. Thus, the
threat associated with nonexcludability is averted. 

Computing grids. This is not a significant threat,
due mainly to agreements among parties involved in
computing grids and the ability to monitor members’
behavior. 

Wireless networks. As open commons are nonex-
cludable, this threat manifests itself in terms of some-
one adding a device with viruses to wireless commons
or adding a device or access point that does not com-
ply with 802.11X standards, possibly disrupting sig-
nals [2]. Ways to counter this threat in open
commons include regularly vaccinating one’s devices
and avoiding the use of hotspots with nonstandard
equipment. In closed commons, one should quaran-
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Giving/ 
receiving 
asymmetry

Use of others’ 
resources 
without 
knowledge or 
consent

Overuse of 
resources

Preventing 
others from 
using 
resources 

Damaging a 
particular 
resource 

OSS 

Increase motivation - 
benefits for contributors: 
learning, become lead users, 
tailor software to needs, fun, 
signal status, signal ability, 
support self identification, 
help others 

Adopt software that restricts
such proprietary appropriation, 
encourage compliance with 
licensing terms through 
normative and legal sanctions, 
incorporate as a way to 
protect individual contributors, 
transfer property rights to 
nonprofit corporations; 
trademark brands and logos, 
trademark a foundation;, 
protect brand

Not relevant 

Not relevant 

Review before release 

Computing 
grids (users)

Increase motivation: 
public display of 
abilities, the 
prospect of self 
identification, and 
status signaling

Monitor traffic,  
firewall,  establish 
legal agreements 
between parties 
involved in the grid 

Contribute only 
when  resources 
are idle 

Oversight 
body to monitor 
and periodically 
analyze user 
complaints

Not relevant 

WLAN

Increase 
motivation: self 
identification, 
status signaling

Use security 
products, monitor 
the network for 
bandwidth usage, 
and remove 
devices that 
overuse bandwidth 

Limit the number 
of receivers, limit 
access to the 
resource for a 
certain period

Oversight body 
to monitor and 
analyze user 
complaints and 
removes offenders 
from the commons

Vaccinate own 
devices, avoid use 
of hotspots with 
nonstandard 
equipment, 
quarantine infected 
devices, examine 
new access points  

Content

Make people publicly 
commit to contribution, 
increase social validity, 
create contribution 
rating by other 
participants; increase 
motivation: display 
abilities, signal status, 
help others.

Prohibit proprietary 
appropriation, 
incorporate as a way 
to protect individual 
contributors, transfer 
property rights to 
nonprofit corporations 
trademark brands and 
logos, trademark a 
foundation; protect 
brand

Not relevant 

Not relevant 

Use “change history” 
function to restore 
content. use alerts 
to monitor content 
changes, block user 
accounts, anonymous 
IP addresses, and 
IP ranges

Table 3. Threats and
countermeasures. 
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tine infected devices and examine new access points
for usability and standard compliance [2]. 

Content. Vandalism and corruption of files is rela-
tively easy, as these are nonexcludable goods. A useful
countermeasure against potential vandalism in
Wikipedia is the “change history” function, which
makes it easy to restore content. Moreover, the plat-
form alerts users whenever a specific page is changed.
In addition, potential vandalism stemming from dif-
ferences over content may be thwarted by the fact that
it is easy to create a new entry. In severe cases of van-
dalism, Wikipedia is able to block user accounts,
anonymous IP addresses, and IP ranges (see Table 3). 

CONCLUSION
The type of good largely determines the type and
level of vulnerability to the threats associated with
GARN. Volunteer-based OSS and knowledge-based
content—both public goods—are susceptible to free
riding, which in turn may be a major threat to their
existence. However, being nonrival, software and
content are not susceptible to threats stemming from
nonexcludability. Computing grids are more easily
protected from free riding due to their excludability
and the agreements among participants in two-way
grids. Motivational issues may help mitigate the
associated threats. Wireless networks—another
example of a common good—are susceptible to the
threat of free riding. 

The GARN phenomenon has implications for
both business and policy making. One way for com-
panies to take advantage of the GARN phenomenon
is to operate as intermediaries between givers and
receivers; for example, a company may create an
exchange for such resources as content, network
access, or computing power. Other potential ways to
capitalize on GARN may be for companies to con-
tribute resources and use this contribution as a vehicle
for marketing (such as contributing network access
and using it to display the company’s logo and other
messages). 

In terms of policy making, GARN seems to offer a
more efficient use of resources, allowing better access to
products and services for people who otherwise could
not afford it. At the same time, GARN involves legal
implications (such as ownership of IP and responsibil-

ity for actions through GARN-available resources). 
Further research is needed to better understand and

utilize the GARN phenomenon. While we have
applied a descriptive, qualitative focus here, it may
focus on such issues as the motivational and behav-
ioral factors underlying GARN, the economic analy-
sis of this model, and its legal implications. 
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Fraud on the Internet is develop-
ing into a major issue for con-
sumers, businesses, and
governments [1, 6, 10]. The
Financial Times in 2003 called
online fraud “an epidemic of
huge and rapidly growing pro-
portions” and noted the inci-
dence of fraud was 20 times
higher online than offline [12].
The complaints of online fraud
registered at the IC3 Web site—
which is jointly sponsored by the
U.S. Federal Bureau of Investiga-
tion and the U.S. National White
Collar Crime Center—have
grown from around 20,000 in
2000 to around 200,000 in
2007, which represents a com-
pound annual growth rate of
39% [7]. At the same time, the
dollar value of losses has skyrock-

eted at an annual rate of 50%
from less than $18 million in
2001 to over $200 million in
2007 [7].

One area that is particularly
interesting is auctions. Auction
fraud reported to the Federal
Trade Commission has likewise
grown tremendously from 106 in
1997 to around 24,000 in 2007
[9] and continues to climb dra-
matically. Internet auction fraud
is one of the main sources of
overall Internet fraud, with esti-
mates of incidence from 64% to
87% of all Internet fraud [4, 7].
However, major Internet auction
sites estimate that fraud is
involved only once in approxi-
mately 10,000 auctions [9],
which appears to contradict these
observations.

When it comes to online auctions, “caveat emptor” 
is an understatement.

REDUCING INTERNET 
AUCTION FRAUD

By Bezalel Gavish and Christopher L. Tucci
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Understanding fraud with respect to Internet auc-
tions is especially important because the oft-cited
“network externality” in which having large numbers
of buyers leads to large numbers of sellers, which leads
to even more buyers, and so on. It is based upon the
knowledge that the winner of the auction will receive
what he or she was expecting. If more than a handful
of buyers perceive that the system does not work in a
fair and neutral manner, the entire network effect
may start unraveling. 

If the claim of such a low level of fraud were true,
an auction site could encourage a higher level of buyer
activity (and prices bid) by charging a minimal sur-
charge on the final winning bid to provide automatic
insurance to buyers. Analyzing one auction site, we
found that a one-dollar increase in the final winning
bid translates into over $700 million in annual dollar
volume. A surcharge of one promille per dollar of the
final price above the additional transaction costs such
as bookkeeping, investigation of claims, and issuing
of compensation should be enough to provide insur-
ance and to leave ample additional profit for the auc-
tion site operator. The fact that insurers do not offer
such policies calls into question industry’s estimates of
fraud incidences.

This procedure is not as simple as it sounds, as hav-
ing automatic insurance would have an effect on the
behavior of both buyers and sellers. Buyers will be
willing to tolerate a higher level of risk and bid higher
even for unknown sellers, or sellers with lower levels
of reputation. Another complication is that it creates
incentives for crooked sellers and buyers to form
coalitions in which they swindle the auction operator
or the insurance entity. The advantage of an auction
site operator compared to the occasional buyer or
seller is that the operator has the resources and expe-
rience to develop methodologies that detect and
reduce such swindling operations to a minimal level.
By providing automatic insurance, the auction site
operator would benefit from the higher level of vol-
ume in bidding activity.

We concentrate on buyers being swindled. In our
study we discovered that sellers face a similar problem
of cheating; however, auction houses have devoted
extensive resources toward protecting sellers, but have
invested limited effort into protecting buyers. Why?
We contend that if sellers do not put items up for auc-
tion, the site cannot survive, while bidders/buyers on
their own do not justify the existence of an auction
site.

Another factor involves the fact that most sellers
use the auction site multiple times (in many cases,
thousands of times). As a result they develop experi-
ence and methods that protect them. Bidders, on the

other hand, have limited experience with the auction
process and do not have the expertise to protect them-
selves.1 For example, in most auction sites, sellers do
not ship a product to the buyer until the buyer has
paid for the product.

RESEARCH SUMMARY 
We employed a variety of methods to undertake an
exploratory investigation of Internet auction fraud.
We performed a literature review of prior empirical
studies on Internet fraud and auction fraud. This led
to a preliminary and exploratory survey conducted
in 2003. Our survey results also helped guide our
participant-observation exploration: We bought and
sold on major auction sites from 2003–2005 to bet-
ter understand how swindlers work and what actions
might be taken by the auction houses and by buyers.
We also interviewed bidders and sellers that con-
tacted us through our own buying and selling.

In our exploratory pilot study (see [5]), we sur-
veyed 1,298 winners of Internet auctions at a major
auction site to see whether they received what they
were expecting. The respondents came from 14 dif-
ferent item categories and a full range of prices. We
asked primarily two questions and collected other
information from the auction site itself. 

1. Did you receive any item after you won the auc-
tion in question? 

2. If you did receive an item, was it what you were
expecting?

We interviewed willing respondents to our survey. It
was difficult to gather the data using automatic
means, so we did everything manually. Generally
speaking, auction houses put many obstacles to pre-
vent automatic data gathering for such a research
investigation. They limit the number of interactions
one can have with other members per day. Thus, it
is not obvious how to do such a study. 

Staying within the rules set up by the auction
houses, we were prevented from using mechanical
methods such as Web crawlers; otherwise, it would
have been much easier to contact a large number of
auction winners. Further, the auction houses are will-
ing to give researchers information, but what they
offer is mostly meaningless for such a study. For
example, looking simply at feedback does not convey
much information. It carries a value of 0, neutral, or
1, so there is no magnitude. For example, a “winner”
in Athens, Greece, whom we talked to lost close to

1This can be ascertained by observing the distribution of the number of transactions
or the number of feedback ratings for sellers and buyers.
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$10,000 and felt very strongly
about his loss. His situation and
(negative) feedback for the seller
carried the same weight as some-
one who lost one dollar in an
auction.

RESULTS AND ANALYSIS
The results of our preliminary
survey are as follows: We
received 98 responses from the
auction “winners,” 21 of which
either did not receive any item at
all, or did not receive what they
were expecting (mostly because
the item was damaged or other-
wise in worse shape than
described). Further, eight out of
98 received absolutely nothing at all, which repre-
sents 0.62% minimum (assuming everyone else,
including non-respondents, received something, as
we will discuss). This incidence would be 62 times
higher than official estimates of fraud, and this is
clearly a subset of all fraud.

If either the buyer received nothing or did not
receive what was expected, we call that “swindled”
(recognizing, of course, that the buyer may or may
not have been intentionally swindled and that this is
definitely a superset of purely fraudulent activity).
Still, knowing the incidence of “swindling” is important
because it most certainly is an input into buyers’ percep-
tions of the fairness of auctions.

We calculate the worst-case rate of negative
response (by dividing the total negatives by total
responses) and the best-case rate (by dividing the total
negatives by total contacted). It depends on how one
views the representativeness of our sample to know
which is more “accurate.” If one feels that the respon-
dents are representative of the population at large,
then the worst-case estimate would be closer. If one

feels that our respondents are “disgruntled,” then the
best-case estimate would be closer.

In addition, we have two opposing factors. For
those who are embarrassed about being cheated, they
will be underrepresented. They do not want to report
that they were cheated because it would make them
look foolish. On the other hand, there are people who
were cheated on one auction and are so mad they
want to tell their story, even if we asked them about a
different auction, and that will lead to overestimation.
The true rate would most likely fall somewhere in
between the best- and worst-case estimates.

The percentage of negative responses varied for dif-
ferent categories of auctions (see Figure 1). Comput-
ers and electronics had the highest worst-case rate of
negative responses: three-quarters of respondents
either did not receive their computer or it arrived
damaged. In terms of the best-case rates, the worst
category was Jewelry (excluding watches), in which
5% of all auction winners contacted either did not
receive anything at all or did not receive what they
were expecting. Four categories had no negative
responses (Paintings; Guitars; Event Tickets; and
Watches). One surprise was that Jewelry, excluding
watches, had one of the worst rates of dissatisfaction,
while Watches had one of the best. In one category,
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categories.

Auction houses have devoted extensive resources 
toward protecting sellers, but have invested limited effort into 

protecting buyers. Why?
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Sports memorabilia, we received
no responses at all. Of course,
these category measures should
be taken with a grain of salt, as
the number of responses within
each category is quite low. Still,
the overall response indicates a
worst-case estimate of 21.4%
negative, with a best-case (and
conservative) estimate of 1.6%
negative.

We also found the following
contingencies:

• Price does not appear to be a
very good predictor of
whether the buyer was swin-
dled;

• 25% of the respondents who
won auctions with a selling price below an insur-
ability cutoff of $500 were “swindled,” versus
only 5% of those winners whose items sold for
more than the cutoff (we will discuss “moral haz-
ard” later);

• The location of the seller is not related to
whether the item arrived intact in our sample;2

• Having a photo is not associated with whether
anything was received; and

• 26% of respondents whose auctions had a photo
did not receive the item intact vs. only 11% of
auction winners where there was no photo.

Perhaps one lesson to be learned from this break-
down is that buyers appear to be more careful in sit-
uations in which the dangers are more obvious.

Based on a survey of literature (for example, [2, 3,
10]), plus our interviews, plus our own participation

in auctions, we derived some generalities in the swin-
dling area. First, there are the methods used to actu-
ally execute the swindle. Second, there are methods
used to avoid appearing fraudulent. The main meth-
ods used to actually execute the swindle are shown in
Figure 2, while the methods used by swindlers to
appear as a legitimate seller to potential bidders are
shown in the accompanying table.3

WHAT CAN BE DONE TO REDUCE FRAUD?
Our findings, although preliminary, could spell
trouble for bidders in online auction sites, and ulti-
mately the sites themselves. Even though the num-
ber of buyers and sellers has been rising rapidly over
the last decade, any sudden shift in perception could
reverse the cycle [10]: Buyers afraid of being swin-
dled will stop participating, thus fewer buyers,
meaning  fewer sellers, and so on. 

We have several broad categories of recommenda-
tions based on our study. In this section, we review
each category and give specific recommendations to
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Selling cheap items

Taking advantage of 
pooled buyer-seller 
feedback

Changing seller ID

Changing terms

Changing location

Phishing

To establish a good track record, they put up many low cost (a few dollars) items for 
sale and provide excellent service. The feedback from the buyers is highly positive. 
Once an excellent track record has been established, they go for the kill by putting 
up for bid expensive items that are never delivered. Once discovered, they repeat the 
same process under a different identity.

Some auction houses provide rating for sellers and buyers, but they do not distinguish 
between the seller's past selling and buying feedback.  Smart swindlers buy and sell 
many items for a penny or so. They provide excellent feedback to the sellers. Once 
they have established a long positive record, they put up items for auction.

Using several IDs so there is no track record.  Auction houses try to overcome such 
practices by requiring sellers to provide legitimate credit card information in order to 
receive a seller ID. Unfortunately it is easy for swindlers to receive several credit 
cards and use them to open accounts on the auction site as sellers.

Changing the payment method. For example claiming that they accept credit card 
payment but after the auction, insisting on non-credit card payments.

Use Internet broadband phone service to establish a U.S. phone number.  Use a fake 
U.S. shipping address while actually being based overseas.

Phishing can provide sellers with fake IDs and other information that permits them to 
take over an established high rating user account.

Methods swindlers user
to appear legitimate.

Buyers afraid of being swindled will stop participating, 
thus fewer buyers, meaning fewer sellers, and so on.

2Although if we think that swindlers use fake U.S. addresses, we would not expect the
location to be associated with swindling. Incidentally, broadband Internet phone ser-
vice—wherein non-U.S. swindlers can obtain U.S. phone numbers and answer them
anywhere in the world—while providing a very valuable service to legitimate cus-
tomers, is actually exacerbating this problem.

3Buying and selling on the Internet is a very dynamic system that is evolving over time.
For every fraud detection procedure that auction houses institute, swindlers adapt and
deploy countermeasures that overcome the new defenses. We realize that we might not
have covered every method; if a reader knows of anything else, please send it to us so
we can continue with our larger follow-up study.
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reduce auction fraud along with the advantages and
disadvantages of doing so. The broad categories are
the following:

1. Increase the information shared by auction
houses on buyers and sellers.

2. Make the use of legitimate escrow services
extremely easy, and possibly mandatory.

3. Charge the seller an amount equal to the
amount of the sale (temporarily).

4. Develop sensible insurance policies.
5. Institute regulatory

control over the
auction houses.

6. Encourage buyers to
protect themselves.

Note that the first cate-
gory is probably the
most important, and
the first and last are the
easiest to implement.

Information on sell-
ers. Generally speaking,
the more information is
disclosed on sellers (and
buyers) the easier it is
for buyers and sellers to
verify that they are deal-
ing with a reputable
entity, leading to a
higher degree of confi-
dence in the system.
The problem now is
that the system is based
on self-reporting by
both buyers and sellers.
The auction house can-
not guarantee that the
information they pro-
vide is accurate.4 It is still the responsibility of the
buyer and seller to verify the data. 

Auction houses collect a significant amount of
data. Making more of it public increases the chances
that a transaction will be valid. Here is some data that
should be posted for all reputation scores:

• The percentage of positive responses of the total

number of transactions for sellers (some sites
began doing this in 2003) rather than the
absolute number. In many cases, the auction
houses only reveal the number of positive scores,
thus if someone sells 1,000 items, of which 100
are positive, she or he would have a higher score
than someone with 99 positives out of 99 auc-
tions.

• As mentioned in the table and discussed in Chua
and Wareham [2], some sellers sell (or buy) a
large number of cheaper items to establish their

reputation. To address
this, we propose posting
the average selling price
(or a distribution of
selling prices) of all the
seller’s previous auc-
tions. It would be even
better to divide it into
months and also by
item category.

• Separate statistics for
selling vs. purchasing.
This reduces the
chances that a seller can
establish a positive rep-
utation by simply buy-
ing many low-cost
items, which he subse-
quently sells thus dou-
bling his positive score.

• Seller activity history
(not score) as a func-
tion of time. The pat-
tern of activity and
dollar value can provide
clues to participants.

• The number of distinct users (buyers) that partic-
ipated in creating a reputation history for a seller.

• Statistics on the number and percentage of cases
in which the seller was not paid, or buyer did not
pay (indicates a shill bidder running up the price
if it happens too often).

• Information on the seller, for example, listing the
physical (as opposed to electronic) address for
payment at the end of the auction. Such physical
information can help determine if this is a legiti-
mate seller or a swindler. In addition, there are
Internet-based tools that could be used to disin-
guish real from purely virtual sellers. Auction
houses could accomplish this by sending a physi-
cal letter to the postal address of the registered
user, much as a bank sends a PIN under separate
cover to a postal address.
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Figure 2. Possible Internet auction
swindling methods.

4Using tools available on the Net it is possible to verify a significant part of the infor-
mation needed to establish the person or company identity, for example, does a per-
son with that name exist in his address? Is the phone number associated with him? Is
such a company declared and filed with his local authorities? What is his educational
background? Does he have a family? With whom did he deal in the past? In some
cases, what is his credit score? The amount of useful data that can be collected on the
Internet pertaining to an individual is surprising.
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• Some auction houses limit the history available
on auction results. For example, eBay gives out
details (details about individual item auctions) for
only 90 days after activity. A crook makes sure
she or he goes 90 days back and gets good com-
ments selling cheap items, then does not sell too
many items for 90 days. The auction houses can
do better by keeping the history longer. (This
would raise the cost of storage but we do not feel
that it would be a very large expense amortized
over many auctions; further it would increase
confidence and liquidity.)

• Give out actual email addresses or at least release
actual email addresses and other information to
the other party under certain circumstances. For
example, auction winners could demand it before
final payment takes place. Auction houses could
inform the seller automatically that their infor-
mation has been given to the winning buyer.
Auction houses now avoid this practice to prevent
buyers and sellers from taking their transactions
“offline” and thus circumventing some of the fees
charged by the auction house.

• Flags based on statistical analyses of past behavior
by sellers (for example, using quality control
methods). For example, if price skyrockets or vol-
ume jumps dramatically for this seller, the auc-
tion would be “flagged” for all bidders to see,
thus raising awareness of the potential for swin-
dling. The seller could have the flag removed
through some certification process, for example,
proving that he or she actually has the items.
Another alternative is the computer gives the
item the flag and the seller has the choice of con-
tinuing or not.

• Develop efficient methods for bidders to alert the
auction houses about swindling sellers. Swindlers
can discover the response times of auction houses
to swindling alerts, for example how quickly do
they remove a false auction, or announce the exis-
tence of a swindler to the bidding community?
Based on the expected response time information,
swindlers design the timing of their selling activ-
ity.

• Mechanism for alerting other users about sellers.
This one must be treated very carefully. The
advantage is that by quickly getting the word out,
one avoids others from falling victim to the
swindler. On the other hand, it is difficult to
adjudicate and decide when someone should be
“blacklisted.” It could be that a buyer hates a
seller and uses it for revenge; or purely for strate-
gic reasons, a buyer gives out some alert that
reduces the price so the buyer himself can get a

better price! Or, a seller can use such a mecha-
nism to remove (temporarily) other sellers of
competing items. It is understandable why auc-
tion houses have shied away from this one, but
perhaps some kind of “Amber Alert” for auction
swindlers could be developed, perhaps by holding
accusers responsible for issuing the alert.

• Divide sellers into classes based on their past per-
formance and rating by buyers. Use different flags
to identify reliable sellers from less reliable ones
(for example, classes of power users on eBay).

Advantages and disadvantages. The more informa-
tion buyers and sellers have on each other, the better
off they are. We should keep in mind that this addi-
tional information can be used by swindlers to bet-
ter target their messages/offers to potential victims.
Auction houses, on the other hand, have interests in
protecting the identity of buyers and sellers, so it is
a question of balance. All of these involve disclosing
information about buyers and sellers (mainly sell-
ers). In our opinion, however, legitimate sellers
should be happy to reveal their information to ben-
efit from the price premium of being reliable.5 This
direct cost is negligible, involving hiring a few peo-
ple to develop the algorithms and the software to
display the new calculations.

Escrow. Extremely easy, seamless, and possibly
mandatory escrow services should be available for all
auctions. A small service charge could be added to the
listing fee to facilitate the transaction. We propose the
following modifications to the escrow systems cur-
rently in place:

• Traders should only use escrow services officially
certified by the auction house. Auction houses
should develop a list of escrow services that they
have certified and provide a direct link to the
sites.

• Shipping the item to a third reliable party, who
inspects it, instructs the buyer to pay the seller,
and once payment (or proof ) has been received,
transfers the item to the buyer. This incurs an
extra shipping cost, which may make it prohibi-
tive for less expensive items; still, for expensive
items, the shipping cost is minor compared to the
cost of the item.

• We notice that the premium to reputation is
about 20% on expensive items. There is a busi-
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5Revealing the sellers identity on the auction site could be an option that the seller
selects, thus giving the indication that he is legitimate. Sellers of very expensive items
(cars), list in the body of the listing information that allows potential buyers to verify
that they do exist and do business (their dealership title, address, phone number, vehi-
cle location and stock number, VIN, and many pictures of the car).
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ness opportunity for an “intermediary” to come
in, receive the item before the auction, verify it,
and then put a seal of approval/authenticity of
that auction [2]. The seller would receive a better
price, which would be shared with the intermedi-
ary. The fact that such a service does not exist
raises some questions. Auction houses could also
make a feature that enables one entity to certify
another’s auction. Even having an apparent certi-
fication by such an entity is not a guarantee.6

• A casual browsing of auction sites reveals that sell-
ers often give blatant instructions not to check
out through the official auction checkout proce-
dure. These sorts of circumventions should be
monitored and policed more effectively. It could
even be done in an automated way by searching
for keywords proposing to circumvent the check-
out procedure.

• Some sellers offer money-back guarantees if the
buyer is not happy with the items he won. What
is lacking is a mechanism that actually enforces
that offer when a buyer is unhappy.

Advantages and disadvantages. The advantages
include a steep reduction in information asymme-
tries at the expense of swindlers. Information asym-
metries exist when one party does not know
everything relevant to a transaction that the other
party knows. The schemes proposed here increase
the knowledge of buyers about the quality (or even
existence!) of the items to be sold. The disadvantages
include greater transaction costs, even in the more
mild versions and the possible exclusion of some
buyers from the market (some buyers are willing to
take a chance on being swindled for a lower price—
those buyers would be priced out of a market in
which escrow was mandatory). One could imagine
an extension of this in which only auctions closing
above a certain dollar amount were forced to adopt

some of these techniques.
Performance Bond. To open an account as a seller

or buyer, one needs a credit card. The auction house
should charge the seller an amount equal to the
amount of the sale (temporarily). Then, once the
buyer gives the go-ahead, the auction house would
reverse the charge.7 Auction sites already do this on
the buyer side. The amount charged could also be
based on the seller’s reputation or other characteristics
of the seller (such as, how many prior items sold at the
current price range). This “seller escrow” would also
benefit sellers without an established reputation. If the
credit card transaction is rejected, than the auction
house knows that this is not a legitimate seller and will
remove his or her ID and items from the auction site.
The auction site would also know immediately that
they are probably dealing with a swindler. 

The company would need to provide a cash flow
management guarantee (return your money within,
for example, one day), though, to protect those legit-
imate sellers who make a living selling on auctions.
Even so, most sellers would only take a one-day hit
because after the first day, they would be applying
their performance bond to future auctions.

Advantages and disadvantages. The performance
bond is a very strong level of protection and would
sharply increase trust in the system as well as sharply
reduce swindling. However, it is fundamentally a little
unfair as it requires sellers to be relatively well-off,
with enough credit on their credit card to pay for the
items they already own. If someone was auctioning off
items to raise money, say for a hospital bill, and they
were already in debt, they would not be able to par-
ticipate as a certified seller under this system. An alter-
native could be some kind of certification by the
auction house for unusual circumstances, but this is
likely to fail for two reasons: the auction houses would
like to avoid certifying individual sellers for legal rea-
sons; and the less “automated” the process, the more
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6Choicepoint is an example of a false and dishonest entity that appeared as a legitimate
business for a number of years.

7Some car rental and hotel companies use a similar method to protect themselves
against nonpaying customers.

The schemes proposed here increase the 
knowledge of buyers about the quality (or even existence!) 

of the items to be sold.
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likely that actual swindlers would be able to pass off
as legitimate customers. A third alternative could be
the encouragement of third-party certifiers (or surety
bond companies) such as BuySafe, which certify sell-
ers for a commission—paid by the seller on items
sold—and promise to compensate buyers if there is a
problem.

Insurance. Appropriate insurance policies could
encourage electronic commerce activities. Premia
should be reasonable, and mechanisms designed to
reduce or prevent collusion. The way it would work
would be that the buyer would pay a premium to the
insurance company and if there is a problem, the
buyer makes a claim and is reimbursed. Here are a few
possible recommendations for insurance:

• Insurance by payment beforehand. At the
moment the auction is consummated, the buyer
is charged a premium based on the seller’s reputa-
tion and the category. These are both known in
advance and so could be prominently advertised
within the auction itself while it is going on. The
buyer would pay the premium, although there
would be nothing preventing the seller from sub-
sidizing or even paying the premium him- or her-
self, just as some sellers pay for shipping.

• Insurance companies should be certified by the
auction house, with recommended insurers
linked directly from the auction house.

• Insurance premium size should be tied to the
level of fraud in the category and the past reputa-
tion/insurance claim activity related to the seller.
Insurers would then have the tools to go after
swindlers and to increase the cost of being a
crook.

• Another option is that the seller would be
required to take out the policy.

Advantages and disadvantages. Smarter insurance
policies would make the market fairer, especially if
taking out a policy were mandatory. It would be fair
because buyers would be hedged against absolute
fraud and would not lose their money. In addition,
the market for insuring fraud would become more
efficient, because there are relatively few insurers and
they would be scrutinizing the antecedents of fraud
and pricing the risk accordingly as their own money
would then be on the line if they are wrong. The dis-
advantage is that on the margin, the increased trans-
action cost would exclude some buyers. In addition,
there could be a moral hazard problem in that buy-
ers would be participating in riskier auctions (ones
they estimate might have a fraudulent outcome) but
they do not care as much because their insurance

coverage provides a safety net.
Regulatory control. State or federal governments

in the U.S. and elsewhere may want to make sure that
the auction houses follow the rules set in their own
descriptions of the mechanisms. There is a need for
an agency that confirms they follow without bias the
rules they advertise. Auction houses have at their dis-
posal the ability to take advantage of situations in
which they can make extra money at the expense of
sellers and/or buyers, just as a real estate agent could
conceivably buy and then resell a house rather than
showing it to a potential buyer. We are not claiming
that auction houses intervene in the auction markets
frequently, but in fact who would know if they did or
did not? Are the auction houses completely neutral?
Some sort of government oversight might be helpful
in this area.

In return for submitting to regulatory control (and
for taking some proactive steps toward reducing fraud
as outlined in this article), we propose that auction
houses could be shielded from some forms of legal lia-
bility in fraud prevention. It could be that auction
houses have resisted any action up until now for fear
of legal reprisals, in other words, if they pursue better
escrow or insurance policies, that might be considered
an admission of guilt and open them up to lawsuits
by unhappy auction winners.

Advantages and disadvantages. Without any a priori
knowledge of biased interventions in their own auc-
tions, we are not certain that instituting government
oversight will create more problems than it solves.
Still, adding government oversight will make the
entire system more transparent. Further, if auction
houses could be shielded from some legal liability
through an oversight process, it might give them
incentives to implement anti-fraud policies rather
than simply claim they are a neutral market and are
not at all responsible for members’ trades.

Buyer precautions. There are many tools available
on the Internet to help either party verify the infor-
mation given by a seller. Examples: 

• Auction houses should ask a buyer (and seller)
during the registration process to provide a
phrase/code that is known only to them. Any
email message coming from the auction house to
him should have that phrase displayed in it. This
enables the buyer (or seller) screen out fraudulent
messages. 

• Putting the name of a company and the word
“fraud” or “scam” into a search engine like
Google.

• Check with the Chamber of Commerce and Bet-
ter Business Bureau regarding the company.
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• Do a telephone number search (a reverse search
and check the name of the party owning that
number); legitimate companies should have their
own number. The buyer can also call that num-
ber to make sure that a live entity is behind that
number. You can also cross match it to an email
address.

• Occasionally, a seller asks to send cash or equiva-
lent. What one can do is send an email saying
that “by coincidence I am passing through your
city. Can I drop by, pay in cash, and pick up the
item?” If the seller does not respond, or says I
only ship, do not do business with that person.
Smart crooks could bluff, however, so there is no
guarantee. 

• Through the exchange of email, one acquires
much more information about the entity with
which one is dealing. Phone number, name,
address, tracing the routing of response messages
and so forth. Then one can use the Internet to
check on the entity, as discussed earlier. If the
seller does not respond to your questions/email
this should raise suspicion.

• Always pay with a credit card. Some sellers will
not sell the item to you, but that is the price you
pay for security. Some swindlers allow PayPal, but
they only accept the one that comes from your
bank account, not the kind of charge that comes
through your credit card.

• When you receive a package, open it in front of
the delivery person or company representative.
You can tell your delivery company not to drop
off without a signature.

• Go to an “eBay Xchange Point,” or something
equivalent. In Switzerland, eBay has proposed
meeting points at major train stations where buy-
ers and sellers can meet face-to-face to inspect the
goods and pay for them. This is not entirely prac-
tical for goods bought far away, but for more
local transactions, nothing beats face-to-face.

• Chua [2, 3] also proposes being more proactive in
reporting and preventing fraud through such
techniques as collective action on reporting (for
example, to Traderlist), contacting other potential
victims directly, or even “vigilantism” in which
buyers deliberately sabotage auctions they feel are
fraudulent.

Advantages and disadvantages. The advantages of
buyer precautions are obvious, they reduce fraud and
make it more difficult for crooks. They do not cost
as much, if anything, to implement. The disadvan-
tages are that not everyone would take advantage of
them.

CONCLUSION
Auction houses today appear to be at a crossroads,
with many people now losing confidence in the sys-
tem [8]: 

“...do you have a reasonable expectation that the
Mac G5 you are bidding on is going to be shipped to
you? How about the Sony plasma 60-inch monitor?
Or, the Sony PSP for $50 to $100 over retail? No, you
don’t. Now, you might say, ‘Hey, moron! Why are you
bidding on stuff like that on eBay? Don’t you know
that 95% of those auctions are fraudulent, especially
the ones that only accept payment via Western
Union?’ Of course, I know. But what about all of the
people who don’t?”

Now is the time to act before the negative cycle
mentioned at the beginning of this article develops in
full swing. We hope that some of the recommenda-
tions listed here restore the public’s confidence in the
system. While it may be impossible to eliminate Inter-
net auction fraud, at the very least we may be able to
reduce it drastically and make it very expensive for
those who persist.
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Problems of identity fraud
are becoming common in
all countries and increas-

ingly governments are expected to
be taking action to address these
problems. Yet we understand little
about the nature of the problem,
and even less about proportionate
solutions.

In many cases, identity fraud
arises in relation to financial
transactions, for example, when
an individual’s identity is used to
fraudulently open a bank account
or withdraw money. Occasionally,
however, it is more than just
financial inconvenience that
results. For example, Derek Bond
from Bristol, U.K. was arrested in
Durban, South Africa in February
2003 for crimes committed by a
Las Vegas criminal who had
stolen Bond’s identity documents.
Bond spent three weeks of his
vacation in jail at the behest of
the U.S. Department of Justice
before the truth was uncovered.

Individual cases capture our
attention but figures are often bet-
ter to focus our concerns. The
scale of identity fraud is often diffi-
cult to measure, in part because a
variety of definitions of identity
fraud (or identity theft) exist [2]

and there is no certainty that dif-
ferent reporting organizations are
using the same definitions of iden-
tity fraud in compiling their fig-
ures. In addition, it is often
unclear as to whether the reported
fraud is due to problems of iden-
tity or other matters [8]. For
example, in 2006 the U.K. govern-
ment announced that the cost to
the U.K. economy of identity
fraud had risen from £1.3 billion
in 2002 to £1.7 billion per
annum1 with part of this difference
arising from the inclusion of
approximately £400 million from
sources “not included in the 2002
study.” In addition, it was claimed
that losses from fraudulent use of
payment cards, or using a fictitious
identity to obtain such a card, was
£504.8 million per year. The gov-
ernment had attributed that figure
to the U.K. Payments Association,
APACS. However, when
approached by the media, APACS
reported that this form of identity
fraud had totalled only £36.9 mil-
lion in 2004, and in the first six

months of 2005 they had already
experienced a 16% drop in fraud,
principally as a result of the intro-
duction of chip and PIN technol-
ogy for point-of-sale verification
(replacing signatures), according to
APACS spokesman Mark Bower-
man.2 In 2006, there was a further
3% drop in the amount of money
lost to credit card fraud.3

Given this complexity in even
identifying identity fraud, it is not
immediately obvious which
branch of government should be
responsible for implementing mea-
sures for combating the problem.
As the table here indicates, differ-
ent countries place responsibility
for addressing identity fraud
within the scope of different gov-
ernment departments (see [7]).
The choice of government depart-
ment that designs the policy on
this issue directly influences the
kinds of approaches and other pol-
icy agendas enrolled in the solu-
tion. The response and emphasis of
a department of consumer affairs is
likely to be very different from that

Technical Opinion

Departmental Influences 
on Policy Design 
How the U.K. is confusing identity fraud with other policy agendas.

Edgar A. Whitley and Ian R. Hosein

1Cabinet Office, Identity Fraud: A Study, 2002;
www.ips.gov.uk/identity/downloads/id-fraud-report.pdf.
Home Office, Updated Estimate of the Cost of Identity
Fraud to the U.K. Economy, 2006;
www.ips.gov.uk/identity/downloads/FINAL-estimate-
for-annual-cost-of-fraud-table-v1-2.pdf.

2McCue, A. Government ID fraud claims: Are they
what they seem? Costs UK £1.7 bn a year?  Figures “not
an exact science”... Silicon.com 2006; www.silicon.
com/publicsector/0,3800010403,39156140,00.htm.
3BBC News, Reduction in card fraud in 2006, 2007;
news.bbc.co.uk/1/hi/business/6445409.stm.
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of a department with policing
responsibilities and will differ from
departments responsible for trade
and industry.

IDENTITY MANAGEMENT AND
IDENTITY FRAUD
The U.K. government has dele-
gated powers for implementing
identity management solutions to
the Home Office (equivalent to
Interior or Justice
departments in other
countries). As a result,
the U.K.’s efforts to
combat identity fraud
are closely aligned with
other parts of the
Home Office policy
agenda. These include
crime, policing, pass-
ports, and immigra-
tion; the scheme they
developed directly reflects this
wider policy agenda of the Home
Office.

The Home Office proposed
issuing biometric identity cards,
linked to a central identity register.
Through a combination of exten-
sive biometric collection (at one
point including 10 fingerprints,
two iris scans, and a face-recogni-
tion biometric) and a detailed,
semi-automated biographical foot-
print check, the government
intended to develop a de novo,
clean database of all U.K. residents.
Once issued, the biometric identity
card could be verified against the
National Identity Register in such
a way that it would be virtually
impossible, in theory, for someone
to impersonate another individual.
For example, every time a new
bank account is opened or a credit

card is issued, the bank or issuer
would have to verify the card (and
perhaps the biometrics of the card
holder) against the national regis-
ter. The lack of standards for the
representation of biometric data at
this time would mean that all
banks and other such institutions
across the country would need to
have the same types of sensors to
verify biometrics of their clients as

were used to enroll people in the
scheme, at each of their tens of
thousands of branches.

A large centralized system
seems almost inevitable once it is
decided the policing arm of gov-
ernment will be responsible for
combating identity theft. It is no
surprise the resulting scheme has
been widely criticized [5, 6] in
part because the U.K. government
has a relatively poor record of suc-
cessfully implementing very large
IT systems [3].

By choosing a high-tech solu-
tion, drawing on the state of the
art in biometric technologies, the
scheme is also high-risk. Few of
the constituent technologies have
been used on the scale envisaged
by the identity cards scheme (60+
million citizens are expected to be

registered once it is up and run-
ning).

Another question merits asking:
Why the inclusion of fingerprints
into the register? They are no
more, and more likely much less,
effective than iris-scanning tech-
nologies. The answer was provided
in an email message from Prime
Minister Tony Blair to those who
had signed a petition against the

introduction of identity
cards: “The National Iden-
tity Register will help police
bring those guilty of serious
crimes to justice. They will
be able, for example, to com-
pare the fingerprints found
at the scene of some 900,000
unsolved crimes against the
information held on the reg-
ister.”4 Thus the decision to
locate measures against iden-

tity fraud in a government depart-
ment that is also responsible for
policing results in a scheme that
seeks to address both of these pol-
icy agendas.

This centralized scheme,
together with a single National
Identity Registration number, has
the potential to make the problem
of identity fraud greater,5 as the
problems with the U.S. Social
Security number and Australian
Tax ID have shown [1, 4]. Though
the U.K. government would argue
that a government-certified high-
tech solution would make it more
difficult to perpetrate such fraud, it
is likely the new solutions are only

Region

Africa

Americas

Americas

Asia

Australasia

Europe

Country

South Africa

Canada

U.S.

South Korea

Australia

U.K.

Government Department

Department of Home Affairs

Office of Consumer Affairs

Federal Trade Commission

Ministry of Government 
Administration and Home Affairs

Attorney General

Home Office

Government departments responsible for
combating identity fraud. 

4Tony Blair, PM’s response to ID cards petition, 2007;
www.pm.gov.uk/output/Page10987.asp.
5Young, K., Microsoft slams UK ID card database:
Central database could lead to ‘massive identity fraud’.
VNUNet.com 2005; www.vnunet.com/vnunet/news/
2144113/microsoft-slams-uk-id-card.
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offering new vulnerabilities while
dangerously increasing our confi-
dence in a scheme that is adver-
tised as the ‘gold standard’ for
secure identity management.

Another problem faced by the
Home Office in implementing
identity cards is the process of
enrolling the support of other gov-
ernment departments and industry
to make use of the scheme. By
linking enrollment into the Iden-
tity Cards Scheme with the volun-
tary renewal of passports (also
managed by the Home Office), the
department is able to ensure a rela-
tively smooth rollout of the scheme
over a 10-year period. However, as
a consequence, for the first four or
five years of the scheme, fewer than
half of the eligible population will
have identity cards. Until nearly all
the population is enrolled in the
scheme and has been issued iden-
tity cards, there will be little incen-
tive for organizations to buy into
the verification services of the
scheme, affecting the cost-effective-
ness of the scheme as a means of
providing identity management
solutions for the country [2]. This
problem is heightened with the
recent announcement that the roll-
out of identity cards to British citi-
zens will be delayed until at least
2011 or 2012.6 If identity fraud is
indeed getting worse every year, it
will get much worse before the
solutions devised nearly a decade
and a half earlier have any signifi-
cant effect.

Moreover, by focusing on high-
tech solutions, the Home Office
risks downplaying other, lower-

tech, solutions that might be
equally effective. For example, one
recent recommendation is that all
consumers be given a free copy of
their credit rating every year. Giv-
ing individuals access to the means
of discovering whether or not they
are being impersonated is one of
the most powerful means of com-
bating this form of fraud. Another
solution would require banks and
credit card companies to bear the
risk of identity fraud and as a result
the market could come to its own
solution.

Other such possible measures
that could help address identity
fraud include:

• Working with the credit report-
ing industry to ensure that, on an
opt-in basis, access to files
involves security measures
(prompt questions and so on);

• Helping industry to develop a
secure means of automated noti-
fication whenever files are
accessed or amended;

• Making paper shredders sales-tax
exempt and tax deductible; and 

• Promoting secure online 
account activity to reduce the
amount of paper documentation
in circulation.

A final recommendation, which
again would be more meaningful
coming from a government depart-
ment with responsibility for trade
or finance, would be to require
public disclosure of all data losses
and mass data thefts from compa-
nies and governments, following
on the trend started by a number
of U.S. states. When people are
more aware of security risks they
may be in a better position to

judge the likely benefits of emerg-
ing solutions including biometric
technologies and credit-managing
companies. After all, a better
understanding of the nature of our
vulnerabilities may lead to better
solutions that actually serve to
solve problems that matter to peo-
ple, rather than to the policy agen-
das of specific government
departments.  
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Earlham College
Adjunct Professor in Computer Science
Earlham College invites applications for a
potential one year full-time visiting position
beginning in August of 2008 (with the possi-
bility of renewal for a second year). The suc-
cessful candidate must hold a PhD in CS or a
closely related discipline (possibly ABD or, in
exceptional circumstances, have equivalent
experience). See http://cs.earlham.edu/search
for a complete position description.

King Abdullah University of
Science and Technology

(KAUST) 
Faculty Openings in Computer Science

and Applied Mathematics 
King Abdullah University of Science and
Technology (KAUST) is being established in
Saudi Arabia as an international graduate-level
research university dedicated to inspiring a
new age of scientific achievement tha t will
benefit the region and the world. As an inde-
pendent and merit-based institution and one
of the best endowed universities in the world,
KAUST intends to become a major new con-
tributor to the global network of collaborative
research. It will enable researchers from around
the globe to work together to solve challeng-
ing scientific and technological problems. The
admission of students, the appointment, pro-

motion and retention of faculty and staff, and
all the educational, administrative and other
activities of the University shall be conducted
on the basis of equality, without regard to race,
color, religion or gender.

KAUST is located on the Red Sea at
Thuwal (80km north of Jeddah). Opening in
September 2009, KAUST welcomes excep-
tional researchers, faculty and students from
around the world. To be competitive,
KAUST will offer very attractive base salaries
and a wide range of benefits. Further informa-
tion about KAUST can be found at
http://www.kaust.edu.sa/.

KAUST invites applications for faculty po-
sitions at all ranks (Assistant, Associate, Full)
in Applied Mathematics (with domain appli-
cations in the modeling of biological, physi-
cal, engineering, and financial systems) and
Computer Science, including areas such as
Computational Mathematics, High-Perform-
ance Scientific Computing, Optimization,
Computer Systems, Software Engineering, Al-
gorithms and Computing Theory, Artificial
Intelligence, Graphics, Databases, Human-
Computer Interaction, Computer Vision and
Perception, Robotics, and Bio-Informatics
(this list is not exhaustive). KAUST is also in-
terested in applicants doing research at the in-
terface of Computer Science and Applied
Mathematics with other science and engineer-

ing disciplines. High priority will be given to
the overall originality and promise of the can-
didate’s work rather than the candidate’s sub-
area of specialization within Applied Mathe-
matics and Computer Science.

An earned Ph.D. in Applied Mathematics,
Computer Science, Computational Mathemat-
ics, Computational Science and Engineering,
or a related field, evidence of the ability to
pursue a program of research, and a strong
commitment to graduate teaching are re-
quired. A successful candidate will be ex-
pected to teach courses at the graduate level
and to build and lead a team of graduate stu-
dents in Master’s and Ph.D. research. 

Applications should include a curriculum
vita, brief statements of research and teaching
interests, and the names of at least 3 references
for an Assistant Professor position, 6 references
for an Associate Professor position, and 9 ref-
erences for a Full Professor position. Candidates
are requested to ask references to send their let-
ters directly to the search committee. Applica-
tions and letters should be sent via electronic
mail to kaust-search@cs.stanford.edu. The 
review of applications will begin immediately,
and applicants are strongly encouraged to sub-
mit applications as soon as possible; however,
applications will continue to be accepted until
December 2009, or all 10 available positions
have been filled.
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In 2008 and 2009, as part of an Academic
Excellence Alliance agreement between KAUST
and Stanford University, the KAUST faculty
search will be conducted by a committee consist-
ing of professors from the Computer Science
Department and the Institute of Computational
and Mathematical Engineering at Stanford
University. This committee will select the top
applicants and nominate them for faculty posi-
tions at KAUST. However, KAUST will be
responsible for actual recruiting decisions,
appointment offers, and explanations of employ-
ment benefits. The recruited faculty will be
employed by KAUST, not by Stanford. Faculty
members in Applied Mathematics and Computer
Science recruited by KAUST before September
2009 will be hosted at Stanford University as
Visiting Fellows until KAUST opens in
September 2009. At Stanford, these Visiting
Fellows will conduct research with Stanford fac-
ulty and will occasionally teach courses.

Polytechnic University
Professor

Polytechnic University invites applications for a
faculty who will take on a leadership role in the
area of cyber security. The position requires a
strong track record of high impact funded
research, along with the ability to create innova-
tive partnerships that bring together academia,
industry and government. Because Polytechnic
University and New York University are in an
advanced stage of merger proceedings, the suc-
cessful candidate will have excellent opportuni-
ties to initiate interdisciplinary research and
educational collaborations with the diverse
institutes and departments of NYU. 

Polytechnic is an NSA Center of Excellence
in Information Assurance Education and has
received two rounds of funding in the
Scholarship For Service (SFS) program. Over a
dozen security courses are offered regularly and
an on-line graduate level cyber security certifi-
cate program is also available. Current research
focus of the program at the MS and PhD level
is on trusted hardware, trusted software sys-
tems, digital forensics, multimedia security,
biometrics, application security, network secu-
rity, etc. The ideal candidate would help us
expand in some of these areas as well as expand
to new areas of expertise in cyber security. 

The Computer and Information Science
Department (CIS) of Polytechnic University
has a strong faculty with a vibrant research pro-
gram and strong course offerings in a wide area
of computing. Please submit a CV, Research
Statement and the names of three references to: 

Professor Stuart Steele 
Cyber Search Committee 
Polytechnic University 
Six MetroTech Center 
Brooklyn, NY, 11201 

or by e-mail to 
securitysearch@poly.edu 

Polytechnic is an Equal Opportunity Employer 

Polytechnic University,
Brooklyn, NY 11201

http://www.poly.edu/cis/

Polytechnic University
Professor

Polytechnic University seeks a senior faculty
member who will take a leading role in the
general area of data management, including
databases, data mining, information retrieval,
web search and mining, and closely related
areas. The position requires a strong track
record of high impact publications and funded
research, along with the ability to create inno-
vative partnerships that bring together acade-
mia, industry, and government. Exceptional
candidates at lower ranks will be considered. 

Polytechnic University and New York
University are in an advanced stage of merger
proceedings, so the successful candidate will
have excellent opportunities to initiate inter-
disciplinary research and educational collabo-
rations with the diverse institutes and depart-
ments of NYU. Polytechnic is located in
downtown Brooklyn, minutes from New York
City’s financial district and with easy access to
New York’s wide array of cultural and educa-
tional institutions.

The Computer and Information Science
Department (CIS) of Polytechnic University
has a strong faculty with a vibrant research
program. It offers BS, MS, and PhD degrees.
The ideal candidate will work in an area that
complements the department’s existing
strength in web search technology, P2P con-
tent distribution, or information security. 

Polytechnic University is an Equal
Opportunity Employer

Please submit a CV, Research Statement
and the names of three references by e-mail to 

cissearch@poly.edu

or hard copy to

Chair, Faculty Search Committee 
(Data Management) 

Polytechnic University 
6 Metrotech Center 
Brooklyn, NY, 11201 USA 

Sam Houston State University 
Department of Computer Science 

The Department of Computer Science in the
College of Arts and Science at Sam Houston
State University announces the availability of

Career Opportunities
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tenure track positions in Computer Science,
Information Assurance and Computer/
Technology Education for Fall 2008. 

Candidates should have a terminal degree
in the appropriate field. The successful candi-
date will be expected to teach undergraduate
and graduate levels and pursue an active
research program. Candidate materials and
other information are available via email to
csc_pac@shsu.edu. 

Sam Houston State University is an
EEO/AAP employer. For additional informa-
tion on this and other positions, access our
website at: www.shsdu.edu/hr.
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University of Illinois at Urbana-Champaign
Head, Department of Computer Science

The University of Illinois at Urbana-Champaign seeks a highly accomplished scholar and strategic leader
as Head of the Department of Computer Science (CS). The new Head will lead a department that has long
been at the forefront of computing research and innovation and whose graduates have gone on to play
leadership roles in the modern computing era.The new Head will have the opportunity to build on the
considerable strengths and illustrious history of the department to craft new avenues for the future.
A key component of the College of Engineering,one of the nation’s elite engineering schools,CS is based
at the Thomas M.Siebel Center for Computer Science, a state-of-the-art building inaugurated in 2004.
CS currently employs approximately 60 faculty members and 67 academic support staff and
professionals and enrolls some 700 undergraduate students and 430 graduate students. The
department offers a range of undergraduate and graduate degree programs, as well as innovative
cross-disciplinary minor concentrations and on-line degrees and certificates. CS conducts outstanding
programs in computer science education and research,embracing all major technical specializations of
the profession, and is at the heart of the University of Illinois’ rich network of interdisciplinary centers
and institutes, including the National Center for Supercomputing Applications, the Beckman Institute
for Advanced Science and Technology, the Information Trust Institute, and the newly-created Illinois
Informatics Institute. More details on CS can be found at www.cs.uiuc.edu.
The Head is responsible for CS strategic planning, operations, finances, academic affairs, and external
relations and is a tenured Professor in the department.The successful candidate will be committed to
enhancing the university’s education, research, and service missions and will possess the scholarly
record, leadership skills, and strategic capacity to advance the department. Additional essential
qualifications include successful administrative experience in a university, industry, or government
environment, the ability to represent CS effectively to a broad range of internal and external
constituencies,and a commitment to diversity.
Compensation and start date for this full-time, twelve-month administrative appointment are
negotiable; preferred start date is January 2009. To ensure full consideration, applications should be
received by June 1,2008. Applications will continue to be received until the position is filled.
The University has retained Isaacson, Miller, a national executive search firm, to assist in
this recruitment. Nominations and applications, including cover letter, vita, and three
references, should be submitted preferably in electronic form, to: Vivian Brocard, Vice
President, Isaacson, Miller, 3614@imsearch.com.

The University of Illinois is an Affirmative Action/Equal Opportunity Employer.

Windows Kernel Source and Curriculum Materials for  
Academic Teaching and Research.
The Windows® Academic Program from Microsoft® provides the materials you 
need to integrate Windows kernel technology into the teaching and research 
of operating systems. 

The program includes:

•  Windows Research Kernel (WRK): Sources to build and experiment with a 
fully-functional version of the Windows kernel for x86 and x64 platforms, as 
well as the original design documents for Windows NT.

•  Curriculum Resource Kit (CRK): PowerPoint® slides presenting the details 
of the design and implementation of the Windows kernel, following the 
ACM/IEEE-CS OS Body of Knowledge, and including labs, exercises, quiz 
questions, and links to the relevant sources.

•  ProjectOZ: An OS project environment based on the SPACE kernel-less OS 
project at UC Santa Barbara, allowing students to develop OS kernel projects 
in user-mode.

These materials are available at no cost, but only for non-commercial use by universities.

For more information, visit www.microsoft.com/WindowsAcademic  
or e-mail compsci@microsoft.com. 

Advertising in Career
Opportunities

◆ How to Submit a Classified Line Ad:
Send an e-mail to jonathan.just@acm.org.
Please include text, and indicate the
issue/or issues where the ad will appear,
and a contact name and number.

◆ Estimates: An insertion order will then
be e-mailed back to you. The ad will by
typeset according to CACM guidelines.
NO PROOFS can be sent. Classified line
ads are NOT commissionable.

◆ Rates: $295.00 for six lines of text, 40
characters per line. $80.00 for each
additional three lines. The MINIMUM is
six lines.

◆ Deadlines: Five weeks prior to the
publication date of the issue (which is
the first of every month). Latest deadlines:
http://www.acm.org/publications

◆ Career Opportunities Online: Classified
and recruit ment display ads receive a
free duplicate listing on our website at:

http://campus.acm.org/careercenter
Ads are listed for a period of six weeks.

◆ For More Information Contact: 

JONATHAN JUST
Director of Media Sales

at 212-626-0687 or 
jonathan.just@acm.org
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M
ost of us rely on the Internet for news,
entertainment, research, communication
with our families, friends, and col-
leagues, and myriad other purposes.

What if it went away?
Precisely that happened to many people in early

February, in the wake of the failure of several
undersea cables. According to some reports, more
than 80 million users were affected by the outages.
Both the initial failure and the subsequent recovery
have lessons to teach us.

The first lesson, of course, is that failures hap-
pen. In fact, multiple failures can happen. Simply
having some redundancy may not be sufficient;
one needs to have enough redundancy, and of the
right types. In this case, geography and politics
made life more difficult.

The geographical issue is obvious when viewing
the region on a map: there aren’t many good
choices for an all-water route between Europe and
the Persian Gulf or India. And despite this series
of events, cables are generally thought to be safer
on the seabed than on land. (There is a standing
joke in the network operator community, the
essence of which is that you should bring a length
of fiber-optic cable with you when going hiking in
the wilderness. If you get lost, throw it on the
ground. A backhoe will soon show up to sever it;
ask the driver how to get home.)

The obvious answer is to run some backup
cables on land, bypassing the chokepoint of the
Red Sea. Again, a glance at the map shows how
few choices there are. Bypassing the Red Sea on the
west would require routing through very unstable
countries. An eastern bypass would require cooper-
ation from mutually hostile countries. Neither
choice is attractive.

From this perspective, it doesn’t matter much
just why the cables failed. Cables can be cut by ship
anchors, fishing trawlers, earthquakes, hostile
action, even shark bites. Regardless of the cause,
when so many cables are in such a small area, the
failure modes are no longer independent.

For this problem, there are no good solutions. 
Anyone whose business depends on Internet con-
nectivity through this region must take this into
account.

The dangers aren’t only physical, as several
recent incidents will attest. The last few months
have also shown that a 1999 National Research
Council report was quite correct when it warned of
the fragility of the routing system and the domain
name system used for the Internet.

In one highly publicized incident, a routing
mistake by a Pakistani Internet service provider
knocked YouTube off the air. There was a lot of
speculation that this was deliberate—the govern-
ment of Pakistan had ordered YouTube banned
within the country; might someone have tried to
“ban” it globally?—although later analysis
strongly suggests that it was an innocent mis-
take. An outage affecting such a popular site is
very noticeable; there was a great deal of press
coverage. By contrast, when a Kenyan network
was inadvertently hijacked by an American
Internet service provider, there was virtually no
notice. Quieter, deliberate misrouting—say, to
eavesdrop on traffic to or from a small site—
might go completely unnoticed.

The DNS-related incidents are scarier because
they do reflect deliberate actions, with the force of
the U.S. legal system behind them. In one case,
the Wikileaks.org Web site was briefly deleted
from the DNS by court order, because a bank
claimed the site contained stolen documents. (The
site owners had apparently foreseen something like
that, and had registered other names for the site in
other countries: the .org registry is located in the
U.S.) In a second incident, a U.S. government
agency ordered the names of some non-U.S. sites
removed from .com (again, located in the U.S.)
because they violated the embargo against Cuba.

What can we learn from these incidents? The
moral is simple: the Internet is a lot more fragile
than it appears. Most of the time, it works—and
works very well—without government interference,
routing mistakes, or outages due to occasional 
fiber cuts. Sometimes, though, things go badly
wrong. Prudence dictates that we plan for such
instances.

Steven M. Bellovin (smb@cs.columbia.edu) is a professor of 
computer science at Columbia University.  

DOI: 10.1145/1342327.1342345
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• Biologically Inspired Cooperative Computing - BICC [TC10]
• Distributed and Parallel Embedded Systems - DPES [WG10.2]
• 1st IFIP Entertainment Computing Symposium - ECS [TC14]
• Learning to live in the knowledge Societies - ED_L2L [TC3]
• History of Computing and Education - HCE3 [TC9, WG9.7, TC3]
• Human Computer Interaction - HCI [TC13]
• IFIP Artificial Intelligence 2008 -IFIP AI [TC12]
• 23rd IFIP International Information Security Conference

- IFIP SEC [TC11]
• Advances in Information Systems Research, Education, 

and Practice - ISREP [TC8]
• Knowledge Management in Action - KMIA [WG12.6]
• Open Source Systems 2008 - OSS [TC2, WG2.13]
• 5th IFIP International Conference on Theoretical

Computer Science - TCS [TC1]
• Topical Session on CAI (Computer Aided Innovation) [WG5.4]

  

TECHNICAL CONFERENCES:

OPENING SESSION:  GLOBALIZATION IN THE DIGITAL SCENARIO

HOSTED CONFERENCES:  WOMEN AND TECHNOLOGY

 e-INCLUSION

THE AICA’46TH NATIONAL CONGRESS

INDUSTRY CONFERENCES:
• ICT for Sport & Fitness
• ICT for Tourism
• R&D for Textile and Fashion
• ICT for Environment
• ICT for Cultural Heritage
• Service Science
• e-Government
• ICT Professionalism & Competences
• e-Inclusion
• ICT for Health
• Web 2.0
• ICT for Education
• ICT Innovation in Finance
• Intelligent Hospital
• Smart Grids
• Intelligent Building
• Development Governance

Information and registration: www.wcc2008.org
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The 1st ACM SIGGRAPH Conference and Exhibition in Asia
www.siggraph.org/asia2008

New Horizons

Held inConference and Exhibition on Computer Graphics and Interactive Techniques

Singapore, 10-13 December 2008

SIGGRAPH Asia 2008 LOGO
With event line
25 July 2007
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CMYK colors

SIGGRAPHASIA2008

SIGGRAPHASIA2008
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N E W  H O R I Z O N S
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ACM SIGGRAPH launches  
the premiere SIGGRAPH Asia  
in Singapore
Programs include:

Papers

Sketches and Posters

Courses

Art Gallery

Computer Animation Festival

Educators Program

Emerging Technologies 

Exhibition

Calling all creative researchers, artists, 
digital innovators and animators!

This is your opportunity to present your stellar 
work or attend the 1st ACM SIGGRAPH 
conference and Exhibition in Asia. 

Queries? 

Contact Conference and Exhibitions 
Management at asia2008@siggraph.org or  
Tel: +65 6500 6700
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•

•

•
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•
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