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Attend CSCW 2008 for an intellectually stimulating and 
diverse technical program!
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Plenary Speakers
The CSCW 2008 Opening and 
Closing Keynote speakers cover 
the spectrum of interests across 
the CSCW community from the 
technical and design challenges 
of creating collaboration systems 
to the intricacies of their impact on 
people and practices. The opening 
Keynote will be by Cory Ondrejka, 
co-founder of Second Life, and 
the Closing Keynote will be given 
by Sara Diamond, president of the 
Ontario College of Art & Design.

Paper Sessions
The paper sessions will cover 
emerging areas of collaboration 
and collaborative systems such as 
Wikis & Wikipedia, Naughty & Nice 
issues in Social Networking Systems, 
Health Informatics, Deployments at 
Home, and Disrupted Environments. 
The paper sessions will also include 
traditional CSCW topics such as 
Distributed Teams, Media Spaces, 
Community, Interpersonal Relations 
in the Group, Work Places and  
Work Practices.

Workshops
Please consider participating in a 
CSCW 2008 Workshop! There are 
more than 10 workshops scheduled 
during the weekend prior to the 
main technical program. Some of 
the scheduled workshops include:

• Social Networking in Organizations

• The Future of Mobile Social Software

• Virtual Radical Collocation

• Remix rooms: Mashing up media  
for meetings CSCW and Human 
Factors – Where are we now and  
what are the challenges?

• Changing work, Changing  
technology (IFIP 9.1 WG)

Key Registration Dates
Aug 15, 2008 - Registration Opens  |  Sept 30, 2008 - Early Registration Deadline   |  Oct 3, 2008 - Hotel Room Reservation Deadline 

CSCW 2008 also contains Panels, Demonstrations and Interactive Poster sessions that provide opportunities to  
engage in lively discussions with leaders in this field of increasing importance to our global future.

Questions and requests for information should be sent to publicity@cscw2008.org, or visit our website: www.cscw2008.org
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Computer Science Textbooks
Geometric 
Algebra for 
Computer 
Graphics
J.A. Vince 

Since its invention, 
geometric algebra has 
been applied to various 

branches of physics such as cosmology and 
electrodynamics, and is now being embraced 
by the computer graphics community where it 
is providing new ways of solving geometric 
problems. It took over two thousand years to 
discover this algebra, which uses a simple and 
consistent notation to describe vectors and 
their products. Vince tackles this new subject in 
his usual inimitable style, and provides an 
accessible and very readable introduction.

2008. XVI, 256 p. 125 illus. Hardcover 
ISBN 978-1-84628-996-5 7 $99.00

Exploring Computer Science 
with Scheme
O. Grillmeyer

The aim of this textbook is to present the 
central and basic concepts, techniques, and 
tools of computer science. The emphasis is on 
presenting a problem-solving approach and on 
providing a survey of all of the most important 
topics covered in computer science degree 
programmes. Scheme is used throughout as 
the programming language and the author 
stresses a functional programming approach 
which concentrates on the creation of simple 
functions that are composed to obtain the 
desired programming goal. Such simple 
functions are easily tested individually.

2nd ed. 2009. Approx. 610 p. (Undergraduate Texts 
in Computer Science) Hardcover 
ISBN 978-0-387-76624-9 7 $79.95

Computational 
Geometry
Algorithms and 
Applications
M.d. Berg, O. Cheong,  
M.v. Kreveld,   
M. Overmars

This well-accepted 
introduction to computational geometry is a 
textbook for high-level undergraduate and 
low-level graduate courses. The focus is on 
algorithms and hence the book is well suited 
for students in computer science and 
engineering. In this third edition, besides 
revisions to the second edition, new sections 
discussing Voronoi diagrams of line segments, 
farthest-point Voronoi diagrams, and realistic 
input models have been added

3rd ed. 2008. XII, 386 p. 370 illus. Hardcover 
ISBN 978-3-540-77973-5 7 $49.95

Bioinformatics
Problem Solving 
Paradigms
V. Sperschneider

There are fundamental 
principles for problem 
analysis and algorithm 
design that are 

continuously used in bioinformatics. This book 
concentrates on a clear presentation of these 
principles, presenting them in a self-contained, 
mathematically clear and precise manner. This 
book highlights basic paradigms of problem 
analysis and algorithm design in the context of 
core bioinformatics problems. Mathematically 
demanding themes are put across to the reader 
by properly chosen representations with the 
aid of lots of illustrations. 

2008. CCLXXXIX, 18 p. 208 illus. Hardcover 
7 With contributions by Jana Sperschneider  
and Lena Scheubert. 
ISBN 978-3-540-78505-7 7 $59.95

Decision 
Procedures
An Algorithmic 
Point of View
D. Kroening,  
O. Strichman

The book concentrates 
on decision procedures 

for first-order theories that are commonly used 
in automated verification and reasoning, 
theorem-proving, compiler optimization and 
operations research. The techniques described 
in the book draw from fields such as graph 
theory and logic, and are routinely used in 
industry.

2008. XVI, 304 p. 67 illus. (Texts in Theoretical 
Computer Science. An EATCS Series) Hardcover 
ISBN 978-3-540-74104-6 7 $69.95

The Algorithm 
Design Manual
S.S. Skiena

This newly expanded 
and updated second 
edition of the best-
selling classic continues 
to take the “mystery” out 

of designing algorithms, and analyzing their 
efficacy and efficiency. Expanding on the first 
edition, the book now serves as the primary 
textbook of choice for algorithm design courses 
while maintaining its status as the premier 
practical reference guide to algorithms for 
programmers, researchers, and students

2nd ed. 2008. 115 illus. With online files/update., 
Hardcover 
ISBN 978-1-84800-069-8 7 $79.95
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Departments

5	 President’s Letter
ACM’s Place in the Global Picture 
By Wendy Hall

7	 Publisher’s Corner
50 Years Young
By Scott E. Delman

9	 Letters To The Editor
Knuth’s Art of Recovering  
from Errors

10	 CACM Online
We’re All Ears
By David Roman

100	 Careers

News

11	 Finding Diamonds  
in the Rough 
Spectral graph theory has proven  
to be very useful for text search  
and retrieval and for refining 
predictive-analysis systems.
By Kirk L. Kroeker

14	 Ubiquitous Video 
Scalable and distributed video 
coding offers the promise of two-way, 
real-time video.
By Logan Kugler

17	 Privacy Matters 
As concerns about protecting 
personal data increase, differential 
privacy offers a promising solution. 
By Samuel Greengard

19	 Wisdom From Randy Pausch
Weeks before his death  
on July 25, Randy Pausch graciously 
commented on his life’s work,  
his hopes for computer science,  
and his regard for the students  
who are its future. 
By Leah Hoffmann

Viewpoints

22	 Technology Strategy and Management
The Puzzle of Apple
Given Apple’s unique characteristics, 
should it strive to be a platform  
or a product leader?
By Michael Cusumano

25	 Kode Vicious
Pride and Prejudice (The Vasa) 
Navigating the well-traveled course 
of communication failure that often 
leads to engineering disasters. 
By George Neville-Neil

27	 IT Policy
Science Policy Isn’t Always  
About Science
What is the appropriate role  
and level of influence for science  
and technical advice in  
policy deliberations? 
By Cameron Wilson and Peter Harsha

30	 Viewpoint
Global Warming Toward Open 
Educational Resources
Seeking to realize the potential  
for significantly improving  
and advancing the world’s  
standard of education.
By Richard G. Baraniuk  
and C. Sidney Burrus

Practice

34	 How Do I Model State?  
Let Me Count the Ways 
A study of the technology 
and sociology of Web service 
specifications.
by Ian Foster, Savas Parastatidis,  
Paul Watson, and Mark McKeown

42	 Powering Down 
Smart power management is all 
about doing more with the resources 
we have.
By Matthew Garrett

47	 CTO Storage Roundtable, Part Two
Leaders in the storage industry 
ponder upcoming technologies  
and trends.
By Mache Creeger, Moderator

54	 Software Engineering  
and Formal Methods
The answer to software reliability  
concerns may lie in formal methods.
By Mike Hinchey, Michael Jackson, 
Patrick Cousot, Byron Cook, Jonathan 
P. Bowen, and Tiziana Margaria
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Contributed Articles

60	 Beyond Keywords: Automated 
Question Answering on the Web 
Beyond Google, emerging question-
answering systems respond to 
natural-language queries.
By Dmitri Roussinov, Weiguo Fan,  
and José Robles-Flores

66	 Design and Code Reviews  
in the Age of the Internet
New collaboration tools allow 
geographically distributed software-
development teams to boost the 
venerable concept of code review. 
By Bertrand Meyer

Review Articles

72	 Information Integration  
in the Enterprise
A guide to the tools and core 
technologies for merging 
information from disparate sources.
By Philip A. Bernstein  
and Laura M. Haas

Research Highlights

82	 Technical Perspective
Transactional Memory  
in the Operating System 
By Mark Moir

83	 TxLinux and MetaTM:  
Transactional Memory and  
the Operating System
By Christopher J. Rossbach,  
Hany E. Ramadan, Owen S. Hofmann, 
Donald E. Porter, Aditya Bhandari, 
and Emmett Witchel

92	 Technical Perspective
Distributing Your Data  
and Having It, Too 
By Hagit Attiya

93	 Distributed Selection:  
A Missing Piece of Data Aggregation
By Fabian Kuhn, Thomas Locher, and 
Roger Wattenhofer

Last Byte

103	 Puzzled
Solutions and Sources
By Peter Winkler

104	 Future Tense
Will
Expect virtual immortality  
through enduring, realistic  
avatars based on published  
work and archived memory. 
By William Sims Bainbridge

Virtual Extension

As with all magazines, page limitations often 
prevent the publication of articles that might 
otherwise be included in the print edition. 
For this reason and to ensure the timely 
publication of high-quality articles, ACM created 
Communications’ Virtual Extension (VE).
	 VE articles undergo the same rigorous 
review process as those in the print edition and 
are accepted for publication on their merit. In 
addition, VE articles are listed in the Table of 
Contents of the print magazine and are paginated 
and fully citable as is every article published 
in Communications. VE articles are published 
exclusively in the ACM Digital Library.
	 The following articles are an extension of the 
September 2008 print edition, now available to 
ACM members in the Digital Library. 

	 Using and Fixing Biased  
Rating Schemes 
By Robin Poston

	 Using Traceability to Mitigate 
Cognitive Biases in Software 
Development
By Kannan Mohan and Radhika Jain

	 Understanding User Perspectives on 
Biometric Technology
By Alexander P. Pons and Peter Polak

	 Following Linguistic Footprints: 
Automatic Deception Detection in 
Online Communication
By Lina Zhou and Dongsong Zhang

	 Toward Agility in Design in Global 
Component-Based Development
By Julia Kotlarsky, Ilan Oshri, Kuldeep 
Kumar, and Jos van Hillegersberg

	 The Student Productivity Paradox: 
Technology-Mediated  
Learning in Schools
By Neset Hikmet, Eileen Z. Taylor, and 
Christopher J. Davis

	 What Factors Drive the Assimilation 
of Internet Technologies in China?
By Patrick Y.K. Chau, Fujun Lai, and 
Dahui Li. 
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About the Cover: An open source Processing application 
developed by computer scientist turned artist Leander 
Herzog generated the graphic for this month’s cover and 
story opener on pages 72–73. Herzog notes working with 
code offers him a way to explore visual ideas very quickly, 
as the code breaks the relation between complexity, 
precision, and time, which often limit the design process. 
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A monthly publication of ACM Media

ACM, the world’s largest educational 
and scientific computing society, delivers 
resources that advance computing as a 
science and profession. ACM provides the 
computing field’s premier Digital Library 
and serves its members and the computing 
profession with leading-edge publications, 
conferences, and career resources.
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traveling to our favorite conferences 
is sometimes viewed as a luxury rather 
than a basic necessity. 

With all its publications available 
through the Digital Library and an in-
creasing number of conferences be-
ing held outside the U.S., the location 
of ACM’s headquarters is no longer 
viewed by its physical address. ACM is 
everywhere its members are; and that 
location continues to expand globally. 
ACM membership numbers are in fact 
steadily increasing. It is my ambition 
while I am President to ensure this 
trend continues and to set in motion 
initiatives to accelerate it and to in-
crease the diversity of membership in 
the widest sense. 

There is work to be done. It remains 
a frustration that many people from 
outside the U.S. think the ‘A’ in ACM 
stands for American. Our goal must be 
to find ways to spread the word about 
ACM and to illustrate how our vast ar-
ray of valued resources and profes-
sional services have relevance to every 
computing professional, regardless of 
location.  

Certainly the recent revitalization of 
Communications is a crucial element in 
the process of increasing our interna-
tional presence and expanding the ser-
vice we provide to all of our communi-
ties. We are also continuing to develop 
our services to the practitioner com-
munity by making ACM Queue available 
online as part of a new Queue Web site, 
which will include many features and 
content channels specifically targeted 
to practitioners. You will also find in 
Communications a new “Practice” sec-

It is a tremendous honor to have been 
elected ACM President. My history with 
this Association goes back many years 
and in that time I’ve witnessed great ad-
vances in our profession and continue 
to be impressed by ACM’s leadership 
role in responding to those changes 
with premier publications, conferenc-
es, curricula models, and professional 
services that reflect emerging comput-
ing research.

I recall my first ACM invitation 
to join its Publications Board, never 
imagining my acceptance of that in-
vitation would one day lead to my be-
coming President. Back then I looked 
forward to those board meetings not 
only for the impact we were making 
in bringing great new journals to the 
computing field but for the chance to 
visit ACM headquarters in New York, 
one of my favorite cities. But that was 
over 20 years ago, when you still had to 
walk to the library to find your favorite 
journal and attending conferences or 
buying conference proceedings was 
the most effective way to keep up with 
your area of expertise. In fact, two of 
the major attractions for me becoming 
an ACM member was the value such 
membership gave a computer science 
researcher at that time—a more eco-
nomical means for subscribing to top 
journals and attending professional 
conferences.

Today we live in a post-Web world 
where almost everything we want to 
read is available online as soon as it is 
published. Indeed, the ups and downs 
of the major world economies have af-
fected many of us to the point where 

tion that covers the issues and technol-
ogy trends facing today’s practitioners.  

We plan to develop further our ini-
tiatives in India and China, explore our 
relationship with Europe, and examine 
how to position our services and pub-
lications to be more relevant in South 
America and other parts of the world. 
We also intend to give a higher profile 
to ACM-W in order to make the Asso-
ciation more pertinent to the women 
in our community and to encourage 
more women to consider careers in 
computing.

I look forward to a very exciting and 
fruitful two years as President and hope 
to meet as many of you as possible at 
various ACM events and conferences 
during that time. Every ACM President 
wants to make a difference, and as its 
first non-North American President I 
hope when I look back on my term in 
office I will be able to see demonstrable 
evidence that the ACM has increased its 
relevance and attractiveness as a mem-
bership organization to the worldwide 
computing community.

Wendy Hall (wh@ecs.soton.ac.uk) is president of the ACM 
and a professor of computer science at the University of 
Southampton, U.K.

ACM’s new president intends to make 
international initiatives a top priority, 
hoping to share the Association’s riches 
with a greater global audience.

president’s letter

ACM’s Place in the Global Picture
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The 1st ACM SIGGRAPH Conference and Exhibition in Asia
www.siggraph.org/asia2008

New Horizons

Held inConference and Exhibition on Computer Graphics and Interactive Techniques

Singapore, 10-13 December 2008

SIGGRAPHASIA2008

ACM SIGGRAPH launches  
the premiere SIGGRAPH Asia  
in Singapore
Programs include:

Papers

Sketches and Posters

Courses

Art Gallery

Computer Animation Festival
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publisher’s corner

50 Years Young
I’ve received dozens of email messages 
providing feedback on the July issue.

More than any other sentiment ex-
pressed in those messages is the sense 
of excitement that Communications has 
taken a positive step forward and at the 
same time has returned to its roots. As 
Publisher, I am both gratified and con-
flicted by this feedback. In many ways, 
Communications is an icon for the com-
puting community, with a long-standing 
tradition of quality that has stood the 
test of time. Changing an icon is not an 
easy thing to do and is not without sig-
nificant risks, especially when the icon 
is also the flagship publication for the 
community’s leading Association and 
as such the primary vehicle for com-
municating what is happening across 
the computing field. Nevertheless, this 
change was necessary because both the 
community and field have been evolving 
and growing so rapidly in recent years 
that a new and more comprehensive 
global voice needed to be created simply 
to keep pace. 

This Communications is more than a 
revamped version of a 50-year-old pub-
lication, it is a completely new magazine 
with an entirely new voice. With a new 
look and feel, a new editorial board, a 
new editorial scope, and a more global 
vision, Communications is attempting 
to appeal to a broader cross section of 
the computing field and become even 
more relevant for those across the entire 
discipline, as well as those entering the 
field and those working on its fringes. 
An example of this is the decision to ex-
pand the News section and hire profes-
sional journalists to cover a wider range 
of timely and important topics. In each 
issue, you can expect to find three in-
depth news articles, one written from 
a technology perspective, one from a 
science perspective, and one from a so-

cietal perspective. The depth of these 
articles is greater than can be found in 
less specialized publications, in keep-
ing with Communications’ emphasis on 
technical sophistication and rigor. 

Throughout the magazine, you will 
find other examples of ways Commu-
nications is reaching out to a broader 
community. These include the creation 
of the Practice section, aimed primar-
ily at those working in industry but ap-
pealing to all Communications readers. 
Another is the introduction of Technical 
Perspectives that accompany full-length 
research papers and intended to make 
pure computer science research more 
accessible and contextually relevant to 
the practitioner and educator.  

While the verdict is far from in, I am 
pleased to say that I received a number 
of letters from loyal readers who in-
formed me the July issue was one of the 
first they’ve read cover to cover in a num-
ber of years, but at the same time they 
were skeptical that it would be possible 
to keep the magazine as relevant on a 
consistent basis. My response to this is 
simple. The magazine has a new edito-
rial board second to none, an incredible 
publishing staff committed to making 
Communications better with every is-
sue, and an organization behind it that 
supports all of this effort. But at the end 
of the day this is a magazine by and for 
the computing community, and like any 
other community initiative is almost en-
tirely dependent upon the participation 
of its members. What you get out of this 
magazine is what you as a community 
put into it.  So please get involved, sub-
mit your best articles, and do not hesi-
tate to contact us with your suggestions.   

Scott E. Delman,  Group Publisher

DOI:10.1145/1378727.1378729 	 Scott E. Delman
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I 
really enjoyed Donald E. 
Knuth reminiscing in Edward 
Feigenbaum’s interview with 
him (“The ‘Art’ of Being Don-
ald Knuth,” July 2008). Who 

else would have moved to Stanford 
University to slow down? 

Knuth’s self-effacing modesty not-
withstanding, I would like to challenge 
anyone to examine the literature pre-
ceding Knuth’s contribution to algo-
rithms and compiler theory. There 
was good work, but it was Knuth who 
set the field on its feet. I’m now look-
ing forward to learning how he “solves 
the problem of typesetting” (see Aug. 
2008). I personally made the mistake 
of using Microsoft Word for my Ph.D. 
thesis (completed 1996). More recent-
ly, I decided that the topic—efficient 
object-oriented programming for 
shared-memory multiprocessors—was 
of interest again due to the rise of mul-
ticore computers and reformatted it as 
a book. What a nightmare. I promised 
myself I’d use LaTeX for every Ph.D. I 
ever write again. 

Philip Machanick, Taringa, Australia 

Dependable Design and the  
Consequences of Failure
Leah Hoffman’s news article “In 
Search of Dependable Design” (July 
2008) was a good overview of some 
of the issues affecting software and 
system reliability, explaining how 
system dependability might be im-
proved through good engineering 
practice. This is similar to a subject 
I covered in Technology Review (Apr. 
1987) on software reliability. 

However, Hoffman did not ade-
quately discuss the theoretical limits 
that add to the risk of real-time, interac-
tive applications. Peter Wegner’s Com-
munications article “Why Interaction Is 
More Powerful Than Algorithms” (May 
1997) pointed out that interaction sys-
tems are not only difficult to verify but 
also formally incomplete, impossible 
to verify. Where the risk of system fail-
ure cannot be further reduced due to 
such limits, effort must be directed in-

stead at reducing the consequences of 
failure. 

Ron Enfield, Cherry Hill, NJ

Technology Supports, Doesn’t 
Supplant the Social Compact 
In “Information Accountability” 
(June 2008), Daniel J. Weitzner et al. 
so exaggerated the good points they 
made that they created a false dichot-
omy between computing technolo-
gies (such as encryption) and societal 
conventions and laws, summing up 
in the article’s final sentence: “Tech-
nology will better support freedom 
by relying on these social compacts 
than by seeking to supplant them.” 
They were wrong. Technology does 
not seek to supplant social compacts 
but indeed seeks to add to them, le-
gitimately. 

Alex Simonelis, Montreal 

Proud to Be a Member
My usual routine on finding Commu-
nications in my mailbox is to spend 
a few minutes flipping through the 
pages, then throw it on top of a pile 
of other unread magazines ready for 
recycling. However, the new cover 
typography (July 2008) immediately 
caught my eye. The title font was crisp 
and simple, recalling the all-caps, 
squarish characters of a teletype from 
the 1950s, very post-modern. 

Flipping through the pages, I was 
struck first by the new design—clean 
and cool yet serious, information-
dense, with narrow margins. And with 
articles on model checking, XML, 
transactional memory, and more, I ac-
tually wanted to read it. Beginning with 
the interview with Emerson, Clarke, 
and Sifakis, I then read the article on 
the history of IT in India and the article 
on quantum computing before I came 
to the Editor’s Letter describing the 
makeover. 

I had somehow missed that Com-
munications was being overhauled. 
All I can say is: The editors, staff, and 
contributors have done an amazing 

job. I’ve never really spent time think-
ing about ACM as an organization, 
but having a professional journal of 
this quality makes me proud to be a 
member.

Henry Kautz, Rochester, NY  

Congratulations on the first issue of 
the new Communications (July 2008). 
The lineup of all-star authors (some 
of my favorite people in the field) and 
the relevant topics were amazing. It’s 
wonderful to see computing’s flagship 
journal return to such a high level of 
quality. The blend of code, program-
ming-model, language, architecture, 
education, legal, and business topics 
represented an inspirational cross-sec-
tion of the industry. 

The issue reminded me how much 
fun it is to be a computer scientist. 
Reading it from cover to cover made 
me even more proud to sign my 
email…chaiken@acm.org.

David Chaiken, Menlo Park, CA 

Correction 
Due to a copy-editing error, a comma 
was added to the name of one of the 
authors of the Research Highlights 
paper “Wake Up and Smell the Cof-
fee: Evaluation Methodology for the 
21st Century” (Aug. 2008). Our apolo-
gies to J. Eliot B. Moss. 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit your comments to 500 
words or less and send to letters@cacm.acm.org.

Knuth’s Art of Recovering from Errors
doi:10.1145/1378727.1378730
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We’re All Ears
Our readers are a most opinionated audience and we value those opinions. Feel 
free to share your thoughts or get something off your chest. There are many ways to 
present your insights, comments, complaints, or questions to Communications:

�Read something that’s got you thinking? Set you reeling?  ˲˲

Send a letter to the editor: letters@cacm.acm.org.
�Questions about your monthly digital edition?  ˲˲

Send them to: cacmfeedback@hq.acm.org.
�Email the Publisher and Editor-in-Chief directly;  ˲˲

their addresses are atop the Communications masthead on page 4.
�To contact other staff members, click on the “CACM Staff”  ˲˲

link on the home page—http://cacm.acm.org/—or go directly to  
http://cacm.acm.org/communications?pageIndex=6/.

Still Everywhere
ACM’s popular online publication, Ubiquity, remains as thought-provoking as 
ever under its new leadership. The preeminent Peter J. Denning has taken over 
as Ubiquity’s editor, replacing John Gehl who served in that position for almost a 
decade. See what Denning, a longtime Communications columnist, former ACM 
president, and current chair of the Computer Science Department at the Naval 
Postgraduate School in Monterey, CA, and his newly assembled editorial board 
have in store at www.acm.org/ubiquity. 

Mobile Magazine 
The Digital Edition of Communications is viewable on your iPhone or iPod Touch. 
So, too, are other ACM publications, including Queue, for forward-looking prac-
titioners; interactions, for HCI (human-computer interaction) fans; netWorker, 
for networking technologists; and Crossroads, ACM’s student publication. These 
and 84 other titles are available in Texterity Inc.’s electronic format that re-creates 
each page of a printed magazine. Find them at iphone.texterity.com.  

Current Features
ACM 
Member 
News
From Computer Geek  
to Computer Chic 
ACM and the WGBH 
Educational Foundation have 
won a two-year grant from the 
National Science Foundation 
to improve the image of 
computer science among high 
school students. Launched 
in June, the New Image for 
Computing project will create 
a national outreach and 
communications plan to create 
interest among high school 
students, particularly African-
American boys and Latina 
girls, about pursuing computer 
science as a college major and 
a subsequent career choice. 
“Obviously there’s a whole pool 
of talent that is not aware of 
what computing can do to help 
them achieve their goals in 
healthcare or whatever career 
they choose to pursue,” says Jill 
Ross, director of the Image of 
Computing Task Force, which is 
leading a national coordination 
effort to provide a realistic view 
of opportunities in computing. 

Gödel Prize Winners 
Daniel A. Spielman and Shang-
Hua Teng were awarded the 2008 
Gödel Prize by ACM’s Special 
Interest Group on Algorithms 
and Computing Theory and 
the European Association for 
Theoretical Computer Science 
for developing a rigorous 
framework to explain the 
practical success of algorithms 
on real data and real computers 
that could not be clearly 
understood through traditional 
techniques. 

OOPsLA ’08 Conference 
If you’re interested in the 
future of objects in software 
development, be sure to attend 
OOPSLA ‘08: ACM SIGPLAN 
Conference on Object-Oriented 
Programming, Systems, 
Languages, and Applications, 
which will be held in Nashville, 
TN, from Oct. 19–23. The 
conference will address current 
software challenges such as 
programmer productivity, 
security and reliability, ultra 
large-scale systems, and 
evolving hardware platforms. 
For more information, visit 
http://www.oopsla.org/
oopsla2008.

DOI:10.1145/1378727.1378731	 David Roman
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T
here is a little-known ap-
proach to information analysis 
that has built the foundation 
for many of the information 
technologies that we now con- 

sider to be givens of the 21st century. 
The strategy, called spectral graph the-
ory, is well known among mathemati-
cians and those working with massive 
data sets, but has not received a great 
deal of credit in the mainstream media 
as being an important method for un-
derstanding key relationships in data 
sets consisting of millions or even bil-
lions of nodes. With roots in the early 
20th century, spectral graph theory 
and the corresponding interpretative 
method of spectral analysis were ini-
tially used as a theoretical approach to 
solving specialized math problems in 
which relationships between certain 
classes would otherwise be difficult  
to ascertain. 

The origin of spectral graph theory 
can be traced to Markov chains, har-
monic analysis, statistics, and spectral 
geometry, with mathematicians asking 
Zen-like questions such as “How can 
you hear the shape of a drum?” In the 
intervening years, spectral graph theory 
was applied in several areas, with IBM 
researcher Alan J. Hoffman even using 

the technique in the 1970s to partition 
circuitry on silicon chips. In the 1980s, 
Microsoft’s Susan Dumais, the Univer-
sity of Colorado’s Tom Landauer, and 
their colleagues used spectral analysis 
to cluster documents in a technique 
called latent semantic analysis. How-
ever, it wasn’t until the 1990s that spec-
tral graph theory became one of the 
most important tools in understanding 
how to conduct text search and retrieval 
more efficiently.

Spectral graph theory, which might 
be characterized as a kind of advanced 

Boolean logic on steroids (in the sense 
that it can help simplify extremely com-
plex relationships among class mem-
bers that are also members of other 
classes), has become useful not only to 
those working in Web search, but also 
to those refining predictive-analysis sys-
tems of the type used to determine what 
books you might find most interesting 
or what movies you might like to watch. 

In her early work with spectral analy-
sis, Fan Chung, an Akamai professor in 
Internet mathematics at the University 
of California, San Diego, applied the  
theory to light patterns to help deter-
mine the molecular composition of 
stars. Chung is now taking spectral 
analysis in new directions for Web 
search, such as how to analyze and im-
prove Google’s PageRank, which was in-
troduced in 1998 and based on a math 
strategy called random walks. “One of 
the main applications of spectral graph 

Finding Diamonds  
in the Rough  
Spectral graph theory has proven to be very useful for text search  
and retrieval and for refining predictive-analysis systems.

Science  |  doi:10.1145/1378727.1378732 	 Kirk L. Kroeker
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ing at the Georgia Institute of Tech-
nology, points out that spectral graph 
theory can be applied to just about any 
technology outside the Web to reveal 
which clusters in a massive data set are 
the most important. “The power of the 
method does not come only from the 
fact that it has some mathematical jus-
tification,” she says. “It comes from the 
fact that, computationally, it is very easy 
to implement. Doing spectral analysis 
on a very large data set can be done in 
almost linear time, on the spot.” 

According to Mihail, spectral graph 
theory has a disadvantage in that it 
needs numeric stability. Mihail says the 
next major breakthrough in spectral 
analysis might be for distributed appli-
cations, such as peer-to-peer networks, 
in which little numeric stability exists 
because no central authority has total 
knowledge of the network.

In talking about spectral graph theory 
and the early days of Web search, Mihail 
points to the work of Prabhakar Ragha-
van, head of research at Yahoo!, and Cor-
nell University’s Jon Kleinberg as being 
fundamental to the modern-day concept 
of automating search results through the 
application of spectral analysis. Ragha-
van headed up the Computer Science 
Principles department at IBM’s Almaden 
Research Center and led IBM’s Clever 
Project on Web search and page popular-
ity. The Clever Project has received a great 
deal of attention for developing efficient 

theory is to analyze the rate of conver-
gence of random walks,” says Chung. 
“So you can see it takes just one further 
extension to analyze PageRank.”

Chung points out that the algorithms 
used in spectral graph theory have be-
come so efficient that it is now possible 
for graduate students to apply the theo-
ry to data sets consisting of millions of 
nodes. “Five years ago I would have nev-
er imagined my students would be able 
to deal with millions of data points,” 
she says. “The power of the algorithm 
allows us to deal with this many data 
points on a single, dedicated PC.” 

One of the metaphors that Chung 
uses to characterize spectral graph the-
ory is a sandbox. The traditional way of 
identifying the relationships between 
grains of sand in a sandbox is to string 
them together, one by one. Spectral 
graph theory essentially makes such 
work much more efficient by instantly 
“cutting” to the relationships between 
all the grains of sand so it is possible to 
quickly identify, as Chung puts it, “dia-
monds in the rough.”

Identifying Data Patterns 
To understand how spectral graph theo-
ry cuts to these relationships, you must 
understand eigenvalues and eigenvec-
tors, which are values placed on a group 
of data points. Unlike Boolean opera-
tors, which deal with either-or classes 
that have no relative weights, eigenval-

ues and eigenvectors enable mathema-
ticians and others working with spec-
tral graph theory to apply finely tuned 
weights to members of a population 
with the goal of identifying interesting 
data patterns. In a social network, for 
example, an eigenvalue is a number in-
dicating a particular pattern or cluster. 
The pattern could be men and women, 
for example. The larger the eigenvalue, 
the more important the pattern. An 
eigenvector would be a particular weight 
applied to the men-women partition, 
with plus values applied to women and 
minus values applied to men. 

One strength of spectral graph theory 
is the ability to apply multiple eigenval-
ues and eigenvectors to the equation, so 
you might have a value for, say, conser-
vatives and liberals or those who read 
magazines and those who don’t. In the 
end, every member of the social network 
has a numeric score. The idea is to cut 
to the eigenvalues that are important, 
then apply eigenvectors to determine 
what the clusters are. Rather than work-
ing with either-or relationships, which 
make it relatively difficult to efficiently 
apply gradient values, spectral graph 
theory enables researchers to tease out 
useful clusters by applying multiple val-
ues to each member of a population.

While the most well-known applica-
tion of the technology today is in Web 
search, Milena Mihail, an associate 
professor in the College of Comput-

Eigenvectors applied to pages for the search query jaguar*. 

(jaguar*) Authorities: principal Eigenvector

.370 http://www2.ecst.csuchico.edu/_jschlich/Jaguar/jaguar.html

.347 http://www-und.ida.liu.se/_t94patsa/jserver.html

.292 http://tangram.informatik.uni-kl.de:8001/_rgehm/jaguar.html

.287 http://www.mcc.ac.uk/ dlms/Consoles/jaguar.html Jaguar page

(jaguar jaguars) Authorities: 2nd nonprincipal vector, positive end

.255 http://www.jaguarsnfl.com/ Official Jacksonville Jaguars NFL Web site

.137 http://www.nando.net/SportServer/football/nfl/jax.html Jacksonville Jaguars home page

.133 http://www.ao.net/_brett/jaguar/index.html Brett’s Jaguar page

.110 http://www.usatoday.com/sports/football/sfn/sfn30.htm Jacksonville Jaguars

(jaguar jaguars) Authorities: 3rd nonprincipal vector, positive end

.227 http://www.jaguarvehicles.com/ Jaguar Cars Global home page

.227 http://www.collection.co.uk/ The Jaguar collection official Web site

.211 http://www.moran.com/sterling/sterling.html

.211 http://www.coys.co.uk/
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ways to determine search results through 
measuring link popularity. 

Kleinberg, a professor of computer 
science at Cornell, also worked on IBM’s 
Clever Project. Kleinberg’s research in 
this area relies on what he calls hubs 
and authorities: The way to find good 
hub pages is to find good authority pages 
that they link to, and the way to find good 
authorities is to find good hubs that link 
to the authorities. In a sense, this circu-
lar problem amounts to a mathematical 
version of Oroboros, the mythological 
serpent that swallows its own tail. And it 
is here that spectral graph theory made 
one of its most important contributions 
to Web search by offering a way to break 
that circularity.

Kleinberg explains that overcoming 
this problem involves using an eigen-
vector to determine the relative value 
of a node’s endorsement. If one node 
endorses its neighbor, the quality of the 
endorsement would be equivalent to 
the sum of the qualities of every node 
endorsing that neighbor node, and so 
on. You can keep playing this hub-and-
authority game all the way out to infinity. 
Eventually, though, things start to sta-
bilize. “What they start to stabilize on is 
an eigenvector of the graph,” Kleinberg 
says. “In Web search, an eigenvector of 
the graph is essentially the infinite limit 
of a sequence of increasingly refined esti-
mates of quality.” 

The table here, derived from Klein-
berg’s seminal 1997 IBM research re-
port titled Authoritative Sources in a 
Hyperlinked Context, serves as a good 
example for how automated semantic 
separation can be accomplished with 
eigenvectors. On the most positive 
weight nodes of the first eigenvector for 
the search “jaguar,” spectral analysis 
turned up sites related to the Atari Jag-
uar video game console. On the second 
eigenvector, spectral analysis turned 
up sites related to the Jacksonville Jag-
uars football team. And on the third 
eigenvector, spectral analysis turned up 
Jaguar car dealers. The numbers in the 
table represent coordinates from the 
first few eigenvectors; thus, the pages 
with large coordinates in each of these 
eigenvectors correspond to results for 
different meanings of the query term. 
This is the sense in which the different 
eigenvectors are serving to distinguish 
between different meanings of a query.

According to Kleinberg, the ability 

to break through the problem of circu-
larity with eigenvectors is why spectral 
graph theory is the natural mathemati-
cal language for talking about ranking 
on the Web. “But I think there is more 
basic research that needs to be done be-
cause it’s not clear that we’ve seen the 
full power of the technique,” he says. 

Kleinberg points out that most ap-
plications of spectral graph theory have 
been related to finding global, large-
scale features, such as the highest-qual-
ity Web pages or the most significant 
user clusters in a customer database. 
He suggests that spectral analysis is not 
as naturally suited to finding needle-in-
a-haystack details, such as 100 interest-
ing Web pages in billions of Web pages 
or a few unusual purchases in terabytes 
of customer data. And when it comes to 
the theory itself, Kleinberg says that in 
some cases there are no guarantees for 
the quality of the solutions that spectral 
analysis offers. “So, trying to actually 
prove some guarantees on the perfor-
mance of algorithms based on spectral 
analysis is a very nice open question,” 
he says. “And in the process of trying to 
find proofs for the performance of spec-
tral algorithms, we might in the process 
invent new algorithms.”

Breakthroughs or not, it seems likely 
that spectral analysis will remain a fa-
vorite tool among mathematicians and 
computer scientists working with vast 
amounts of data, including those doing 
work in computer vision, image recog-
nition, and any other area of research 
that might benefit from advanced pat-
tern-recognition strategies. 

Based in Los Angeles, Kirk L. Kroeker is a freelance 
editor and writer specializing in science and technology.

Spectral graph 
theory is the natural 
mathematical 
language for talking 
about ranking on 
the Web, says Jon 
Kleinberg.

Science

Natural 
Storage 
DNA is seen by many 
researchers as the classic 
information storage system. 
Just four bases (adenine, 
thymine, guanine, and cytosine) 
are required to code ongoing 
combinations of multiple amino 
acids that ultimately steer the 
cellular machinery. Inspired by 
the notion that DNA could be 
used to store nonbiological data, 
a team of researchers in Japan 
has created the first DNA strand 
made from artificial bases. The 
researchers, in a paper recently 
published in the Journal of the 
American Chemical Society, explain 
all the components of their DNA 
product are nonnatural, yet they 
spontaneously form duplexes 
with the corresponding opposite 
base, and these bonds are very 
similar properties to those 
found in natural DNA. The 
team hopes this artificial DNA 
could offer a range of real-world 
applications, from using  
DNA to store data, to using  
it in biomedical and 
nanotechnology settings.  

Computer Science

CS Award  
Winners
IEEE Honors

Gordon E. Moore will receive 
the IEEE Medal of Honor at 
the upcoming IEEE Annual 
Honors Ceremony, Sept. 20 in 
Quebec City, Canada. Other 
individuals to be recognized for 
work that “improved the world 
in which we live” are: Ralph 
H. Baer, Sir Timothy Berners-
Lee, Joseph Bordogna, Don 
Coppersmith, Teuvo Kohonen, 
Leslie Lamport, Chrysostomos 
L. Nikias, Richard F. Rashid, Raj 
Reddy, and Alan Jay Smith.

EATCS Award 

Leslie G. Valiant received the 
2008 EATCS Award from the 
European Association for 
Theoretical Computer Science in 
recognition of his distinguished 
career in theoretical computer 
science. 
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L
arissa, a Brazilian foreign-
language student studying in 
Tokyo, gets a call on her cell 
phone just as she arrives at 
her apartment after classes. 

She peers at the phone’s display and 
sees her mother sitting in the living 
room of the family’s home in São Pau-
lo, plus a blinking blue dot indicating 
the call is a live, two-way video stream. 
Larissa flips open her phone.

“Mama, do you like my new hair-
cut?” Larissa asks as she lets herself 
into her apartment. “Is it too short?”

“No, it looks terrific,” says her moth-
er. “I have some video of your father’s 
birthday party. Please turn on your 
TV.”

“Okay,” replies Larissa, who points 
her cell phone at the 50-inch, flat-panel 
television on her living room wall and 
pushes a button. The television flashes 
awake, picks up the video stream from 
the phone, and displays a high-quality 
video of her family celebrating her fa-
ther’s 49th birthday at his favorite res-
taurant in São Paulo. 

One phone call, one stream of in-
formation. The cell phone takes only 
the data it needs for its two-inch dis-
play while the 50-inch television moni-
tor takes far more data for its greater 
resolution—all from the same video 
stream.

Welcome to the future world of scal-
able, distributed video.

Digital video coding compresses 
the original data into fewer bits while 
achieving a prescribed picture quality, 
which it accomplishes largely by elimi-
nating redundancies. Image data for a 
static background object, for instance, 
is stored just once, with subsequent 
frames merely pointing back to the 
original and registering only incremen-
tal changes.

Today’s video coding paradigm 
exploits temporal and spatial redun-
dancies—think of them together as 
repetitive elements over time—with a 
series of predictions, a set of represen-

tations, and a slew of cosine calcula-
tions. The goals are to remove the de-
tails the human eye can’t see (whether 
they’re too fast, dark, or small), set 
aesthetic rules (such as color and as-
pect ratio), tailor the bit and frame 
rates for the highest picture quality at 
the lowest file size, and save as much 
bandwidth as possible.

A video stream is broken up into pic-
tures that are not necessarily encoded 
in the order in which they are played 
back. Encoders append such com-
mands as “for blocks 37–214, duplicate 
the same blocks in the last frame,” and 
quantize the transform coefficients to 
control for the limitations of human 
visual perception. Finally, entropy cod-
ing acts to control the statistical redun-
dancy of the resulting coded symbols.

It’s not quite instant, but in fairly 
short order video encoders produce a 
digital video file, a fraction of its origi-
nal size, for an iPod, laptop, or cell 
phone. And with advances in scalable 
and distributed video coding, two-way, 

real-time video, such as Larissa’s con-
versation with her mother, is becom-
ing a reality. 

Robust Encoding
Hybrid coding, which leverages both 
the temporal/predictive and frequency 
domains, is the basis for most current 
video standards. It does the hard work 
at the encoding step, resulting in com-
plex encoders but just basic decoders.

A downlink model of a few encod-
ers serving many distributed decoders 
serves applications for TV and cable 
broadcasting and on-demand Web 
video very well, but it makes decoder 
complexity its focus. Today’s chal-
lenge, on the other hand, is the prolif-
eration of wireless mobile devices—
from cell phones and Internet tablets 
to laptops—that rely on up-links to de-
liver data. This requires capable device-
based encoders.

In addition to robust encoding, 
these emerging applications require 
improved compression and increased 

Ubiquitous Video 
Scalable and distributed video coding offers  
the promise of two-way, real-time video.

Technology  |  doi:10.1145/1378727.1378733 	 Logan Kugler

1_CACM_V51.9.indb   14 8/14/08   1:38:24 PM



news

september 2008  |   vol.  51  |   no.  9  |   communications of the acm     15

resistance to packet losses. New scal-
able and distributed coding solutions 
promise to deliver all of this—and 
much more.

A pair of Swiss-based standards 
organizations, International Organi-
zation for Standardization and Inter-
national Telecommunication Union 
(ITU), formed a Joint Video Team in 
2001 to develop a network-friendly 
video standard. Completed in 2003 
and subsequently refined, H.264/AVC 
(Advanced Video Coding) attained 
measurably superior performance over 
existing standards. With the uplink 
model in ascendancy, there is continu-
ing development in two promising 
areas: scalable video coding (SVC), an 
extension of the H.264/AVC standard, 
and distributed video coding (DVC).

An example of video scalability is 
when a “server has this 20Mbps coded 
video and you have a connection that 
can deliver 10Mbps,” says Gary Sulli-
van, a video architect with Microsoft 
and chair of the ITU-T Video Coding 
Experts Group. “If the video is en-
coded in a scalable way, the server can 
take just the subset of the data that 
represents the lower quality and give 
you that.” 

Video data is delivered in packets, 
and if the video is not coded in a scal-
able manner, there’s basically very lit-
tle a person can do other than decode 
all of them, notes Sullivan. However, if 
the video is encoded in a scalable way, 
then some packets belong to the base 
layer and some packets belong to the 
enhancement layer. Sullivan muses 
that it’s possible create a bitstream 
with 10 layers, covering a wide range 
of decoders. “It’s a nice concept, but 

has been difficult to achieve,” he says.

Charting a New Course
A professor at the Electrical and Com-
puters Engineering Department at 
Portugal’s Instituto Superior Técnico 
and the chair of many ad hoc video 
standards groups, Fernando Pereira 
is trying to chart video’s course from 
scalable to distributed. Not only will 
there be the multiple layers from SVC, 
but the new distributed video encoding 
will dynamically divvy up the work be-
tween encoders and decoders. 

Pereira likens progress in the field of 
video coding to paleontologist Stephen 
Jay Gould’s description of “punctu-
ated equilibrium” in evolution during 
which periods of stasis are interrupted 
by flurries of “creative destruction” and 
rapid change.

Video coding’s state of the art in 

the early 1970s was represented by the 
Slepian-Wolf theorem that describes 
lossless coding—a way to reduce file 
sizes  without losing any bits—with 
rather small compression factors. By 
1976, Abraham Wyner and Jacob Ziv 
had derived the Wyner-Ziv theorem 
that essentially defines the conditions 
under which the picture quality can be 
achieved even when the coding process 
is not lossless.

Because it does not delete irrelevant 
information, the Slepian-Wolf theo- 
rem by itself has little practical ap-
plication in video compression to-
day. However, the Slepian-Wolf and 
Wyner-Ziv theorems together suggest 
the potential to compress two signals 
in a distributed way, with two sepa-
rate encoders supplying a single joint 
decoder, says Pereira. He is confident 
this approach can achieve “a coding 
efficiency close to that of the predic- 
tive, joint encoding and decoding 
schemes” now in widespread use.

As opposed to conventional coding, 
in DVC the task of motion estimation is 
performed only on the decoder side to 
generate motion-compensated predic-
tions for each input frame. The coding 
efficiency of a DVC scheme is judged to 
a great degree on the quality of these 
predictions.

The new DVC model promises sub-
stantial advantages for existing and 
emerging applications. They include 
flexible resources (DVC allocates vary-
ing amounts of encoder complexity 
to the decoder, which results in low 
encoder complexity and low battery 
consumption), improved resilience 
(DVC codecs do not rely on repeti-
tive prediction loops, so channel in-

“We know where 
[distributed video 
coding] may arrive 
from a theoretical 
point of view, but 
we still don’t know 
how to arrive there 
in practice,” says 
Fernando Pereira.

Today’s cubicle dweller switches 
gears every three minutes, 
moving from one task to 
anything else bombarding his 
or her attention. Indeed, the 
office environment has become 
such a breeding ground for 
interruptive technologies like 
emailing, cybersurfing, and 
IMing, that disruptions are now 
consuming as much as 28% of 
the average U.S. worker’s day and 

sap productivity by as much as 
$650 billion a year, according 
to Manhattan-based business 
research firm Basex. 

In response, a growing 
number of tools and technologies 
are emerging to help keep 
workers on task. Microsoft is 
working on some remedies for 
attention disruption disorder 
that include AI systems that 
observe humans at work and 

build models that predict the 
cost and benefit of interrupting 
someone, BusinessWeek reports. 
A prototype of an email triage 
program called Priorities ranks 
messages in order of perceived 
importance. The Outlook Mobile 
Manager enables Outlook to 
recognize urgent messages. 
And Bounded Deferral holds 
messages until a recipient is 
ready for a “cognitive break.” 

IBM is also on the attention 
management track, now testing a 
prototype IM answering machine 
known as IMSavvy that can 
“sense” when a worker is too busy 
to answer calls or messages and 
will relay that sentiment to would-
be interrupters. The system also 
offers a whisper option, flickering 
text on a worker’s screen even 
if the worker has instructed the 
system to withhold messages. 

Workplace Technology

Keeping Focus Amid the Distractions
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terference errors do not propagate 
over time), multiview independence 
(when used in a multiview video con-
text, DVC encoders do not jointly 
process multiple views and thus do 
not need inter-camera, inter-encoder 
communication, saving energy), and 
codec-independent scalability (in 
current scalable codecs, a prediction 
approach from lower to upper layers 
requires the encoder to know the cod-
ing solutions for each layer, and the 
DVC approach allows each layer to 
use a discrete codec, unknown to the 
encoder, as knowledge of every layer 
is no longer necessary).

These benefits will positively im-
pact video-related applications such 
as mobile videoconferencing and 
video email. “The future will tell us 
in which application domain the dis-

tributed source coding principles will 
find success,” says Pereira.

Video Everywhere 
Although Pereira sees important roles 
for academia and industry, “DVC is 
still very much an academic exercise 
with very few companies involved,” he 
says. “MPEG [the family of standards 
used for coding audiovisual informa-
tion] is not involved at all because it is 
too early to think about any standard-
ization, and we still don’t know what 
the best solution may be.”

“With the continuing convergence 
of Internet, cable-based technologies, 
and wireless, bandwidth should also 
increase and we’ll be seeing more on-
demand and live video applications 
very soon,” says Kevin Bee, CEO of 
Uptime Video, a video encoding firm 
based in Thousand Oaks, CA. This 
growing convergence has already led 
Adobe to include H.264 compatibil-
ity in its Flash Player 9, a move that 
has exponentially extended the co-
dec’s reach.

“We know where DVC may arrive 
from a theoretical point of view, but 
we still don’t know how to arrive there 
in practice,” says Pereira.

Sullivan concurs. “H.264 itself gets 
easier to implement over time, but it 
will take a lot of work to make a better 
compression-capable codec,” he says. 
“We’re not there yet, and won’t be for 
several years at least.”

One major area of scientific re-
search is human cognition. “Audio 
people had to enter this area earlier 
and deeper because the amount of re-
dundancy in audio is much lower than 
in video, and they had to deal with ir-
relevancy in a more efficient way,” 
says Pereira. Clearly, he concludes, 
a better understanding of visual per-
ception and the manner in which the 
human visual system responds to 
compression are among the most im-
portant next steps.

“The bottom line is that it is time for 
research and hard work,” says Pereira. 
“We should not go too fast in terms of 
making products so as to avoid ‘killing 
the goose that laid the golden egg.’ But, 
honestly, I don’t even know if there’s a 
goose yet.”	

Logan Kugler is a Los Angeles-based freelance writer 
who writes about business and technology. 

Information Technology

Goodbye, 
Computer 
Mouse
The days of the computer mouse 
are nearing their end, Gartner 
analyst Steve Prentice has told 
the BBC News. Prentice expects 
the functionality of the mouse 
to be gradually replaced during 
the next three to five years 
by emerging alternative user 
interfaces that rely on facial 
recognition, movement, and 
gestures. 

Prentice says the mouse has 
staying power in the desktop 
computer environment, 
but believes that “for home 
entertainment or working on a 
notebook, it’s over.” 

He notes that Apple, 
Intel, and Microsoft are now 
promoting gestural interfaces 
for future computer use and 
that NEC, Panasonic, and Sony 
are demonstrating applications 
that use facial and movement 
recognition.

“With the [Nintendo] Wii you 
point and shake and it vibrates 
back at you so you have a two-
way relationship there,” says 
Prentice. “The new generation 
of smart phones like the iPhone 
all have tilting mechanisms or 
you can shake the device to do 
one or more things. Even the 
multi-touch interface is so much 
more powerful and flexible than 
in the past allowing you to zoom 
in, scroll quickly, or contract 
things.”

Of course, not everyone 
agrees with Prentice. “The death 
of the computer mouse is greatly 
exaggerated,” says Rory Dooley, 
senior vice president and general 
manager of Logitech’s control 
devices unit, who notes that 
much of the developing world 
has still to get online. “There are 
around one billion people online, 
but the world’s population is 
over five billion.... The mouse will 
be even more popular than it is 
today as a result.”

Invented by Douglas 
Engelbart of the Stanford 
Research Institute, the 
computer mouse will celebrate 
its 40th anniversary later this 
year. Engelbart, recipient of the 
1997 ACM A.M. Turing Award, 
never received any royalties for 
his invention, in part due to its 
patent expiring in 1987 before 
the widespread popularity of 
personal computers.

Coming Next Month in 

Communications
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Nissim, an assistant professor of com-
puter science at Ben-Gurion University, 
describes this approach as “connecting 
the dots.” Oftentimes, it involves culling 
seemingly unrelated data from diverse 
and disparate sources.

It’s not an abstract concept. When 
online movie rental firm Netflix decided 
to improve its recommendation system 
in 2007, executives emphasized that they 
would provide complete customer ano-
nymity to participants. Netflix designed 
a system that retained the date of each 
movie rating along with the title and year 
of its release. And it assigned random-
ized numbers in place of customer IDs. 

This seemed like a perfect system 
until a pair of researchers—graduate 
student Arvind Narayanan and profes-
sor Vitaly Shmatikov, both from the de-
partment of computer sciences at the 
University of Texas at Austin—proved 
that it was possible to identify individu-
als among a half-million participants by 
using public reviews published in the In-
ternet Movie Database (IMDb) to identi-
fy movie ratings within Netflix’s data. In 
fact, eight ratings along with dates were 
enough to provide 99% accuracy, accord-
ing to the researchers.

This type of privacy violation—
known as a linkage attack (attackers use 
innocuous data in one data set to iden-
tify a record in a second data set with 
both innocuous and sensitive data)—
has serious repercussions, Dwork says. 
It could identify someone who is gay or 
has an interest in extremely violent or 
pornographic films. Such information 
might potentially interfere with a per-
son’s employment or affect his or her 
ability to rent an apartment or belong 
to a religious organization. “It could 
result in public humiliation,” says 
Dwork, who notes that “the conclu-
sion may be wrong. Partners share ac-
counts. People buy gifts, and they may 
have some other reason for renting or 
buying certain movies.”

It’s not the first time such an event 
has taken place. In 2006, researchers 

O
pen a newspaper or a Web 
browser and you’re certain 
to encounter a spate of sto-
ries about the misuse or loss 
of data and how it puts per-

sonal information at risk. Over the last 
decade, as computers and databases 
have grown ever more sophisticated, 
privacy concerns have moved to cen-
ter stage. Today, government agencies 
worry about keeping highly sensitive 
financial and health data private. Cor-
porations fret over protecting customer 
records. And the public grows ever more 
wary—and distrustful—of organizations 
that handle sensitive data.

“Privacy issues aren’t about to go 
away,” observes Adam Smith, an as-
sistant professor in the computer sci-
ence and engineering department at 
the Pennsylvania State University. “One 
problem we face is that ‘privacy’ is an 
overloaded term. It means different 
things to different people and a lot of is-
sues hinge on context. As a result, it is ex-
tremely difficult to create effective solu-
tions and protections—and to gain the 
trust that is necessary for respondents  
to answer sensitive questions honestly.”

Some 220 million private records 
have been lost or stolen in the United 
States since January 2005, according 
to the Privacy Rights Clearinghouse, a 
San Diego, CA-based organization that 
tracks privacy issues. While no world-
wide statistics exist, it’s entirely appar-
ent that a tangle of regulations, laws, and 
best practices cannot solve the problem. 
Worse, increasingly sophisticated tools 
make it possible to piece information to-
gether and glean details and facts about 
people in a way that wasn’t imaginable a 
few years ago. 

Now, a handful of researchers, math-
ematicians, and computer scientists are 
hoping to alter the landscape and frame 
the debate in new and important ways. 
Introducing a concept that has been 
dubbed “differential privacy,” these data 
experts are seeking to use mathematical 
equations and algorithms to standard-

ize the way computers—and organi-
zations—protect personal data while 
revealing overall statistical trends. The 
goal, says Cynthia Dwork, a principal 
researcher at Microsoft, is to ensure that 
an adversary cannot compromise data 
when he or she combines the released 
statistics with other external sources of 
information. “It’s an extremely attrac-
tive approach,” she says. 

Connecting the Dots
The ability to collect and analyze vast 
data sets offers substantial promise. 
Sifting through medical data, genotype 
and phenotype connections, epidemio-
logical statistics, and their correlation 
with events such as chemical spills or 
dietary and exercise patterns can help 
dictate public policy and find preventive 
strategies and cures for real people with 
real afflictions.

Yet, protecting privacy is an increas-
ingly tricky proposition and one that 
confounds a growing number of organ- 
izations. Beyond the widely publicized 
hacker attacks and security lapses, 
there’s an escalating threat of a person or 
organization assembling enough pieces 
of seemingly benign data—sometimes 
from different sources—to create a use-
ful snapshot of a person or group. Kobbi 

Privacy Matters 
As concerns about protecting personal data increase,  
differential privacy offers a promising solution. 

Society  |  doi:10.1145/1378727.1378734	 Samuel Greengard
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sifted through anonymized data of 20 
million searches performed by 658,000 
America Online subscribers. The re-
searchers were able to cull sensitive 
information—including Social Security 
numbers, credit card numbers, address-
es, and personal habits—by looking at 
all the searches of a single user (each 
user received a single randomized num-
ber). These same identification methods 
can be used for social networking sites 
and to parse through data contained in 
search engines, Dwork says. 

The repercussions are enormous. For 
example, in the 1990s, a health insur-
ance company that provided coverage 
for all state employees in the Common-
wealth of Massachusetts released gen-
eral data about the medical histories of 
anonymized individuals for general re-
search purposes. Only the date of birth, 
gender, and ZIP code of residence was 
left in the data. However, a researcher, 
Latanya Sweeney, now an associate pro-
fessor of computer science at Carnegie 
Mellon University, identified the medi-
cal history for William Weld, then the 
governor of Massachusetts. This was 
possible because the database con-
tained only six people who had his same 
date of birth, only three of them were 
men, and Weld was the only person in 
his five-digit ZIP code.

What’s remarkable, Dwork says, is 
that each data element alone isn’t a 
privacy risk. “Most people would prob-
ably say, ‘No big deal.’ Yet, putting these 
three elements together is enough to 
identify approximately two-thirds of the 
population,” says Dwork.

Preserving Privacy
As government agencies, research insti-
tutes, companies, and nonprofit orga-

nizations search for ways to boost the 
value of their data, the pressure to de-
velop better privacy-protecting meth-
ods and systems is increasing. “Despite 
good intentions and software tools de-
signed to thwart breaches, breakdowns 
continue to take place,” says Frank Mc-
Sherry, a researcher at Microsoft Re-
search Silicon Valley.

Privacy-preserving efforts have un-
dergone a steady evolution during 
the last quarter-century. Statistics, se-
curity, cryptography, and databases 
have all emerged as topics of interest. 
However, actual solutions have re-
mained elusive, largely because there’s 
no way to guarantee data privacy with 
ad-hoc tools and methods. Cryptogra-
phy, for example, is fine for protecting 
data from a security standpoint, but it 
does nothing to mitigate data mining 
and sophisticated analysis of publicly  
released or anonymized data. In fact, 

mathematically rigorous methods 
have demonstrated that the 25-year-
old concept of “semantic security” 
cannot be achieved for statistical  
databases. 

Differential privacy, which first 
emerged in 2006 (though its roots go 
back to 2001), could provide the tip-
ping point for real change. By introduc-
ing random noise and ensuring that a 
database behaves the same—indepen-
dent of whether any individual or small 
group is included or excluded from the 
data set, thus making it impossible to 
tell which data set was used—it’s pos-
sible to prevent personal data from 
being compromised or misused. Penn-
sylvania State University’s Smith says 
that differential privacy can be applied 
to numerous environments and set-
tings. “It creates a guideline for defin-
ing whether something is acceptable 
or not,” he says.

Government, academic, and busi-
ness leaders have shown some inter-
est in differential privacy, although the 
concept is still in the early stages of de-
velopment and implementation. Cur-
rently, differential privacy appears to be 
the only approach that offers a solid and 
well-defined method for achieving pri-
vacy—without making any assumptions 
about the adversaries’ strategy. “There 
has been a lot of positive feedback about 
the concept, though it is clearly on the 
upward slope,” McSherry says. “We be-
lieve that with further analysis, testing, 
and tweaking, differential privacy could 
emerge within the next several years as 
the gold standard for privacy.”	

Samuel Greengard is a freelance writer based in West 
Linn, OR.

Differential privacy 
appears to be the only 
approach that offers 
a solid and well-
defined method for 
achieving privacy—
without making any 
assumptions about 
the adversaries’ 
strategy.

To most of his followers around 
the world, Randy Pausch was 
known as the terminally ill college 
professor who taught millions 
how to live. His YouTube-based 
“Last Lecture,” given a year ago at 
Carnegie Mellon University after 
doctors told him his pancreatic 
cancer had progressed and he 
had only months to live, became 

an international sensation. His 
subsequent best-selling book  
of the same title was translated 
into over two dozen languages. 

To the computing community, 
Pausch, who died on July 25 at the 
age of 47, will be forever known 
as a pioneer in virtual reality. His 
leadership in the Alice project  
revolutionized how introductory 

programming can be taught. As 
co-founder of the Entertainment 
Technology Center at CMU, 
he developed a facility for 
bridging computer science with 
entertainment technology. Pausch, 
an ACM Fellow, was an active leader 
in SIGGRAPH and SIGCHI and 
a frequent contributor to many 
ACM publications; indeed, while 

undergoing cancer treatments 
he co-authored two articles for 
Communications’ special section on 
a science of games (July 2007). 

On p. 19 we present a Q&A with 
Pausch conducted just weeks prior 
to his death. Like everything he did 
in life, he gave graciously of his time 
when it came to discussing computer 
science and his regard for students. 

Computer Science

In Memoriam: Randy Pausch 
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R
andy Pausch Was known 
around the world for the 
inspiring “Last Lecture” 
he delivered last year—
and for the battle he waged 

against terminal pancreatic cancer. To 
many people, Pausch, a professor of 
computer science at Carnegie Mellon 
University, served as a role model for 
working hard, overcoming obstacles, 
and achieving childhood dreams. Re-
nowned as a passionate and creative 
teacher, Pausch won both the Karl V. 
Karlstrom Outstanding Educator Award 
from ACM and the ACM Special Interest 
Group on Computer Science Education 
Award for Outstanding Contributions to 
Computer Science Education in 2007. 

Pausch was well known for his role 
as the driving force behind the Alice 
project, an innovative 3D computing 
environment that teaches students to 
program through an intuitive graphical 
interface. By addressing the challenge 
that syntax poses to novice program-
mers, Pausch opened the discipline to 
countless middle school, high school, 
and college students. Pausch’s own 
students remember his ability to help 
computer science come alive in per-
son, making classes on subjects such 
as data structures compelling through 
well-chosen, motivating examples.

“Randy managed to collect this amaz-
ing group of people—some of the best 
people I’ve ever worked with,” says for-
mer student Caitlin Kelleher.  

Last June, we asked Pausch to talk 
about what he hoped would be the 
legacy of his pioneering work in virtual 
reality and to share words of advice to 
students pondering a career in com-
puter science. When the news came 
of Pausch’s death on July 25, the edi-
tors of Communications felt there could 
be no greater tribute than to share his 
own words about the joy he found in 
computer science with a like-minded 
audience and his hopes for the future 
of the field he cherished.

You’ve spoken of the importance of 

never quitting—of continually push-
ing against brick walls and other ob-
stacles. What additional advice might 
you give to tomorrow’s CS students?

Remember how quickly our field 
changes. That’s why you want to focus 
on learning things that don’t change: 
how to work well with other people, 
how to carefully assess a client’s real—
as opposed to perceived—needs, and 
things like that.

What about advice for CS teachers 
and professors?

That it’s time for us to start being 
more honest with ourselves about 
what our field is and how we should ap-
proach teaching it. Personally, I think 
that if we had named the field “Infor-
mation Engineering” as opposed to 
“Computer Science,” we would have 
had a better culture for the discipline. 
For example, CS departments are no-
torious for not instilling concepts like 
testing and validation the way many 
other engineering disciplines do.

Is there anything you wish someone 
had told you before you began your 
own studies?

Just that being technically strong is 
only one aspect of an education.

Let’s talk about Alice, the 3D program-
ming environment you helped develop 
to teach kids how to program. What’s 
the most surprising thing you’ve learned 
from your work on the Alice project?

That no matter how good a teaching 
tool may be, it requires textbooks, lec-
ture notes, and other supportive peda-
gogic materials before it can really be-
come widely adopted. 

Alice has proven phenomenally 
successful at teaching young women, 
in particular, to program. What else 
should we be doing to get more women 
engaged in computer science?

Well, it’s important to note that Al-
ice works for both women and men. I 
think female-specific “approaches” 
can be dangerous for lots of reasons, 
but approaches like Alice, which fo-
cus on activities like storytelling, work 
across gender, age, and cultural back-
ground. It’s something very fundamen-
tal to want to tell stories. And Caitlin 
Kelleher’s dissertation did a fantastic 
job of showing just how powerful that 
approach is.

In a course on building virtual 
worlds, you required your students to 
create content without violence or por-
nography. Can you tell us a little more 
about how you reached that decision, 
and what the outcome was?

I just wanted them to do something 
new, and shooting violence and por-
nography were already heavily associ-
ated with virtual reality. Although I was 
impressed how many 19-year-old boys 
are flush out of ideas when you take 
those two off the table!

Do you have any predictions for the 
future of virtual reality or human-com-
puter interaction (HCI)?

I think virtual reality needs better 
base technology; the Wii was a hit be-
cause of its input device, for example. 
North Carolina researchers got the 
tracking technology “good enough” 
almost ten years ago, but we are still 
waiting for a good, high resolution, 
lightweight, head-mounted display, 
which I think is critical. As for HCI, it 
is my hope that it stops being seen as 
a field “just for specialists,” and be-
comes something—like data struc-
tures—where every CS student should 
have at least one semester of HCI, just 
to understand the basic concepts.	

Based in Brooklyn, NY, Leah Hoffmann writes about 
science and technology.

News  |  doi:10.1145/1378727.1378735 	 Leah Hoffmann

Wisdom from Randy Pausch
Randy Pausch, author of the best-selling The Last Lecture and  
a virtual-world innovator, on computer science, Alice, and teaching. 
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Technology Strategy 
and Management 
The Puzzle of Apple 
Given Apple’s unique characteristics, should it strive  
to be a platform or a product leader?

O
ne of the greatest product 
development companies 
in history is Apple, Inc., 
founded by Steve Jobs and 
Steve Wozniak in 1976. 

Apple’s list of “truly great” products—
Jobs’ promotional mantra for the Ma-
cintosh personal computer—is truly 
impressive, but the company has too 
often failed or chosen not to develop 
industrywide platforms. I will explain.

The Mac, introduced in 1984, pio-
neered the graphical user interface (al-
beit copied from Xerox) for the mass 
market. Other great Apple products 
include the first mass-market PC, the 
Apple II, introduced in 1977; the Pow-
erBook, which in 1991 set the design 
standard for laptops; the unsuccess-
ful though still-pioneering Newton 
PDA, first sold in 1993; and the iMac 
all-in-one “designer” PC, released in 
1998. More recently, we have seen the 
iPod digital media player (2001), the 
iTunes music and other digital media 
service (2003), and the trendsetting 
iPhone (2007). Jobs does not take per-
sonal credit for all these products. He 
was absent from the company during 

1985–1997 and returned only when 
Apple acquired his other company, 
NeXT Computer. That firm provided 
the basis for another hit Apple prod-
uct released in 2001, the Mac OS X 
operating system. But Jobs created 
the design culture and hired or su-
pervised the people (such as Jonathan 
Ive, chief designer of the iMac, the 
iPod, and the iPhone) most responsi-
ble for the company’s current success 
and historical legacy. 

But I have often wondered what the 
world would have been like if Steve Jobs 
had thought a bit more like his archri-
val, Bill Gates. Microsoft, founded in 
1975, does not generally try to develop 
“truly great” products, although occa-
sionally some are very good. Mostly, Mi-
crosoft tries to produce “good enough” 
products that can also serve as industry 
platforms and help bring cheap and 
powerful computing to the masses 
(and mega-profits to Microsoft). MS-
DOS, Windows, and Office have done 
this since 1981.a  

a	 See Michael A. Cusumano and Richard W. 
Selby, Microsoft Secrets, Free Press/Simon & 

We can define the term “platform” 
as a foundation product or key technol-
ogy in a system like the PC or a Web-
enabled cell phone. A platform should 
have relatively open technical inter-
faces and easy licensing terms in order 
to encourage other firms to contribute 
complementary products and services. 
These external innovations create an 
ecosystem around the platform. The 
critical distinguishing feature of a plat-
form is “network externalities”: the 
more external firms in the network that 
create complementary innovations, the 
more valuable the platform becomes. 
This dynamic should cause more users 
to adopt the platform, more comple-
mentors to enter the ecosystem, more 
users to adopt, almost ad infinitum. b (I 
say “almost” because there is some evi-

Schuster, NY, 1995.
b	 For more discussion on platform dynamics, 

see Annabelle Gawer and Michael A. Cusuma-
no, Platform Leadership: How Intel, Microsoft, 
and Cisco Drive Industry Innovation, Harvard 
Business School Press, Boston, MA, 2002 and 
our recent article “How Companies Become 
Platform Leaders,” MIT Sloan Management 
Review 49, 2 (Winter 2008), 28–35.
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dence that too many complementors 
can reduce the incentives of new com-
plementors to invest. c) Some markets 
with strong network externalities (such 
as through incompatible formats) and 
little opportunity for differentiation 
or niche strategies tend to evolve into 
“winner take all” or “winner take most” 
businesses, like Windows and Office 
for PC software, eBay for online buying 
and selling, or Akamai for Internet con-
tent hosting services. Google is moving 
in this direction as well for Internet 
search and contextual advertising. d 

We have seen many platform battle-
grounds in the history of technology, 
with prominent examples coming from 
the commercialization of electricity, 
radio, and television. My first platform-
related research was the battle between 

c	 See Kevin Boudreau, “Too Many Complemen-
tors? Evidence on Software Firms,” Working 
Paper, HEC-Paris School of Management, No-
vember 2006.

d	 For characteristics of “winner take all” mar-
kets, see Thomas Eisenmann, Geoffrey Parker, 
and Marshall W. Van Alstyne, “Strategies for 
Two-Sided Markets,” Harvard Business Review, 
October 2006, 1–10.

Sony—another great product company 
in its heyday—and Japan Victor Cor-
poration over the home videocassette 
recorder (VCR).e During 1969–1971, 
Sony engineers had compromised their 
technology goals to produce an earlier 
standard using ¾-inch-wide tape, the U-
Matic, in order to get the support of oth-
er firms. This product never succeeded 
with consumers because of its bulk and 
cost. When Sony engineers produced 
a smaller ½-inch tape version in 1975, 
the Betamax, Sony management tried to 
persuade other firms to adopt this prod-
uct as the new standard. Sony refused to 
revise the design to accommodate other 
firms such as GE in the U.S., which want-
ed a longer recording time. 

Japan Victor, backed by its giant 
parent Matsushita Electronics, came 

e	 See Richard S. Rosenbloom and Michael A. 
Cusumano, “Technological Pioneering and 
Competitive Advantage: The Birth of the VCR 
Industry,” California Management Review 29, 
4 (Summer 1987); and Michael A. Cusumano, 
Yiorgos Mylonadis, and Richard S. Rosen-
bloom, “Strategic Maneuvering and Mass-
Market Dynamics: The Triumph of VHS Over 
Beta,” Business History Review (Spring 1992).

out in 1976 with its own product, the 
VHS recorder. Some observers thought 
it was technically inferior. But JVC and 
Matsushita treated VHS more as an 
industry platform. They incorporated 
feature suggestions from other firms, 
broadly licensed the new technology, 
provided essential components to li-
censees, and aggressively cultivated a 
complementary market in prerecord-
ed tapes. The much larger number of 
firms licensing VHS encouraged tape 
producers and vendors to make and 
sell many more VHS than Betamax 
tapes. Users responded and bought 
more VHS machines, encouraging 
more firms to license the standard and 
then more tape producers and distrib-
utors and consumers to adopt VHS. Be-
tamax disappeared.

We can tell almost the same plat-
form vs. product story with the Ma-
cintosh. Apple chose to optimize the 
hardware-software system and mo-
nopolize revenues from the product. 
By contrast, a platform strategy would 
have meant licensing the Macintosh 
operating system widely and work-
ing openly with other companies and 
complement producers to evolve the 
platform and create applications for 
the mass market. Apple did not do 
this and remained (for the most part) 
the only producer of the Mac, keeping 
prices high (about twice the cost of an 
IBM-compatible PC using technology 
from Microsoft and Intel) and diffu-
sion low. The Macintosh survived as a 
second standard with a few percent of 
the market only because it found two 
niches—desktop publishing as well 
as consumers who were willing to pay 
for an easier-to-use and more elegant 
product. But software applications pro-
ducers—the major complementors of 
computer platforms—overwhelmingly 
chose to support the more broadly sell-
ing IBM-compatible machines.

Which brings me to more recent “tru-
ly great” products from Apple that have 
done better in the market. The iPod, 
with its unique “click wheel” interface 
and new touchscreen, is the best-selling 
music player in history, currently with 
about a 70% market share. It also has at-
tracted complementary hardware that 
have made it more valuable, such as 
connectors for car or home-stereo sys-
tems, or add-ons that turn the iPod into 
an FM radio, digital recorder, or cam-
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era. Initially, however, Apple introduced 
the iPod as a closed system that worked 
only with the Macintosh and iTunes 
music warehouse and did not support 
non-Apple music formats or software 
applications. It was as if Microsoft pro-
duced Windows and then built Office 
but did not allow other software compa-
nies to build Windows-compatible ap-
plications. Eventually, under pressure, 
Apple opened up the iPod software (but 
not the hardware) to play some other 
music formats, but not those from Mi-
crosoft or Real. Apple also uses propri-
etary digital rights management (DRM) 
technology on the iPod and the iTunes 
store, creating problems with potential 
ecosystem partners as well as custom-
ers. (To its credit, though, Apple did 
introduce an iPod in 2002 compatible 
with Windows and then a Windows ver-
sion of iTunes in 2003.)

Then we have the iPhone—prob-
ably the most exciting electronics 
product to hit the market since the 
Macintosh. This “smartphone” —a 
cell phone with many of the capabili-
ties of a digital media player as well 
as a Web-enabled handheld comput-
er—also boasts a remarkable user 
interface driven mainly by touch and 
virtual keyboard technology. But the 
original iPhone would not run ap-
plications not built by Apple, and it 
would not operate on cell phone net-
works not approved by Apple (initially 
only AT&T in the U.S., but later Deut-
che Telekom/T-Mobile in Germany, 
Telefonica/O2 in the U.K., and Or-
ange in France). Fortunately for con-
sumers, hackers around the world 
found ways to unlock the phone and 
add applications. A black market 
also developed for “hacked” devices. 
This market pressure persuaded Ap-
ple that its great new product was be-
coming a platform and needed to be 
more open to outside applications. 
In March 2008, Jobs also announced 
that Apple would license Microsoft’s 
email technology to enable the iP-
hone to connect to corporate email 
servers. But Apple has yet to allow 
consumers to use the iPhone on any 
service network they choose.

If Steve Jobs and the rest of the Apple 
team had thought to make “great plat-
forms” first and “great products” sec-
ond, then it is possible that most PC, 
digital media, and smartphone users 

today would be using Apple products. 
Despite faster recent growth than Mi-
crosoft, Apple relies too much on the 
fleeting nature of “hit” products. Apple 
still is just half the size of Microsoft in 
revenues and much less profitable. Ap-
ple won the battle for digital media play-
ers but that product, like PDAs, is likely 
to disappear in favor of smartphones. 
Apple may yet win the smartphone bat-
tle but still trails RIM’s BlackBerry and 
Symbian/Nokia smartphones by a wide 
margin. We shall see how the market 
plays out, as Nokia, Samsung, and other 
firms introduce products that look and 
feel similar to the iPhone. 

Which leads me to the puzzle al-
luded to in the title for this column: 
Is it possible for a company with Ap-
ple’s creativity, foresight, and inde-
pendence to think “great platform” 
first and still produce “truly great” 
products? Based on Sony’s experi-
ence with VCRs, or Microsoft’s with 
MS-DOS and Windows, it is clear 
that platform companies must work 
with industry players and be willing 
to make technical and design com-
promises, as Nokia has done with the 
Symbian consortium. Jobs and other 
Apple managers have been acutely 
aware of the product versus platform 
challenge and have preferred not to 
follow an open platform strategy. But 
customers have eventually pressured 
Apple to open its products and it has 
done so without losing too much dis-
tinctiveness. This evolution suggests 
that Jobs and Apple could have pur-
sued product and platform leadership 
simultaneously. Just a thought about 
what might have been.�

Michael Cusumano (cusumano@mit.edu) is a professor 
at the MIT Sloan School of Management and author of The 
Business of Software, Free Press/Simon and Schuster, 2004. 
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Kode Vicious  
Pride and Prejudice 
(The Vasa) 
Navigating the well-traveled course of communication failure  
that often leads to engineering disasters. 

Dear KV, 
I teach computer science to undergrad-
uate students at a school in California 
and one of my friends in the English 
department, of all places, made an in-
teresting comment to me the other day. 
He wanted to know if my students had 
ever read Frankenstein and if not if I felt 
it would make them better engineers. I 
asked him why he thought I should as-
sign this book and he said he felt that 
a book could change the way in which 
people think about their relationship to 
the world, and in particular to technol-
ogy. He wasn’t being condescending, 
he was dead serious. Given the number 
of Frankenstein-like projects that seem 
to get built with information technol-
ogy, perhaps it’s not a bad idea to teach 
these lessons to computer science un-
dergraduates, to give them some notion 
that they have a social responsibility?

CS Prof

Dear CS,
While I have to agree in general with the 
idea that telling and retelling stories 
is a good way to teach people, I have to 
say that the idea of using Mary Shelly’s 
novel for this is very much antiquated 
and unlikely to be effective in a com-
puter science class. I, myself, was once 
forced through a “Computers and Soci-
ety” course in college, and although we 
didn’t read Frankenstein we were beaten 
over the head with a litany of how bad 
computers and technology were for so-
ciety from a professor who was trivial 
to manipulate. All I had to do was agree 

with her every utterance and write tech-
nology-bashing essays for her class to get 
an A. Was this an effective use of time?

Of course not, it was a show. If you re-
ally want to reach an audience you have 
to engage them with stories that you un-
derstand and can relate to their experi-
ence. When I think of the kind of story I 
want to tell to undergraduate students, 
I think of the Vasa, a ship and story that 
I think should be better known among 
engineers.

I first learned of the Vasa from a 
t-shirt at a conference in 1990. A com-
pany that a friend had started used the 
cross section of the ship to lampoon the 
ISO/OSI effort on network protocols. 
“Another 7 Layer Model That Failed” 
read the caption. The connection was 
that ISO had seven layers and the Vasa 
had seven decks, but when I found out 
why the Vasa had tragically failed I be-

came fascinated, because it was such a 
classic engineering failure story.

The Vasa was built between 1626 and 
1628 for King Gustavus Adolphus of Swe-
den, who was, at that time, attempting to 
rule the Baltic Sea. In the 17th century, 
rulers were expected to be capable of 
more than just giving orders, so Adol-
phus not only organized wars, he also 
helped design the ships of his naval fleet. 
At the time Swedish warships had one 
deck of cannons on each side from which 
they fired fusillades at enemy ships, 
sometimes even hitting the other ships 
and damaging them. When the Vasa was 
commissioned, this single row of can-
nons was considered state of the art.

Some time during the construction 
of the ship Adolphus found out that the 
Poles had ships with two decks of guns, 
so he modified the design of the Vasa 
to have a second gun deck. This would 

doi:10.1145/1378727.1378737	 George Neville-Neil
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have made it the most powerful naval 
vessel of the time, capable of delivering 
a broadside of devastating proportions. 
The men he had contracted to build his 
ships attempted to explain that the ship 
had too little ballast to support two gun 
decks, and that the resulting ship likely 
would be unsafe to sail. The King insist-
ed—just like, say, many project manag-
ers—that his orders should be followed. 
On a software project you can quit, but 
if the King is your boss you might lose 
more than your job—you might, say, lose 
your head—so the project went forward.

In 1628 the ship was finally ready for 
quality assurance (QA) testing. Seven-
teenth-century QA of ships was a bit dif-
ferent from what might happen today. 
Thirty sailors were picked and asked to 
run back and forth, port to starboard, 
across the deck of the ship. If the ship 
didn’t tip over and sink, then the ship 
passed the test. You did not want to be 
on the QA team in 1628. After only three 
runs across the deck the Vasa began to 
tilt wildly and the test was canceled. The 
test may have been canceled, but not the 
project. This was the King’s ship, after 

all, and she would sail. And sail she did.
 On August 10, 1628, in a light breeze, 

the Vasa set sail. She was less than a 
mile from dock when a stiff breeze 
knocked her sideways. She took on wa-
ter, and sank in full view of a crowd of 
thousands of onlookers. Approximately 
30 to 50 sailors were killed when they 
were either trapped in the ship or were 
unable to swim to shore.

In response to the catastrophe, the 
King wrote a letter insisting that incom-
petence had been the reason for the di-
saster. He was, of course, correct, but not 
in the way he might have envisioned. An 
inquest was held and the surviving mem-
bers of the crew, the captain, and the 
ship builders were questioned as to the 
state of the crew and the ship at the time 
of the incident. The mostly unstated be-
lief by the end of the inquest was that 
the design had been a failure and the 
designer had not listened to the builders 
about the shortcomings of the design. 
Of course, the King could not be held at 
fault, so the final verdict was an “act of 
God.” As a related aside, the disaster was 
also a huge economic loss for Sweden.

Now, this story may not be as well 
written as Frankenstein, but it’s a much 
more direct warning about engineer-
ing failures. I think the funniest or 
saddest part of this story is how mod-
ern it is. Nothing has changed since 
1628. People still fail to communicate, 
leading to failures of disastrous pro-
portions. Egos get in the way, mysteri-
ous supernatural forces are blamed for 
human failings. It’s all kind of obvious 
in a really sad way.

In the 1960s the Vasa was raised 
from the bottom of the bay in which 
it had sunk and eventually placed in 
a museum in Stockholm. I visited the 
Vasa in 2000 as part of the SIGCOMM 
conference. The whole story is told 
there in the plaques on the walls. It’s 
a museum all engineers ought to visit 
at least once.

KV

George V. Neville-Neil (kv@acm.org) is the proprietor of 
Neville-Neil Consulting and a member of the ACM Queue 
Editorial Board. He works on networking and operating 
systems code for fun and profit, teaches courses on various 
programming-related subjects, and encourages your comments, 
quips, and code snips pertaining to his Communications column. 
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T
hirteen years ago this 
month, a newly empowered 
Republican majority in the 
U.S. House of Representa-
tives, committed to a “Con-

tract with America” that included self-
imposed austerity measures in an effort 
to reduce the size of government, took 
aim at a small legislative branch agency 
with the job of providing non-partisan, 
objective information to Congress about 
the impact of technology. By agreeing to 
shutter the Office of Technology Assess-
ment (OTA) in 1995, Congress managed 
to save $22 million in the roughly $2 
billion appropriations bill funding con-
gressional salaries, support staff, and 
related operations—and committed 
what one critic has called a “stunning 
act of self-lobotomy.” a 

The OTA’s mission was to help resolve 
a challenging problem for policymak-
ers—navigating the intersection of tech-
nical and scientific issues with policy-
making. During its 23 years of operation 
it produced more than 750 reports on a 
wide variety of products from fusion en-
ergy to infertility. But Congress had begun 
to question the relevancy of the agency, 
noting that there were other entities like 
the General Accounting Office (now Gov-
ernment Accountability Office), the Na-
tional Academies, and the Congressio-
nal Research Service that were providing 
ostensibly similar products to Congress. 

a	 C. Mooney, “Requiem for an Office.” Bulletin of 
the Atomic Scientists, (Sept./Oct. 2005).

The Republican Chair of the House Sci-
ence Committee complained that though 
the agency produced detailed and volumi-
nous reports, they often lagged critical de-
bates and languished on Congressional 
shelves. b In addition, though the agency 
strived to produce reports that were sci-
entifically rigorous and non-partisan, re-
ports questioning the goals and technical 
feasibility of the Reagan Administration’s 
Strategic Defense Initiative anti-ballistic 
missile system soured the office to many 
of SDI’s supporters in Congress. 

The Republican Speaker of the House, 
Newt Gingrich, railed against the office 
and its 150-member staff, claiming that 
what Congress needed was scientists and 
engineers speaking directly to members 
of Congress, not working through the 
filter of OTA’s “bureaucracy.” The OTA 
made for “bureaucratic science,” he later 
said.c “Congress needs first-rate scientists 
talking to its members. It does not need 
congressional staff analysts talking to 
congressional staff members to develop 
staff-driven documents that are then pre-
sented to congressmen.”d 

Though OTA and its supporters an-

b	 W. O’Leary, “Congress’s Science Agency Pre-
pares to Close its Doors.” New York Times, 
(Sept. 24, 1995), 26.

c	 Remarks before the Computer Science and 
Telecommunications Board, The National 
Academies, Oct. 6, 2005 (see www.cra.org/
govaffairs/blog/archives/000419.html).

d	 See http://freakonomics.blogs.nytimes.com/ 
2008/03/14/newt-gingrich-answers-your-
questions/.

swered these criticisms—for example, 
many pointed out that while GAO, the Na-
tional Academies, and CRS all produced 
reports, none were equipped or attempt-
ed to bridge policy and science in the way 
that OTA did; and the idea of members of 
Congress each having the wherewithal to 
identify appropriate voices from the tech-
nical fields on their own to glean from 
them the key points relevant to making 
policy was somewhat absurd—the poli-
tics of the moment overwhelmed them 
and the agency lost its funding. 

The elimination of OTA set sim-
mering a debate in policy circles about 
the role and prominence of science 
and technical advice in policy delib-
erations that continues today. Much 
of that discussion, including some 
that has appeared in previous issues of 
Communications,e is focused on making 
a renewed case for a native technical as-
sessment capability for Congress and re-
futing the claims of OTA’s critics. There 
have been several legislative attempts to 
revive the agency in the 13 years since its 
closing, but none have gained serious 
traction—though the FY 2008 Omnibus 
appropriation included $2.5 million for 
a small technical assessment role for 
the GAO. 

While it is easy to see this develop-
ment as a net loss for the science com-
munity—and on balance, it likely is—

e	 J. Peha, “The Growing Debate Over Science 
and Technology Advice for Congress.” Com-
mun. ACM 44, 12 (Dec. 2001), 29.

doi:10.1145/1378727.1378738	 Cameron Wilson and Peter Harsha 
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when thinking about its implications 
it is also easy to lose sight of a more 
fundamental truth about science and 
policy: the presence of a rational scien-
tific argument does not guarantee that 
Congress will do the “right thing.” 

In our experience as two people who 
serve at the interface between the sci-
ence community and policymakers, 
we frequently hear the frustration from 
researchers and engineers about the 
failures of Congress to act in “rational” 
ways regarding new technologies. On 
everything from security, to privacy, to 
voting, to research funding, to intel-
lectual property issues, there is a sense 
that “if they only had the right informa-
tion, they’d make the right decision.” 
This is part of the impulse behind the 
move to restore OTA. 

But what made OTA’s job so difficult, 
and what presents a broader challenge 
to the entire scientific community, is 
that the nexus of science and technolo-
gy and public policy is layered over a po-
litical system. Decisions on public poli-
cy are not made in the abstract based on 
the best technical information; they are 
made by policymakers balancing nu-
merous interests from numerous con-
stituencies. Balancing these interests is 
a political calculus, not a scientific one. 
In developing it, scientific information 
is sometimes pivotal, sometimes sits 
on the sidelines, and sometimes ends 
up as a mix where compromise may or 
may not embrace a technical truth. It is 
difficult to predict what factors will mo-
tivate specific policy debates because 
the political system is ever changing. 
While there are always a good number 
of members of Congress who can see 
the importance of making the correct 
decision versus the political one, party 
politics demands a consistent view to-
ward self-preservation. For better or 
worse, in the political calculus the para-
mount concern is how a decision im-
pacts a member back home. 

An apt example of the tension between 
the “right” course of action and politics in 
a current context is the fight for increased 
funding for the physical sciences (which, 
in Washington, D.C. parlance includes 
such non-life science fields such as com-
puting, mathematics, chemistry, and en-
gineering). In August 2007, Congress and 
the president overwhelmingly passed the 
bipartisan America COMPETES (Creating 
Opportunities to Meaningfully Promote 

Excellence in Technology, Education, 
and Science) Act, which sought to bolster 
America’s innovation ecosystem by set-
ting a goal of doubling over seven years of 
the research budgets at three key science 
agencies—the National Science Founda-
tion (NSF), the Department of Energy’s Of-
fice of Science, and the National Institute 
of Standards and Technology (NIST)—
and creating and expanding science and 
math education programs. 

The COMPETES Act was modeled 
on the recommendations of a National 
Academies report chaired by former 
Lockheed Martin Chairman Norman Au-
gustine called Rising Above the Gather-
ing Storm. That report was put together 
at the request of a number of members 
of Congress who were concerned about 
the rising drumbeat of reports that the 
U.S. was losing ground in its race to stay 
in a dominant position in an increasing-
ly competitive world. The report was fast-
tracked and delivered in October 2005 
after just six months of preparation, 
drawing on dozens of previous reports 
on the subject. It concluded that the U.S. 
was indeed at risk of losing its leadership 
role and recommended actions in three 
key areas: increasing research investment 
in the physical sciences; strengthening 
science, technology, engineering and 

Balancing these 
interests is a 
political calculus, 
not a scientific one. 
In developing it, 
scientific information 
is sometimes pivotal, 
sometimes sits on 
the sidelines, and 
sometimes ends 
up as a mix where 
compromise may or 
may not embrace a 
technical truth.
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mathematics education; and developing 
a more robust innovation infrastructure. 

The report caught the attention of 
both the scientific community, which 
used it as a rallying point to advocate 
for increased funding, and the policy-
making community who saw its clear 
statements about the threats the country 
faced if the current trends were not re-
versed. Policymakers were quick to draft 
responses to the document. The White 
House introduced a new presidential 
initiative called the American Competi-
tiveness Initiative, modeled on some of 
the key recommendations of the Gath-
ering Storm report, including doubling 
the research budgets of NSF, NIST, and 
DOE Office of Science over 10 years. The 
House Democratic leadership proposed 
an Innovation Agenda that echoed the 
report’s recommendations. By mid-
2006, legislation designed to enact the 
report’s recommendations began to ap-
pear. Ultimately, these responses would 
coalesce into new legislation called the 
COMPETES Act that garnered unani-
mous approval in the Senate and over-
whelming support in the House. 

But this act merely laid out funding 
goals. Congress and the president still 
had to fund the various agencies as part 
of the annual appropriations process. 
The groundswell of support that was 
motivated by a clear and compelling 
rationale provided by the Gathering 
Storm report and the dozens of reports 
that had preceded it made it appear that 
Congress and the president would de-
liver on these promises. And, for most 
of the process, that was indeed the case. 
At every milestone during the FY 2008 
funding cycle, the increases for NSF, 
NIST and DOE Office of Science were at 
or, in some cases, higher than the levels 
called for in the COMPETES Act. How-
ever, at the 11th hour, politics trumped 
the goals of the COMPETES Act. 

The president and Republicans in 
Congress decided it was in their inter-
est to constrain spending while Demo-
crats wanted to increase spending for 
many of their priorities. Because of 
this fight between the president and 
the Democratic leadership—a fight 
the Democrats would ultimately lose 
because they could not override the 
president’s veto—all non-defense 
spending, including all the science 
funding called for in COMPETES, was 
rolled into one giant omnibus spend-

ing bill. In order to get the funding lev-
els to a level the president would sign, 
the Democratic leadership had to pick 
and choose which programs to grant 
priority and which to abandon. In 
need of a political victory in the wake 
of the defeat on the spending level, the 
Democratic leadership emphasized 
priorities with which they could draw 
the sharpest distinctions between 
their view and the president’s. Unfor-
tunately for the science community, 
that did not include a priority for sci-
ence funding (for which, after all, the 
president shared priority). And so, de-
spite having a strong case buttressed 
by numerous science advisory bodies 
and widespread support among poli-
cymakers, funding for those three key 
science agencies actually decreased in 
FY 2008 relative to inflation. 

Our point is not to disparage those 
who would strive to ensure Congress 
and the administration act on strong 
technical and scientific grounds when 
crafting policy. Indeed, that is what 
both of our organizations ask us to do 
in Washington, D.C. Rather, it is to tem-
per the inevitable frustration that has 
and will occur when Congress appears 
to act irrationally in its science and 
technology policy as it seeks to balance 
competing interests. As long as the cur-
rent political incentives are in place, re-
viving OTA won’t suddenly make Con-
gress appear a great deal smarter about 
technology. 	

Cameron Wilson (wilson_c@hq.acm.org) is the director of 
the ACM U.S. Public Policy Office in Washington, D.C. 

Peter Harsha (harsha@cra.org) is the director of 
government affairs at the Computing Research 
Association (CRA) in Washington, D.C.  

It is difficult to  
predict what factors 
will motivate  
specific policy 
debates because  
the political system  
is ever changing.

Calendar 
of Events
September 16–17
Softvis ’08: International 
Symposium on Software 
Visualization,
Munich, Germany,
Contact: Christopher D. 
Hundhausen, 
Email: hundhaus@hawaii.edu 

September 16–19
ACM Symposium on Document 
Engineering, Brazil,
Contact: Maria da Graca 
Campos Pimentel,
Phone: 55-16-3373-9657,
Email: mgp@icmc.usp.br 

September 16–19
ECCE08: European Conference 
on Cognitive Ergonomics,
Madeira, Portugal,
Contact: Joaquim A. Jorge,
Phone: 351-21-3100363,
Email: jaj@inesc.pt 

September 20–23
The 10th International 
Conference on Ubiquitous 
Computing,
Seoul, South Korea,
Contact: Joseph McCarthy,
Phone: 650-804-698,
Email: joe@interrelativity.com  

September 22–23
Multimedia and Security 
Workshop
Oxford, United Kingdom,
Sponsored: SIGMM,
Contact: Andrew David Ker,
Phone: +44 1865 276602,
Email: adk@comblab.ox.ac.uk 

September 28–October 2
ACM/IEEE 11th International 
Conference on Model Driven 
Engineering Languages and 
Systems (formerly UML),
Toulouse, France
Sponsored: SIGSOFT,
Contact: Jean-Michel Bruel,
Phone: +33 686 002 902,
Email: bruel@univ-pau.fr 

September 29–October 1
Grid ’08: 2008 IEEE/ACM 
International Conference on 
Grid Computing,
Tokyo, Japan,
Sponsored: SIGARCH,
Contact: Stephanie Smith,
Email: smith_s@acm.org 

1_CACM_V51.9.indb   29 8/14/08   1:38:35 PM

mailto:wilson_c@hq.acm.org
mailto:harsha@cra.org
mailto:hundhaus@hawaii.edu
mailto:mgp@icmc.usp.br
mailto:jaj@inesc.pt
mailto:joe@interrelativity.com
mailto:adk@comblab.ox.ac.uk
mailto:bruel@univ-pau.fr
mailto:smith_s@acm.org


30    communications of the acm    |   september 2008  |   vol.  51  |   no.  9     

V
viewpoints

I
L

L
U

S
T

R
A

T
I

O
N

 B
Y

 C
H

R
I

S
 L

Y
O

N
S

T
here is a looming discontent 
in the education world. Karen 
has dropped out of commu-
nity college because her text-
book costs exceeded her tu-

ition bill. Eric, a third grader, must share 
his math textbook with his classmate be-
cause there aren’t enough textbooks for 
all of the students. Juan’s parents can’t 
help him with his homework because 
they don’t read English. Kelly, a science 
teacher, wonders whether Pluto will be 
reinstated as a planet by the time it is 
removed from her school’s science text-
books. Rashid, a master teacher, is exam-
ining some of the 109,263 errors recently 
found in textbooks under review by the 
Texas State Board of Education. Patrick, 
a premedical student, is struggling to un-
derstand Newton’s laws of motion from 
the text, formulas, and pictures in his 
textbook. Carla, an elementary school 
teacher, must purchase music materials 
out-of-pocket for her fourth-grade class 
due to a reduced school budget. And 
John, a university professor, is aston-
ished to learn that the book he published 
three years ago is already out of print.

The buzz surrounding the high cost, 
limited access, static nature, and often 
low quality of the world’s textbooks has 
reached a crescendo lately, with many 
claiming a serious threat to the future of 
the next generation, the training of work 
forces worldwide, and the democratic 
process in society. The current predica-
ment lowers the quality of education in 
the developed world; even worse, it puts 

education out of reach for many in the 
developing world.

Imagine another world that has fore-
stalled this crisis. A world where text-
books and other learning materials are 
free for all on the Web, available in low-
cost printed versions, adapted to many 
backgrounds and learning styles, inter-
active and immersive, translated into 
myriad languages, continually up to date 
and corrected, and never out of print. 
Imagine virtual labs that can be used 
any hour of the day (or night). While this 
world was just a dream a decade ago, 
the Open Educational Resources (OER) 
movement that aims to create it has be-
gun to coalesce and gather momentum.

Enter Open Educational Resources 
The OER movement is based on a set 
of intuitions shared by a wide range of 
academics: knowledge should be free 

and open to use and reuse; collabora-
tion should be easier, not more diffi-
cult; people should receive credit and 
kudos for contributing to education and 
research; and concepts and ideas are 
linked in unusual and surprising ways, 
not necessarily the simple linear forms 
that today’s textbooks present. OERs 
promise to fundamentally change the 
way authors, instructors, and students 
interact worldwide.1,3,4

The OER movement takes the in-
spiration of the open source software 
movement, mixes in the powerful com-
munication and visualization abilities 
of the Internet and the Web, and applies 
the result to teaching and learning ma-
terials like course notes, curricula, labs, 
and textbooks. OERs include text, imag-
es, audio, video, interactive simulations, 
problems and answers, and games that 
are free to use and reuse in new ways by 

doi:10.1145/1378727.1388950	 Richard G. Baraniuk and C. Sidney Burrus
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anyone around the world.
Over the last decade the technical, le-

gal, and social puzzle pieces have come 
together so that anyone, anywhere can 
now author, assemble, customize, dis-
tribute, have reviewed, and publish 
their own textbook in very little time 
and at zero or very low cost. The key en-
ablers are:

Technologies like the Internet, ˲˲

which enables virtually free digital con-
tent distribution; XML, which turns 
a monolithic textbook into a rapidly 
reconfigurable construction of small, 
reusable “modules,” much as building 
with Lego blocks; Web 2.0 tools like wi-
kis and semantic tagging systems, which 
enable real-time distributed global col-
laboration; advanced visualization and 
graphics tools, which enable immersive 
simulation environments; and print-on-
demand systems, which enable the pro-
duction of inexpensive paper books for 
those who prefer or need them. 

Open copyright licenses like the ˲˲

Creative Commons and GNU Free Doc-
umentation licenses, which turn once 
closed and static educational materials 
into living objects that can be continu-
ously developed, remixed, and main-
tained by a worldwide community of 
authors and editors.

Several OER projects are already at-
tracting millions of users per month (as 
of July 2008). Some, like the MIT Open-
CourseWare project (mit.edu/ocw) and 
its OCW consortium (ocwconsortium.
org), are top-down organized institution-
al repositories that showcase their insti-
tutions’ curricula. Others, like Connex-
ions (cnx.org), are grassroots organized 
and encourage contributions from all 
comers. Still others, like the Open Uni-
versity’s OpenLearn project (openlearn.
open.ac.uk), combine aspects of both. 
Wikipedia (wikipedia.org) is regularly 
referenced by students, teachers, and 
faculty and is increasingly used directly 
as a learning tool. A consortium of com-
munity colleges throughout California 
and around the U.S. is developing a suite 
of free, open textbooks.2 Governments 
like Vietnam’s are committing to OERs 
to help reinvent their educational sys-
tems (vocw.vn). Professional societies 
like the IEEE are getting involved as a 
way to bolster their global educational 
outreach (ieeecnx.org). And the Stu-
dent PIRGS Open Textbooks campaign 
(maketextbooksaffordable.org) is work-

ing to raise awareness of both textbook 
costs and this new avenue to reduce 
them. As a sign of the maturation of the 
movement, delegates from around the 
world met in Cape Town, South Africa 
to develop the eponymous Declaration 
that was officially released in January 
2008 and has already garnered signa-
tures from more than 1,600 individuals 
and 165 organizations to date (see cape-
towndeclaration.org).

Free and Open  
are Just the Beginning 
The most exciting thing about OERs is 
that free access is just the beginning. 
OERs will increasingly blur the lines 
between courses, grade levels, labs, and 
textbooks, turning the current textbook 
production pipeline into a vast dynam-
ic knowledge ecosystem that is in a con-
stant state of creation, use, reuse, and 
improvement. OERs also promise to 
provide each child with his or her own 
textbook that’s tailored to the student’s  
background and learning style (not “off 
the rack” as they are today) and to the 
institution’s goals.

OERs enable the development of 
tighter feedback loops that immerse 
students in interactive learning environ-
ments and couple learning outcomes 
more directly into textbook develop-
ment and improvement. A key online 
ingredient will be “Web 3.0/Semantic 
Web” technologies based on natural 
language processing, data mining, ma-
chine learning, artificial intelligence, 
and semantic markup languages like 
MathML, MusicXML, and CML (Chemi-
cal Markup Language). The result will 
be “textbooks” that not only deliver 
open content to students but also moni-

tor their interactions with them, ana-
lyze those interactions, and then send 
rich feedback to the student about their 
learning, as well as to the communities 
of curriculum builders, authors, and 
instructors to drive iterative improve-
ment of the learning materials. An early 
example that currently focuses more on 
student feedback than continuous itera-
tive content improvement is Carnegie 
Mellon University’s Open Learning Ini-
tiative (cmu.edu/oli).

Free and Open as a Business Model
OERs are not at odds with the for-profit 
world. Indeed, we contend that the new 
development and distribution models 
promoted by the OER movement repre-
sent the natural and inevitable evolution 
of the educational publishing industry 
in a way that parallels the evolution of 
the software industry (the now-main-
stream Linux, Apache, and Firefox), the 
music industry (Radiohead’s recent “pay 
what you like” digital album download), 
and the scholarly publishing industry 
(the U.S. government’s recent mandat-
ing of free online access to all journal 
articles stemming from NIH-funded re-
search). The key enabler in all of these is 
free Internet-based digital distribution. 
Chris Anderson, in his Wired article 
“Free: Why $0.00 is the Future of Busi-
ness,” argues that while free was once a 
marketing gimmick, it is now emerging 
as a full-fledged economic model. 

This economy provides many av-
enues for financially sustaining myriad 
different OER projects. Just as for-profit 
companies like Red Hat, IBM, Oracle, 
and others charge customers for the val-
ue they add to open source software and 
then in turn give back to the open source 
community through direct financial 
support, programming personnel, and 
free marketing, value-adding for-profit 
organizations are emerging in the OER 
space. For example, non-profit Connex-
ions’ partnership with for-profit QOOP 
(qoop.com) enables the production of 
print-on-demand paper textbooks that 
sell for a fraction of the price of a con-
ventional commercial publisher ($20 
for a 300-page engineering textbook in 
regular use at Rice University; $29 for a 
500-page statistics textbook in use at a 
number of California community col-
leges starting in fall 2008). A three-way 
revenue-sharing arrangement benefits 
QOOP, Connexions, and the author (if 

The buzz surrounding 
the high cost, limited 
access, static 
nature, and often 
low quality of the 
world’s textbooks has 
reached a crescendo.
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the author is interested in receiving roy-
alties). And of course the content is also 
available for free on the Connexions 
Web site, which will keep the commer-
cial costs from rising above what the 
value added justifies.

Roadblocks on the Horizon?
While the OER movement is rapidly 
gaining speed, there are a number of 
potential roadblocks that must be care-
fully navigated for it to prosper.

Technology fragmentation. If the OER 
community does not adopt common 
or compatible content and repository 
standards, then it risks fragmenting the 
movement into a number of isolated is-
lands of incompatible content. This will 
unfortunately discourage global collab-
oration, reduce the overall economy of 
scale of the enterprise, and thus devalue 
any financial sustaining opportunities. 
We must pay attention to the lessons 
learned by groups like the World Wide 
Web Consortium and its standardiza-
tion and maintenance of the HTML and 
XML standards. 

Intellectual property fragmentation. 
Just as with open source software, there 
are a number of copyright licenses that 
can be applied to OERs. These various 
licenses present a number of compat-
ibility issues. For instance, there is cur-
rently a debate regarding whether open 
materials should or should not be com-
mercially usable. Licensing that renders 
open materials only noncommercially 
useable promises to protect contribu-
tors from potentially unfair commercial 
exploitation. A noncommercial license, 
however, not only limits the spread of 
knowledge by complicating the produc-
tion of paper books, e-books, CDs and 
DVDs, but also cuts off potential future 
revenues that might sustain non-profit 
OER enterprises in the future. Interest-
ingly, such an anticommercial stance 
is contrary to that of the more estab-
lished open source software world, 
which greatly benefits from commercial 
involvement. Where would Linux and 
Apache be without the value-adding 
contributions of for-profit companies 
like Red Hat and IBM, for instance? 

Quality control. How can OERs pro-
duced in a grass-roots fashion, by people 
with varying skill levels and degrees, for 
widely varied reasons, be adequately vet-
ted for quality? The anxieties frequently 
aired about projects like Wikipedia 

and other open-authorship projects 
suggest they are threatened by the pro-
liferation of massive amounts of low-
quality material that might swamp the 
information environment and prove 
impossible to navigate. Traditional 
publishers, as well as institution-based 
OER projects like MIT OpenCourse-
Ware, employ a careful internal review 
process before their content is made 
publicly available. However, such a pre-
publication review cannot scale to keep 
up with the fast pace of community-
based OER development, where mate-
rials may change daily or even hourly. 
Accept/reject decisions also create an 
exclusive rather than inclusive commu-
nity culture. And finally, prereview does 
not support evaluation of modules and 
courses based on actual student learn-
ing outcomes. Some promising steps 
are being made in this direction. In 
one, Connexions recently rolled out 
a system of post-publication “lenses” 
that are open to an arbitrary number of 
third-party reviewers and editorial bod-
ies. Several universities, companies, 
and professional societies are currently 
reviewing content for their lenses (see 
cnx.org/lenses).5

Success models. While the advantages 
of remixing and reusing educational 
content are readily apparent (and while 
authors already consciously and un-
consciously remix ideas from myriad 
different sources as they compose), we 
need more OER success models to build 
upon. We surmise that the lack of a 
large number of models is due in a large 
part to technological barriers (which 
are gradually being overcome) and in a 
lesser part to several hundred years of 
academic community dynamics (which 
are being addressed by community-
organized OER projects like the IEEE’s 
mentioned earlier).

Moving Forward
Our experience with OERs over the past 
eight years has convinced us that the 
movement has real potential to enable 
a revolutionary advancement of the 
world’s standard of education at all lev-
els. Moreover, as it grows and spreads, 
the movement will have a large impact 
on the academic world itself. It prom-
ises to disintermediate the scholarly 
publishing industry, in the process ren-
dering some current business models 
unviable and inventing new viable ones. 
It will also change the way we conceive 
of and pursue authorship, teaching, 
peer review, promotion, and tenure. 
And by encouraging contributions from 
anyone, anywhere, OERs have the po-
tential to aid in the democratization of 
the world of knowledge. 

A concerted effort from the commu-
nity of authors, instructors, students, 
and software developers (that is, by 
you) will enable the OER movement to 
surmount the challenges on the road 
to these goals. Fortunately, it’s easy to 
get involved: become an author for an 
OER project on your favorite topic; con-
tribute your out-of-print work so others 
can build on it and keep it alive; adopt 
or remix an open textbook for your next 
course; start or participate in an OER 
quality review program; or translate an 
OER into a new language. Together, we 
can change the way the world develops, 
disseminates, and uses knowledge.	
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of computational jobs are two examples 
of systems with this requirement. Both 
must provide their clients with access 
to information about ongoing activi-
ties: reservations and jobs, respective-
ly. Clients typically want to name and/
or identify state (for example, refer to a 
specific reservation or job), access that 
state (get the status of a flight reserva-
tion or the execution progress of a job), 
modify part of that state (for example, 
change the departure time of a flight or 
set the CPU requirements of a job), and 
destroy it (for example, cancel a reser-
vation or kill a job).

The debate over this issue does not 
concern the need for such operations 
but rather the specifics of how exactly 
to model and implement service state 
and the associated interactions on that 
state. For example, state may be mod-
eled explicitly by the distributed com-
puting technology used (for example, 
as an “object” with create, read, update, 
and destroy operations) or implicitly by 
referring to application domain-specif-
ic concepts within the interactions (for 
example, “create reservation,” “update 
reservation,” messages that include a 
domain-specific identifier like an Ama-
zon ASIN in the body). Along a different 
dimension, we may use HTTP or SOAP 
as an implementation technology.

Our goal here is to shed light on pos-
sible approaches to modeling state. To 
this end, we present four different ap-
proaches and show how each can be 
used to enable access to a simple job 
management system. Then we summa-
rize the key arguments that have been 
made for and against each approach. In 
addition to providing insights into the 
advantages and disadvantages of the 
different approaches, the discussion 
may also be interesting as a case study 
in technical debate. As we will see, the 
four approaches are remarkably simi-
lar in terms of what they do, but differ 
in terms of precisely how they do it.

Some Preliminary Observations
First, a few observations about what 
we mean by modeling state. The sys-
tems with which we want to interact 

T here     is   nothing       like a disagreement concerning 
an arcane technical matter to bring out the best (and 
worst) in software architects and developers. As every 
reader knows from experience, it can be hard to get 
to the bottom of what exactly is being debated. One 
reason for this lack of clarity is often that different 
people care about different aspects of the problem.  
In the absence of agreement concerning the 
problem, it can be difficult to reach an agreement 
about the solutions.

In this article we discuss a technical matter that 
has spurred vigorous debate in recent years: How to 
define interactions among Web services to support 
operations on state (that is, data values associated 
with a service that persist across interactions, so that 
the result of one operation can depend on prior ones.4 
An airline reservation system and a scheduler
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may have simple or complex internal 
state. Various aspects of this state may 
be exposed so that external clients can 
engage in “management” operations. 
For example, an airline reservation sys-
tem might give customers the ability to 
programmatically create, monitor, and 
manage reservations. The same system 
might also allow operators to program-
matically access information about 
current system load and the mapping 
of computational resources to differ-
ent system functions. We are not sug-
gesting these mechanisms provide di-
rect access to the underlying state in its 
entirety. Rather, we are assuming the 
principles of encapsulation and data 
integrity/ownership are maintained. It 
is up to a system’s designer to define 
the projections to those aspects of the 
system’s internal state that they are 
willing to expose to the outside world.5 

Such projections can be complex. 
For example, in the case of a job man-
agement system, the underlying state 
associated with even an apparently 
simple job may consist of multiple dis-
tinct processes on different back-end 

computers, entries in various inter-
nal tables and catalogs, and activities 
within subsystems such as schedulers 
and monitors. When designing the al-
lowed interactions with such a system, 
we must model the “state of a job” (the 
projection of the complex underlying 
state that is to be made available to cli-
ents) in a manner that is not only easy 
for clients to understand and use but 
that also makes it possible to maintain 
this projection effectively.

It is unwieldy to keep talking about 
“modeling a projection of underly-
ing system state,” so we use the short-
hand “modeling state.” It is important 
to bear in mind, however, the reality 
of what could be going on behind the 
boundaries of a system with which an 
interaction takes place.

We also make a few remarks con-
cerning the difference between archi-
tectural styles and implementation 
technologies. The evolution of the Web 
from an infrastructure that enables 
access to resources to a platform for 
distributed applications has resulted 
in much discussion on the relevant ar-

chitectural approaches and technolo-
gies. Terms such as representational 
state transfer (REST;3 an architectural 
style) and HTTP (a protocol specifica-
tion) are often used interchangeably to 
indicate an architectural approach in 
which a small set of verbs/operations 
(PUT, GET, DELETE) with uniform se-
mantics are used to build applications. 
Similarly, the popularity of Web ser-
vices (a set of protocol specifications)1 
has resulted in the use of that term as 
a synonym for service orientation (an 
architectural style).

We draw a distinction between the 
architectural styles and their imple-
mentation technologies. Instances of 
the former represent a collection of 
principles and constraints that provide 
guidance when designing and imple-
menting distributed applications. In 
contrast, the latter are the mechanisms 
or tools used to apply the principles of 
an architectural style when building 
applications. There is not a one-to-one 
mapping between an architectural 
style and an implementation technol-
ogy, even though one set of tools may 
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be easier to use when applying a par-
ticular set of principles. For example, 
pure HTTP is particularly well suited 
for implementing distributed appli-
cations according to REST principles, 
while Web services technologies such 
as SOAP are better suited for interface-
driven applications. There is no rea-
son, however, why one could not build 
a REST-oriented application using Web 
services technologies or a distributed 
object-based application using HTTP—
although we doubt anyone would want 
to go through such an exercise. 

Four Approaches to Modeling State
Table 1 summarizes the key properties 
of the four approaches presented here. 
The following provides a brief descrip-
tion of each approach. 

The Web Services Resource Frame-

work (WS-RF) defines conventions on 
how state is modeled and managed 
using Web services technologies. WS-
RF implements an architectural style 
similar to that of distributed objects 
or resources. Projected state is explic-
itly modeled as an XML document (the 
state representation) and is address-
able via a WS-Addressing endpoint ref-
erence (EPR), a conventional represen-
tation of the information that a client 
needs to access a network service. 

As in traditional object-based sys-
tems, any number of operations can 
be defined that access, or result in the 
change of, the projected state. The WS-
RF specifications, however, define a set 
of common operations for the follow-
ing: accessing that projected state (the 
XML document) in its entirety or in 
part; requesting notification of changes 

on it (using WS-Notification); updating 
it in its entirety or in part; and deleting 
it. The structure of the XML document 
(that is, the schema), together with all 
the operations that can be applied to 
the projected state, known as the re-
source, are included in the Web Ser-
vices Description Language (WSDL) 
document associated with the state’s 
EPR, thus allowing clients to discover, 
using standard operations, what state a 
particular service makes available.

The WS-RF and WS-Notification 
specifications were developed within 
the OASIS standards organization. 
They are implemented within various 
open source and proprietary systems. 
Other specifications, notably WS-No-
tification and Web Services Distrib-
uted Management (WSDM), build on 
WS-RF.

Table 1: Key characteristics of the four approaches. In each box, we list conventional encodings of a function  
in terms of operation name(s) and (in brackets) the defining specification. The absence of an entry simply means  
that no conventional encoding has been defined; a custom, application-specific encoding can still be provided. 

WS-RF WS-Transfer HTTP No conventions

State representation 
schema

WSDL extensions

Address state  
representation

EPR  
(WS-Addressing)

EPR  
(WS- Addressing)

URI URN

Create new state Create  
(WS-Transfer)

HTTP POST

Access entire state GetResourcePropertyDocument 
(WS-ResourceProperties)

Get  
(WS-Transfer)

HTTP GET

Get part of state GetResourceProperty,  
GetMultipleResourceProperties, 
QueryResourceProperties 
(WS-ResourceProperties)

Not defined unless part  
of a state representation 
is exposed through a  
different URI (no 
semantics about the 
relationship are defined)

Update entire state SetResourceProperties 
(WS-ResourceProperties)

Put  
(WS-Transfer)

HTTP PUT

Update, or add,  
part of state

SetResourceProperties, 
InsertResourceProperties, 
UpdateResourceProperties, 
DeleteResourceProperties 
(WS-ResourceProperties)

Request notification Subscribe 
(WS-Notification)

Subscribe 
(WS-Eventing)

Subscribe 
(WS-Eventing)

Lease-based lifetime 
management

SetTerminationTime 
(WS-ResourceLifetime)

Destroy state Destroy  
(WS-ResourceLifetime)

Delete  
(WS-Transfer)

HTTP DELETE

Fault modeling Well-defined error codes 
(WS-BaseFaults + other specs)

SOAP faults HTTP fault codes SOAP faults

RPC-based Yes Yes No No

Open standards process Yes (OASIS) Yes (W3C) Already a standard No need for  
new standards
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WS-Transfer, like WS-RF, models 
the projected state explicitly through 
an XML document accessible via an 
EPR. However, the only operations de-
fined on that state are, as per the CRUD 
(create, retrieve, update, and delete) ar-
chitectural style: create a new resource 
state representation by supplying a 
new XML document; get an entire re-
source state representation; put a new 
resource state representation to re-
place an existing one; and delete an ex-
isting state representation. Distribut-
ed, resource-oriented applications are 
then built by using these operations to 
exchange state representations. 

The WS-Transfer specification was 
developed by an industry group led 
by Microsoft and has recently been 
submitted to the World Wide Web 
Consortium (W3C) for standardiza-
tion. Other specifications, notably WS-
Eventing and WS-Management, build 
on WS-Transfer. As we will see later, 
WS-Transfer and WS-RF differ only in 
minor technical details; they arguably 
owe their separate existence more to 
industry politics than technical con-
siderations. Fortunately, there seems 
to be industry support for an integra-
tion of the WS-Transfer and WS-RF 
approaches, based on a WS-Transfer 
substrate—the WS-ResourceTransfer 
specifications.

HTTP is an application protocol 
implementing a resource-oriented ap-
proach to building distributed systems. 
It has been described as an implemen-
tation of the REST architectural style. 
Like WS-RF and WS-Transfer, HTTP 
implements a resource-oriented ap-
proach to building distributed systems. 
According to REST, a small set of verbs/
operations with uniform semantics 
should be used to build hypermedia 
applications, with the Web being an ex-
ample of such an application. The con-
straints applied through the semantics 
of these operations aim to allow appli-
cations to scale (for example, through 
caching of state representations). State 
representations are identified through 
a URI. HTTP defines simple verbs—
such as POST, PUT, GET, DELETE—
and headers to enable the implementa-
tion of applications according to REST 
principles. XML is just one of the many 
media formats that HTTP can handle.

Finally, in the “no conventions for 
managing state” approach  (“no-con-

ventions” in the following),6 there are 
no such concepts as operations, inter-
faces, classes, state, clients, or servers. 
Instead, applications are built through 
the exchange of one-way messages be-
tween services. Semantics to the mes-
sage exchanges (for example, whether 
a message can be cached or whether a 
transactional context is included) are 
added through composable protocols. 
State representations are not funda-
mental building blocks. Instead, re-
sources should be identified through 
URIs (or URNs) inside the messages, 
leaving it up to the application domain-
specific protocols to deal with state 
management. Although any asynchro-
nous messaging technologies could be 
used in implementations following this 
style, we consider here an implementa-
tion based on Web services protocols, 
however, without the introduction of 
state-related conventions.

We use a simple example to provide 
a more concrete comparison of these 
four approaches. The example is a job 
management system that allows clients 
both to request the creation of compu-
tational tasks (“jobs”) and to monitor 
and control previously created jobs. It 
provides the eight operations listed in 
Table 2, which we choose to represent 
as a range of typical state manipulation 
operations. In each case, a client makes 
the request by sending an appropriate 
message to the job management sys-
tem and then expects a response indi-

cating success or failure.
Operation 1 creates a new job and 

returns a handle that can be used to 
refer to the job in subsequent opera-
tions. Parameters specify such things 
as required resources, an initial life-
time for the job, and the program to be 
executed.

Operations 2–7 support some arche-
typal job monitoring and control func-
tions on a single job.

Operation 8 is an example of an in-
teraction that may relate to multiple 
jobs. The set of jobs to which the opera-
tion is to be applied might be specified 
either in terms of job characteristics or 
by supplying a set of job handles.

In the discussion that follows, we 
show how our four approaches can be 
used to build a service that supports 
these eight tasks. As we shall see, each 
approach not only has in common that 
the “job factory service” is a network 
endpoint to which job creation and 
certain other requests should be di-
rected, but also is distinguished from 
the other approaches in terms of:

Its ˲˲ syntax (that is, how the job han-
dle should be represented and how op-
erations on the job should be expressed 
in messages). 

Its use (or not) of ˲˲ conventions de-
fined in existing specifications for the 
purpose of defining its syntax.

The distinction made here between 
syntax and conventions may appear 
unimportant, but we emphasize it so 

Table 2: The eight operations considered in our comparison of different approaches.

# Operation Description

1 Create new job A client requests the creation of a new job by sending a job creation 
request to a job factory service responsible for creating new jobs.  
Upon success, a job handle is returned that can be used to refer to  
the job in subsequent operations.

2 Retrieve state Retrieve all state information associated with a specified job  
(e.g., execution status, resource allocation, program name).

3 Status Determine the execution status (e.g., active, suspended) of  
a specified job.

4 Lifetime Extend the lifetime of a specified job.

5 Subscribe Request notification of changes in the state of a specified job.

6 Suspend Suspend a specified job.

7 Terminate Terminate a specified job.

8 Terminate  
multiple

Apply the terminate operation to all jobs that satisfy certain criteria, such 
as those belonging to a particular client, those with a particular total 
execution time, those with a specific current execution status,  
or those with explicitly identified job handles.

1_CACM_V51.9.indb   37 8/14/08   1:38:37 PM



38    communications of the acm    |   september 2008  |   vol.  51  |   no.  9

practice

that we can focus in this section on 
syntax and postpone discussion of the 
advantages or disadvantages of adopt-
ing specific “standards” (conventions) 
to later in this article.

WS-RF implementation. Table 3 
describes a job management interface 
based on the WS-RF and WS-Notifica-
tion specifications. Here, we use bold-
face type to indicate operation names 
that are defined in some specification 
associated with the approach in ques-
tion. Those operations that are not in 
boldface are, by definition, not defined 
in any existing specification, and thus 
their syntax and semantics represent 
somewhat arbitrary choices, selected 
for illustrative purposes. We see that 
WS-RF and WS-Notification specifica-
tions provide five of the eight required 
functions.

The job handle returned upon suc-
cess from operation 1 is represented 
as an EPR. A client receiving such a 
job handle can then use it as a destina-
tion for operations 2–7. Note that re-
quests are directed to the Web service 
address contained in the job handle 
EPR, which may or may not be the job 
factory service. This distinction is im-
portant because it allows for a logical 
and/or physical separation between 
the job factory and job management 
functions.

Operation 8 is sent directly to the 
job factory service, which is assumed 
to have access to information about 
all active jobs. The argument could 
be, for example, a specification (such 
as an Xpath specification) identifying 
the jobs that are to be terminated (for 
example, all jobs created by Bloggs or 
all jobs that have exceeded their quota, 
and/or a list of EPRs denoting the jobs 
to be terminated).

WS-Transfer implementation. Table 
4 describes a job management inter-
face based on the use of the WS-Trans-
fer and WS-Eventing specifications, 
which provide five of the eight required 
operations.

As in the WS-RF interface, the job 
handle returned upon success from op-
eration 1 is represented as an EPR, and 
a client receiving such a job handle can 
then use it as a destination for opera-
tions 2–7. Note that requests are direct-
ed to the Web service address contained 
in the job-handle structure, which may 
or may not be the job-factory service.

Table 3: Syntax used in WS-RF job management interface, showing for each  
operation of Table 2 the request message, destination address, and return message.

# Message To	 Returns on success

1 CreateJob(job-specification) job-factory-service WS-Resource-qualified EPR  
to job state (job handle)

2 GetResourcePropertyDocument() job-handle EPR XML document comprising  
all job state

3 GetResourceProperty(“status”) job-handle EPR Job status

4 SetTerminationTime(lifetime) job-handle EPR New lifetime

5 Subscribe(condition) job-handle EPR EPR to subscription

6 Suspend job-handle EPR Acknowledgment

7 Destroy job-handle EPR Acknowledgment

8 DestroyMultiple(job-description) job-factory-service Acknowledgment

Table 4: Syntax used in WS-Transfer job management interface, showing for each  
operation of Table 2 the request message, destination address, and return message.

# Message To	 Returns on success

1 Create(job-spec) job-factory-service EPR to job state

2 Get() job-handle EPR XML document comprising all job state

3 Get() job-handle EPR XML document comprising all job state, from 
which status can be extracted. 

4 SetLifetime(lifetime) job-handle EPR New lifetime

5 Subscribe(condition) job-handle EPR EPR to subscription

6 Suspend job-handle EPR Acknowledgment

7 Delete() job-handle EPR Acknowledgment

8 DeleteMultiple(job-spec) job-factory-service Acknowledgment

Table 5: Syntax used in REST job management interface, showing for each operation  
of Table 2 the request message, destination address, and return message.

# Message To	 Returns on success

1 HTTP POST  
job-specification

job-factory-service (e.g., http://grid.org) URI(s) identifying the job(s) 
that have been created: 
e.g., http://grid.org/Bloggs/
Jobs/4523

2 HTTP GET http://grid.org/Bloggs/Jobs/4523 A representation of the 
state of the job, includ-
ing Xlinks and semantic 
information

3 HTTP GET http://grid.org/Bloggs/Jobs/4523/status A representation of the 
status of the job

4 HTTP PUT exp-time http://grid.org/Bloggs/Jobs/4523/lifetime Acknowledgment

5 HTTP POST condition http://grid.org/Bloggs/Jobs/4523/subs URI identifying the new 
subscription

6 HTTP PUT  
“suspended”

http://grid.org/Bloggs/Jobs/4523/status Acknowledgment

7 HTTP DELETE http://grid.org/Bloggs/Jobs/4523 Acknowledgment

8 — — —
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We note that an alternative treat-
ment of operation 3 is possible, albeit 
with some extra work, that avoids the 
need to transfer the entire state docu-
ment. A new operation (for example, 
GetEPRtoPart) is defined that requests 
that a new state representation be ex-
posed, through a different EPR, repre-
senting parts of the original state rep-
resentation. The Get() operation is then 
applied to this new EPR. WS-Transfer 
applications (and higher-level speci-
fications such as WS-Management) 
often use this approach to address the 
lack of support for partial state access 
in WS-Transfer.

Operation 8 is sent directly to the 
job factory service, which is assumed 
to have access to information about all 
active jobs, as in the WS-RF case.

HTTP implementation. Table 5 
summarizes the syntax of an HTTP 
implementation. Note that operation 5 
can alternatively be addressed via some 
custom encoding or by using a system 
such as SMTP, Jabber, SMS, or Atom. 
HTTP DELETE cannot take any con-
tent, so there is no way to specify that a 
set of jobs (operation 8) can be deleted 
by using the HTTP DELETE message, 
except in the case when we delete all 
jobs in some predefined group (for ex-
ample, “HTTP DELETE http://grid.org/
Bloggs/Jobs” to delete all jobs created 
by Bloggs).

Note that whereas HTTP defines 
all the verbs used, the structure of the 
URIs and the format and semantics 
of the documents exchanged in order 
to implement the job service’s opera-
tions are application specific. Thus, 
while the URIs appear to convey some 
semantic information based on their 
structure (for example, a /status at the 
end of a particular job URI may be in-
terpreted by a human as the identifier 
of the status resource), this is an appli-
cation-specific convention. 

No-conventions/Web services im-
plementation. Since in this approach 
we assume no defined state manage-
ment conventions with widely agreed 
semantics, each application domain 
is expected to define interactions that 
meet its own requirements. Table 6 
summarizes a potential implementa-
tion of the job management service in 
this style, using SOAP messaging.

Because of the nature of the exam-
ple chosen, all operations are defined 

as request-response message exchang-
es. The CreateJob message exchange 
returns an identifier as the job handle. 
The returned job identifier may be a 
globally unique URI (for example, a 
URN) that can be accepted by multiple 
job services. Metadata about it (for ex-
ample, the job services that “know” 
about it) may be discovered from reg-
istries. Examples of this approach to 
identifying resources include the Life 
Science Identifier (LSID), International 
Virtual Observatory Alliance (IVOA) 
identifier, and Amazon Standard Iden-
tification Number (ASIN). Thus, the job 
identifier may become a technology-
independent handle that can also be 
used with other technologies (for ex-
ample, a Jini or CORBA interface to the 
same service). A client receiving such a 
job handle can then pass it to the job 
management service.

Discussion
The four approaches do not differ 
greatly in terms of what they actually 
do. All send essentially the same mes-
sages, with the same content, across 
the network. For example, a request 
to destroy a particular job will in each 
case be directed to a network endpoint 
via an HTTP PUT, and will contain the 
name of the operation to be performed, 
plus some data indicating the job that 
should be destroyed. The approaches 
vary only in how these different compo-
nents are included in a message, an is-
sue that may have implications for how 
messages can be processed and routed 
but that has no impact on how services 
are implemented.

At the same time, there clearly are 
significant differences among the ap-
proaches in terms of, for example, 
their use of conventions, the underly-
ing protocols, and the tooling available 
to support their use. We summarize 
here important arguments that have 
been made on these topics. The char-
acterizations of the various positions 
are our own.

The value of convention. Proponents 
of the WS-RF and WS-Transfer ap-
proaches argue that creating, access-
ing, and managing state involve a set of 
common patterns that can usefully be 
captured in a set of specifications, thus 
simplifying the design, development, 
and maintenance of applications that 
use those patterns. For example, in the 

It is unwieldy 
to keep talking 
about “modeling 
a projection of 
underlying system 
state,” so we use 
the shorthand 
“modeling state.” 
It is important 
to bear in mind, 
however, the reality 
of what could be 
going on behind the 
boundaries of  
a system with  
which an interaction 
takes place.
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The encoding of the job-manage-˲˲

ment interface in terms of those pat-
terns simplifies both the design of the 
interface (as much of it is already pro-
vided in other specifications) and the 
explanation of that interface to others.

They may also point out that pro-
grammer productivity is enhanced by 
client tools and applications that are 
“WS-RF and/or WS-Transfer aware.” 
For example, a registry or monitoring 
system can use WS-RF operations to ac-
cess service state without any applica-
tion-specific knowledge of that state’s 
structure.2

In contrast, proponents of the no-
conventions approach argue that the 
design of any particular interface (for 
example, one for job management) will 
typically be relatively simple, involve is-
sues that are not captured by these con-
ventional patterns, and not require all 
features included in the specifications 
that encode that pattern. Thus, one can 
achieve a simpler design by proceeding 
from first principles. For example, in 
the case of our job management ser-
vice, while WS-RF and WS-Transfer 
provide us with a Destroy operation 
“for free,” we still need to introduce a 
separate Suspend operation. Further-
more, the semantics of Destroy may be 
quite application specific. For example, 
a service implementer may decide to 
retain information about “destroyed” 
jobs (by changing their status to “de-
stroyed”) so that information about 
them can still be retrieved. In this case, 
the state would not be destroyed. Final-
ly, WS-RF and WS-Transfer focus on in-
teraction with single states (for exam-
ple, DestroyMultiple had to be custom 
defined) and so may not provide useful 
conventions in cases where operating 
on multiple states is the common case; 
for example, all Amazon REST and Web 
services can consume multiple ASINs.  

Ideally, we would like to evaluate 
the relative merits of these two posi-
tions in terms of concrete metrics 
such as code size. Such an evaluation, 
however, requires agreement on the re-
quirements that the interfaces should 
support. Unfortunately, proponents of 
the different approaches tend to dif-
fer also in their views of requirements. 
For example, a proponent of common 
patterns might see the ability to use 
WS-ResourceLifetime operations for 
soft-state lifetime management as de-

case of our job management service, 
these proponents might observe the 
following:

The creation and subsequent ˲˲

management of a job can naturally 

be viewed as an instance of some gen-
eral patterns (creation, access, sub-
scription, lifetime management, and 
destruction of state associated with a 
job); and 

Any discussion of Web services inevitably involves a plethora of acronyms and specification 
names. We list some of them here. To save space, we do not provide citations for individual 
specifications. These can easily be located online.

EPR (endpoint reference) As defined in the WS-Addressing specification, a combination  
of Web services (WS) elements that define the address for  
a resource in a SOAP header.

SOAP A protocol for exchanging XML-based messages over  
networks, normally using HTTP.

WSDL (Web Services  
Description Language)

An XML-based language that provides a model  
for describing Web services.

WS-Eventing A specification that defines a protocol for Web services to  
subscribe to another Web service or to accept a subscription  
from another Web service.

WSDM (Web Services  
Distributed Management)

An OASIS-developed Web services architecture and set  
of specifications for managing distributed resources. 

WS-ResourceTransfer A proposed integration of WS-RF and WS-Transfer.

WS-RF (Web Services 
Resource Framework)

An OASIS-developed architecture and set of specifications  
for describing and accessing state in a Web service.

WS-Transfer A specification that defines a protocol for the transfer of  
an XML representation of a WS-addressable resource, as well  
as for creating and deleting such resources.

Alphabet and Specification Soup

Table 6: Syntax used in job handle approach, showing for each operation  
of Table 2 the request message, destination address, and return message.

# Message To	 Returns on success

1 “New job” carrying the job 
specification

job-management-service Identifier for the newly  
created job

2 “State” carrying job 
identifier(s)

any job service aware of the 
job identifier(s)

XML document with  
job state(s)

3 “Status” carrying job 
identifier(s)

any job service aware of the 
job identifier(s)

XML document with  
job status(s)

4 “New lifetime” carrying 
job identifier(s) and new 
lifetime(s)

any job service aware of the 
job identifier(s)

Acknowledgment*

5 “Subscription” carrying job 
identifier(s) and subscription 
information (for each)

any job service aware of the 
job identifier(s)

Acknowledgment*

6 “Suspension” carrying job 
identifier(s) 

any job service aware of the 
job identifier(s)

Acknowledgment*

7 “Destroy request” carrying job 
identifiers(s) 

any job service aware of the 
job identifier(s)

Acknowledgment*

8 “Destroy request” carrying 
job identifier(s) and query 
expression

any job service aware of the 
job identifier(s)

Acknowledgment*

* � May also silently accept the message and report on fault only. If proof of delivery is necessary,  
WS-ReliableMessaging can be used.
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sirable, while others might not see that 
feature as important.

Standards. Another topic of dis-
agreement concerns the importance 
of standardized specifications. Unfor-
tunately (but not uncommonly in the 
world of Web services), we are faced 
with not one but two sets of Web ser-
vices specifications, similar in purpose 
and design but different in minor as-
pects of syntax and semantics. WS-RF 
has been submitted to, and reviewed 
and approved by, a standards body (OA-
SIS); WS-Transfer has been submitted 
to W3C but is not yet a W3C recommen-
dation. The proposed consolidation of 
the two, WS-ResourceTransfer, adds 
to the confusion. Thus, we get a mix of 
opinions, including the following:

WS-RF, having undergone inten-˲˲

sive community review by a standards 
body, is therefore technically superior 
and/or morally preferable to the “pro-
prietary” WS-Transfer.

WS-RF is superior to WS-Transfer ˲˲

for technical reasons—for example, its 
support for access to subsets of a re-
source’s state, which can be important 
if that state is large. (In WS-Transfer, 
the same effect can be achieved, but 
only by defining an auxiliary operation 
that returns an EPR to a desired sub-
set.)

WS-Transfer is superior to WS-RF ˲˲

for technical reasons—for example, its 
greater simplicity.

As a general principle, we should ˲˲

employ only specifications that are sta-
ble, widely accepted, and supported by 
interoperable tooling. Because neither 
WS-RF nor WS-Transfer is supported 
by all major vendors, neither passes 
this test. This view argues for the no-
conventions approach.

HTTP is widely used on the Web ˲˲

and, as a result, it should be preferred 
over any WS-based solution. 

Implementation reuse. Proponents 
of conventions such as WS-RF and 
WS-Transfer argue that the adoption 
of conventional patterns can facili-
tate code reuse. Every WS-RF or WS-
Transfer service performs such things 
as state access, lifetime management, 
concurrency control for incoming re-
quests, and state activation/deactiva-
tion in the same way. Thus, the code 
that implements those behaviors can 
be reused in service implementations. 

Proponents of the no-conventions 

approach, however, reply that service 
implementers can also use the same 
code. In other words, there is certainly 
value to providing service implement-
ers with standardized implementa-
tions of common tasks, but this need 
not imply that those patterns are ex-
posed outside the service.

Simplicity vs. structure. Proponents 
of the HTTP/REST approach empha-
size that it provides for more concise 
requests and permits the use of sim-
pler client tooling than approaches 
based on Web services. Critics point 
out that the use of HTTP/REST means 
that users cannot leverage the signifi-
cant investment in Web services tech-
nologies and platforms for message-
based interactions.

Summary
We have presented four different ap-
proaches to modeling state in (Web) 
service interactions. Each approach 
defines roughly comparable constructs 
for referring to, accessing, and manag-
ing state components, but differs ac-
cording to both its precise syntax and 
the use made (or not) of conventional 
domain-independent encodings of op-
erations. 

Thus, when defining state manage-
ment operations, the WS-RF and WS-
Transfer approaches both use EPRs 
to refer to state components and to 
adopt conventions defined in the WS-
RF and related specifications and in 
the WS-Transfer and related specifi-
cations, respectively. In contrast, the 
no-conventions and REST approaches 
adopt domain-specific encodings of 
operations, on top of SOAP and HTTP, 
respectively. 

Analysis of the debates that have 
occurred around these different ap-
proaches emphasizes the difficulties 
inherent in separating technical, politi-
cal, and stylistic concerns. Some differ-
ences of opinion relate to well-defined 
technical issues and reflect either dif-
ferent philosophies concerning system 
design or different target applications. 
Others relate to differing target time 
scales. For example, no-conventions 
proponents initially argued against 
the use of WS-Addressing because of 
lack of support for that specification 
in certain tools, while WS-RF and WS-
Transfer proponents argued in favor, 
believing that WS-Addressing would 

eventually become universal. Support 
for WS-Addressing has since become 
quasi-universal, and now few find its 
use objectionable.
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Power management—from laptops to rooms full 
of servers—is a topic of interest to everyone. In the 
beginning there was the desktop computer. It ran 
at a fixed speed and consumed less power than the 
monitor it was plugged into. Where computers were 
portable, their sheer size and weight meant that you 
were more likely to be limited by physical strength 
than battery life. It was not a great time for power 
management. 

Now consider the present. Laptops have increased 
in speed by more than 5,000 times. Battery capacity, 
sadly, has not. With hardware becoming increasingly 
mobile, however, users are demanding that battery life 
start matching the way they work. People want to work 
from cafés. Long-haul flights are now perceived as the 
ideal opportunity to finish a presentation. Two hours 
of battery life just isn’t going to cut it; users are looking 
for upward of eight hours. What’s drawing that power, 
and more importantly, how can we reduce it? 

The processor is, perhaps, the most 
obvious target of power management. 
On a modern system the CPU is likely 
to be the single component consum-
ing the most power. Switching the state 
of hundreds of millions of transistors 
takes power. Modern processors can 
generate well over 100 watts of heat. 
How can this be reduced? 

At the most basic level the answer 
is simple: reduce the power taken to 
switch those transistors. Making them 
smaller is one mechanism, as is reduc-
ing the amount of power lost via leak-
age. There are limits, however, to how 
much power can be saved via funda-
mental improvements in semiconduc-
tor technology, and vendors are being 
forced to adopt increasingly high-tech 
solutions to maintain the rate of prog-
ress in this respect. We cannot rely on 
technological breakthroughs to be the 
silver bullet. We need to be smarter in 
how we use what we already have avail-
able. 

The most reasonable approach to 
reducing the power consumption of 
processors is to realize that under nor-
mal usage patterns processors will not 
run at 100% utilization all the time. 
The first attempt to take advantage of 
this was in the Pentium era with the 
addition of idle power savings. The 
HLT (halt) instruction allowed operat-
ing systems to indicate that they had 
nothing to execute, letting the proces-
sor put itself into some form of power 
saving until the next interrupt arrived. 
Runtime processor power manage-
ment had arrived. 

The APM (Advanced Power Man-
agement) specification extended this 
functionality. Rather than simply halt-
ing the processor, the APM CPU idle 
call allowed the processor to be put 
into a lower power state where it con-
tinued to execute instructions. If sys-
tem load reached a threshold level, the 
operating system could then send a 
CPU busy call to restore the processor 
to full operating speed. 

This concept of runtime power man-
agement has been further enhanced 
in recent years. CPU clock and volt-

doi:10.1145/1378727.1378740 

Smart power management is all about doing 
more with the resources we have.

by Matthew Garrett

Powering 
Down
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scheduling. This interrupt is fired even 
if the system is idle, thus waking up the 
processor. A traditional fixed-tick oper-
ating system is therefore unable to ob-
tain the greatest benefits from modern 
processor power savings. 

A new model of scheduling was in-
troduced in version 2.6.21 of the Linux 
kernel. Rather than having a static 
timer tick, the kernel looks for a list 
of tasks waiting to run. If the system is 
idle, it will look for the next expected 
timer expiry (such as an application 
that has requested to sleep for 200 mil-
liseconds) and program the timer in-
terrupt to fire at that point. The system 
will then sleep until either the next in-
terrupt is fired or some external hard-
ware interrupt occurs. 

In the best-case scenario, this dy-
namic tick model allows the processor 
to be almost entirely shut down until 
the next time the user interacts with 
the computer. The real-world scenario 
is, unsurprisingly, worse. Many soft-
ware programs set timers, and when 
these timers expire the processor must 
wake up to handle the interrupt. 

These timers are often unnecessary. 
Some are simply polling loops that 
could be replaced by an interrupt-driv-
en design. Others are straightforward 
design flaws—for example, an email 
client that checks local mailboxes for 
changes every 100 milliseconds even 
though the mail download interval is 
set to five minutes. Removing these 
loops can have a surprisingly large im-
pact upon power consumption. 

Sometimes, however, an applica-
tion has no choice but to poll. In this 
case, it makes sense to consolidate 
as many loops as possible. Because 
of the latency required when switch-
ing into low-power states, a processor 
that wakes once a second and spends 

age scaling (such as Intel’s SpeedStep) 
allows the clock rate of an idle pro-
cessor to be reduced. Running more 
slowly provides greater tolerances for 
the processor, thus reducing the sup-
ply voltage. Reducing the clock speed 
provides a linear reduction in power 
usage; the simultaneous reduction of 
voltage allows the power consumption 
to be reduced quadratically. 

As an orthogonal approach, modern 
processors implement dynamic power 
management by allowing the operat-
ing system to trigger entry into a range 
of low-power states when there is noth-
ing to be executed. The most basic of 
these corresponds to the traditional 
behavior of the HLT instruction, but 
deeper sleep states allow the proces-
sor package to disable parts of itself. 
In the deepest states the processor can 
dissociate itself from the memory bus, 
disable much of the cache, and reach 
a state where it consumes a negligible 
quantity of power. 

Moving between these low-power 
states takes time, with the deeper 
states taking longer to enter and leave. 
Since parts of the processor have been 
disabled, there’s no way for code to 
be executed. The processor must be 
raised back to the full-power state be-
fore it can handle the next instruction. 

As a result, deeper sleep states pro-
vide their greatest benefits only when 
the system will spend a significant pe-
riod of time (20 milliseconds or more) 
truly idle. Most preemptive multitask-
ing operating systems implement 
scheduling by allocating a time slice 
to running applications and forcibly 
switching to another task at the end of 
this time slice. Traditionally this time 
slice has been on the order of 10 milli-
seconds, meaning that an interrupt will 
be fired 100 times a second to enforce 

four milliseconds executing code will 
actually draw less power than waking 
twice a second and spending two mil-
liseconds executing code each time. 
The GLIB library used by GTK (GIMP 
toolkit) includes a helper function to 
make this easier. The g_timeout_add_
seconds() function provides a time-out 
that will fire after a certain number of 
seconds, but only with second-level 
granularity. All time-outs scheduled to 
fire in a given second will be called at 
once, avoiding the need to add manual 
synchronization. Even better, this is 
synchronized across all GLIB-using 
applications. Using this in all appli-
cations on a system can significantly 
reduce the number of wake-ups per 
second, providing a drop in power con-
sumption. 

Of course, these issues are not lim-
ited to user-space code. Device driv-
ers may have the same issues, and for 
many of the same reasons. The Linux 
kernel includes a function similar to 
GLIB’s, allowing unavoidable polling 
to be synchronized. In some cases, 
however, the issues can be subtler. 
For example, hardware may continue 
sending events even when no infor-
mation is present, unless it’s told to 
stop. If the driver is well written, it will 
handle the case of empty data packets 
cleanly; thus, the absence of any sup-
port for quiescing the hardware may 
go unnoticed. Driver authors should 
disable hardware when it’s not doing 
anything and avoid polling it if nobody 
is going to use the information. 

The combination of processor-fre-
quency scaling and idle-power states 
provides a somewhat surprising re-
sult. On almost all modern hardware, 
if there is code to run, then it is more 
power efficient to run the processor at 
full speed. This “race to idle” concept 

Hardware designers: Make sure ˲˲
that your hardware never requires 
polling. Send interrupts on all sta-
tus changes. Provide fine-grained 
control of logical subunits of the 
hardware in order to let the operat-
ing system power down as much as 
possible based on the functional 

constraints imposed by the user. 
Device driver authors: Make ˲˲

sure that your driver doesn’t poll. 
If nothing is listening to the driver 
(for example, if nothing is using a 
Webcam) then quiesce the hard-
ware. Provide a rich interface to 
the device, allowing user space to 

make it clear which functionality 
it requires. Leave the device in the 
lowest power state that satisfies 
these criteria. 

Kernel developers: Remove any ˲˲
dependency on a fixed clock. If 
you know that no tasks are wait-
ing to run, don’t wake up hun-

dreds of times a second to check 
the run queue. 

Application authors: Don’t ˲˲
poll. Only run timer loops when 
absolutely necessarily and make 
sure they’re synchronized. Don’t  
keep hardware open if you don’t 
need it.

How to Reduce Power Consumption
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stems from the power consumption 
of an idle processor being much lower 
than an active processor, even if run-
ning at a lower speed. The overall pow-
er consumption will be less if the pro-
cessor spends a short time at full speed 
and then falls back to idle, rather than 
spending twice as long being active at 
a lower frequency. 

Paying the Price for Graphics 
Although the processor is the major 
component in determining power 
consumption, other parts of the plat-
form also contribute. LCD panels in 
laptops are perhaps the most obvious 
secondary source. Modern hardware is 
moving from traditional cathode tube 
backlights to LED lighting, saving a 
small but significant quantity of power 
while providing the same level of illu-
mination. Subtler techniques are be-
ginning to appear in recent graphics 
chipsets. Intel has introduced technol-
ogy to monitor the color distribution 
across the screen, which allows the 
backlight to be dimmed when the ma-
jority of the screen is dark. The inten-
sity of brighter colors can be increased 
in order to compensate, resulting in 
power savings with little user-visible 
degradation. 

Compressing the contents of the 
framebuffer can result in an addition-
al reduction of power draw. A simple 
run-length encoding is often enough 
to achieve a significant reduction in 
image size, which means that the vid-
eo hardware can reduce the amount of 
data that has to be read from the frame-
buffer memory and transferred to the 
screen. This simple optimization can 
save about 0.5 watts. An intriguing out-
come of this is that desktop wallpaper 
design may influence system power 
consumption. 

Hard drives have long been one of 
the more obvious aspects of power 
management. Even with all the ad-
vances made in recent years, hard-drive 
technology still requires an object to 
spin at high speed. In the absence of 
perpetual motion, this inevitably con-
sumes power. For more than a decade 
operating systems have included sup-
port for spinning hard drives down 
after periods of inactivity. This indeed 
reduces power consumption, but it 
carries other costs. One is that disks 
are rated for only a certain number of 

spin-up/spin-down cycles and risk me-
chanical failure if this number is ex-
ceeded. A less-than-optimal approach 
to saving hard-drive power can there-
fore reduce hard-drive life expectancy. 

Another cost is that spinning a disk 
back up uses more power than keeping 
a disk spinning. If access patterns are 
less than ideal, a drive will be spun up 
again shortly after being spun down. 
Not only will this result in higher av-
erage power consumption, but it will 
also lead to undesirable latency for ap-
plications trying to use the disk. 

Making effective use of this form of 
power management requires a sensible 
approach to disk I/O. In the absence 
of cached data, a read from disk is in-
evitably going to result in spinning the 
disk back up. From a power manage-
ment viewpoint, it makes more sense 
for an application to read all the data 
it is likely to need at startup and then 
avoid reading from disk in the future. 
Writes are more interesting. For most 
functionality, writes can be cached 
indefinitely. This avoids unnecessary 
disk spin-up, but increases the risk of 
data loss should the machine crash or 
run out of power. 

The Linux kernel’s so-called “laptop 
mode” offers a compromise approach 
in which writes are cached for a user-
definable period of time if the disk is 
not spun up. They will be written out 
either when the user’s time threshold 
is reached or when a read is forced to 
hit the disk. This reduces the average 
length of time that dirty data will re-
main cached, while also trying to avoid 
explicitly spinning the disk up to flush 
it. 

Another way of avoiding write-outs 
is to reduce the number of writes in the 
first place. At the application level, it 
makes sense to collate writes as much 
as possible. Instead of writing data out 
piecemeal, applications should keep 
track of which information needs writ-
ing and then write it all whenever trig-
gering any sort of write access. 

At the operating-system level, writes 
can be reduced through careful con-
sideration of the semantics of the file 
system. The metadata associated with 
a file on a Unix system includes a field 
that records the last time a file was ac-
cessed for any reason. This means that 
any read of a file will trigger a write to 
update the atime (time of last access), 

There are limits to 
how much power 
can be saved 
via fundamental 
improvements in 
semiconductor 
technology, and 
vendors are being 
forced to adopt 
high-tech solutions 
to maintain the 
rate of progress. 
We cannot rely 
on technological 
breakthroughs to be 
the silver bullet. We  
need to be smarter 
in how we use what 
we already have 
available.
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signed to forward data without proces-
sor intervention. Price considerations 
have meant that the XO machine can-
not depend on the latest battery tech-
nology; therefore, the machine must 
consume as little power as possible to 
keep the network functioning effec-
tively. 

This level of power management 
would be unthinkable in the tradi-
tional laptop world, where even the 
best implementations still take on the 
order of a second to return to a state 
where the user can interact with the 
system. A major focus has therefore 
been to reduce the time taken to bring 
the device back from suspend, making 
it practical to suspend the device when 
idle without impairing the user expe-
rience. This requires a high level of 
robustness, and much of the develop-
ment work has been focused on ensur-
ing that components resume in a reli-
able and consistent manner. A failure 
rate of one in every 10,000 suspend/
resume cycles might be considered 
acceptable in the mainstream laptop 
world, but would impair the user expe-
rience on the XO. 

As users demand longer battery life 
and become increasingly concerned 
about wasted energy, power manage-
ment has become more important to 
vendors. A well-rounded power man-
agement strategy requires integration 
of hardware, firmware, and software, 
as well as careful consideration of how 
to obtain the maximum savings with-
out making the user aware of any com-
promised functionality. Future years 
are likely to see tighter integration 
and a greater awareness of good power 
management practices, and all-day 
computing may soon become a practi-
cal reality. 	

Matthew Garrett (mjg59@srcf.ucam.org) is a software 
engineer at Red Hat, specializing in power management 
and mobile hardware support.  

A previous version of this article appeared in ACM Queue, 
Nov/Dec 2007, Vol. 5, No. 7.
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even if the read is from the cache. One 
work-around is to disable atime up-
dates entirely, but this breaks certain 
applications. A subtler work-around 
is to update the atime if the file was 
modified more recently than it was last 
read. This avoids breaking mail appli-
cations that depend upon the atime to 
determine whether mail has been read 
or not. This provides a dramatic reduc-
tion in write activity to the disk and 
makes it more likely that spinning the 
drive down will be worthwhile. 

The drive is not the only part of the 
I/O system where savings are possible. 
The AHCI (Advanced Host Controller 
Interface) specification for serial ATA 
controllers includes link-level power 
management. In the absence of any 
pending commands, the link between 
the drive and the controller can be 
powered down, saving about 0.5 watts 
of power. The cost is a partial reduc-
tion in functionality—hotplug events 
will no longer be generated. 

Network hardware provides a simi-
lar dilemma. If an Ethernet device is 
not in use, it makes sense to power it 
down. If the Ethernet PHY is powered 
down, however, there will be no inter-
rupt generated if an Ethernet cable 
is plugged into the device. Power has 
been saved, but at the cost of some 
functionality. An almost identical 
problem occurs when detecting hot-
plugging of monitors. 

This is perhaps the most unfortu-
nate side of power management. In 
many cases, hardware consumes pow-
er because that power is required to 
provide functionality. Many users may 
not care about that loss of functional-
ity, but disabling it by default causes 
problems for those who do. Although 
hardware support for power manage-
ment has improved hugely over recent 
years, the biggest challenge facing op-
erating-system developers may in fact 
be how to integrate that support in a 
way that doesn’t frustrate or confuse 
users. 

In an attempt to encourage power 
management, Intel has released a tool 
called PowerTOP (referring to the top 
command used to see which processes 
are consuming the most CPU on Unix 
systems). PowerTOP uses diagnostic 
information from the Linux kernel 
to determine which applications are 
triggering CPU wake-ups, allowing 

developers to spot misbehaving appli-
cations and optimize their power con-
sumption. 

PowerTOP has already provided 
benefits for Linux desktop software. 
The 7.04 release of Ubuntu ran at about 
400 wake-ups a second. Optimizations 
and bug fixes in response to issues 
raised by PowerTOP allowed this to be 
reduced to fewer than 100 on most sys-
tems, with figures under 30 achievable 
on systems with disabled wireless and 
Bluetooth. 

PowerTOP also provides informa-
tion about other aspects of a system 
that may be consuming power. The sys-
tem is probed to determine whether it 
has any configuration that may impair 
power savings, such as disabled USB 
autosuspend or audio codec power 
management, and PowerTOP suggests 
ways to fix the problem. The informa-
tion provided is probably excessively 
technical for the average user, but it al-
lows vendors to ensure they are taking 
full advantage of available power man-
agement options. 

Though developed and sponsored 
by Intel, the advice provided by Power-
TOP is fairly general and appropriate 
to most Linux-based systems. Argu-
ably, the most important way in which 
it has been successful is not in the 
functionality it provides in itself, but 
the increased awareness of the issues 
involved that it has generated in the 
open source community. It remains to 
be seen whether proprietary vendors 
will start providing similar functional-
ity to users and developers, but many 
of the same issues apply and need to 
be solved in similar ways. 

Power Management for the Masses 
The One Laptop Per Child XO ma-
chine is an interesting case study in 
power management, perhaps sharing 
more in common with the embedded 
world than with traditional laptops. 
Its aggressive power management 
is designed to allow the platform to 
suspend even when the machine is in 
use, something made possible by the 
display controller’s ability to scan out 
the framebuffer even when the CPU 
isn’t running. The mesh networking 
capability of the hardware requires 
machines to continue routing packets 
even when suspended, and hence the 
wireless hardware has also been de-
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The  following      conversation       is the second 
installment of a CTO roundtable forum featuring 
seven world-class experts on storage technologies. 
This series of CTO forums focuses on the near-term 
challenges and opportunities facing the commercial 
computing community. Overseen by the ACM 
Professions Board, the goal of the series is to provide 
IT managers access to expert advice to help inform

their decisions when investing in new 
architectures and technologies. 

Once again we’d like to thank Ellie 
Young, Executive Director of USENIX, 
who graciously invited us to hold our 
panel during the USENIX Conference 
on File and Storage Technologies (FAST 
‘08) in San Jose, CA, Feb. 27, 2008. Ellie 
and her staff were extremely helpful in 
supporting us during the conference 
and all of us at ACM greatly appreci-
ate their efforts.   —Stephen Bourne

Participants
Steve Kleiman—Senior Vice Presi-

dent and Chief Scientist, Network Ap-
pliances.

Eric Brewer—Professor, Computer 
Science Division, University of Califor-
nia, Berkeley, Inktomi co-founder (ac-
quired by Yahoo).

Erik Riedel—Head, Interfaces & 

Architecture Department, Seagate Re-
search, Seagate Technology.

Margo Seltzer—Herchel Smith Pro-
fessor of Computer Science, Profes-
sor in the Division of Engineering and 
Applied Sciences, Harvard University, 
Sleepycat Software founder (acquired 
by Oracle Corporation), architect at 
Oracle Corporation.

Greg Ganger—Professor of Electri-
cal and Computer Engineering, School 
of Computer Science, Director, Parallel 
Data Lab, Carnegie Mellon University.

Mary Baker—Research Scientist, HP 
Labs, Hewlett-Packard.

Kirk McKusick—Past president, 
Usenix Association, BSD and FreeBSD 
architect.

Moderator
Mache Creeger—Principal, Emer-

gent Technology Associates. 

CTO Storage 
Roundtable, 
Part Two

doi:10.1145/1378727.1378741

Leaders in the storage industry ponder 
upcoming technologies and trends.
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Mache Creeger: What can people who 
have to manage storage for a living take 
from this conversation? What recom-
mendations can we make? What tech-
nologies do you see on the horizon that 
would help them? 

Steve Kleiman: Storage administra-
tors today have tremendous problems 
that are not adequately solved by any 
tools. They have home directories, 
databases, LUNs. It’s not just one set 
of bits on one set of drives; they’re all 
over the place. They’ve got replicas and 
perhaps have to manage mirroring re-
lationships between them. They have 
to manage a disaster recovery scenario 
and the server infrastructure on the 
other site if the whole thing fails. They 
have all these mechanisms for all these 
data sets that they must process day-in 
and day-out and they have to monitor 
the whole thing to see if it’s working 
correctly. Just being able to manage 
that mess, the thousands of data sets 
they have to deal with, is a big problem 
that isn’t solved yet. 

Mache Creeger: Nobody’s in the busi-
ness of providing enterprise-level stor-
age infrastructure management?

Steve Kleiman: The people who have 

even managing heterogeneously. We 
have to understand that we’re solving 
the convergence of QoS, replication, 
disaster recovery, archive, and backup. 
What we need is a unified UI for han-
dling all these functions, each of which 
used to be handled for different rea-
sons by different mechanisms. 

Eric Brewer: That is a core issue. 
How many copies do you have and why 
do you have them? Every copy is serving 
some purpose, whether as a backup, or 
a replication for read throughput, or a 
cache copy in flash. Because they’re au-
tomatically distributed you can’t keep 
track of all these things. I think you 
actually can manage the file system—
broadly speaking, storage system, 
whereby you proactively assign how 
many copies you have of something. 

Margo Seltzer: Users make copies 
outside the scope of the storage admin-
istrator all the time. 

Erik Riedel: Because the amount 
of data and what it’s used for both in-
crease constantly, you have to get the 
machines to help the users tag content 
with metadata—to help them know 
what the data is, what the copy is for, 
where it came from, why they have it, 

solved it best in the past have been the 
backup people. They actually give you 
a data transfer mechanism that man-
ages everything in the background and 
they give you a GUI that allows you to 
say, “I want to look for this particular 
data set, I want to see how many copies 
of it I have, and I want to restore that 
particular thing.” Or “I want to know 
that these many copies have been made 
across this much time.” 

Of course, the problem is that it’s all 
getting blown up. So now, it’s not just, 
“What copies do I have on tape? What 
copies do I have in various locations 
spread around the world? What mir-
roring relationships do I have?” The 
trouble is that today it’s all managed in 
someone’s head. I call it “death by mir-
roring.” It’s hard. We’ll sort it all out 
eventually. 

Kirk McKusick: What do you see as a 
possible solution?

Steve Kleiman: Currently people are 
building outrageous ad hoc system 
scripts—Perl scripts and other types. 
My company is working on this as are 
lots of other people in the storage in-
dustry, but it’s more than a single box 
problem. It’s managing across boxes, photogr
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IBM introduced the System/360 Model 30 with the tape drive system in 1965.
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and what it actually represents. 
Margo Seltzer: With the data prov-

enance you can identify copies, whether 
they were made intentionally or uninten-
tionally. That’s a start. However, answer-
ing the other semantic questions, such 
as “Why was the copy made?” will still 
require user intervention, which histori-
cally has been very difficult to get. 

Steve Kleiman: Each set of data—a 
database, a user’s home directory—
has certain properties associated with 
it. With a database you want to make 
sure it has a certain quality of service, a 
disaster recovery strategy, and a certain 
number of archival copies so that they 
can go back a number of years. They 
may also want to have a certain num-
ber of backup checkpoints to go back 
to in case of corruption. 

Those are all properties of the data 
set that can be predefined. Once set, 
the system can do the right thing, in-
cluding making as many copies as is 
relevant. It’s not that people are mak-
ing copies for the sake of making cop-
ies; they’re trying to accomplish this 
higher-level goal and not telling the 
system what that goal is. 

Margo Seltzer: You’re saying that 
you need provenance and you need the 
tools to add the provenance, so that 
when Photoshop makes a copy there’s 
a record that says, “Okay, this is now 
a Photoshop document, but it came 
from this other document and then it 
was transformed by Photoshop.”

Eric Brewer: I completely agree with 
provenance, but I thought you said that 
it was inherently not going to work be-
cause users could always make copies 
that are not under anyone’s control. 
I think that’s the breach and not the 
observance. Most copies are made by 
software. 

Margo Seltzer: I agree, but I think 
that those copies have a way of leaking 
outside of the domain where things 
like de-duplication can’t do anything 
about them. What typically happens is I 
go through the firewall, open up some-
thing on the corporate server, and then, 
as I am about to go on my trip, I save a 
file to my laptop and take my laptop 
away. Steve’s de-duplication software is 
never going to see my laptop again. 

Eric Brewer: Yes, and that was my 
earlier point about managing the data. 
If you were to go to any system admin-
istrator with that scenario they’d get 

these big eyes and be really afraid. It 
should be a lot harder to do exactly 
what you just stated. That particular 
problem is perceived as a huge prob-
lem by lawyers and system administra-
tors everywhere. The leakage of that 
data is a big issue. 

Steve Kleiman: Companies that actu-
ally own the end-user applications will 
have to set architectures and policies 
around this area. They’ll certainly sign 
and possibly encrypt the document. 
Over time, they will also take responsi-
bility for the things that we have been 
talking about: encryption, controlling 
usage, and external copies. Part of 
this problem is solved in the applica-
tion universe and there are only a few 
companies that are practical owners 
of that space. 

Margo Seltzer: There are times when 
you want that kind of provenance and 
there are times when you really don’t. 

Mache Creeger: There’s going to be 
a hazy line between the two. Defining 
what is an extraneous copy or deriva-
tion of a data object will be intimately 
tied up with the original object’s se-
mantics. Storage systems are going 
to be called on to have a more seman-
tic understanding of the objects they 
store, and deciding that information 
is redundant and delete-able will be a 
much more complex decision. 

Steve Kleiman: The good news is the 
trend for end-user application com-
panies, such as Microsoft, is to be 
relatively open about their protocols. 
Having those protocols open and ac-
cessible will allow people to leverage 
a common model across the entire 
system. So, yes, if you kept encrypting 
blindly you’d defeat any de-duplication 
because everything is Klingon poetry 
at that point. I should be able to deter-
mine whether two documents that are 
copied and separately encrypted are 
the same or not. I’m hoping that will be 
possible. 

Mache Creeger: What recommenda-
tions are we going to be able to make? 
If IT managers are going to be making 
investments in archival types of solu-
tions, disaster recovery, de-duplica-
tion, and so on, what should they be 
thinking about in terms of how they 
design their architectures today and in 
the next 18 months? 

Steve Kleiman: Over the next decade 
enterprise-level data is going to mi-

Steve Kleiman

Over the next 
decade enterprise-
level data is going to 
migrate to a central 
archive function 
that is compressed 
and de-duplicated, 
potentially with 
compliance and 
whatever other 
disaster recovery 
features that you 
might want. 
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ter replication properties because you 
want that higher long-term reliability. 
From the user’s point, it’s a cloud that 
you can pull documents out of. 

Erik Riedel: The general trend for the 
last several years is for more distribu-
tion, not less. People use a lot of high-
capacity, portable devices of all sorts, 
such as BlackBerrys, portable USB de-
vices, and laptops. For a system admin-
istrator, the ability to capture data is 
much more threatening today. Five or 
10 years ago all you had to worry about 
were tightly controlled desktops. To-
day things are a great deal more com-
plicated. 

I was at a meeting where someone 
predicted that within two or three 
years, corporations were going to allow 
you to buy your own equipment. You’d 
buy your own laptop, bring it to work, 
and they’d add a little bit of software to 
it. But even in the age in which corpo-
rate IT departments control your lap-
top and desktop, certainly the train has 
left the station on BlackBerrys, USBs, 
and iPods. So for a significant segment 
of what the administrator is responsi-
ble for, pulling data back into a central 
store is not going to work. 

Mache Creeger: That flies in the face 
of Steve’s original argument.

Steve Kleiman: I don’t think so. I do 
think that there will be a lot of distrib-
uted data that will be on the laptops. 
There will be some control of that data, 
perhaps with DRM mechanisms. Re-
member, in an enterprise the family 
jewels are really two things: the bits on 
the disks and the brain cells in the peo-
ple. Both are incredibly important and 
for the stuff that the enterprise owns, 
that it pays its employees to produce, 
it’s going to want to make sure those 
bits exist in a secure place and not just 
on somebody’s laptop. There may be a 
copy encrypted on somebody’s laptop 
and the enterprise may have the key, 
but in order for the company to assert 
intellectual property rights on those 
bits, you are going to have to centrally 
manage and secure them in some way, 
shape, or form.

Eric Brewer: I agree that’s what cor-
porations want, but the practice may 
be quite different. 

Steve Kleiman: That’s the part I dis-
agree with because part of the employee 
contract is that when they generate bits 
that are important to the company, the 

grate to a central archive function that 
is compressed and de-duplicated, po-
tentially with compliance and whatever 
other disaster recovery features that you 
might want. Once data is in this archive 
and has certain known properties, the 
enterprise storage manager can con-
trol how it is accessed. They may have 
copies out on the edges of the network 
for performance reasons—maybe it’s 
flash, maybe its high-performance 
disks, maybe it’s something else—but 
for all that data there’s a central access 
and control point. 

Mache Creeger: So people should be 
looking at building a central archival 
store that has known properties. Then, 
once a centralized archive is in place, 
people can take advantage of other 
features, such as virtualization or de-
duplication, and not sweat the periph-
eral/edge storage stuff as much.

Steve Kleiman: I do that today at 
home, where I use a service that backs 
up all the data on my home servers to 
the Internet. When I tell them to back 
up all my Microsoft files, the Microsoft 
files don’t go over the network. The 
service knows that they don’t have to 

copy Word.exe. 
Mary Baker: I’m going to disagree a 

little bit. One of the things I’ve been do-
ing the last few years is looking at how 
people and organizations lose data. 
There’s an amazing richness of ways in 
which you can lose stuff and a lot of the 
disaster stories were due to, even in a 
virtual sense, a centralized archive. 

There’s a lot to be said for having 
those edge copies under other admin-
istrative domains. The effectiveness 
of securing data in this way depends 
on how seriously you want to keep the 
data, for how long, and what kind of 
threat environment you have. The con-
venience and economics of a central-
ized archive are very compelling, but 
it depends on what kinds of risks you 
want to take with your data over how 
long a period of time. 

Margo Seltzer: What happens if 
Steve’s Internet archive service goes 
out of business?

Steve Kleiman: In my case, I still have 
a copy. I didn’t mean to imply that the ar-
chive is in one location and that there’s 
only one copy of that data in the archive. 
It’s a distributed archive, which has bet-
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company has to have a copy of them.
Greg Ganger: Let’s be careful. There 

are two interrelated things going on 
here: Does the company have a copy of 
the information, and can a company 
control who else gets a copy? What Erik 
just brought up is an example of the lat-
ter. What Steve has been talking about 
is more of the former.

Steve Kleiman: Margo has been say-
ing that companies may not have a 
copy. I fundamentally disagree with 
that. That’s what it pays the employees 
to generate. The question is, can the 
company control the copy? My work-
ing assumption is that this is beyond 
the scope of any storage system. DRM 
systems are going to have to come into 
play and then it’s key management on 
top of that. 

Margo Seltzer: I’m not sure I buy this. 
Yes, companies care that employees do 
their jobs, but very few companies tell 
their employees how to do their job. If 
my job is to produce some information 
and data, I may be traveling for a week 
and it may take some time for that to 
happen. In the meantime, I may be 
producing valuable corporate data on 
my laptop that is not yet on any corpo-
rate server. Whether it gets there or not 
is a process issue and process issues 
don’t always get resolved in the way we 
intend. 

Mache Creeger: You’re both right. 
Margo wants to create value for her 
company in whatever way she is com-
fortable—on a laptop while she’s trav-
eling, at home—whichever way works 
that produces the highest value for her 
employment contract. If the company 
values Margo’s work, they will be will-
ing to live, within reason, with Margo’s 
work style. 

On the other hand, from Steve’s per-
spective, sooner or later, Margo will 
have to take what is a free-form edge 
document and check it into a central 
protected repository and live with con-
trols. She can then go on to the next 
production phase, which might be a 
Rev. 2 derivative of that original work, 
or perhaps something completely dif-
ferent.

Erik Riedel: You certainly have to 
be careful. You’re moving against the 
trend here. The trend is toward decen-
tralization. Corporations are encourag-
ing people to work on the beach and at 
home.

Steve Kleiman: Nothing I’ve said is in 
conflict with that. Essentially, the dis-
tilled intellectual property has to come 
back to the corporation at some point. 

Margo Seltzer: Sometimes it’s the 
process that’s absolutely critical. Did I 
steal the code or write it myself? That 
information is only encapsulated on my 
laptop. Regardless of whether I check 
it into Steve’s repository, when Mary’s 
company comes and sues me because I 
stole her software, what you really care 
about is the creation process that did 
or did not happen on my laptop. 

Eric Brewer: I don’t think that’s the 
day-to-day problem of a storage admin-
istrator. What we’re talking about is 
whether the first goal is to know which 
of the copies you don’t want to lose, 
which is a different problem than cop-
ies leaking out to others.

Steve Kleiman: I do think that the 
legal system still counts. Technology 
can’t make that obsolete. You still have 
a legal obligation to a company. You 
still have an obligation not to break the 
law. Any technology that we can come 
up with, someone will probably find a 
way of circumventing it, and that will 
require the legal system to fill in the 
gaps. That’s absolutely true with all 
the stuff on laptops that we don’t know 
how to control right now.

Margo Seltzer: I also think it’s more 
than just copies that we need to be 
concerned with; it’s also derivative 
works, to use the copyright term. It’s 
“Oh, look: File A was an input to File B 
which was an input to File C and now I 
have File D, and that might actually be 
tainted because I can see the full path 
of how it got there.” 

Mache Creeger: Maybe what we’re 
seeing here is that we need to intuit 
more semantics about the bits we are 
storing. Files are not just a bunch of 
bits; they have a history and fit in a con-
text, and to solve these kinds of prob-
lems, companies are going to have to 
put processes and procedures in place 
to define the context of the storage ob-
jects they want to retain. 

Mary Baker: You can clamp down to 
some extent, but it’s the hidden chan-
nel problem, even through processes 
that are not malicious. Say I’m on the 
beach and the only thing I’ve got is a 
non-company PDA and I have some 
ideas or I talk to somebody and I re-
cord something. It can be very hard to 

Erik Riedel

The general trend 
for the last several 
years is for more 
distribution, not 
less. People use  
a lot of high- 
capacity, portable 
devices of all 
sorts, such as 
BlackBerrys, 
portable USB 
devices, and  
laptops. For a system 
administrator, the 
ability to capture 
data is much more 
threatening today. 
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bring all these different sources into a 
comprehensive storage management 
policy. Storage has gotten so cheap; it’s 
in everything around us. It’s very easy 
to store bits in lots of places that may 
be hard to incorporate as part of an in-
tegrated system. 

Steve Kleiman: There’s not just one 
answer to these problems. Look at 
what happens in the virus scanning 
world. It’s very much a belt and sus-
penders approach. They do it on lap-
tops, on storage system, in networks, 
and on gateways. It’s a hard problem, 
no doubt about it. 

There are a variety of technologies 
for outsourcing markets, such as China 
and India, where people who are work-
ing on a particular piece of source code 
for a particular company are restricted 
from copying that source code in any 
way, shape, or form. The software dis-
ables that. 

Similar things are possible for the 
information proliferation issues we 
have been talking about. All these types 
of solutions have pros and cons and 
depend on what cost you are willing to 
pay. This is not just a technological is-
sue or a storage issue; it’s a policy issue 
that also includes management and le-
gal issues. 

Eric Brewer: In some ways it’s a tri-
umph of the storage industry that we 
have moved from the main concern 
being how to store stuff to trying to 
manage the semantics of what we’re 
storing. 

Mache Creeger: Again, from the stor-
age manager’s standpoint, what is he 
to do? What should he be doing in the 
next 18 to 24 months?

Steve Kleiman: Today people are sav-
ing a lot of time, money, and energy 
doing server virtualization and storage 
virtualization. Those two combined are 
very powerful and I think that’s the next 
two, three, or four years right there. 

Greg Ganger: And the products are 
available now. Multiple people over the 
course of time have talked about snap-
shots. If you’re running a decent-sized 
IT operation, you should make sure 
that your servers have the capability of 
doing snapshots. 

Eric Brewer: On the security side, en-
cryption. Sometimes there are limited 
areas where you can do the right kind 
of key management and hierarchies, 
but encryption is an established way 

portable devices you can lose that are 
the real copy. We’ve all known people 
who’ve lost their cell phone and with 
it, every bit of contact information in 
their lives. 

Greg Ganger: They have learned an 
important lesson and it never happens 
to them again. 

Margo Seltzer: No, they do it over 
and over again, because then they send 
mail out to their Facebook networks 
that says “send me your contact infor-
mation.”

Mache Creeger: They rebuild from 
the periphery. 

Eric Brewer: The periphery is the 
master copy; that’s exactly right.

Mache Creeger: We’ve talked about 
security and storage infrastructure. 
We’ve touched on copyright, archival, 
and talked a lot about energy. We’ve 
talked about various architectures and 
argued passionately back and forth be-
tween repositories and the free cloud 
spirit. 

Storage managers have a huge chal-
lenge. They don’t have the luxury of 
taking the long view of seeing all these 
tectonic forces moving. They have to 
make a stand today. They’ve got a fire 
hose of information coming at them 
and they have to somehow structure 
it to justify their job. They have to do 
all of this, with no thanks or gratitude 
from management, because storage is 
supposedly a utility. Like the lights and 
the plumbing, it should just work. 

Steve Kleiman: They have a politi-
cal problem as well. The SAN group 
will not talk to the networking group. 
The backup group is scared that their 
jobs are going to go away. Looking at 
the convergence of technologies, even 
for something simple like FCoE (Fibre 
Channel over Ethernet), the SAN Fibre 
Channel people are circling the wag-
ons. 

Mache Creeger: Or iSCSI over 10 giga-
bit Ethernet. 

Steve Kleiman: Absolutely. There are 
a lot of technical issues in there, but 
there are very serious people and politi-
cal issues as well. 	

Mache Creeger (mache@creeger.com) is a longtime 
technology industry veteran based in Silicon Valley. 
Along with being a columnist for ACM Queue, he is the 
principal of Emergent Technology Associates, marketing 
and business development consultants to technology 
companies worldwide. 

© 2008 ACM 0001-0782/08/0900 $5.00

in the storage realm to begin to protect 
the data in a comprehensive way.

Margo Seltzer: Backup, archival, and 
disaster recovery are all vital functions, 
but they’re different functions and you 
should actually think carefully about 
what you’re doing and make sure that 
you’re doing all three. 

Greg Ganger: Your choice for what 
you’re doing for any one of the three 
might be to do nothing, but it should 
be an explicit choice, not an implicit 
one. 

Erik Riedel: And the other way 
around. When we’re talking about en-
ergy efficiency, being efficient about 
copies, and not allowing things to leak, 
then you want to think explicitly about 
why you are making another copy. 

Eric Brewer: And which copies do 
you really not want to lose? I differen-
tiate between master copies, which are 
the ones that are going to survive, and 
cache copies, which are ones that are 
intentionally transient. 

Greg Ganger: For example, if you’re 
running an organization that does 
software development, the repository, 
CVS, SVN—whatever it is that you’re 
using—is much more important than 
the individual copies checked out to 
each of the developers. 

Eric Brewer: It’s the master copy. 
You’ve got to treat it differently. No one 
can weaken your master copy.

Mache Creeger: I know that the first 
CAD systems were developed for and by 
computer people. They did them for IC 
chip and printed circuit board design 
and then branched out to lots of other 
application areas. 

Is the CVS main development tree 
approach going to be applicable to lots 
of different businesses and areas for 
storage problems or do you think the 
paradigm will be substantially differ-
ent?

Greg Ganger: It will absolutely be rel-
evant to lots of areas. 

Eric Brewer: I think most systems 
have cache copies and master copies.

Greg Ganger: In fact, all of these 
portable devices are fundamentally 
instances of taking cached copies of 
stuff.

Eric Brewer: Any device you could 
lose ought to contain only cache cop-
ies.

Margo Seltzer: Right, but the reality 
of the situation is that there are a lot of 
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T he  software engineering  community has devised 
many techniques, tools, and approaches aimed at 
improving software reliability and dependability. 
These have had varying degrees of success, some 
with better results in particular domains than others, 
or in particular classes of applications. A popular, 
although not uncontroversial, approach is known as 
formal methods, whereby a specification notation with 
formal semantics, along with a deductive apparatus 
for reasoning, is used to specify, design, analyze, and 
ultimately implement a hardware or software (or 
hybrid) system.  

Such an approach is often thought to be difficult 
to apply and to require significant mathematical 
experience.1, 11 Experience has demonstrated that 
developers without significant mathematical ability 
can at least understand and use formal specifications,

even if greater mathematical ability and 
specialization in various areas of math-
ematics and engineering are needed for 
more challenging formal methods-
related activities such as verification 
and refinement, and even the task of 
writing formal specifications them-
selves. As automated formal methods 
slowly become a natural part of the de-
sign process, we also experience higher 
dependability levels as a standard trait 
of software products.

A key issue, however, is the need for 
those applying formal methods to be 
able to abstract and to model systems at 
an appropriate level of representation—
that is, to develop solid design princi-
ples and apply them to software devel-
opment. This is particularly true when 
proving properties of more complex sys-
tems involving significant concurrency 
and interaction among components. 
When we wish to prove properties, it is 
often easier—and necessary—to prove 
them at a more abstract level, exploiting 
the idea of abstract interpretation.  

This article contains contributions 
from three world-renowned experts in 
the fields of software engineering, ab-
stract interpretation, and verification 
of concurrent systems: Michael A. Jack-
son, Patrick Cousot, and Byron Cook. 
Their contributions are based on their 
keynote speeches at the IEEE’s Fifth In-
ternational Conference on Software En-
gineering and Formal Methods, held in 
London,  Sept. 10–14, 2007. The aim of 
the conference series is to bring togeth-
er practitioners and researchers in the 
fields of formal methods and software 
engineering with the goal of exploiting 
synergies and furthering our under-
standing of specialization, abstraction, 
and verification techniques, among 
other areas.

Declining Dependability Levels 
Computer-based systems are pervasive 
and now influence almost every facet 
of our lives.   They wake us in the morn-
ing, control the cooking of our food, 
entertain us in the guise of media play-
ers, help in avoiding traffic congestion, 
control or identify (via GPS navigation 
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systems) the location of the vehicles in 
which we travel, wash our clothes, and 
even give us cash from our bank ac-
counts (sometimes!).  

Computers are being used increas-
ingly in applications where they can 
have great influence over our very exis-
tence.2 They control the flow of trains in 
the subway, signaling on railway lines, 
even traffic lights on the street. The fail-
ure of any of these systems could cause 
great inconvenience and conceivably 
result in accidents in which lives are 
lost. As they control the actual flight of 
an aircraft, cooling systems in chemi-
cal plants, feedback loops in nuclear 
power stations, and so on, we can see 
that they all account for the possibility 
of great disasters if they fail to operate 
as expected.

More and more, these systems are 
software intensive, meaning that soft-
ware is the major component and that 
much of the functionality is achieved 
via software rather than hardware im-
plementations. This raises questions 
over the reliability (the measure of the 
ability of system to continue operating 

over time12) and the dependability (the 
property that reliance can justifiably 
be placed on the service it delivers12) of 
software.   

A Software Crisis
This has become a major issue for  
the software engineering community. 
While hardware dependability has in-
creased continually over the years, and 
with mean time to failure (a measure 
of dependability) for the most reliable 
systems now exceeding 100 years,13 soft-
ware has not kept up with this pattern 
and indeed has been exhibiting declin-
ing levels of dependability.10

This can be attributed to many fac-
tors, including: 

A naïve belief that anyone who can ˲˲

write software can write good software. 
A mistaken belief that running a few ˲˲

representative test cases indicates that 
the software is “correct” or adequate.

Failure to understand that realizing ˲˲

a good design is more important than 
producing vast quantities of code and 
that the goal of software engineering is 
not only to produce code but also to pro-

duce trustworthy solutions to problems 
that can eventually be implemented in a 
programming language.

Failure to realize that making ˲˲

changes to software—and in particular 
unnecessary, uncontrolled, and care-
less changes—can have an effect on its 
appropriateness and validity, its correct 
operation, and can make it less efficient, 
or in extreme cases obsolete. 

Of course, software is intended to 
change, and must be able to change. 
If we were to write software that we 
would never change after deployment 
(to meet changing requirements, an 
evolving environment, or to correct er-
rors or unimplemented or incorrectly 
implemented requirements), then we 
would be better off implementing ev-
erything in hardware; but this is neither 
technically possible nor financially or 
spatially feasible.

Michael Jackson: Specializing 
in Software Engineering
Software-intensive systems are intended 
to interact dependably with the human 
and physical problem world. Execution 
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of the software produces and uses real-
time information about the world, and 
monitors and partly controls its behav-
ior to provide required functionality 
and to satisfy required constraints. 

Such systems pose a particular chal-
lenge, arising from the interaction be-
tween the quasi-formal nature of the 
software and the nonformal nature of 
its human and physical problem world 
outside the computer. The software in 
execution can be regarded as a formal 
system: for all but the most extremely 
critical systems the computer behav-
ior can be assumed to conform to the 
program semantics. The nonformal 
problem world, in contrast, has many 
parts—human, natural, and engi-
neered—whose properties and behav-
ior are far less reliable. For a depend-
able system, there must be an adequate 
formal model of the problem world, and 
the software must be designed to reflect 
the assumption that the world conforms 
to this model. In executing its program, 
the computer always behaves as if the 
world model is valid; if the world devi-
ates from the model, the system will fail 
in some way. The problem world, being 
nonformal, has unbounded possible 
behaviors and properties that can inval-
idate any formal model. Fault-tolerant 
techniques in which the model is weak-
ened in suitably chosen respects can 
mitigate the difficulty, but they cannot 
eliminate it: the world can still invali-
date the weakened model. How, then, 
can a dependable system be designed? 

Development of the formal model 
is, above all, an engineering task. In the 
established engineering branches, the 
challenge is met by experience accumu-
lated in each particular product class 
and captured in a normal design disci-
pline. The aeronautical engineer W. G. 
Vincenti explains normal design: “The 
engineer knows at the outset how the 
device in question works, what are its 
customary features, and that, if properly 
designed along such lines, it has a good 
likelihood of accomplishing the desired 
task.” Family cars, for example, are the 
product of an industry-wide normal de-
sign discipline. Different manufactur-
ers’ products are strikingly similar both 
in their external appearance and in their 
internal workings because their design-
ers adhere closely to the current normal 
design. This normal design embod-
ies the accumulated knowledge of the 

models—both of the product itself and 
of its environment or problem world—
that is adequate for a desired level of 
dependability: which deviations from a 
model are sufficiently improbable to be 
ignored; which are implicitly handled 
by the normal design configuration; and 
which must be explicitly considered in 
the calculations and checks mandated 
by the discipline of the normal design 
practice.

The engineer lacking an applicable 
normal design discipline must inevi-
tably engage in radical design. In Vin-
centi’s words: “In radical design, how 
the device should be arranged or even 
how it works is largely unknown. The 
designer has never seen such a device 
before and has no presumption of suc-
cess. The problem is to design some-
thing that will function well enough to 
warrant further development.” In short, 
radical design has a low expectation of 
dependability: it can be a good choice 
only in purely experimental work or 
where novelty and excitement are of the 
highest importance and dependability 
is little valued.

A normal design discipline does not 
arise easily or by chance. It rests on a 
culture of specialization, in which a com-
munity of organizations and individu-
als is devoted to gradual, long-term evo-
lution of normal design in a particular 
product class and of the scientific and 
engineering knowledge it embodies. 
The prerequisites for this culture of spe-
cialization are two: the continuing exis-
tence of specialized communities, with 
their research and production facilities 
and their journals and conferences; and 
the desire of individual highly talented 
engineers in each generation to dedi-
cate their professional careers to work-
ing within just one specialization. This 
infrastructure of a specialized commu-
nity and the advances needed to evolve a 
successful normal design discipline are 
not achievable or sustainable by float-
ing populations of itinerant generalists. 

Software engineering and computer 
science already have many special-
izations: some in complexity theory, 
concurrency, real-time systems, pro-
gramming languages, model check-
ing, program proving, and distributed 
computing; and some in system soft-
ware components such as compilers, 
database systems, virus checkers, and 
SAT (Boolean satisfiability problem) 

solvers. These specializations, however, 
are not enough. To build dependable 
software-intensive systems, we must 
emulate the established engineering 
branches, developing many more spe-
cializations that are sharply focused 
on narrow classes of end products and 
their component subsystems. Only the 
product-oriented specialist can achieve 
dependability by bringing together the 
contributions of specialists in all the dif-
ferent aspects, parts, and dimensions of 
the design task.

What particular specializations, 
then, are needed? We cannot answer 
this question in advance, or in any sys-
tematic or authoritative way. In a society 
that insists on dependable systems, with 
a software-engineering culture that val-
ues and motivates specialization, par-
ticular specializations will emerge and 
evolve in response to opportunities and 
challenges as they are recognized. 

In sum, dependability in an engineer-
ing product must be based on a normal 
design discipline. Only in a product-
oriented normal design discipline can 
all the necessary knowledge—tacit and 
explicit—be brought together to build 
a dependable system. This normal dis-
cipline in turn must be the product of 
a long-term community of engineers 
specializing in systems of the particular 
product class. For a critical software-
intensive system, specialization is not 
optional. 

Patrick Cousot: The Role of Abstract 
Interpretation in Formal Methods
Formal Verification Methods. In com-
puter science and software engineer-
ing, formal methods are mathematically 
based techniques for the specification, 
development, and verification of soft-
ware and hardware systems. They es-
tablish the satisfaction of a required 
property (called the specification) by a 
formal model (called the semantics) of 
the behavior of a system (for example, a 
program and its physical environment). 
The semantic domain is a set of all such 
formal models of system behaviors.

A property of the system is a set of se-
mantic models that satisfy this proper-
ty. The satisfaction of a specification by 
a system (more precisely by its seman-
tics), which can equivalently be defined 
as the proof that its strongest property 
is a property of the system, is called its 
collecting semantics.
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Development  
of the formal  
model is, above  
all, an engineering 
task. In the 
established 
engineering 
branches, the 
challenge is met 
by experience 
accumulated in 
each particular 
product class  
and captured  
in a normal  
design discipline. 

An example is the trace semantics of a 
programming language. The semantics 
of programs in the language describes 
all possible program executions as a set 
of traces over states chosen in a given set 
of possible states. Two successive states 
in a trace correspond to an elementary 
program computation step. An example 
of a property is the termination property 
stating that all execution traces should 
be finite. 

Formal verification methods are very 
hard to put in practice because both the 
semantics and the specification of a 
complex system are extremely difficult 
to define. Even when this is possible, 
the proof cannot be automated (using 
a theorem prover, a model checker, or 
a static analyzer) without great compu-
tational costs. Considering all possible 
systems is even harder. Hence it is nec-
essary either to work in the small (for ex-
ample, model checking) or to consider 
approximations of large systems (for ex-
ample, abstract model checking).

Abstract Interpretation. Abstract in-
terpretation5 is a theory of sound ap-
proximation of mathematical struc-
tures, in particular those involved in 
the description of the behavior of com-
puter systems. To prove a property, the 
abstraction idea is to consider a sound 
overapproximation of the collecting 
semantics, a sound underapproxima-
tion of the property to be proven, and 
to make the correctness proof in the 
abstract.

For automated proofs, these abstrac-
tions must be computer-representable, 
so they are not chosen in the mathemat-
ical concrete domain but in an abstract 
domain. The correspondence is given 
by a concretization function mapping 
abstract properties to corresponding 
concrete properties. Formal verification 
being undecidable, the abstraction may 
be incomplete—that is, it produces false 
alarms, a case when a concrete property 
holds but this cannot be proved in the 
abstract for the given abstraction, which 
must therefore be refined. The abstrac-
tion function is the inverse of the con-
cretization function. It maps concrete 
properties to their approximation in the 
abstract domain. Applied to the collect-
ing semantics of a computer system, it 
formally provides an abstraction of the 
properties of the system. Abstract veri-
fication methods consist of designing 
an abstraction function that is coarse 

enough so that the abstract collecting 
semantics is computer-representable 
and effectively computable and is pre-
cise enough so that the abstract-col-
lecting semantics implies the specifica-
tion. 

Abstract interpretation formalizes 
the intuition about abstraction. It al-
lows the systematic derivation of sound 
reasoning methods and effective algo-
rithms for approximating undecidable 
or highly complex problems in various 
areas of computer science (semantics, 
verification and proof, model checking, 
static analysis, program transformation 
and optimization, typing, or software 
steganography). Its main current ap-
plication is on the safety and security of 
complex hardware and software com-
puter systems.

Verification by Static Analysis. Static 
code analysis is the fully automatic 
analysis of a computer system by direct 
inspection of the source or object code 
describing the system with respect to 
the semantics of the code (without ex-
ecuting programs, as in dynamic analy-
sis). The proof is done in the abstract 
by effectively computing an abstrac-
tion of the collecting semantics of the 
system. Examples of successful static 
analyzers used in an industrial context 
are aiT (www.absint.com/ait used to 
compute an overapproximation of the 
worst-case execution time8) and Astrée 
(www.astree.ens.fr used to compute an 
overapproximation of the collecting 
semantics to prove the absence of run-
time errors6).

Their growing success is a result of 
their being useful (such as, they tackle 
practical problems), sound (their results 
can be trusted), nonintrusive (end users 
do not have to alter their programming 
methods (for example, by producing 
the specification and abstract seman-
tics that can be directly derived from 
the program text), realistic (applicable 
in any weird industrial environment), 
scalable (to millions of lines of code as 
found in actual industrial code), and 
conclusive (producing few or no false 
alarms).

The design of language-based se-
mantics and abstractions is extremely 
difficult but possible on a well-defined 
family of programs (for example, syn-
chronous, time-triggered, real-time, 
safety-critical, embedded software writ-
ten or automatically generated in C for 

1_CACM_V51.9.indb   57 8/14/08   1:38:54 PM

http://www.absint.com/ait
http://www.astree.ens.fr


58    communications of the acm    |   September 2008  |   vol.  51  |   no.  9

practice

byron cook

Concurrency  
can create 
surprisingly 
complex 
interactions  
among the 
concurrent 
components, 
making the 
verification  
problem  
inherently  
more complex.  

Astrée). The abstraction of Astrée is de-
signed by conjunction of many elemen-
tary abstractions that are individually 
simple to understand and implement. 
In the case of a false alarm, each ab-
straction can be adjusted in cost and 
precision by parameters and abstrac-
tion directives (whose inclusion in the 
code can be automated). If the false 
alarm cannot be solved by the existing 
abstractions, new abstractions can be 
easily incorporated to extend and re-
fine the conjunction of abstractions. 
The abstract invariants can therefore be 
strengthened in a few refinement steps 
until no false alarm is left.7

Byron Cook:  
Verification of Concurrent Systems
Many critical applications involve high 
degrees of concurrency, whereby a 
number of activities progress in parallel 
with each other. Concurrency can cre-
ate surprisingly complex interactions 
among the concurrent components, 
making the verification problem inher-
ently more complex.

The traditional methods of specify-
ing and automatically reasoning about 
computer systems are not sufficient 
for use with concurrent systems. They 
do not allow for the side effects caused 
by other concurrent components, the 
occurrence of multiple simultaneous 
events, or the synchronization required 
between processes to ensure data integ-
rity, and so forth. Specialized tools will 
normally be required for effective verifi-
cation.

As an example, consider thread ter-
mination. Concurrent programs are 
often designed such that certain func-
tions executing within critical threads 
must terminate. Such functions can be 
found in operating systems, Web serv-
ers, and email clients. Until now, no 
known automatic program termination 
prover supported a practical method of 
proving the termination of threads.

As another example, concurrent pro-
grams are usually written in languages 
that assume but do not guarantee mem-
ory safety (such as, pointer dereferences 
never fail, and memory is never leaked). 
Again, until now, no known automatic 
program verifier supported the proving 
of memory safety for concurrent pro-
grams.

Recent advances now allow us to ad-
dress these problems (such as, proving 

properties such as memory safety and 
termination of concurrent code. These 
advances have led to the recently added 
support for concurrency in the Termina-
tor termination prover15 and the SLAyer 
shape analysis engine.14

The common theme of these ad-
vances is thread modularity: existing 
sequential-program provers can be 
used to prove the correctness of concur-
rent programs if appropriate abstrac-
tions can be found to represent the 
other threads in a concurrent system. 
In the case of termination proving, the 
abstractions describe the direction of 
change (called the variance) of values 
caused by the other threads in the sys-
tem. We might know, for example, that 
the value of the variable x cannot go up 
in the other threads, thus allowing us to 
prove the termination of a loop in the 
thread of interest that decrements x 
during each loop iteration. In the case 
of memory-safety proving, the abstrac-
tions describe the association between 
locks and data structures: we can prove 
the memory safety of the thread of inter-
est by assuming that certain data struc-
tures are safe to modify only when the 
associated locks are acquired.

The difficulty with thread-modular 
techniques is that the space of abstrac-
tions is so large that finding the right 
one for a given program verification 
problem is difficult. Heuristics must be 
developed. Furthermore, through the 
use of experimental evaluations, these 
heuristics must be shown to work in the 
common case. We have developed and 
evaluated such heuristics. In the case of 
termination proving, we have found that 
by temporarily ignoring concurrency we 
can guess a set of ranking functions (see 
Patterson13 for details), which leads to 
a useful candidate abstraction. Using 
static program analysis techniques we 
can prove, for example, that every in-
struction in the other threads does not 
increment x. The fact that x needs not to 
be incremented, as opposed to y, comes 
from the proof of termination via the 
sequential-program termination prover 
(see Cook4 for the details).

In the case of proving memory safety, 
we use initial guesses that match locks 
to variables, and then use counterex-
ample-guided techniques to refine the 
shape of the data structures protected 
by the locks (see Gotman9 for further 
details).
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Conclusion
Dependability in software-intensive 
systems can be achieved only through 
the application of solid design princi-
ples. That, in turn, is achieved through 
an understanding of the product and 
specialization of engineers in particu-
lar domains, product types, and tech-
niques. Abstract interpretation can aid 
in reducing the complexity inherent in 
proving properties and correctness of 
complex software systems, which other-
wise would not be feasible. Such an ap-
proach facilitates automated reasoning 
and fully automated reasoning. In par-
ticular, recent advances in verification 
techniques have made it possible to 
verify concurrent systems and prove ter-
mination by considering termination of 
a thread without considering concur-
rency per se. 

In the realm of formal methods, too, 
we encounter radical and normal engi-
neering, as well as the whole spectrum 
of intermediate phases in between. In a 
sense, the ratio of radical design to nor-
mal design can be taken as a measure of 
the maturity of a field of engineering.  

In retrospect, radical engineer-
ing of, and with, formal methods has 
characterized the first 20 years of this 
field, making it an art: it was limited 
to a restricted scope of few users and a 
few high-budget, high-risk projects for 
which high assurance was compelling. 
This is no longer the case today:

A first transition from weak to ˲˲

strong formal methods17 moved the 
field from specification-only toward 
tool-based semantics analysis, making 
formal methods not only descriptive 
but also operational. 

A second transition shifted tool sup-˲˲

port from heavyweight to lightweight 
formal methods: from proof assistants, 
which still require specialist skills, edu-
cation, and a good deal of intuition, to 
fully automatic analyses embedded in a 
software engineer’s usual development 
environment.  

This shift is central to enabling ev-
ery software developer to use the tech-
niques seamlessly, advancing from a 
radical design endeavor to everyday 
practice. Then it is not an art anymore, 
just another craft, in the same way that 
photography enabled everybody to por-
tray a subject with perfect faithfulness 
to the subject’s traits, at a very reason-
able cost and without being, or resort-

2006 ACM SIGPLAN Conference on Programming 
Language Design and Implementation, 415–426.

4.	 Cook, B., Podelski, A., Rybalchenko, A. Proving 
thread termination. In Proceedings of the 2007 ACM 
SIGPLAN Conference on Programming Language 
Design and Implementation, PLDI 2007, 320–330.

5.	 Cousot. P. and Cousot, R. Systematic design of 
program analysis frameworks. In Conf. Rec. 6th 
Annual ACM SIGPLAN-SIGACT Symp. on Principles 
of Prog. Lang., ACM Press (1979), pp 269–282.

6.	 Cousot, P., Cousot, R., Feret, J., Mauborgne, L., Miné, 
A., Monniaux, D., and Rival, X. Varieties of static 
analyzers: A comparison with Astrée. In Proceedings 
of the 1st IEEE & IFIP Int. Symp. on Theoretical 
Aspects of Software Engineering, TASE ’07. IEEE 
Computer Society Press (2007), 3–17.

7.	 Delmas, D. and Souyris, J. Astrée: From research to 
industry. Lecture Notes in Computer Science 4634, 
Springer (2007), 437–451.

8.	 Ferdinand, C., Heckmann, R., and Wilhelm, R. 
Analyzing the worst-case execution time by abstract 
interpretation of executable code. Lecture Notes in 
Computer Science 4147, Springer (2006), 1–14.

9.	 Gotsman, A., Berdine, J., Cook, B., Sagiv, M. Thread-
modular shape analysis. In Proceedings of the 
2007 ACM SIGPLAN Conference on Programming 
Language Design and Implementation, 266–277.

10.	 Gray, J. Dependability in the Internet era. In 
Proceedings of the High Dependability Computing 
Consortium Conference, Santa Cruz, CA, May 7, 2001.

11.	 Hall, J.A. Seven myths of formal methods. IEEE 
Software 7, 5 (Sept. 1990), 11–19.

12.	 Laprie, J.-C., ed. Dependability: Basic concepts and 
terminology in English, French, German, Italian and 
Japanese. Dependable Computing and Fault-Tolerant 
Systems, Vol. 5, Springer-Verlag, NY, 1992.

13.	 Patterson, D. et al. Recovery Oriented Computing 
(ROC): Motivation, Definition, Techniques, and Case 
Studies. Computer Science Technical Report UCB//
CSD-02-1175. University of California, Berkeley, CA, 
March 15, 2002.

14.	 http://research.microsoft.com/SLAyer
15.	 http://research.microsoft.com/terminator
16.	 Steffen, B., Margaria, T. Method engineering for real-

life concurrent systems. ACM Computing Surveys, 
Special issue: Position Statements on Strategic 
Directions in Computing Research 28, 4es (Dec. 1996)  
56. ACM, NY.

17.	 Wolper, P. The meaning of “formal”: From weak to 
strong formal methods. STTT 1, 1–2 (1997), 6–8. 
Springer Verlag.

Mike Hinchey (mike.hinchey@lero.ie) is codirector of 
Lero, the Irish Software Engineering Research Center, 
and professor of software engineering at the University of 
Limerick, Ireland. 

Michael Jackson (jacksonma@acm.org) is Visiting 
Research Professor, Centre for Research in Computing, 
The Open University, Milton Keynes, England. 

Patrick Cousot (Patrick.Cousot@ens.fr) is a professor of 
computer science at the École Normale Supérieure. He is 
a specialist in semantics, verification, and static analysis 
of programs and complex systems and is the inventor of 
abstract interpretation. 

Byron Cook (bycook@microsoft.com) is a researcher at 
Microsoft’s Laboratory at Cambridge University, where 
he has been working on the program termination prover 
Terminator, the shape analysis engine SLAyer, and the 
software model checker SLAM. 

Jonathan P. Bowen (jpbowen@gmail.com) is chairman 
of Museophile Limited. He is contracted to work for Praxis 
High Integrity Systems, applying formal methods for 
software testing. He is also a visiting professor at King’s 
College London and an emeritus professor at London 
South Bank University.

Tiziana Margaria (margarita@cs.uni-potsdam.de) is chair 
of service and software engineering at the Institute of 
Informatics, Universität Potsdam, Germany. She is also 
president of the European Association of Software Science 
and Technology (EASST). 

© 2008 ACM 0001-0782/08/0900 $5.00

ing to, a portrait painter. 
We observe that today different tech-

niques occupy different positions on 
this transition axis. While termination 
proof of concurrent systems is still an art 
(a case for radical design), techniques 
such as type checking are enforced by 
the vast majority of programming en-
vironments (natural design), and many 
other techniques are walking the natu-
ralization path. It is a steep and narrow 
path that takes decades to follow. For 
example, abstract interpretation was 
discovered in the 1970s, but it is only in 
recent years that we have had tools such 
as Astrée to enable normal developers 
to apply collections of sophisticated ab-
stract interpretations as part of their dai-
ly routine within an enhanced normal 
engineering process. Model checking, 
rewarded this year with the ACM A.M. 
Turing Award to Edmund M. Clarke, 
Joseph Sifakis, and E. Allen Emerson, 
is another successful example of formal 
methods that became increasingly nat-
ural in the course of their 25+ years of 
history. Once naturalized, the magic of 
a technique (and of its gurus) vanishes, 
but we all profit from the achievements 
of the revolutionaries that enter main-
stream production. 

As noted 12 years ago, specialization 
in high-assurance systems concerns 
devising appropriate heterogeneous 
methods that adequately exploit the 
various application-specific character-
istics of the problem.16 Computer-aid-
ed method engineering is the new craft. 
It targets understanding and solving 
problems heterogeneously at a meta 
level, where whole methods and para-
digms are combined. Even though this 
holds already for many sequential sys-
tems, it is particularly true for distribut-
ed systems, which by their nature are of 
a much higher conceptual complexity. 
Multicore architectures in our laptops 
and massively multicore systems as part 
of Web computing and cloud comput-
ing environments demand increased 
attention here.

This quest continues…	
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Since the typical computer user   spends half an 
hour a day searching the Web through Google and 
other search portals, it is not surprising that Google 
and other sellers of online advertising have surpassed 
the revenue of their non-online competitors, including 
radio and TV networks. The success of Google stock, 
as well as the stock of other search-portal companies, 
has prompted investors and IT practitioners alike to 
want to know what’s next in the search world. 

The July 2005 acquisition of AskJeeves (now known 
as Ask.com) by InterActiveCorp for a surprisingly high 
price of $2.3 billion may point to some possible

answers. Ask.com not only wanted a 
share of the online-search market, it 
also wanted the market’s most prized 
possession: completely automated 
open-domain question answering (QA) 
on the Web, the holy grail of informa-
tion access. The QA goal is to locate, 
extract, and provide specific answers to 
user questions expressed in natural lan-
guage. A QA system takes input (such as 
“How many Kurds live in Turkey?”) and 
provides output (such as “About 15 mil-
lion Kurds live in Turkey,” or simply “15 
million”). 

Search engines have significantly 
improved their ability to find the most 
popular and lexically related pages to a 
given query by performing link analy-
sis and counting the number of query 
words. However, search engines are not 
designed to deal with natural-language 
questions, treating most of them as 
“bags,” or unordered sets, of words. 
When a user types a question (such as 
“Who is the largest producer of soft-
ware?”), Google treats it as if the user 
typed “software producer largest,” lead-
ing to unexpected and often not-useful 
results. It displays pages about the larg-
est producers of dairy products, trucks, 
and “catholic software,” but not the 
answer the user might expect or need 
(such as “Microsoft”). Even if the cor-
rect answer is among the search results, 
it still takes time to sift through all the 
returned results and locate the most 
promising answer among them. 

It is more natural for people to type 
a question (such as “Who wrote King 
Lear?”) than to formulate queries us-
ing Boolean logic (such as “wrote OR 
written OR author AND King Lear”). 
Precise, timely, and factual answers 
are especially important when dealing 
with a limited communication chan-
nel. A growing number of Internet users 
have mobile devices with small screens 
(such as Internet-enabled cell phones). 
Military, first-responder, and security 
systems frequently put their users un-
der such time constraints that each ad-
ditional second spent browsing search 
results could put human lives at risk. 
Finally, visually impaired computer us-
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Beyond Google, emerging question-answering 
systems respond to natural-language queries. 
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ers simply cannot enjoy the quantity 
of information available on the Web, 
since they are unable to glance through 
the pages of snippets that are returned 
by search engines. The best available 
reader software and refreshable Braille 
screens do not provide enough band-
width for real-time interaction. 

Although Google and Microsoft have 
announced that they’ve added QA fea-
tures to their engines, these capabilities 
are limited, as we found in the simple 
experiment we report here and recon-
fi rmed at the time of publication. Since 
many practitioners are familiar with the 
concept of online QA, we review only 
the recent advances in automated open-
domain (Web) QA and the challenges 
faced by QA. We contrast the most no-
ticeable (in terms of academic research 
interest and media attention) systems 
available on the Web and compare their 
performance, as a “team,” against two 
leading search portals: Google.com and 
MSN.com. 

technology foundation 
For the past decade, the driving force 
behind many QA advances has been 
the annual competition-like Text Re-
trieval Conference (TREC).8 The par-

ticipating systems must identify precise 
answers to factual questions (such as 
“who,” “when,” and “where”), list ques-
tions (such as “What countries produce 
avocados?”), and defi nitions (such as 
“What is bulimia?”). 

The following distinctions separate 
QA from a fi xed corpus (also called 
“closed domain,” as in TREC competi-
tions) and QA from the entire Web (typi-
cally referred to as “open corpus” or 
open-domain QA): 

Existence of simpler variants. The 
Web typically involves many possible 
ways for answers to begin, allowing QA 
fact-seeking systems to look for the low-
est-hanging fruit, or most simple state-
ments of facts, making the task easier at 
times; 

Expectation of context. Users of Web-
based fact-seeking engines do not nec-
essary need answers extracted precisely. 
In fact, we’ve personally observed from 
our interaction with practitioners (re-
cruited from among our MBA students) 
that they prefer answers in context to 
help verify that they are not spurious; 
and 

Speed. Web-based fact-seeking en-
gines must be quick, and TREC com-
petition does not impose real-time 

constraints. This emphasizes simple, 
computationally effi cient algorithms 
and implementations (such as simple 
pattern matching vs. “deep” linguistic 
analysis). 

A typical Web QA system architecture 
is illustrated by the NSIR system (see the 
Figure here),5 one of the earliest Web QA 
systems (1999–2005) developed at the 
University of Michigan, and the more 
recent Arizona State University Ques-
tion Answering system (ASU QA).6 When 
given a natural-language question 
(such as “Who is the largest producer 
of software?”), the system recognizes a 
certain grammatical category (such as 
“what is,” “who is,” and “where was”), 
as well as the semantic category of the 
expected answer (“organization” in this 
example). NSIR uses machine-learning 
techniques and a trainable classifi er to 
look for specifi c words in the questions 
(such as “when” and “where”), as well as 
parts of speech (POS) of the other words 
supplied by the well-known Brill’s POS 
tagger.2 For example, in the question 
“What ocean did Titanic sink in?,” the 
tagger identifi es “ocean” as a noun and 
“sink” as a verb. The trained classifi er 
classifi es the expected answer type as 
“location.” 

ASU QA matches the question to one 
of the trained regular expressions. For 
example, the question “What ocean did 
Titanic sink in?” matches “What <C> 
did <T> <V>,” where <C> is any word 
that becomes the expected semantic 
category (“ocean”), <T> is the word or 
phrase that becomes the question target 
(“Titanic”), and <V> is the verb phrase 
(“sink in”). While NSIR and ASU QA use 
only a few grammatical and semantic 
categories, some other (non-Web) sys-
tems involve more fi ne-tuned taxono-
mies. For example, Falcon,7 one of the 
most successful TREC systems, is based 
on a pre-built hierarchy of dozens of se-
mantic types of expected answers, sub-
dividing the category “person” further 
into “musician,” “politician,” “writer,” 
“athlete,” and more. 

Web QA systems generally do not 
crawl or index the Web themselves. 
They typically use the “meta engine” 
approach: send one or more queries to 
commercial engines providing applica-
tion programming interfaces (APIs) spe-
cifi cally designed for this purpose. The 
query-modulation step in the Figure 
creates requests for the search engine 

architecture of a typical Web Qa system.
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based on the words in the questions 
that are sometimes expanded with syn-
onyms. For example, ASU QA takes doz-
ens of patterns for each question type 
from the questions and answers seen 
previously during the training process. 
It transforms the question, say, “Who 
is the CEO of IBM?” into the Google 
query “became the CEO of IBM” be-
cause it has previously seen the answer 
“Washington” to the question “What is 
the capital of the U.S.?” in the sentence 
“Washington became the capital of the 
U.S. on June 11, 1800.” 

Since many of the factual answers 
are named entities (such as people, or-
ganizations, countries, and cities), QA 
systems typically employ third-party 
named-entity-identification techniques 
to extract candidate answers (such as 
Minipar).1 All named entities in the 
proximity of the question words and 
that match the desired semantic cat-
egory are identified as candidate an-
swers. Meanwhile, ASU QA, employs a 
pattern-matching mechanism to per-
form answer extraction. A sentence like 
“Samuel Palmisano recently became 
the CEO of IBM” matches the pattern 
“<A> became <Q>,” where <A> = “Samu-
el Palmisano recently” is the candidate 
answer, and <Q> = “the CEO of IBM” is 
the question’s focus. ASU QA also treats 
all subphrases from each candidate an-
swer as candidates themselves. In the 
example, the subphrases are “Samuel 
Palmisano recently,” “Samuel Palmi-
sano,” “Palmisano recently,” “Samuel,” 
“Palmisano,” and “recently.” 

In order to identify the most probable 
(supported) answer, ASU QA has gone 
several steps beyond frequency counts 
explored earlier by Dumais et al.1 and 
other groups involved in TREC compe-
titions that involved a probabilistic tri-
angulation mechanism. Triangulation 
is a term widely used in the intelligence 
and journalism fields for confirming or 
disconfirming facts by checking mul-
tiple sources. Roussinov’s and Robles’s 
algorithm is demonstrated through the 
following intuitive example: Imagine 
that we have two candidate answers for 
the question “What was the purpose 
of the Manhattan Project?”: (1) “To de-
velop a nuclear bomb” or (2) “To cre-
ate an atomic weapon.” They support 
(triangulate) with each other since they 
are semantically similar. In the exam-
ple involving the CEO of IBM, “Samuel 

does not attempt to target more general 
or dynamic topics (such as “Who is the 
CEO of Motorola?”) or more grammati-
cally or semantically challenging ques-
tions (“How long can a British Prime 
Minister serve in office?”). MSN uses 
only Encyclopedia Encarta as a source of 
precise answers and is similarly limited 
in terms of complexity and coverage. 

Although AskJeeves enjoyed im-
mense popularity and investor inter-
est at the time it was acquired, its QA 
capabilities are limited in practice. Its 
answers to natural-language questions 
could be provided only from manu-
ally created databases, and the topics 
of inquiry were limited to simple “en-
cyclopedic” requests (such as “What is 
the population of Uganda?”). When the 
question does not match any of the an-
ticipated questions, Ask.com would re-
route the question as a simple keyword 
query to its underlying keyword search 
engine—Teoma, which was acquired by 
Ask.com in 2001 when it was a failing 
dot-com based on technology originally 
created by IBM and further developed 
at Rutgers University. In 2005, Ask.com 
introduced certain answer-matching 
capabilities over the entire Web but is 
still short of specifying the precise an-
swer while displaying a set of ordered 
snippets (up to 200) with the words 
from the highlighted question, similar 
to Google’s approach. 

Palmisano” and “Sam Palmisano” win 
because they reinforce each other. 

Although QA technology is matur-
ing quickly and seems promising for a 
number of practical applications (such 
as commonsense reasoning and da-
tabase federation), few QA systems go 
beyond information seeking. Although 
the Ford Motor Company and Nike, Inc. 
began using Ask.com as their site search 
engine in 2005, they’ve never reported 
if QA features are indeed practical and 
useful. In 2005, Roussinov and Robles 
demonstrated empirically that ASU QA 
helps locate potentially malevolent on-
line content, potentially helping law-en-
forcement and public oversight groups 
combat the proliferation of materials 
that threaten cybersecurity or promote 
terrorism. 

Feature Comparison 
When comparing features and perform-
ing our informal evaluation, we chose 
only the QA systems (see Table 1) men-
tioned in popular IT magazines or aca-
demic publications and that were (and 
still are) available online during the first 
run of our study in spring 2005. We did 
not include Google or MSN since their 
QA capabilities were (and still are) quite 
limited. Google occasionally produces 
precise answers with respect to geogra-
phy-related questions (such as “What 
is the population of Cambodia?”) but 

Table 1: Features of selected Web (open-domain) QA systems.

System Purpose Output Format Multilingual
Technology/ 
Algorithms Crawling

AskJeeves Commercial Up to 200 rank-
ordered snippets

Yes Undisclosed Entire Web

BrainBoost Commercial Up to 10 snippets  
or sentences

No Undisclosed Meta search

Language 
Computer 
Demo

Commercial/
research 
prototype

Up to 10 snippets No Deep parsing, 
theorem proving, 
large taxonomy of 
answer types

Meta search

AnswerBus Commercial/
research 
prototype

Up to 10  
sentences

Yes Shallow parsing, 
entity extraction, 
small taxonomy  
of answer types

Meta search

NSIR Research 
prototype

Exact answers or 
snippets

No Shallow parsing, 
entity extraction, 
small taxonomy  
of answer types

Meta search

ASU QA Research 
prototype

Up to 20 snippets No Pattern matching, 
small taxonomy  
of answer types

Meta search
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Since BrainBoost (www.brainboost.
com) is a commercial system, little is 
known outside the company about the 
algorithms it employs. Nevertheless, 
it quickly gained popularity among 
bloggers and other online information 
seekers, since it delivers decent ac-
curacy and quick response. Answers.
com bought BrainBoost for $4 million 

in cash and shares of restricted Brain-
Boost stock in 2005. 

Another prototype developed by Lan-
guage Computer Corporation (www.lan-
guagecomputer.com) returns up to 10 
answer snippets, with the words from 
the question (not the precise answer 
itself) highlighted. AnswerBus (miss-
hoover.si.umich.edu/~zzheng/qa-new/) 

and NSIR (tangra.si.umich.edu/clair/
NSIR/html/nsir.cgi) were the two earli-
est open-domain Web QA systems de-
veloped in academic institutions, and 
their algorithms are detailed in a num-
ber of publications.5 Based on matching 
the question to a trained set of answer 
patterns, ASU QA uses probabilistic tri-
angulation to capitalize on the redun-
dancy of publicly available information 
on the Web. Along with BrainBoost, 
ASU QA was used for several years in a 
$2 million project supported by NASA 
(www.aee.odu.edu) aimed at develop-
ing collaborative distributed engineer-
ing knowledge/information manage-
ment systems and intelligent synthesis 
environments for future aerospace and 
other engineering systems. 

Beyond Keywords 
Comparing and evaluating different 
Web QA systems is not straightforward 
and, to our knowledge, has never been 
done before the study we describe here. 
In the annual TREC competition, the 
rules are set in advance, and participat-
ing researchers approximately predict 
the distribution and types of questions 
that would be expected from their ex-
perience in prior years. Meanwhile, 
the objectives of each Web QA system 
are different. The commercial systems 
(such as Ask.com and BrainBoost) are 
primarily interested in increasing traf-
fic volume and visibility online to gen-
erate maximum potential advertising 
revenue or investment capital. The re-
search prototypes (such as ASU QA and 
NSIR) are primarily interested in dem-
onstrating innovative ideas in certain 
unexplored fields of research involving 
information seeking, not in competing 
with commercial systems. As a result, 
the systems we consider here support 
different sets of features and interfaces, 
as in Table 1. 

The goal of our study in spring  2005 
and repeated in 2007/2008 was not to 
compare QA systems against each other 
but to determine whether any of them 
might offer additional power relative 
to keyword search engines, exempli-
fied by Google and MSN. In particular, 
we wanted to know whether automated 
QA technology provides answers to cer-
tain questions that keywords may find 
difficult or impossible to answer. For 
this reason, we performed an informal 
comparison of the QA systems in Table 

Table 2: Comparing search-engine performance: Google and MSN (as a team)  
vs. selected online QA systems (as a team).

Question
Google 
MRR

MSN 
MRR

Average MRR 
for the  Search 
Portals Team 

Average 
MRR for the 
QA Team

Aspartame is also called what? 0.00 0.33 0.17 0.29

At what speed does the Earth revolve  
around the sun?

0.00 0.50 0.25 0.25

At what time of year is air travel at a peak? 0.00 0.00 0.00 0.00

Boxing Day is celebrated on what date? 0.50 1.00 0.75 0.63

CNN is owned by whom? 0.20 0.50 0.35 0.65

How big is our galaxy in diameter? 0.14 0.00 0.07 0.65

How did Al Capone die? 0.00 0.00 0.00 0.21

How did Bob Marley die? 0.17 0.00 0.08 0.51

How far is it from Denver to Aspen? 0.11 0.00 0.06 0.29

How far is Pluto from the sun? 1.00 0.11 0.56 0.75

How long can a British Prime Minister serve in 
office?

0.00 0.00 0.00 0.13

How many copies of an album must be  
sold for it to be a gold album?

1.00 0.00 0.50 0.35

How many Stradivarius violins were  
ever made?

0.00 0.00 0.00 0.38

How many teachers are there in the U.S.? 0.00 0.00 0.00 0.08

How much folic acid should an expectant  
mother get daily?

0.20 0.11 0.16 0.25

In what country is a stuck-out tongue  
a friendly greeting?

0.25 0.00 0.13 0.00

What color is a giraffe’s tongue? 0.50 1.00 0.75 0.63

What continent is Argentina on? 0.33 0.00 0.17 0.63

What continent is Italy on? 0.25 0.00 0.13 0.41

What do you call a professional map drawer? 0.00 0.00 0.00 0.00

What famous model was married  
to Billy Joel?

1.00 0.13 0.56 0.07

What is the collective noun for geese? 0.17 0.33 0.25 0.75

What is the collective term for geese? 0.33 0.20 0.27 0.81

What is the Islamic counterpart to  
the Red Cross?

1.00 1.00 1.00 0.68

What is the largest city in Wisconsin? 0.33 1.00 0.67 1.00

What is the largest snake in the world? 1.00 0.50 0.75 0.81

What is the largest variety of cactus? 0.00 0.00 0.00 0.33

What is the most heavily caffeinated  
soft drink?

0.00 0.00 0.00 0.05

What ocean did the Titanic sink in? 0.20 0.14 0.17 0.68

Average score across  
all questions:

0.30 0.24 0.27 0.42
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1 as a “team” vs. the keyword searching 
technique (Google and MSN as another 
“team”). We also wanted to know wheth-
er QA might decrease the cognitive load 
during the answer-seeking process. We 
therefore claim only that the idea of “go-
ing beyond keywords” is possible while 
searching for answers to questions, not 
that a particular system is better than 
another particular system. 

No researcher has yet claimed to have 
produced a representative set of ques-
tions for evaluating QA systems. Indeed, 
such a set might have to include thou-
sands of questions to adequately repre-
sent each possible type of question. We 
built a data set based on our experience 
with IT practitioners. We merged all the 
TREC questions with a set of 2,477,283 
questions extracted earlier by Radev et 
al.5 from the Excite search engine log 
of real search sessions.5 We then dis-
tributed nonoverlapping sets of 100 
randomly drawn questions to each of 
the 16 students in a technology-related 
MBA class at Arizona State University. 
The survey was followed by interviews 
and resulted in the selection of 28 test 
questions guided by participant choic-
es and comments. In order to avoid 
researcher bias, it was crucial that we 
not enter any of the questions into an 
online system—search engine or QA—
before deciding whether to select that 
particular question for the test. 

We used the mean reciprocal rank 
(MRR) of the first correct answer, a 
metric also used during the 2001 and 
2002 TREC competitions and in sev-
eral follow-up studies. It assigns a score 
of 1 to the question if the first answer 
is correct. If only the second answer is 
correct, the score is 1⁄2. The third cor-
rect answer results in a score of 1⁄3. The 
intuition that went into devising this 
metric is that a reader of online ques-
tion-answering results typically scans 
answers sequentially, and “eyeballing” 
time is approximately proportional to 
the number of wrong answers before 
the correct one pops up. However, this 
computation is known to “misbehave” 
statistically, being overly sensitive to 
the cut-off position, the lowest-ranked 
answer considered,5 thus its reciprocals 
are typically reported and used for aver-
aging and statistical testing. Results are 
outlined in Table 2. 

By rerunning our analysis with each 
of the members excluded from the QA 

time lags the one-to-two-second perfor-
mance provided by today’s search en-
gines; more research needs to be done 
as to how to make Web QA systems 
more scalable in order to process the 
comparable loads simultaneously; 

Credibility. Information on the Web, 
though rich, is less factually reliable 
than counterpart material published on 
paper; how can QA system developers, 
as well as search users, factor source 
credibility into answer ranking?; and 

Usability. Designers of online QA in-
terfaces must address whether QA sys-
tems should display precise answers, 
sentences, or snippets. 

We look forward to the next five to 10 
years for advances in all of them.	
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team, we verified that no weak players 
would pull down the QA team’s perfor-
mance. Because our intention was not 
to compare individual QA systems, we 
did not include the data for each indi-
vidual QA system. The average results 
support the following observations:

The QA team performed much bet-˲˲

ter than the keyword-search-engine 
team, an MRR of 0.42 vs. 0.27; a remark-
able 50% improvement was statistically 
significant, with the p value of the t-test 
at 0.002; 

The average performance of the QA ˲˲

team is better than the performance of 
each search engine individually; more-
over, each QA system performed better 
than each keyword search engine; 

For each question to which an an-˲˲

swer was found by a keyword search en-
gine, at least one QA system also found 
an answer; the reverse was not always 
the case; and 

If a QA system found the correct an-˲˲

swer, it was typically second or third in 
the ranked list; only the fourth or fifth 
snippet from Google or MSN typically 
provided the correct answer. 

To verify the stability of these observa-
tions, we re-ran our tests in spring 2006. 
Although most of the measurements of 
the specific systems with respect to the 
specific questions had changed, their 
overall performance did not change 
significantly, and our observations were 
further reinforced. 

Conclusion 
Based on our interaction with business 
IT practitioners and an informal evalua-
tion, we conclude that open-domain QA 
has emerged as a technology that com-
plements or even rivals keyword-based 
search engines. It allows information 
seekers to go beyond keywords to quick-
ly answer their questions. Users with 
limited communication bandwidth (as 
a result of small-screen devices or hav-
ing some visual handicap) will benefit 
most. And users under some time con-
straint (such as first responders at a 
natural disaster) will likely find it more 
suitable compared to the keywords-to-
snippets approach offered by popular 
search portals like Google and MSN. 

However, to compete with estab-
lished keyword-based search engines, 
QA systems still must address several 
technical challenges: 

Scalability. Web QA system response 
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Figure 1: Code reviews go electronic and global.
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C ode reviews are a standard practice of software 
engineering. Rather, they are a standard practice 
of the software engineering literature. Widely 
recommended, certainly, but how widely practiced,  
I am not sure.

In the development of EiffelStudio, a large 
integrated development environment (IDE), Eiffel 
Software has begun to apply code reviews with 
the added twist that the developers work on three 
continents. A distributed setup is increasingly 
common in the IT industry, though not always in such 
an extreme form. It naturally leads to distributing the 
reviews as well. This decision forced our development 
group to depart from the standard scheme described 
in the literature2 and take a fresh look at the concept. 
Some of what initially appeared as constraints—

the impossibility of ever having all the 
people involved at the same time in 
the same room—turned out in prac-
tice to be beneficial, encouraging us 
to emphasize the written medium 
over verbal discussion, conduct much 
of the process prior to the actual re-
view meeting, and take advantage of 
communication tools to allow several 
threads of discussion to proceed in 
parallel during the meeting itself. We 
also expanded our reviews, beyond just 
code, to cover design and specification 
as well. The process relies on modern, 
widely available communication and 
collaboration tools, most introduced 
over the past few years with consider-
able room for improvement. This ar-
ticle describes some of the lessons our 
team has learned with the hope they 
will be useful to other teams practicing 
distributed development. 

Michael Fagan of IBM introduced 
the concept of “code inspections,” 
his original name, in a 1976 article.1 
Whether inspection or review, the 
idea is to examine some element of 
code in a meeting typically attended by 
perhaps eight people, with the aim of 
finding flaws or elements that should 
be improved. This is the meeting’s 
only goal. It is not intended to assess 
the code’s author, though in practice it 
is not easy to avoid doing so, especially 
when the manager is present; neither 
should it serve to correct deficiencies, 
only to uncover them. 

The code and any associated ele-
ments are circulated a few days in ad-
vance. The meeting, which typically 
takes a few hours, includes the author, 
other developers competent to assess 
the code, a meeting chair (not the man-
ager) who moderates the discussion, 
and a secretary who records it, produc-
ing a report with specific recommen-
dations. Some time later, the author 
responds to the report by describing 
whether and how the recommenda-
tions have been carried out. 

This is the basic idea behind a tra-
ditional code review and is often criti-
cized on a variety of grounds. Advo-
cates of extreme programming point 

doi:10.1145/1378727.1378744
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references concerning code reviews fo-
cus on detecting low-level code fl aws, 
especially security risks. This is im-
portant but is increasingly a task for 
automated tools, not for humans. Our 
experience suggests that abstract pro-
gram interface (API) design, architec-
ture choices, and other specifi cation 
and design issues are just as worthy of 
a reviewer’s time and play an increas-
ingly important part in our reviews. 

Among these traditional princi-
ples, one that should defi nitely be re-
tained in the new distributed context 
is that reviews must focus on identi-
fying defi ciencies, not attempt to cor-
rect them. With the advent of better 

out that reviews may be superfl uous 
if the project practices pair program-
ming. Others note that when it comes 
to fi nding code fl aws (such as a lurking 
buffer overfl ow) static analysis tools 
are more effective than human inspec-
tion. In any case, the process is time-
consuming; most teams apply it on the 
entire code, as well as on samples. Still, 
code reviews remain an important tool 
in the battery of accepted “best prac-
tices” for improving software quality. 

Our group has found that the exer-
cise is indeed useful when adapted to 
the modern world of software develop-
ment. The fi rst extension is to include 
design and specifi cation. Many recent 

software technology it may be tempt-
ing to couple review activities with 
actual changes in software reposito-
ries; one environment that supports 
Web-based review—Code Collabora-
tor, www.smartbear.com—allows this 
by coupling the review tools with a 
confi guration-management system. 
Such coupling may be risky; updating 
software—even for simple code chang-
es with no effect on specifi cation and 
design—is a delicate matter best per-
formed in an environment free from 
the time pressure inherent in a review 
session. 

Distributed Review 
All the descriptions of code reviews 
I have read in the literature present a 
review as a physical meeting among 
people in the same room. This is 
hardly applicable to today’s increas-
ingly dominant model of software de-
velopment: distributed teams spread 
over many locations and time zones.3

At Eiffel Software, we were curious to 
see whether we could indeed apply the 
model; our fi rst experience—still only 
a few months old and subject to refi ne-
ment—suggests that thanks to the In-
ternet and modern communications 
technology a distributed setup is less 
a hindrance than a benefi t and that 
today’s technology provides a strong 
incentive to revive and expand the idea 
of the review. 

Though the EiffelStudio devel-
opment team includes members in 
California, China, Russia, and West-
ern Europe, it still manages to have a 
weekly technical meeting, with some 
members agreeing to stay up late; for 
example, in the winter, 8 a.m. to 9 a.m. 
in California means 5 p.m. to 6 p.m. 
in Western Europe, 7 p.m. to 8 p.m. in 
Moscow, and midnight to 1 a.m. in 
Shanghai (see Figure 1). We devote ev-
ery second or third such meeting to a 
design and code review. 

Although many of the lessons we 
have learned should be valid for any 
team, some of the specifi cs of our re-
views may infl uence our practice and 
conclusions. Our meetings, both ordi-
nary ones and those devoted to reviews, 
last exactly one hour. We are strict on 
the time limit, obviously because it’s 
late at night for some team members 
but also to avoid wasting the time of 
a group of highly competent develop-

figure 2: excerpts from a chat session during a review (names blocked out). 

ISE weekly meeting
says: 21-Feb-08 17:00:45

Good morning/evening

says: 21-Feb-08 17:00:46

Hello

says: 21-Feb-08 17:04:21

For info: the doc’s url as preview: http://docs.google.com/
View?revision=_latest&docid=dd7kn5vj_8gmxzhffv&hl=en

says: 21-Feb-08 17:05:28

21-Feb-08 17:05:48

there is an echo

never mind

says: 21-Feb-08 17:17:50

I disagree.
When there is a crash, if the we have multi lines, then we can know exact 
error point. If we write them in one line, then we have to guess.

says: 21-Feb-08 17:18:45

21-Feb-08 17:18:55

21-Feb-08 17:19:00

we need to improve the RTNHOOK macro

if we improve it that it won’t be a problem

RTHOOK (1)

says: 21-Feb-08 17:19:10

21-Feb-08 17:19:17

we have bp slot index; . .we would need to show the “nested bp slot index”

that’s possible ... somehow

says: 21-Feb-08 17:19:25

RTNHOOK (1,1); /* First instruction, first nested or expression */

says: 21-Feb-08 17:20:15

21-Feb-08 17:20:26

Ok if we have the ‘nested bp slot index’ issue.

Ok if we have the ‘nested bp slot index’ feature.

says: 21-Feb-08 17:21:48

It’s possible to view expressions in the debugger.

says: 21-Feb-08 17:27:14

indeed sometime doing the evaluation is not desired due to potential side effects)

says: 21-Feb-08 17:28:19

I was just curious of clear rules about IEK.5.1

Gobbledygook

Gobbledygook

Gobbledygook

Gobbledygook

SlobbledygookAndStuffing

SlobbledygookAndStuffing

SlobbledygookAndStuffing

SlobbledygookAndStuffing

MalobbledpasgookA

MalobbledpasgookA

MalobbledpasgookA

MalobbledpasgookA
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What is remarkable 
in the current  
setup is that 
we have not yet 
identified a need  
for specialized 
review software, 
being content 
enough with 
general-purpose 
widely available 
communication and 
collaboration tools. 

ers. This constraint is an example of a 
limitation that has turned out to be an 
advantage, forcing us to organize both 
the reviews and other meetings care-
fully and professionally. 

Almost all of our development is 
done in Eiffel; one aspect of this choice 
that influences the review process is 
that Eiffel applies the “seamless de-
velopment” principle, treating speci-
fication, design, and analysis as a con-
tinuum rather than as a sequence of 
separate steps (using, for example, first 
UML then a programming language); 
the Eiffel language serves as the com-
mon notation throughout. This has 
naturally caused the extension of the 
traditional review to design reviews, an 
extension that may also be desirable 
for teams using other development 
languages and a less-seamless pro-
cess. Another aspect that influences 
EiffelStudio development is that, since 
IDEs are our business, the tool we pro-
duce is also the tool we use (following 
the “eat your own dog food” principle); 
we again feel the results would not fun-
damentally change for other kinds of 
software development. 

Distributed reviews need support 
from communication and collabora-
tion tools; we essentially rely on four 
such tools: 

Voice communication similar to a con-
ference call. We started with Skype but 
now use it only as a backup; our prima-
ry VoIP solution is a tool called X-Lite; 
such technology choices are subject to 
reassessment as the tools evolve; 

Written communication. We retain 
Skype’s chat mechanism, so a window 
available to all participants is active 
throughout the review; 

Google Docs for shared documents. 
Providing a primitive Microsoft-Word-
like editing framework, Google Docs 
works on the Web so several people 
are able to update a given document at 
the same time. The means of resolving 
editing conflicts is fine-grained: most 
changes go through, even if some-
one else is simultaneously modifying 
the document; only if two people are 
changing the very same words does the 
tool reject the requests. While not per-
fect, Google Docs is an effective tool for 
collaborative editing, with the advan-
tage that text can be pasted into and 
from Microsoft Word documents with 
approximate preservation of format; 

WebEx sharing tool for sharing 
screens. We find this tool (one of sev-
eral, including Adobe Connect, on the 
market) especially useful for running 
a demo of, say, a new proposal for a 
graphical-user-interface idea or other 
element developers might have just 
put together on a workstation; and 

Wiki pages. The EiffelStudio com-
munity, involving both Eiffel Software 
developers and numerous outside con-
tributors, has a Wiki-based site (dev.
eiffel.com) with hundreds of docu-
mentation and discussion pages. The 
site is useful, although the Wiki mech-
anism, with its traditional edit cycle—
start editor, make changes, update 
page, refresh—is less convenient than 
Google Docs for working on a common 
document during a meeting. 

Among the ideas described here, 
the choice of tools is the most likely 
candidate for quick obsolescence. The 
technology is evolving so quickly that a 
year or two from publication the solu-
tions might be fairly different. What 
is remarkable in the current setup is 
that we have not yet identified a need 
for specialized review software, being 
content enough with general-purpose 
widely available communication and 
collaboration tools. 

Lessons Learned 
Here are some of the lessons we have 
learned from our distributed code re-
view: 

First, scripta manent, or “prefer the 
written word.” We have found that a 
review works much better when it is or-
ganized around a document. The team 
members produce a shared document 
(currently in Google Docs) ahead of the 
meeting and update it in real time dur-
ing the meeting. 

The “unit of review” is a class or 
sometimes a small number of closely 
related classes. A week ahead of the 
review, the software’s author, follow-
ing a standard structure described in 
the following sections, prepares the 
shared document with links to the ac-
tual code. 

One way this process differs from 
a traditional review is a practice we 
had not planned for when we first put 
reviews in place but which quickly im-
posed itself through experience: Most 
of the work is done offline before the 
meeting. Our original thinking was 

1_CACM_V51.9.indb   69 8/14/08   1:39:10 PM

http://dev.eiffel.com
http://dev.eiffel.com


70    communications of the acm    |   september 2008  |   vol.  51  |   no.  9

contributed articles

that it was preferable to limit the ad-
vance work and delay written com-
ments until a couple of days before the 
meeting to avoid reviewers influenc-
ing one another too much. Experience 
showed that such concern was mis-
placed; interaction among reviewers, 
before, during, and after the meeting, 
is one of the most effective aspects of 
the process. 

Prior to the meeting, the review-
ers provide their comments on the 
review page (the shared document); 
the code author then responds just be-
low the comments on the same page. 
The benefit of this approach is that it 
saves time. Before we systematized 
it we spent considerable time in the 
meeting on noncontroversial issues; 
in fact, our experience suggests that 
with a competent group of develop-
ers most comments and criticisms are 
readily accepted by the code’s author. 
We should instead be spending our 
meeting time on the remaining points 
of disagreement. Otherwise we end up 
replaying the typical company board 
meeting as described in the opening 
chapter of C. Northcote Parkinson’s 
Parkinson’s Law.4 (The two items on the 
agenda are the color of bicycles for the 
mail messengers and whether to build 
a nuclear plant. Everyone has an opin-
ion on colors, so the first item takes 59 
minutes, ending with the decision to 
form a committee; the next decision is 
taken in one minute, with a resolution 
to let the CEO handle the matter.) Un-
like this pattern, the verbal exchange 
in an effective review should target the 
issues that truly warrant discussion. 

For an example of a document 
produced before and during one of 
our code reviews, see dev.eiffel.com/
reviews/2008-02-sample.html, which 
gives a good idea of the process. For a 
more complete picture of what actu-
ally goes on during the meeting, also 
see the discussion extract from the 
chat window (names blocked out) in 
Figure 2. 

Scope of Review 
The standard review-page structure 
consists of nine sections dividing the 
set of software characteristics under 
review: 

Choice of abstractions; ˲˲

Other aspects of API design; ˲˲

Other aspects of architecture (such ˲˲

it possible to include more thoughtful 
comments; participants can take care 
to express their observations, includ-
ing criticism of design and implemen-
tation decisions and corresponding 
responses, more easily than through a 
verbal conversation alone; 

The written support allows editing ˲˲

and revision; 
A record is produced. Indeed, the ˲˲

review needs no secretary or the te-
dious process of writing minutes. The 
review page (in its final stage after joint 
editing) is the minutes; 

Verbal discussion time is much ˲˲

more interesting since it addresses is-
sues of substance. The dirty secret of 
traditional code reviews is that most 
of the proceedings are boring to most 
participants, each of whom is typically 
interested in only a subset of all the 
items discussed. With an electronic 
meeting each participant resolves is-
sues of specific concern in advance 
and in writing; the verbal discussion is 
devoted to the controversial and hence 
most interesting stuff; and 

In a group with contentious per-˲˲

sonalities, one may expect that ex-
pressing comments in writing will also 
help defuse tension. (I say “may ex-
pect” because I don’t know this from 
experience; our developer group is not 
contentious.) 

Through our electronic meetings, 
not just code reviews, another example 
has emerged of how constraints can 
be turned into benefits. Individually, 
most people (apart from, say, piano 
players) are most effective when doing 
one thing at a time, but collectively a 
group of humans is pretty good at mul-
tiplexing. When was the last time you 
spent an hour-long meeting willingly 
focused throughout on whatever issue 
was under discussion at the moment? 
Even the most attentive participants, 
disciplined to not let their minds wan-
der off topic, react at different speeds; 
you may be thinking deeply about 
some previous item, while the agenda 
has moved on; you may be ahead of the 
game; or you may have something to 
say that complements the comments 
of the current speaker but do not want 
to interrupt her. This requires multi-
threading, but a traditional meeting 
is sequential. In our code reviews and 
other meetings we have learned to 
practice a kind of organic multithread-

as choice of client links and inheri-
tance hierarchies); 

Contracts; ˲˲

Implementation, particularly the ˲˲

choice of data structures and algo-
rithms; 

Programming style; ˲˲

Comments and documentation ˲˲

(including indexing/note clauses); 
Global comments; and ˲˲

Adherence to official coding  ˲˲

practices. 
The order of these sections goes 

from more high-level to more imple-
mentation-oriented. Note that the first 
four concern not just code but archi-
tecture and design as well: 

The choice of abstractions is the ˲˲

key issue of object-oriented design. 
Developers discuss whether a certain 
class is really justified or should have 
its functionalities merged with anoth-
er’s, or, conversely, whether an impor-
tant potential class has been missed; 

API design is essential to the us-˲˲

ability of software elements by other 
elements and as a consequence to re-
usability. We enforce systematic API 
design conventions through strong 
emphasis on consistency across the 
entire code base. This aspect of soft-
ware development is particularly suit-
able for review; and 

Other architectural issues are also ˲˲

essential to good object-oriented de-
velopment; the review process is use-
ful (during both the preparatory phase 
and the meeting itself) to address such 
questions as whether a class should in-
herit from another or just be its client. 

Algorithm design (the fifth section 
in the list) is another good candidate 
for discussion during the meeting. 

In our process, the lower-level sec-
tions—programming style, comments 
and documentation, global comments, 
and coding practices—are increasing-
ly handled before the review meeting 
(in writing), enabling us to devote the 
meeting itself to the deeper, more deli-
cate issues. 

The division into nine sections and 
the distribution of work through writ-
ten comments prior to the meeting 
and in-meeting verbal discussions 
yield the following benefits: 

The group saves time; precious ˲˲

personal interaction time is reserved 
only for the topics that really need it; 

Discussing issues in writing makes ˲˲
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ing: Someone may be talking; some-
one else may be writing a comment in 
the chat window (such as a program 
extract that illustrates a point under 
discussion or a qualification of what 
is being said); others may be updating 
the common document; and yet some-
one else may be preparing next week’s 
document or a Wiki page at dev.eiffel.
com. The dynamics of such meetings 
are amazing to behold, with threads 
progressing in parallel while everyone 
remains on target and alert. 

Team distribution is a fact of life 
in today’s software development and 
can be a great opportunity, as well as a 
challenge, to improve the engineering 
of software. I also practice distributed 
team development in an academic en-
vironment. ETH Zurich offers a course 
called Distributed and Outsourced 
Software Engineering, or DOSE, spe-
cifically devoted to the issues and tech-
niques of distributed development. In 
fall 2007, it meant, for the first time, 
a cooperative project involving sev-
eral universities. This was a trial run, 
and we are now expanding the experi-
ence; for details see se.ethz.ch/dose/. 
Participation is open to any interested 
university worldwide; the goal is to let 
students discover and confront the 
challenges of distributed development 
in the controlled environment of a uni-
versity course. 

Not all of our practice may be trans-
posable to other contexts. The core 
EiffelStudio group includes only about 
10 people who know each other well 
and have worked together for several 
years; we developed these techniques 
together, learning from our mistakes 
and benefiting from recent advances 
in the communication technology dis-
cussed here. But even if all the details of 
our experience cannot be generalized, 
distributed software development, and 
with it distributed reviews, are the way 
of the future. Even more so consider-
ing that the supporting technology is 
still in its infancy. As recently as 2006, 
most of the communication tools we 
use today did not exist; in 2003 none 
of them did. It is ironic now to recall 
the talks I heard over the years about 
“computer-supported cooperative 
work”—fascinating but remote from 
anything my colleagues or I could use. 
Suddenly comes the Web, VoIP solu-
tions for common folk, shared editing 

tools, and new commercial offerings, 
and the gates to globalized cooperative 
development open without fanfare. 

The tools are still fragile; we waste 
too much time on meta communica-
tion (“Can you hear me?,” “Did Peter 
just disconnect?,” “Bill, mute your 
microphone.”), calls are cut off, and 
we lack a really good equivalent of a 
shared whiteboard. Other aspects of 
the process also still need improve-
ment; for example, how can we make 
our review results seamlessly available 
as part of the EiffelStudio open-source 
development site based on Wiki pag-
es? All this will be corrected in the next 
few years. I also hope that courses like 
DOSE and other academic efforts will 
enable the commercial world to under-
stand better what makes collaborative 
development succeed or fail. 

This is not just an academic issue. 
Eiffel Software’s experience in col-
laborative development—whereby 
each meeting brings new insight—
suggests that something fundamental 
has changed, mostly for the better, in 
the software-development process. As 
for code reviews, I do not expect ever 
again to get stuck for three hours in 
a windowless room with a half dozen 
other programmers poring over boring 
printouts. 

Acknowledgment
I am grateful to the EiffelStudio devel-
opers for their creativity and the team 
spirit that enabled them collectively to 
uncover and apply the techniques dis-
cussed here. 	

References 
1.	 Fagan, M.E. Design and code inspections to reduce 

errors in program development. IBM Systems Journal 
15, 3 (1976), 182–211; www.research.ibm.com/journal/
sj/153/ibmsj1503C.pdf. 

2.	 Ghezzi, C., Jazayeri, M., and Mandrioli, D. 
Fundamentals of Software Engineering, Second 
Edition. Prentice Hall, Upper Saddle River, NJ, 2002. 

3.	 Meyer, B. and Piccioni, M. The allure and risks of 
a deployable software engineering project. In 
Proceedings of the 21st IEEE-CS Conference 
on Software Engineering Education and Training 
(Charleston, SC, Apr. 2008). 

4.	 Parkinson, C. Northcote. Parkinson’s Law: The Pursuit 
of Progress. John Murray, London, 1958. 

Bertrand Meyer (Bertrand.Meyer@inf.ethz.ch) is a 
professor of software engineering at ETH Zurich, the 
Swiss Federal Institute of Technology, and chief architect 
of Eiffel Software, Santa Barbara, CA. 

© 2008 ACM 0001-0782/08/0900 $5.00

Interaction among 
reviewers, before, 
during, and after  
the meeting, has 
turned out to be  
one of the most 
effective aspects  
of the process.  

1_CACM_V51.9.indb   71 8/14/08   1:39:10 PM

http://se.ethz.ch/dose/
mailto:Bertrand.Meyer@inf.ethz.ch
http://www.research.ibm.com/journal/sj/153/ibmsj1503C.pdf
http://www.research.ibm.com/journal/sj/153/ibmsj1503C.pdf


Large enterprises spend  a great deal of time and 
money on “information integration”—combining 
information from different sources into a unified 
format. Frequently cited as the biggest and most 
expensive challenge that information-technology shops 
face, information integration is thought to consume 
about 40% of their budget.4, 14, 16, 33, 36 Market-intelligence 
firm IDC estimates that the market for data 
integration and access software (which includes the 
key enabling technology for information integration) 
was about $2.5 billion in 2007 and is expected to grow 
to $3.8 billion in 2012, for an average annual growth 
rate of 8.7%.20 

Software purchases are only one part of the total 
expense. Integration activities cover any form of 
information reuse, such as moving data from one 
application’s database to another’s, translating 
messages for business-to-business e-commerce, and 
providing access to structured data and documents via 
a Web portal. 
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Beyond classical information-tech-
nology applications, information inte-
gration is also a large and growing part 
of science, engineering, and biomedi-
cal computing, as independent labs 
often need to use and combine each 
other’s data. 

Software vendors offer numerous 
tools to reduce the effort, and hence 
the cost, of integration and to improve 
the quality. Moreover, because infor-
mation integration is a complex and 
multifaceted task, many of these tools 
are highly specialized. The resulting 
profusion of tools can be confusing. In 
this article, we try to clear up any con-
fusion by: 

Exploring ˲˲ an example of a typical 
integration problem

Describing ˲˲ types of information in-
tegration tools used in practice

Reviewing ˲˲ core technologies that lie 
at the heart of integration tools 

Identifying ˲˲ future trends.

An Example
Consider a large auto manufacturer’s 
support center that receives a flood of 
emails and service-call transcriptions 
every day. From any given text, com-
pany analysts can extract the type of 
car, the dealership, and whether the 
customer is pleased or annoyed with 
the service. But to truly understand 
the reasons for the customer’s senti-
ment, the company also needs to know 
something about the dealership and 

textual complaint, as will the date of 
problem and problem type. The rela-
tional database has tables about deal-
erships and transactions that can pro-
vide the rest of the information: size of 
dealership, date sold, and price.

Next, programs are needed to ex-
tract structured information from the 
email or transcription text. These pro-
grams’ outputs provide a schema for 
the text data—the “fields” that can be 
queried. Matching and mapping tools 
can be used to relate this derived sche-
ma to the target schema. Similarly, 
matching and mapping must be done 
for the relational schema. The dealer-
ship name extracted from the text can 
be connected to an entry in the deal-
ership table, and the customer, auto 
model, and dealership to the transac-
tions table, thus joining the two tables 
with the textual data.

Programs are needed to align data 
instances: because it is unlikely that 
the data formats of the extracted text 
are identical to those in the relational 
database, some data cleansing will 
be required. For example, dealership 
names may not exactly match. These 
data-integration programs must then 
be executed, often using a commercial 
integration product. 

Types of Information-
Integration Tools
A variety of architectural approaches 
can be used to solve problems like the 

the transaction—information that is 
kept in a relational database.

Solving such an integration prob-
lem is an iterative process. The data 
must first be understood and then 
prepared for integration by means of 
“cleansing” and “standardization.” 
Next, specifications are needed re-
garding what data should be integrat-
ed and how they are related. Finally, 
an integration program is generated 
and executed by some type of integra-
tion engine. The results are examined, 
and any anomalies must be resolved, 
which often requires returning to step 
one and studying the data. 

Many technologies are needed to 
support this process. We introduce a 
few here and then describe them in 
greater depth, along with others, in 
subsequent sections.

The first step toward integrating the 
text and the relational data is to un-
derstand what transactions and other 
information they contain and how to 
relate that information to each dealer-
ship. The manufacturer next needs to 
decide how to represent the integrated 
information. A simple schema—auto 
model, customer, dealership, date 
sold, price, size of dealership, date of 
problem, problem type—might suffice 
(See Figure 1). But how should each 
field be represented, and where will the 
data come from? Let’s assume that the 
auto model, customer, and dealership 
information will be extracted from the 

Figure 1. Annotators extract key information from email messages. This information is used  
to probe the relational source data to retrieve additional facts needed for the target schema.

TRANSACTIONS

TransID Customer DealerID Auto Model Date Sold Price

1234 Jutt, John J. bb32 Galaxy 4/21/07 5000

DEALERS

Dealership DealerID Size of Dealership Owner Annual Revenue

Oshkosh Billboy Ford bb32 300 cars per month Bill Boy $5M

TS: Oct. 28, 2007

Sirs:

My Galaxy’s brakes are  
squealing after only 6 months!  
I purchased this clunker at  
Billboy in Oshkosh…

Sincerely, 
John J. Jutt

Source Data and Schema

Target Schema
Auto Model Customer Dealership Date Sold Price Size of Dealership Problem Date Problem Type

Galaxy John J. Jutt Oshkosh Billboy Ford 4/21/07 5000 300 cars per month Oct. 28, 2007 brakes are squealing
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one above. We summarize these ap-
proaches in this section, along with the 
general types of products used. For in-
formation on specific products, we re-
fer the interested reader to IT research 
companies that publish comprehen-
sive comparisons and to Web search 
engines (using the product categories 
we define here as keyword queries).

Data Warehouse Loading. A data 
warehouse is a database that consoli-
dates data from multiple sources.7 
For example, it may combine sales in-
formation from subsidiaries to give a 
sales picture for the whole company. 
Because subsidiaries have overlapping 
sets of customers and may have incon-
sistent information about a particular 
customer, data must be cleansed to 
reconcile such differences. Moreover, 
each subsidiary may have a database 
schema (that is, data representation) 
that differs from the warehouse sche-
ma. So each subsidiary’s data has to be 
reshaped into the common warehouse 
schema. 

Extract-Transform-Load (ETL) tools 
address this problem21 by simplifying 
the programming of scripts. An ETL 
tool typically includes a repertoire of 
cleansing operations (such as detec-
tion of approximate duplicates) and 
reshaping operations (such as Struc-
tured Query Language [SQL]-style op-
erations to select, join, and sort data). 
The tool may also include scheduling 
functions to control periodic loading 
or refreshing of the data warehouse. 

Some ETL tools are customized for 
master data management—that is, to 
produce a data warehouse that holds 
the master copy of critical enterprise 
reference data, such as information 
about customers or products. Master 
data is first integrated from multiple 
sources and then itself becomes the 
definitive source of that data for the 
enterprise. Master data-management 
tools sometimes include domain-
specific functionality. For example, 
for customer or vendor information, 
they may have formats for name and 
address standardization and cleans-
ing functions to validate and correct 
postal codes.

Virtual Data Integration. While 
warehouses materialize the integrated 
data, virtual data integration gives the 
illusion that data sources have been 
integrated without materializing the 

integrated view. Instead, it offers a me-
diated schema against which users can 
pose queries. The implementation, 
often called a query mediator35 or en-
terprise-information integration (EII) 
system,16, 27 translates the user’s query 
into queries on the data sources and 
integrates the result of those queries 
so that it appears to have come from a 
single integrated database. EII is still 
an emerging technology, currently less 
popular than data warehousing. 

Although the databases cover re-
lated subject matter, they are hetero-
geneous in that they may use different 
database systems and structure the 
data using different schemas. An EII 
system might be used, for example, 
by a financial firm to prepare for each 
customer a statement of portfolio po-
sitions that combines information 
about his or her holdings from the lo-
cal customer database with stock pric-
es retrieved from an external source. 

To cope with this heterogeneity 
in EII, a designer creates a mediated 
schema that covers the desired sub-
ject matter in the data sources and 
maps the data source schemas to the 
new mediated schema. Data cleans-
ing and reshaping problems appear in 
the EII context, too. But the solutions 
are somewhat different in EII because 
data must be transformed as part of 
query processing rather than via the 
periodic batch process associated with 
loading a data warehouse. 

EII products vary, depending on the 
types of data sources to be integrated. 
For example, some products focus on 
integrating SQL databases, some on 
integrating Web services, and some on 
integrating bioinformatics databases. 

Message Mapping. Message-orient-
ed middleware helps integrate inde-
pendently developed applications by 
moving messages between them. If 
messages pass through a broker, the 
product is usually called an enterprise-
application integration (EAI) system.1 
If a broker is avoided through all appli-
cations’ use of the same protocol (for 
example, Web services), then the prod-
uct is called an enterprise service bus. 
If the focus is on defining and control-
ling the order in which each applica-
tion is invoked (as part of a multistep 
service), then the product is called a 
workflow system. 

In addition to the protocol-transla-

Beyond classical 
information-
technology 
applications, 
information 
integration is also a 
large and growing 
part of science, 
engineering, 
and biomedical 
computing, as 
independent labs 
often need to use 
and combine each 
other’s data. 
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tion and flow-control services provided 
by these products, message-translation 
services—which constitute another 
form of information integration—are 
also needed. 

A typical message-translation sce-
nario in e-commerce enables a small 
vendor (say, Pico) to offer its products 
through a large retail Web site (Goli-
ath). When a customer buys one of Pi-
co’s products from Goliath, it sends an 
order message to Pico, which then has 
to translate that message into the for-
mat required by its order-processing 
system. A message-mapping tool can 
help Pico meet this challenge. Such a 
tool offers a graphical interface to de-
fine translation functions, which are 
then compiled into a program to per-
form the message translation. Similar 
mapping tools are used to help relate 
the schemas of the source databases 
to the target schema for ETL and EII 
and to generate the programs needed 
for data translation. 

Object-to-Relational Mappers. Ap-
plication programs today are typically 
written in an object-oriented language, 
but the data they access is usually 
stored in a relational database. While 
mapping applications to databases 
requires integration of the relational 
and application schemas, differences 
in schema constructs can make the 
mapping rather complicated. For ex-
ample, there are many ways to map 
classes that are related by inheritance 

into relational tables. To simplify the 
problem, an object-to-relational map-
per offers a high-level language in 
which to define mappings.23 The re-
sulting mappings are then compiled 
into programs that translate queries 
and updates over the object-oriented 
interface into queries and updates on 
the relational database. 

Document Management. Much of the 
information in an enterprise is con-
tained in documents, such as text files, 
spreadsheets, and slide shows that 
contain interrelated information rel-
evant to critical business functions— 
product designs, marketing plans, 
pricing, and development schedules, 
for example. To promote collabora-
tion and avoid duplicated work in a 
large organization, this information 
needs to be integrated and published. 
Integration may simply involve mak-
ing the documents available on a sin-
gle Web page (such as a portal) or in 
a content-management system, pos-
sibly augmented with per-document 
annotations (on author and status, for 
example). Or integration may mean 
combining information from these 
documents into a new document, such 
as a financial analysis. 

Whether or not the documents are 
collected in one store, they can be in-
dexed to enable keyword search across 
the enterprise. In some applications, 
it is useful to extract structured infor-
mation from documents, such as cus-

tomer name and address from email 
messages received by the customer-
support team. The ability to extract 
structured information of this kind 
may also allow businesses to integrate 
unstructured documents with preex-
isting structured data. In the example 
above, the auto manufacturer wanted 
to link transactional information 
about purchases with emails about 
these purchases in order to enable bet-
ter analysis of problem reports. 

Portal Management. One way to in-
tegrate related information is simply 
to present it all, side-by-side, on the 
same screen. A portal is an entire Web 
site built with this type of integration 
in mind. For example, the home page 
of a financial services Web site typi-
cally presents market prices, business 
news, and analyses of recent trends. 
The person viewing it does the actual 
integration of the information.

Portal design requires a mixture 
of content management (to deal with 
documents and databases) and user-
interaction technology (to present the 
information in useful and attractive 
ways). Sometimes these technologies 
are packaged together into a product 
for portal design.11 But often they are 
selected piecemeal, based on the re-
quired functionality of the portal and 
the taste and experience of the devel-
opers who assemble it. 

Core Technologies
Extensible Markup Language (XML). In 
any of the scenarios noted here, an 
integrated view of data from multiple 
sources must be created. Often any 
one of the sources will be incomplete 
with respect to that view, with each 
source missing some information that 
the others provide. In our example, the 
emails are unlikely to provide detailed 
information about the dealerships, 
while the relational data might not 
have the problem reports. In XML, a 
semi-structured format, each data ele-
ment is tagged so that only elements 
whose values are known need to be 
included.  This ability to handle varia-
tions in information content is driving 
EII systems to experiment with XML.22 

This flexibility makes XML an in-
teresting format for integrating in-
formation across systems with differ-
ing representations of data. In some 
integration scenarios, it may not be Figure 2. Screenshot of a mapping tool.
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Information 
integration is 
a vibrant field 
powered not only 
by engineering 
innovation but also 
by evolution of the 
problem itself.

necessary to define a common sche-
ma—data from both sources can be 
merged into a single self-describing 
XML document—though in scenarios 
such as warehousing applications the 
transformation and fusing of the origi-
nal data into a well-defined format is 
required. Still, its flexibility and the 
ubiquity of free parsers make XML 
attractive in scenarios with looser re-
quirements, and it is increasingly be-
ing used for transferring data between 
systems and sometimes as a format for 
storing data as well.3

Schema Standards. It is easier to in-
tegrate data from different sources if 
they use the same schema. This con-
sistency avoids the need to reformat 
the data before integrating it, and it 
also ensures that data from all of the 
sources have mutual meaning. 

Even if sources do not conform to 
a common schema, each source may 
be able to relate its data to a com-
mon standard, either industry-wide or 
enterprise-specific. Thus two sources 
can be related by composing the two 
mappings that relate each of them to 
the standard. This approach only en-
ables integration of information that 
appears in the standard, and because 
a standard is often a least common de-
nominator, some information is lost 
in the composition. 

There are many industry-wide sche-
ma standards.18, 28, 29 Some are oriented 
toward generic kinds of data, such as 
geographic information or software-
engineering information. Others per-
tain to particular application domains 
such as computer-aided design, news 
stories, and medical billing. 

When the schema standard is ab-
stract and focuses on creating a tax-
onomy of terms, it is usually called an 
ontology. Ontologies are often used as 
controlled vocabularies—for example, 
in the biomedical domain—rather 
than as data formats.12, 13

Data Cleansing. When the same or 
related information is described in 
multiple places (possibly within a sin-
gle source), often some of the occur-
rences are inconsistent or just plain 
wrong—that is, “dirty.” They may be 
dirty because the data, such as inven-
tory and purchase-order information 
about the same equipment, were inde-
pendently obtained. Or they may sim-
ply have errors such as misspellings, 

be missing recent changes, or be in a 
form that is inappropriate for a new 
use that will be made of it.

A typical initial step in information 
integration is to inspect each of the 
data sources— perhaps with the aid of 
data-profiling tools—for the purpose 
of identifying problematic data. Then 
a data-cleansing tool may be used to 
transform the data into a common 
standardized representation. A typi-
cal data-cleansing step, for example, 
might correct misspellings of street 
names or put all addresses in a com-
mon format.10 Often, data-profiling 
and -cleansing tools are packaged to-
gether as part of an ETL tool set.

One important type of data cleans-
ing is entity resolution, or deduplica-
tion, which identifies and merges in-
formation from multiple sources that 
refer to the same entity. Mailing lists 
are a well-known application; we have 
all received duplicate mail solicitations 
with different spellings of our names 
or addresses. On the other hand, 
sometimes seeming “duplicates” are 
perfectly valid, because there really are 
two different persons with very similar 
names (John T. Jutt and his son John J. 
Jutt) living at the same address. 

Many data-cleansing tools exist, 
based on different approaches or ap-
plied at different levels or scales. For 
individual fields, a common technique 
is edit-distance; two values are dupli-
cates if changing a small number of 
characters transforms one value into 
the other. For records, the values of 
all fields have to be considered; more 
sophisticated systems look at groups 
of records and accumulate evidence 
over time as new data appears in the 
system.

Schema Mapping. A fundamental op-
eration for all information-integration 
systems is identifying how a source 
database schema relates to the target 
integrated schema. Schema-mapping 
tools, which tackle this challenge, 
typically display three vertical panes 
(see Figure 2). The left and right panes 
show the two schemas to be mapped; 
the center pane is where the designer 
defines the mapping, usually by draw-
ing lines between the appropriate 
parts of the schemas and annotating 
the lines with the required transfor-
mations. Some tools offer design as-
sistance in generating these transfor-
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recognized as a concept, that fact can 
be recorded by surrounding it with 
XML tags that identify the concept, by 
adding an entry in an index, or by copy-
ing the values into a relational table. 
The result is better-structured infor-
mation that can more easily be com-
bined with other information, thus 
aiding integration. 

Dynamic Web Technologies. When a 
portal is used to integrate data, it usu-
ally needs to be dynamically generated 
from files and databases that reside 
on backend servers. The evolution of 
Web technologies has made such data 
access easier. Particularly helpful has 
been the advent of Web services and 
Really Simple Syndication (RSS) feeds, 
along with many sites offering their 
data in XML.6 Development technol-
ogy has been evolving too, with rapid 
improvement of languages, runtime 
libraries, and graphical development 
frameworks for dynamic generation of 
Web pages. 

One popular way to integrate dy-
namic content is a “mashup,” which 
is a Web page that combines informa-
tion and Web services. For example, 
because a service for displaying maps 
may offer two functions—one to dis-
play a map and another to add a glyph 
that marks a labeled position on the 
map—it could be used to create a 
mashup that displays a list of stores 
and their locations on the map. To 
reduce the programming effort of cre-
ating mashups, frameworks are now 
emerging that provide a layer of infor-
mation integration analogous to EII 
systems, but which are tailored to the 
new “Web 2.0” environment.2

Future Trends
Today, every step of the information-
integration process requires a good 
deal of manual intervention, which 
constitutes the main cost. Because 
integration steps are often complex, 
some human involvement seems un-
avoidable. Yet more automation is 
surely possible—for example, to ex-
plain the behavior of mappings, iden-
tify anomalous input data, and trace 
the source of query results.8 Research-
ers and product developers continue 
to explore ways to reduce human ef-
fort not only by improving the core 
technologies mentioned in this article 
and the integration tools that embody 

mations, which are often complex.26, 30 

Once the mapping is defined, most 
tools can generate a program to trans-
form data conforming to the source 
schema into data conforming to the 
target schema.15 For an ETL engine, 
the tool might generate a script in the 
engine’s scripting language. For an EII 
system, it might generate a query in 
the query language, such as SQL. For 
an EAI system, it might transform XML 
documents from a source-message for-
mat to that of the target. For an object-
to-relational mapping system, it might 
generate a view that transforms rows 
into objects.23 

Schema Matching. Large schemas 
have several thousand elements, pre-
senting a major problem for a schema-
mapping tool. To map an element of 
Schema 1 into a plausible match in 
Schema 2, the designer may have to 
scroll through dozens of screens. To 
avoid this tedious process, the tool may 
offer a schema-matching algorithm,31 
which uses heuristic or machine-
learning techniques to find plausible 
matches based on whatever informa-
tion it has available—for example, 
name similarity, data-type similarity, 
structure similarity, an externally sup-
plied thesaurus, or a library of previ-
ously matched schemas. The human 
user must then validate the match.

Schema-matching algorithms do 
well at matching individual elements 
with somewhat similar names, such 
as Salary_of_Employee in Schema 1 
and EmpSal in Schema 2, or when 
matching predefined synonyms, such 
as Salary and Wages. Some techniques 
leverage data values. For example, the 
algorithm might suggest a match be-
tween the element Salary of the source 
database and Stpnd of the target if 
they both have values of the same type 
within a certain numerical range. 

But matching algorithms are inef-
fective when there are no hints to ex-
ploit. They cannot map an element 
called PW (that is, person’s wages) 
to EmpSal when no data values are 
available; nor can they readily map 
combinations of elements, such as To-
tal_Price in Schema 1 and Quantity ´ 
Unit_Cost in Schema 2. That is, these 
algorithms are helpful for avoiding 
tedious activities but not for solving 
subtle matching problems. 

Keyword Search. Keyword search is 

second nature to us all as a way to find 
information. A search engine accepts 
a user’s keywords as input and returns 
a rank-ordered list of documents that 
is generated using a pre-built index 
and other information, such as an-
chor text and click-throughs.5 A less 
familiar view of search is as a form of 
integration—for example, when a Web 
search on a keyword yields an inte-
grated list of pages from multiple Web 
sites. In more sophisticated scenarios, 
the documents to be searched reside 
in multiple repositories such as digi-
tal libraries or content stores, where it 
is not possible to build a single index. 
In such cases, federated search can be 
used to explore each store individually 
and merge the results.24

While keyword search does inte-
grate information, it does so “loosely.” 
The results are often imprecise, in-
complete, or even irrelevant. By con-
trast, integration of structured data via 
an ETL tool or a query mediator can 
create new types of records by corre-
lating and merging information from 
different sources. The integration re-
quest has a precise semantics and the 
answer normally includes all possible 
relevant matches from these data sets, 
assuming that the source data and 
entity resolution are correct (both of 
these are big assumptions).  Both pre-
cise and loose integration techniques 
have merit for different scenarios. Key-
word search may even be used against 
structured data to get a quick feel for 
what is available and set the stage for 
more precise integration.

Information Extraction. Information 
extraction25 is the broad term for a set 
of techniques that produce structured 
information from free-form text. Con-
cepts of interest are extracted from 
document collections by employing a 
set of annotators, which may either be 
custom code or specially constructed 
extraction rules that are interpreted 
and executed by an information-ex-
traction system. In some scenarios, 
when sufficient labeled training data 
is available, machine-learning tech-
niques may also be employed. 

Important tasks include named-
entity recognition (to identify people, 
places, and companies, for example) 
and relationship extraction (such as 
customer’s phone number or custom-
er’s address). When a text fragment is 
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them but also by trying to simplify the 
process through better integration of 
the tools themselves.

Information integration is current-
ly a brittle process; changing the struc-
ture of just one data source can force 
an integration redesign. This problem 
of schema evolution32 has received 
much attention from researchers; but 
surprisingly few commercial tools that 
might reduce the cost of integration 
are available to address the problem. 
Another cause of brittleness, and an-
other topic of research,9 arises from 
the complex rules for handling the 
inconsistencies and incompleteness 
of  different sources. One possible ap-
proach, for example, is to offer a tool 
that suggests minimal changes to 
source data, thereby eliminating many 
of the unanticipated inconsistencies. 

Most past work has focused on the 
problems of information-technology 
shops, where the goal of integration is 
usually known at the outset of a proj-
ect. But some recent work addresses 
problems in other domains, notably 
science, engineering, and personal-
information management. In these 
domains, information integration is 
often an exploratory activity in which 
a user integrates some information, 
evaluates the result, and consequent-
ly identifies additional information 
to integrate. In this scenario, called 
“dataspaces,”17 finding the right data 
sources is important, as is automated 
tracking of how the integrated data 
was derived, called its “provenance.”34 
Semantic technologies such as ontolo-
gies and logic-based reasoning en-
gines may also help with the integra-
tion task.19

Information integration is a vibrant 
field powered not only by engineer-
ing innovation but also by evolution 
of the problem itself. Initially, infor-
mation integration was stimulated by 
the needs of enterprises; for the last 
decade, it has also been driven by the 
desire to integrate the vast collection 
of data available on the Web. Recent 
trends—the continual improvement 
of Web-based search, the proliferation 
of hosted applications, cloud storage, 
Web-based integration services, and 
open interfaces to Web applications 
(such as social networks), among oth-
ers—present even more challenges to 
the field. Information integration will 

keep large numbers of software engi-
neers and computer-science research-
ers busy for a long time to come. 
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The  long  tradition  of building ever-
faster processors is ending, with the 
computer industry instead putting 
more processing “cores’’ on each pro-
cessor chip. Therefore, to continue to 
benefit from advances in technology, 
applications must increasingly be able 
to perform useful work on multiple 
cores at the same time.

To use multiple cores concurrently, 
programmers must not only identify 
independent pieces of a task that can 
be executed in parallel, but also co-
ordinate their execution, managing 
communication and synchronization 
between them. A program with a com-
munication or synchronization bottle-
neck will be unable to take full advan-
tage of the available cores. Scalable 
programs that avoid such bottlenecks 
are surprisingly difficult to construct.

The complex interactions between 
concurrently executing pieces of code 
are often managed by the careful use 
of locks to ensure a critical section of 
code on one core executes “atomical-
ly,’’ that is, without interference from 
other cores. However, it is challenging 
to avoid synchronization bottlenecks 
with this approach, and in many cases 
the overhead of such bottlenecks ne-
gates the advantage gained by running 
pieces of the application concurrently.

Research in Transactional Memory 
(TM) has allowed programmers to ex-
press that a critical section of code 
should be executed atomically, without 
specifying how this should be achieved. 
The term “Transactional Memory’’ 
originated with seminal work by Her-
lihy and Moss (ISCA ‘93), in which they 
proposed to apply the idea of “trans-
actions’’ (already popular in database 
systems) to computer memory.

Numerous variations on this theme 
have emerged in the literature, with 
some proposing TM be supported en-
tirely in hardware, others entirely in 
software, and yet others using some 
combination of the two. Some pro-
pose extensions to programming lan-

guages, implemented with a combina-
tion of compiler support and runtime 
libraries, while others propose library 
interfaces, and yet others propose in-
struction set extensions that are pro-
grammed directly.

TM is generally “optimistic.” Rather 
than pessimistically preventing critical 
sections from executing concurrently 
just in case they interfere with others, 
as locks do, TM allows them to execute 
concurrently by default. The TM sys-
tem monitors concurrent critical sec-
tions to detect any “conflict’’ between 
them. When conflicts do arise, the TM 
system forces one or more of the criti-
cal sections to either wait or roll back, 
so that no interference occurs. This is 
done automatically by the TM system.

To date, most research has focused 
on using TM in user programs, and 
emerging TM proposals have mostly 
been evaluated using rather artificial 
toy applications and benchmarks de-
signed to explore the various trade-offs 
that arise in TM design.

In contrast, the research described 
here by Rossbach et al. explores the 
use of TM in an operating system. Such 
research is important for a number of 
reasons. First, its provides significant 
value to the TM research community by 
creating TM-based programs (operat-
ing systems) that are larger, more com-
plex, and more realistic than the mostly 
artificial workloads used for evaluating 
TM systems so far. Second, TM has the 
potential to improve the performance 
and scalability of the operating system 
itself, even while making it simpler. Be-
cause all user programs depend on the 
operating system, its scalability and 
correctness is critical to the success of 
multicore systems.

TM research for user programs will 
not necessarily result in the best TM 
support for operating systems. On the 
one hand, the operating system faces 
some challenges that user programs do 
not. In particular, the operating system 
must perform reliably while running a 

variety of user programs simultaneous-
ly and thus cannot  exploit knowledge of 
specific ones to improve performance 
and scalability. Furthermore, operating 
systems employ a wider variety of syn-
chronization mechanisms than typical 
user programs do, and must also deal 
with a variety of complicated issues on 
behalf of user programs, such as access 
to low-level system devices.

However, the operating system can 
exploit its privileged role in the system 
in ways that user programs cannot. For 
example, for security reasons, a user 
program cannot prevent the operating 
system from interrupting it, while the 
operating system has full control of the 
cores and can thus prevent interrup-
tion while finishing an important task.

The authors built two operating 
systems that exploit TM. They first at-
tempted to use transactions directly 
instead of existing synchronization 
mechanisms. This approach entailed a 
number of challenges, particularly re-
lated to the fact that locks are used for 
purposes other than preventing mem-
ory conflicts between critical sections, 
such as protecting system devices for 
input and output (I/O). TM systems are 
not yet mature enough to support such 
functionality, and the lessons learned 
here are valuable for TM researchers.

The authors then took a more prag-
matic approach: they retained exist-
ing synchronization mechanisms, and 
used TM to attempt to improve their 
performance and scalability. This way, 
they could use the existing locks when 
necessary—for example, for I/O—while 
also exploiting TM in other cases to al-
low parallelism that would previously 
have been impossible. Given the thou-
sands of person-years spent carefully 
engineering modern operating sys-
tems, and the limited nature of the first 
TM systems, this is likely to be the most 
practical approach to exploiting TM in 
operating systems for some time.

By exploring both approaches, the 
authors not only contribute to our un-
derstanding of how TM can be used in 
large and realistic code bases, but also 
provide valuable insight into what ad-
ditional TM features may be useful or 
necessary for optimal support of such 
systems in the longer term.	

Mark Moir (Mark.Moir@sun.com) is a senior staff engineer 
at Sun Microsystems Laboratories, Burlington, MA.
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Abstract
TxLinux is the first operating system to use hardware trans-
actional memory (HTM) as a synchronization primitive, and 
the first to manage HTM in the scheduler. TxLinux, which 
is a modification of Linux, is the first real-scale benchmark 
for transactional memory (TM). MetaTM is a modification of 
the x86 architecture that supports HTM in general and TxLi-
nux specifically.

This paper describes and measures TxLinux and MetaTM, 
the HTM model that supports it. TxLinux greatly benefits 
from a new primitive, called the cooperative transactional 
spinlock (cxspinlock) that allows locks and transactions to 
protect the same data while maintaining the advantages 
of both synchronization primitives. Integrating the TxLi-
nux scheduler with the MetaTM’s architectural support for 
HTM eliminates priority inversion for several real-world 
benchmarks.

1. INTRODUCTION
To increase performance, hardware manufacturers have 
turned away from scaling clock speed and are focusing on 
scaling the number of cores on a chip. Increasing perfor-
mance on new hardware will require finding ways to take ad-
vantage of the parallelism made available by multiple hard-
ware processing contexts—a burden placed directly on the 
software programmer. New generations of hardware will not 
increase the performance of user applications unless some-
thing is done to make concurrent programming easier, so 
the need for accessible approaches to parallel programming 
is increasingly urgent.

The current approach to achieving concurrency using 
parallel programming relies heavily on threading. Multiple 
sequential flows of control (threads) execute at the same 
time using locks to protect critical sections. Locks guarantee 
mutually exclusive access to shared resources. Unfortunate-
ly, parallel programming using threads and locks remains 
quite difficult, even for experienced programmers. Locks 
suffer from a number of well-known and long-lamented 
problems such as deadlock, convoys, and priority inver-
sion; they compose poorly and require complex ordering 
disciplines to coordinate the use of multiple locks. There is 
also an unattractive performance-complexity trade-off asso-
ciated with locks. Coarse-grain locking is simple to reason 
about but sacrifices concurrent performance. Fine-grain 
locking may enable high performance, but it makes code 
more complex, harder to maintain because it is dependent 

on invariants that are difficult to express or enforce. TM has 
been the focus of much recent research attention as a tech-
nique that can provide the performance of fine-grain lock-
ing with the code complexity of coarse-grain locking.

TM is a programming model that can greatly simplify 
parallel programming. A programmer demarcates critical 
sections that may access shared data as transactions, which 
are sequences of memory operations that either execute 
completely (commit) or have no effect (abort). The system 
is responsible for ensuring that transactions execute atomi-
cally (either completely or not at all), and in isolation, mean-
ing that a transaction cannot see the effects of other active 
transactions, and its own operations are not visible in the 
system until it commits. While transactions provide the ab-
straction of completely serial execution of critical section, 
the system actually executes them optimistically, allowing 
multiple transactions to proceed concurrently, as long as 
atomicity and isolation are not violated. The programmer 
benefits because the system provides atomicity: reasoning 
about partial failures in critical sections is no longer neces-
sary. Because transactions can be composed, and do not suf-
fer from deadlock, programmers can freely compose thread-
safe libraries based on transactions.

HTM provides an efficient hardware implementation of 
TM that is appropriate for use in an OS. Operating systems 
benefit from using TM because TM provides a simpler pro-
gramming model than locks. For instance, operating system 
has locking disciplines that specify the order in which locks 
must be acquired to avoid deadlock. These disciplines be-
come complex over time and are difficult for programmers 
to master; transactions require no ordering disciplines. Be-
cause many applications spend a significant fraction of their 
runtime in the kernel (by making system calls, e.g., to read 
and write files), another benefit of TM in the OS is increased 
performance for user programs without having to modify or 
recompile them.

However, management and support of HTM in an oper-
ating system requires innovation both in the architecture 
and the operating system. Transactions cannot simply 
replace or eliminate locks in an operating system for two 
main reasons. The first is that many kernel critical sections 
perform I/O, actually changing the state of devices like the 
disk or network card. I/O is a problem for TM because TM 
systems assume that if a conflict occurs, one transaction 
can be aborted, rolled back to its start, and re-executed. 
However, when the OS performs I/O it actually changes the 

TxLinux and MetaTM: 
Transactional Memory and  
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state of a device (e.g., by writing data to the network). Most 
devices cannot revert to a previous state once a write opera-
tion completes, so a transaction that performs I/O cannot 
be rolled back and re-executed. The second reason is that 
some kernel critical sections are highly contended and cur-
rently locks are more efficient than transactions for highly 
contended critical sections. Under contention, the opti-
mism of transactions is unwarranted and the rollbacks and 
back-off performed by the TM system can significantly re-
duce performance.

The cxspinlock (cooperative transactional spinlock) is a 
new primitive that addresses the problem of I/O in trans-
actions, allowing locks and transactions to work together 
to protect the same data while maintaining both of their 
advantages. Previous HTM proposals require every execu-
tion of a critical section to be protected by either a lock or 
a transaction, while cxspinlocks allow a critical section or 
a data structure accessed from different critical sections to 
sometimes be protected by a lock and sometimes by a trans-
action. Cxspinlocks dynamically and automatically choose 
between locks and transactions. Cxspinlocks attempt to ex-
ecute critical sections as transactions by default, but when 
the processor detects an I/O attempt, the transactions are 
rolled back, and the cxspinlock will ensure that the thread 
re-executes the critical section exclusively, blocking other 
transactional and non-transactional threads. Additionally, 
cxspinlocks provide a convenient API for converting lock-
based code to use transactions.

HTM enables a solution to the long-standing problem of 
priority inversion due to locks. Priority inversion occurs when 
a high priority thread waits for a lock held by a low priority 
thread. We demonstrate the modifications necessary in the 
TxLinux scheduler and the TM hardware to nearly eliminate 
priority and policy inversion. Moreover, the OS can improve 
its scheduling algorithms to help manage high contention 
by leveraging a thread’s transaction history to calculate the 
thread’s dynamic priority or de-schedule conflicting threads.

This paper makes the following contributions:

Creation of a transactional operating system, TxLinux, 1.	
based on the Linux kernel. TxLinux is among the larg-
est real-life programs that use HTM, and the first to 
use HTM inside a kernel.
Novel mechanism for cooperation between transac-2.	
tional and lock-based synchronization of a critical 
region. The cooperative transactional spinlock (cxspin-
lock) can be called from a transactional or non-
transactional thread, and it exploits the greater 
parallelism enabled by transactions.
Novel mechanism for handling I/O within transac-3.	
tions: transactions that perform I/O are restarted by 
the hardware and acquire a conventional lock in 
software.
HTM mechanism to nearly eliminate priority inversion.4.	

2. HTM PRIMER
This section provides background on parallel program-
ming with locks and gives an overview of programming with 
HTM.

2.1. Threads, synchronization, and locks
Current parallel programming practices rely heavily on the 
thread abstraction. A thread is a sequential flow of control, 
with a private program counter and call stack. Multiple 
threads may share a single address space, allowing them 
to communicate through memory using shared variables. 
Threads make it possible for a single logical task to take ad-
vantage of multiple hardware instruction processors, for ex-
ample, by moving subsets of the task to different processing 
contexts and executing them in parallel. Threads allow an 
application to remain responsive to users or get other work 
done while waiting for input from a slow device such as a 
disk drive or a human beings. Multiple processors are the 
parallel computing resource at the hardware level, multiple 
threads are the parallel computing resource at the operating 
system level.

Threads require synchronization when sharing data or 
communicating through memory to avoid race conditions. 
A race condition occurs when threads access the same data 
structure concurrently in a way that violates the invariants 
of the data structure. For instance, a race condition between 
two threads inserting into a linked list could create a loop 
in the list. Synchronization is the coordination that elimi-
nates race conditions and maintains data structure invari-
ants (like every list is null terminated). Locks allow threads to 
synchronize concurrent accesses to a data structure. A lock 
protects a data structure by enforcing mutual exclusion, en-
suring that only one thread can access that data structure at 
a time. When a thread has exclusive access to a data struc-
ture, it is guaranteed not to see partially completed changes 
made by other threads. Locks thus help maintain consisten-
cy over shared variables and resources.

Locks introduce many challenges into the program-
ming model, such as deadlock and priority inversion. 
Most importantly though, they are often a mismatch for 
the programmer’s real needs and intent: a critical section 
expresses a consistency constraint, while a lock provides 
exclusion. Ultimately, when a programmer encloses a set 
of instructions in a critical section, it represents the assess-
ment that those instructions must be executed atomically 
(either completely, or not at all), and in isolation (without 
visible partial updates) in order to preserve the consistency 
of the data manipulated by the critical section. HTM pro-
vides hardware and software support for precisely that 
abstraction: atomic, isolated execution of critical sections. 
Locks can provide that abstraction conservatively by ensur-
ing that no two threads are ever executing in the critical sec-
tion concurrently. By contrast, TM provides this abstraction 
optimistically, by allowing concurrent execution of critical 
sections, detecting violations of isolation dynamically, and 
restarting one or more transactions in response, revert-
ing state changes done in a transaction if the transaction 
does not commit. The result is a globally consistent order 
of transactions.

There are many lock variants, like reader/writer locks 
and sequence locks. These lock variants reduce the amount 
of exclusion for a given critical section which can improve 
performance by allowing more threads to concurrently ex-
ecute a critical region. However these variants can be used 
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only in particular situations, such as when a particular criti-
cal region only reads a data structure. While lock variations 
can reduce the performance problems of locks, they do not 
reduce complexity, and in fact increase complexity as devel-
opers and code maintainers must continue to reason about 
whether a particular lock variation is still safe in a particular 
critical region.

2.2. Synchronization with transactions
HTM is a replacement for synchronization primitives such 
as spinlocks and sequence locks. Transactions are simpler 
to reason about than locks. They improve performance by 
eliminating lock variables and the coherence cache misses 
associated with them, and they improve scalability by allow-
ing concurrent execution of threads that do not attempt to 
update the same data.

Transactions compose a thread executing a transaction 
can call into a module that starts another transaction. The 
second transaction nests inside the first. In contrast, most 
lock implementations do not compose. If one function takes 
a lock and then calls another function which eventually tries 
to take the same lock, the thread will deadlock. Research on 
transaction nesting semantics is an active area,13,15,16 but flat 
nesting, in which all nested transactions are subsumed by 
the outermost transaction, is easy to implement. MetaTM 
uses flat nesting, but all patterns of transaction nesting are 
free from deadlock and livelock.

HTM designs share a few key high level features: primi-
tives for managing transactions, mechanisms for detecting 
conflicts between transactions, called conflict detection, and 
mechanisms for handling conflicts when they occur, or con-
tention management.

The table here provides an HTM glossary, defining impor-
tant concepts, and listing the primitives MetaTM adds to the 
x86 ISA. The machine instructions not shown in italics are 
those which are generic to any HTM design. Those shown in 
italics are specific to MetaTM. The xbegin and xend instruc-
tions start and end transactions, respectively. Starting a trans-
action causes the hardware to enforce isolation for reads and 
writes to memory until the transaction commits; the updates 
become visible to the rest of the system on commit. The xretry 
instruction provides a mechanism for explicit restart.

The set of memory locations read and written during a 
transaction are called its read-set and write-set, respectively. 
A conflict occurs between two transactions when there is a 
non-empty intersection between the write-set of one trans-
action and the union of the read- and write-sets of another 
transaction. Informally, a conflict occurs if two transactions 
access the same location and at least one of those accesses 
is a write-set.

When two transactions conflict, one of those transac-
tions will proceed, while the other will be selected to discard 
its changes and restart execution at xbegin: implementation 
of a policy to choose the losing transaction is the responsi-
bility of a contention manager. In MetaTM, the contention 
manager is implemented in hardware. The policies underly-
ing contention management decisions can have a first-order 
impact on performance.24 Advanced issues in contention 
management include asymmetric conflicts, in which one of 

the conflicting accesses is performed by a thread outside a 
transaction.

3. HTM AND OPERATING SYSTEMS
This section discusses motivation for using TM for synchro-
nization in an operation system, and considers the most 
common approach to changing lock-based programs to use 
transactions.

3.1. Why use HTM in an operating system?
Modern operating systems use all available hardware pro-
cessors in parallel, multiplexing the finite resources of the 
hardware among many user processes concurrently. The OS 
delegates critical tasks such as servicing network connec-
tions or swapping out unused pages to independent kernel 
threads that are scheduled intermittently. A process is one 
or more kernel threads, and each kernel threads is sched-
uled directly by the OS scheduler.

The result of aggressive parallelization of OS work is sub-
stantial sharing of kernel data structures across multiple 
threads within the kernel itself. Tasks that appear unrelated 
can create complex synchronization in the OS. Consider, for 
example, the code in Figure 1, which is a simplification of 
the Linux file system’s dparent_notify function. This 
function is invoked to update the parent directory’s modify 
time when a file is accessed, updated, or deleted. If two sepa-
rate user processes write to different files in the same direc-
tory concurrently, two kernel threads can call this function 

Primitive	 Definition

xbegin	 Instruction to begin a transaction.

xend	 Instruction to commit a transaction.

xretry	 Instruction to restart a transaction.

xgettxid	 �Instruction to get the current transaction identifier, which is 

0 if there is no currently active transaction.

xpush	 �Instruction to save transaction state and suspend current 

transaction. Used on receiving an interrupt.

xpop	 �Instruction to restore previously saved transaction state 

and continue xpushed transaction. Used on an interrupt 

return.

xtest	 �If the value of the variable equals the argument, enter the 

variable into the transaction read-set (if a transaction ex-

ists) and return true. Otherwise, return false, and do not 

enter the variable in the read-set.

xcas	 �A compare and swap instruction that subjects non-transac-

tional threads to contention manager policy.

Conflict	�O ne transactional thread writes an address that is read or 

written by another transactional thread.

Asymmetric	 A non-transactional thread reads (writes) an address  

conflict 	� written (read or written) by a transactional thread. (Also 

known as a violation of strong isolation.)

Contention	�M ultiple threads attempt to acquire the same resource, e.g., 

access to a particular data structure.

Transaction	E ncodes information about the current transaction,  

status word 	� including reason for most recent restart. Returned from 

xbegin.

Hardware TM concepts in MetaTM.
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at the same time to update the parent directory modify time, 
which will manifest as contention not just for the dentry 
->d_lock but for the parent directory’s p->d_lock, and 
p->d_count, as well as the dcache->lock). While an OS 
provides programmers with the abstraction of a single se-
quential operation involving a single thread of control, all of 
these threads coexist in the kernel. Even when the OS man-
ages access to different files for different programs, resources 
can be used concurrently as a result, and the OS must syn-
chronize its own accesses to ensure the integrity of the data 
structures involved.

To maintain good performance in the presence of such 
sharing patterns, many OSes have required great program-
mer effort to make synchronization fine-grained—i.e., locks 
only protect the minimum possible data. However, synchro-
nization makes OS programming and maintenance difficult. 
In one comprehensive study of Linux bugs, 346 of 1025 bugs 
(34%) involved synchronization, and another study7 found 
four confirmed and eight unconfirmed deadlock bugs in 
the Linux 2.5 kernel. The complexity of synchronization is 
evident in the Linux source file mm/filemap. c that has a 
50 line comment on the top of the file describing the lock 
ordering used in the file. The comment describes locks used 
at a calling depth of four from functions in the file. Locking 
is not composable; a component must know about the locks 
taken by another component in order to avoid deadlock.

TM can help reduce the complexity of synchronization 
in contexts like the dparent_notify function. Because 
multiple locks are involved, the OS must follow a locking 
ordering discipline to avoid deadlock, which would be un-
necessary with TM. The fine-grain locking illustrated by 
dparent_notify’s release of the dentry->d_lock and 
subsequent acquisition of the p->d_lock and dcache 
_lock could be elided with transactions. If the function 
is called with different parent directories, the lock-based 
code still forces some serialization because of the dcache 
->lock. However, transactions can allow concurrent execu-
tions of critical sections when they do not contend for the 

same data. TM is more modular than locks and can provide 
greater concurrency with simpler/coarser locks; operating 
systems can benefit.

3.2. Converting Linux to TxLinux-SS
Figure 1 also illustrates the most common paradigm for in-
troducing transactions into a lock-based program: mapping 
lock acquires and releases to transaction begin and end, re-
spectively. This was the first approach taken to using trans-
actions in Linux, called TxLinux-SS. Linux features over 2000 
static instances of spinlocks, and most of of the transactions 
in TxLinux-SS result from converted spinlocks. TxLinux-SS 
also converts reader/writer spinlock variants and se-qlocks 
to transactions. Based on profiling data collected from the 
Syncchar tool,18 the locks used in nine subsystems were con-
verted to use transactions. TxLinux-SS took six developers a 
year to create, and ultimately converted approximately 30% 
of the dynamic locking calls in Linux (in our benchmarks) to 
use transactions.

The TxLinux-SS conversion of the kernel exposes several 
serious challenges that prevent rote conversion of a lock-
based operating system like Linux to use transactions, in-
cluding idiosyncratic use of lock functions, control flow that 
is difficult to follow because of heavy use of function point-
ers, and most importantly, I/O. In order to ensure isolation, 
HTM systems must be able to roll back the effects of a trans-
action that has lost a conflict. However, HTM can only roll 
back processor state and the contents of physical memory. 
The effects of device I/O, on the other hand, cannot be rolled 
back, and executing I/O operations as part of a transaction 
can break the atomicity and isolation that transactional 
systems are designed to guarantee. This is known as the 
“output commit problem.”6 A computer system cannot un-
launch missiles.

If the dentry_iput function in Figure 1, performs 
I/O, the TxLinux-SS transactionalization of the kernel will 
not function correctly if the transaction aborts. TM alone 
is insufficient to meet all the synchronization needs of an 

void	 void	 void
dnotify_parent(dentry_t *dentry,	 dnotify_parent(dentry_t *dentry,	 dnotify_parent(dentry_t *dentry,
                  ulong evt) {	                   ulong evt) {	                   ulong evt) {
 spin_lock(&dentry->d_lock);	  xbegin;	  cx_optimistic(&dentry->d_lock);
 dentry_t * p = dentry->d_parent;	  dentry_t *p = dentry->d_parent;	  dentry_t * p = dentry->d_parent;
 dget(p);	  dget(p);	  dget(p);
 spin_unlock(&dentry->d_lock);	  inode_dir_notify(p->d_inode,evt);	  cx_end(&dentry->d_lock);
 inode_dir_notify(p->d_inode,evt);	  if(!(--p->d_count)) {	  inode_dir_notify(p->d_inode,evt);
 spin_lock(&dcache_lock);	     dentry_iput(p);	  cx_optimistic(&dcache_lock);
 if(!(––p->d_count))  {	     d_free(p);	  if(!(--p->d_count)){
    spin_lock(&p->d_lock);	  }	     cx_optimistic(&p->d_lock);
    dentry_iput(p);	  xend;	     dentry_iput(p);
    d_free(p);	 }	     d_free(p);
    spin_unlock(&p->d_lock);		      cx_end(&p->d_lock);
 }		   }
 spin_unlock(&dcache_lock);		   cx_end(&dcache_lock );
}		  }

Figure 1: Three adapted versions of the Linux file system dparent_notify () function, which handles update of a parent directory when a 
file is accessed, updated, or deleted. The leftmost version uses locks, the middle version uses bare transactions and corresponds to the code 
in TxLinux-SS, and the rightmost version uses cxspinlocks, corresponding to TxLixux-CX. Note that the dentry_iput function can do I/O.
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operating system. Critical sections protected by locks will 
not restart and so may freely perform I/O. There will always 
be a need for some locking synchronization in an operating 
system, but operating systems should be able to take advan-
tage of TM wherever possible. Given that transactions and 
locks will have to coexist in any realistic implementation, 
cooperation between locks and transactions is essential.

4. COOPERATION BETWEEN LOCKS AND 
TRANSACTIONS
In order to allow both transactions and conventional locks 
in the operating system, we propose a synchronization API 
that affords their seamless integration, called cooperative 
transactional spinlocks, or cxspinlocks. Cxspinlocks allow 
different executions of a single critical section to be syn-
chronized with either locks or transactions. This freedom 
enables the concurrency of transactions when possible 
and enforces the safety of locks when necessary. Locking 
may be used for I/O, for protection of data structures read 
by hardware (e.g., the page table), or for high-contention 
access paths to particular data structures (where the per-
formance of transactions might suffer from excessive re-
starts). The cxspinlock API also provides a simple upgrade 
path to let the kernel use transactions in place of existing 
synchronization.

Cxspinlocks are necessary for the kernel only; they allow 
the user programming model to remain simple. Users do 
not need them because they cannot directly access I/O de-
vices (in Linux and most operating systems, users perform 
I/O by calling the OS). Blocking direct user access to devices 
is a common OS design decision that allows the OS to safely 
multiplex devices among noncooperative user programs. So-
phisticated user programs that want transactions and locks 
to coexist can use cxspinlocks, but it is not required.

Using conventional Linux spinlocks within transactions 
is possible and will maintain mutual exclusion. However, 
conventional spinlocks reduce the concurrency of transac-
tions and lacks fairness. Conventional spinlocks prevent 
multiple transactional threads from executing a critical 
region concurrently. All transactional threads in a critical re-
gion must read the spinlock memory location to obtain the 
lock and must write it to obtain the lock and release it. This 
write sharing among transactional threads will prevent con-
current execution, even if concurrent execution of the “real 
work” in the critical section is safe. Moreover, conventional 
spinlocks do not help with the I/O problem. A transactional 
thread that acquires a spinlock can restart, therefore it can-
not perform I/O.

The progress of transactional threads can be unfairly 
throttled by non-transactional threads using spinlocks. In 
MetaTM conflicts between transactional and non-transac-
tional threads (asymmetric conflicts) are always resolved 
in favor of the non-transactional thread. To provide isola-
tion, HTM systems guarantee either that non-transactional 
threads always win asymmetric conflicts (like MetaTM), or 
transactional threads always win asymmetric conflicts (like 
Log-TM14). With either convention, traditional spinlocks 
will cause unfairness between transactional and non-trans-
actional threads.

4.1. Cooperative transactional spinlocks
Cxspinlocks allow a single critical region to be safely pro-
tected by either a lock or a transaction. A non-transactional 
thread can perform I/O inside a protected critical section 
without concern for undoing operations on a restart. Many 
transactional threads can simultaneously enter critical sec-
tions protecting the same shared data, improving perfor-
mance. Simple return codes in MetaTM allow the choice 
between locks and transactions to be made dynamically, 
simplifying programmer reasoning. Cxspinlocks ensure 
a set of behaviors that allow both transactional and non-
transactional code to correctly use the same critical section 
while maintaining fairness and high concurrency:

•	Multiple transactional threads may enter a single criti-
cal section without conflicting on the lock variable. 
A  non-transactional thread will exclude both transac-
tional and other non-transactional threads from enter-
ing the critical section.

•	 Transactional threads poll the cxspinlock using the 
xtest instruction, which allows a thread to check the 
value of a lock variable without entering the lock vari-
able into the transaction’s read-set, enabling the trans-
action to avoid restarting when the lock is released 
(another thread writes the lock variable). This is espe-
cially important for acquiring nested cxspinlocks where 
the thread will have done transactional work before the 
attempted acquire.

•	 Non-transactional threads acquire the cxspinlock using 
an instruction (xcas) that is arbitrated by the transac-
tional contention manager. This enables fairness 
between locks and transactions because the conten-
tion manager can implement many kinds of policies 
favoring transactional threads, non-transactional 
threads, readers, writers, etc.

Figure 2 shows the API and implementation. Cxspinlocks 
are  acquired using two functions: cx_exclusive and 
cx_optimistic. Both functions take a lock address as an 
argument.

cx_optimistic is a drop-in replacement for spinlocks 
and is safe for almost all locking done in the Linux kernel 
(the exceptions are a few low-level page table locks and 
locks whose ownership is passed between threads, such as 
that protecting the run queue). cx_optimistic optimis-
tically attempts to protect a critical section using transac-
tions. If a code path within the critical section protected 
by cx_optimistic requires mutual exclusion, then the 
transaction restarts and acquires the lock exclusively. The 
code in Figure 1, which can fail due to I/O with bare transac-
tions, functions with cxspinlocks, taking advantage of opti-
mism with transactions when the dentry_iput function 
does no I/O, and retrying with with exclusive access when 
it does.

Control paths that will always require mutual exclusion 
(e.g., those that always perform I/O) can be optimized with 
cx_exclusive. Other paths that access the same data struc-
ture may execute transactionally using cx_optimistic. 
Allowing different critical regions to synchronize with a mix of 

1_CACM_V51.9.indb   87 8/14/08   1:39:34 PM



88    communications of the acm    |   september 2008  |   vol.  51  |   no.  9

research highlights 

 

cx_optimistic and cx_exclusive assures the maximum 
concurrency while maintaining safety.

4.2. Converting Linux to TxLixux-CX
While the TxLinux-SS conversion of the kernel replaces 
spinlocks in selected subsystems with bare transactions, 
TxLixux-CX replaces all spinlocks with cxspinlocks. The API 
addresses the limitations of transactions in an OS context, 
which not only made it possible to convert more locks, but 
made it possible to do it much more quickly: in contrast to 
the six developer years required to create TxLinux-SS, Tx-
Lixux-CX required a single developer-month.

5. HTM AWARE SCHEDULING
This section describes how MetaTM allows the OS to com-
municate its scheduling priorities to the hardware conflict 
manger, so the TM hardware does not subvert OS schedul-
ing priorities or policy.

5.1. Priority and policy inversion
Locks can invert OS scheduling priority, resulting in a high-
er-priority thread waiting for a lower-priority thread. Some 
OSes, like Solaris, have mechanisms to deal with priority in-
version such as priority inheritance, where a waiting thread 
temporarily donates its priority to the thread holding the 
lock. Recent versions of RT (Real-Time) Linux implement 
priority inheritance as well. Priority inheritance is compli-
cated, and while the technique can shorten the length of pri-
ority inversion, it cannot eliminate it. In addition, it requires 
conversion of busy-waiting primitives such as spinlocks into 
blocking primitives such as mutexes. Conversion to mutex-
es provides an upper bound on latency in the face of priority 
inversion, but it slows down response time overall and does 
not eliminate the problem.

Simple hardware contention management policies for TM 
can invert the OS scheduling priority. HTM researchers have 
focused on simple hardware contention management that is 
guaranteed free from deadlock and livelock, e.g., timestamp, 
where the oldest transaction wins.20 The timestamp policy 

does not deadlock or livelock because timestamps are not 
refreshed during transactional restarts—a transaction will 
eventually become the oldest in the system, and it will suc-
ceed. But if a process with higher OS scheduler priority can 
start a transaction after a process with lower priority starts 
one and those transactions conflict, the timestamp policy will 
allow the lower priority process to continue if a violation oc-
curs, and the higher priority process will be forced to restart.

Locks and transactions can invert not only scheduling 
priority, but scheduling policy as well. OSes that support soft 
real-time processes, like Linux, allow real-time threads to 
synchronize with non-real-time threads. Such synchroniza-
tion can cause policy inversion where a real-time thread waits 
for a non-real-time thread. Policy inversion is more serious 
than priority inversion. Real-time processes are not just reg-
ular processes with higher priority, the OS scheduler treats 
them differently (e.g., if a real-time process exists, it will al-
ways be scheduled before a non-real-time process). Just as 
with priority inversion, many contention management poli-
cies bring the policy inversion of locks into the domain of 
transactions. A contention manager that respects OS sched-
uling policy can largely eliminate policy inversion.

The contention manager of an HTM system can nearly 
eradicate policy and priority inversion. The contention man-
ager is invoked when the write-set of one transaction has 
a non-empty intersection with the union of the read- and 
write-set of another transaction. If the contention manager 
resolves this conflict in favor of the thread with higher OS 
scheduling priority, then transactions will not experience 
priority inversion.

5.2. Contention management using OS priority
To eliminate priority and policy inversion, MetaTM
provides an interface for the OS to communicate schedul-
ing priority and policy to the hardware contention manager 
(a mechanism suggested by other researchers14,22). MetaTM 
implements a novel contention management policy called 
os_prio. The os_prio policy is a hybrid of contention man-
agement policies. The first prefers the transaction with the 

cx_optimistic	 cx_exclusive	 cx_end
Use transactions, restart on I/O attempt	 Acquire a lock, with contention manager	 Release a critical section

void cx_optimistic(lock) {	 void cx_exclusive(lock) {	 void cx_end(lock) {
 status = xbegin;	  while(1) {	  if(xgettxid)
 if(status==NEED_EXCL) {	   while(*lock != 1);	   xend;
  xend ;	   if(xcas(lock, 1, 0))	  else
  if(gettxid)	      break;	   *lock = 1;
     xrestart(NEED_EXCL);	  }	 }
  else	 }	
     cx_exclusive(lock);		
  return; }		
 while(!xtest(lock,1));		
}		

Figure 2: The cxspinlock API and implementation. The cx_optimistic API attempts to execute a critical section by starting a transaction, 
and using xtest to spin until the lock is free. If the critical section attempts I/O, the hardware will retry the transaction, returning the NEED_
EXCL flag from the xbegin instruction. This will result in a call to the cx_exclusive API, which waits until the lock is free, and acquires the 
lock using the xcas instruction to atomically compare and swap the lock variable, and which invokes the contention manager to arbitrate any 
conflicts on the lock. The cx_end API exits a critical section, either by ending the current transaction, or releasing the lock.
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greatest scheduling value to the OS. Given the small number 
of scheduling priority values, ties in conflict priority will not 
be rare, so os_prio next employs timestamp. This hybrid con-
tention management policy induces a total order on trans-
actions and is therefore livelock-free.

A single register in the MetaTM architecture allows the OS 
to communicate its scheduling priorities to the contention 
manager. TxLinux encodes a process’ dynamic scheduling 
priority and scheduling policy into a single integer called the 
conflict priority, which it writes to a privileged status register 
during the process of scheduling the process. The register 
can only be written by the OS so the user code cannot change 
the value. The value of the register does not change during 
a scheduling quantum. For instance, the scheduling policy 
might be encoded in the upper bits of the conflict priority 
and the scheduling priority in the lower bits. An 8-bit value is 
sufficient to record the policies and priority values of Linux 
processes. Upon detecting a conflict, the os_prio contention 
manager favors the transaction whose conflict priority value 
is the largest.

The os_prio policy is free from deadlock and livelock be-
cause the conflict priority is computed before the xbegin 
instruction is executed, and the OS never changes the con-
flict priority during the lifetime of the transaction (some de-
signs allow transactions to continue for multiple scheduling 
quanta). When priorities are equal, os_prio defaults to Size-
Matters, which defaults to timestamp when read–write set 
sizes are equal. Hence, the tuple (conflict priority, size, age) 
induces a total order, making the os_prio policy free of dead-
lock and livelock.

6. EVALUATION
Linux and TxLinux versions 2.6.16.1 run on the Simics ma-
chine simulator version 3.0.27. In the following experiments, 
Simics models an x86 SMP machine with 16 and 32 proces-
sors and an IPC of one instruction per cycle. The memory hi-
erarchy uses per-processor split instruction and data caches 
(16 KB with 4-way associativity, 64-byte cache lines, 1-cycle 
cache hit and 16-cycle miss penalties). The level one data 
cache has extra tag bits to manage transactional data. There 
is a unified second level cache that is 4 MB, 8-way associative, 
with 64-byte cache lines, and a 200 cycle miss penalty to main 
memory. Coherence is maintained with a transactional MESI 
snooping protocol, and main memory is a single shared 1 GB. 
The disk device models PCI bandwidth limitations, DMA 
data transfer, and has a fixed 5.5 ms access latency. All bench-
marks are scripted, requiring no user interaction.

6.1. Workloads
We evaluated TxLinux-SS and TxLixux-CX on a number of ap-
plication benchmarks. Where P denotes the number of pro-
cessors, these are:

•	 pmake (make -j P to compile part of libFLAC source 
tree)

•	MAB (modififed andrew benchmark, P instances, no 
compile phase)

•	 configure (configure script for a subset of TeTeX, P 
instances)

•	 find (Search 78MB directory (29 dirs, 968 files), P 
instances)

•	 bonnie++ (models filesystem activity of a web cache, P 
instances)

•	 dpunish (a filesystem stress test, with operations split 
across P processes)

It is important to note that none of these benchmarks uses 
transactions directly; the benchmarks exercise the kernel, 
which in turn, uses transactions for synchronization.

6.2. Performance
Figure 3 shows the synchronization performance for Linux, 
Tx-Linux-SS (using bare transactions) and TxLixux-CX (us-
ing cxspin-locks) for 16 CPUs, broken down into time spent 
spinning on locks and time spent aborting and retrying 
transactions. Linux spends between 1% and 6% of kernel 
time synchronizing, while TxLinux spends between 1% and 
12% of kernel time synchronizing. However, on average, Tx-
Linux reduces synchronization time by 34% and 40% with 
transactions and cxspinlocks, respectively. While HTM 
generally reduces synchronization overhead, it more than 
double the time lost for bonnie++. This loss is due to trans-
actions that restart, back-off, but continue to fail. Since bon-
nie++ does substantial creation and deletion of small files 
in a single directory, the resulting contention in file system 
code paths results in pathological restart behavior in the 
file system code that handles updates to directories. High 
contention on kernel data structures causes a situation in 
which repeated back-off and restart effectively starves a few 
transactions. Using back-off before restart as a technique to 
handle such high contention may be insufficient for com-
plex systems: the transaction system may need to queue 
transactions that consistently do not complete.

Averaged over all benchmarks, TxLinux-SS shows a 2% slow-
down over Linux for 16 CPUs and a 2% speedup for 32 CPUs. 
The slowdown in the 16 CPU case results from the pathologi-
cal restart situation in the bonnie++ benchmark, discussed 
above; the pathology is not present in the 32 CPU case with 
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Figure 3: Synchronization performance for 16 CPUs, TxLinux-SS, and 
TxLinux-CX.
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bare transactions, and without bonnie++, TxLinux-SS shows 
the same speedup for 16 CPUs as 32 CPUs. TxLixux-CX sees 
2.5% and 1% speedups over Linux for 16 and 32 CPUs. These 
performance deltas are negligible and do not demonstrate a 
conclusive performance increase. However, the argument for 
HTM in an operating system is about reducing programming 
complexity. These results show that HTM can enhance pro-
grammability without a negative impact on performance.

6.3. Priority inversion performance
Figure 4 shows how frequently transactional priority inver-
sion occurs in TxLinux. In this case, priority inversion means 
that the default SizeMatters contention management policy21 
favors the process with the lower OS scheduling priority when 
deciding the winning transaction in a conflict. Results for 
timestamp-based contention management are similar. Most 
benchmarks show that a significant percentage of transac-
tional conflicts result in a priority inversion, with the aver-
age 9.5% across all kernel and CPU configurations we tested, 
with as has 25% for find. Priority inversion tends to decrease 
with larger numbers of processors, but the trend is not strict. 
The pmake and bonnie++ benchmarks show an increase 
with higher processor count. The number and distribution 
of transactional conflicts is chaotic, so changing the number 
of processors can change the conflict behavior. The os_prio 
contention management policy eliminates priority inversion 
entirely in our benchmarks, at a performance cost under 1%. 
By contrast, techniques for ameliorating priority inversion 
with locks such as priority inheritance only provide an upper 
bound on priority inversion, and require taking the perfor-
mance hit of turning polling locks into blocking locks.

The frequency with which naïve contention management 
violates OS scheduling priority argues strongly for a mecha-
nism that lets the OS participate in contention management, 
e.g., by communicating hints to the hardware.

7. RELATED WORK
Due to limited space, we refer the interested reader to the 
complete discussions,21,23 and survey the related literature in 

brief. Larus and Rajwar provide a thorough reference on TM 
research through the end of 2006.12

HTM. Herlihy and Moss10 gave one of the earliest designs 
for HTM; many proposals since have focused on architec-
tural mechanisms to support HTM,5,8,13,14,25 and language-
level support for HTM. Some proposals for TM virtualiza-
tion (when transactions overflow hardware resources) 
involve the OS,2,5 but no proposals to date have allowed the 
OS itself to use transactions for synchronization. This pa-
per, however, examines the systems issues that arise when 
using HTM in an OS and OS support for HTM. Rajwar and 
Goodman explored speculative19 and transactional20 execu-
tion of critical sections. These mechanisms for falling back 
on locking when isolation is violated are similar to (but less 
general than) the cxspinlock technique of executing in a 
transactional context and reverting to locking when I/O is 
detected.

I/O in transactions. Proposals for I/O in transactions fall 
into three basic camps: give transactions an isolation escape 
hatch,15–17 delay the I/O until the transaction commits,8,9 and 
guarantee that the thread performing I/O will commit.2,8 All 
of these strategies have serious drawbacks.11. Escape hatch-
es introduce complexity and correctness conditions that 
restrict the programming model and are easy to violate in 
common programming idioms. Delaying I/O is not possible 
when the code performing the I/O depends on its result, e.g., 
a device register read might return a status word that the OS 
must interpret in order to finish the transaction. Finally, 
guaranteeing that a transaction will commit severely lim-
its scheduler flexibility, and can, for long-running or highly 
contended transactions, result in serial bottlenecks or dead-
lock. Non-transactional threads on other processors which 
conflict the guaranteed thread will be forced to stall until the 
guaranteed thread commits its work. This will likely lead to 
lost timer interrupts and deadlock in the kernel.

Scheduling. Operating systems such as Microsoft Win-
dows, Linux, and Solaris implement sophisticated, priority-
based, pre-emptive schedulers that provide different classes 
of priorities and a variety of scheduling techniques for each 
class. The Linux RT patch supports priority inheritance to 
help mitigate the effects of priority inversion: while our 
work also addresses priority inversion, the Linux RT patch 
implementation converts spinlocks to mutexes. While these 
mechanisms guarantee an upper bound on priority inver-
sion, the os_prio policy allows the contention manager to ef-
fectively eliminate priority inversion without requiring the 
primitive to block or involve the scheduler.

8. CONCLUSION
This paper is the first description of an operating system 
that uses HTM as a synchronization primitive, and pres-
ents innovative techniques for HTM-aware scheduling and 
cooperation between locks and transactions. TxLinux dem-
onstrates that HTM provides comparable performance to 
locks, and can simplify code while coexisting with other 
synchronization primitives in a modern OS. The cxspinlock 
primitive enables a solution to the long-standing problem of 
I/O in transactions, and the API eases conversion from lock-
ing primitives to transactions significantly. Introduction of 
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transactions as a synchronization primitive in the OS reduc-
es time wasted synchronizing on average, but can cause pa-
thologies that do not occur with traditional locks under very 
high contention or when critical sections are large enough 
to incur the overhead of HTM virtualization. HTM aware 
scheduling eliminates priority inversion for all the work-
loads we investigate.�
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Interconnected      systems —the Inter
net, wireless networks, or sensor 
nets—embrace virtually all computing 
environments. Thus our data no longer 
needs to be stored, nicely organized, in 
centralized databases; it may instead 
span a great many heterogeneous lo-
cations and be connected through 
communication links. Records about 
stock-exchange transactions, for ex-
ample, reside in broker firms and other 
financial entities around the world.

But data is worthless if it cannot be 
efficiently processed to yield useful in-
formation. Enter a data set’s basic ag-
gregates, such as the maximum, mean, 
or median, which can be combined to 
evaluate statistical properties of the 
data and guide decisions and actions, 
for example, by detecting trends stock 
markets. 

Some of these aggregates can be 
computed quickly by means of a com-
mon network infrastructure—namely, 
a “spanning tree”—that connects all 
nodes storing information. For exam-
ple, a simple recursive algorithm can 
compute the mean: each node aver-
ages the means computed in each sub-
tree rooted at a node; and the resulting 
mean, together with the count, is then 
forwarded to the parent, which in turn 
averages the results from its own sub-
trees. 

Assuming a unit of time that allows 
for receiving messages from all chil-
dren and processing them; each itera-
tion takes a single time unit, and the 
number of time units is proportional 
to the depth of the spanning tree, or di-
ameter of the network, denoted D.

Essentially, the same algorithm 
computes the maximal or minimal 
value and similar aggregates. But the 
mean is sensitive to outliers: when the 
data has large variations the mean may 
misrepresent the data. On days when 
stock rates are highly fluctuating, a 
single stock transaction at an extreme-
ly low quote can significantly sway the 
mean, rendering it irrelevant. The me-

dian, other quartiles, or in general the 
kth element of the data set are more sig-
nificant in these situations. 

But although the simple algorithm 
described here is fine for the mean, it 
does not work for computing the medi-
an, given that the median at an interior 
node is not necessarily the median of 
the medians in its sub-trees. A simple 
divide-and-conquer approach can be 
used instead. This algorithm starts with 
the entire set of elements and in each 
round randomly chooses a single pivot 
element. The algorithm then counts 
the number of elements larger than 
the pivot, and it recourses in the corre-
sponding subinterval. A fairly straight-
forward analysis shows that when the 
pivots are chosen uniformly at random 
and the element counts are exact, then 
the expected number of iterations is as-
ymptotically bounded by the logarithm 
of m, the number of nodes in the tree. 

Putting this sequential algorithm to 
work in a large heterogeneous network, 
as done by Kuhn, Locher, and Watten-
hofer, illustrates the challenges facing 
designers of network algorithms today 
and the innovations they must come 
up with to tackle them. 

The main barrier is in sampling the 
pivot from a vast and scattered data 
set. The three researchers sidestep 
this barrier, however, by instead send-
ing a search expedition to look for the 
pivot within the data. The search takes 
a random walk down the parent span-
ning tree, starting from the root and 
randomly choosing to which child to 
proceed. The choice is biased by the 
size of the sub-trees rooted at the chil-
dren, but a careful tuning of the biases 
allows a pivot to be picked uniformly at 
random within time 2D.

Instead of choosing one pivot at a 
time, the algorithm of Kuhn, Locher, 
and Wattenhofer finds D pivots within 
time O(D) by staggering the search for 
several pivots in overlapping time in-
tervals. Using D pivots, the number of 
candidates reduces by a factor of D in 

each iteration, leading to a total time 
complexity of O(D logD n), with n being 
the number of nodes in the network. 
Their paper then shows how to avoid 
the randomized pivot selection so as 
to make the algorithm deterministic, 
though at some cost.

Armed with these algorithms, the 
problem of computing data aggregates 
distributively is now largely solved. 
Data can be spread across a network, 
yet we can mine it to deduce important 
information.

And in case you were wondering: the 
answer is negative. No other algorithm 
can do better. The authors show that 
any algorithm for finding the median 
(and in general the kth item) must take 
time proportional to D logD n, even if it 
can flip coins. In the true tradition of 
the theory of distributed computing, 
the lower bound follows from the un-
certainty inherent in the problem. 

The idea is to construct many sce-
narios, each with a different median, 
and use an information-theoretic argu-
ment to show that a lot of time is need-
ed in order to disambiguate among 
these scenarios.  	
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Abstract
In this article, we study the problem of distributed selection 
from a theoretical point of view. Given a general connected 
graph of diameter D consisting of n nodes in which each 
node holds a numeric element, the goal of a k-selection al-
gorithm is to determine the kth smallest of these elements. 
We prove that distributed selection indeed requires more 
work than other aggregation functions such as, e.g., the 
computation of the average or the maximum of all elements. 
On the other hand, we show that the kth smallest element 
can be computed efficiently by providing both a randomized 
and a deterministic k-selection algorithm, dispelling the 
misconception that solving distributed selection through 
in-network aggregation is infeasible.

1. INTRODUCTION
There is a recent growing interest in distributed aggregation, 
thanks to emerging application areas such as, e.g., data min-
ing or sensor networks.2,8,23,24 The goal of distributed aggrega-
tion is to compute an aggregation function on a set of distrib-
uted values, each value stored at a node in a network. Typical 
aggregation functions are max, sum, count, average, median, 
variance, kth smallest, or largest value, or combinations thereof 
such as, e.g., “What is the average of the 10% largest values?”

The database community classifies aggregation functions 
into three categories: distributive (max, min, sum, count), al-
gebraic (plus, minus, average, variance), and holistic (median, 
kth smallest, or largest value). Combinations of these func-
tions are believed to support a wide range of reasonable ag-
gregation queries.*

It is well known that distributive and algebraic functions 
can easily be computed using the so-called convergecast 
operation executed on a pre-computed breadth first search 
(BFS) tree: The root of the tree floods a message to the leaves 
of the tree, asking the leaves to start the aggregation. The in-
ner nodes of the spanning tree wait until they have received 
the aggregated data from all their children, apply the aggre-
gation function to their own data and the aggregated data, 
and subsequently forward the aggregation result to their re-
spective parent. Convergecast is fast, as it terminates after at 
most 2DT time, where DT denotes the depth of the spanning 
tree. Note that the depth of a BFS tree is at most the diameter 
D of the original graph G, thus a single convergecast costs 
merely 2D time. An example for such a spanning tree in the 
context of sensor networks is depicted in Figure 1. However, 

it is believed that holistic functions cannot be supported by 
convergecast. After all, the very name “holistic” indicates 
that one “cannot look into” the set of values, more precisely, 
that all the values need to be centralized at one node in order 
to compute the holistic function. Bluntly, in-network aggre-
gation is considered to be practically impossible for holistic 
functions.

For arbitrary k, a selection algorithm answers questions 
about the kth smallest value in a set or network. The special 
case of the k-selection problem where k = n/2 is the well-
known median problem. Generally speaking, selection solves 
aggregation queries about order statistics and percentiles. 
Surprisingly, little is known about distributed (network) se-
lection, although it is critical to the understanding of data 
aggregation.

In this article, we shed some new light on the problem 
of distributed selection for general networks with n nodes 
and diameter D. In particular, we prove that distributed se-
lection is strictly harder than convergecast by giving a lower 
bound of Ω(D logD n) on the time complexity in Section 5. In 
other words, to the best of our knowledge, we are the first 
to formally confirm the preconception about holistic func-
tions being strictly more difficult than distributive or alge-
braic functions. In addition, in Section 4.1, we present a nov-
el Las Vegas algorithm which matches this lower bound with 
high probability, improving the best randomized algorithm. 
As for many networks this running time is strictly below col-
lecting all values at one node, our new upper bound proves 
that (contrary to common belief) in-network aggregation is 
possible also for holistic functions; in fact, in network topol-
ogies where the diameter is large, e.g., in grids or in typical 
wireless sensor networks, selection can be performed with-
in the same asymptotic time bounds as convergecast. As a 
third result, in Section 4.2, we derandomize our algorithm 
and arrive at a deterministic distributed selection algorithm 
with a time complexity of O(D log 2D n) which constitutes a 
substantial improvement over prior art.

2. RELATED WORK
Finding the kth smallest value among a set of n elements is 
a classic problem which has been extensively studied in the 
past approximately 30 years, both in distributed and non-
distributed settings. The problem of finding the median, 
i.e., the element for which half of all elements are smaller 
and the other half is larger, is a special case of the k-selection 
problem which has also received a lot of attention. Blum 
et al.1 proposed the first deterministic sequential algorithm 
that, given an array of size n, computes the kth smallest ele-
ment in O(n) time. The algorithm partitions the n elements 
into roughly n/5 groups of five elements and determines the 

Distributed Selection: A Missing 
Piece of Data Aggregation
By Fabian Kuhn, Thomas Locher, and Roger Wattenhofer

* We encourage the reader to think of a natural aggregation (single value 
result) query that cannot be formulated by a combination of distributive, 
algebraic, and holistic functions.
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median element of each group. The median of these n/5 
medians is then computed recursively. While this median 
of medians is not necessarily the median among all n ele-
ments, it still partitions all elements well enough in that at 
least (roughly) 30% of all elements are smaller, and also at 
least 30% are larger. Thus, at least 30% of all elements can 
be excluded and the algorithm can be applied recursively to 
the remaining elements. A careful analysis of this algorithm 
reveals that only O(n) operations are required in total. Sub-
sequently, Schönhage et al.19 developed an algorithm requir-
ing fewer comparisons in the worst-case.

As far as distributed k-selection is concerned, a rich col-
lection of algorithms has been amassed for various models 
over the years. A lot of work focused on special graphs such 
as stars and complete graphs.9,16 The small graph consisting 
of two connected nodes where each node knows half of all n 
elements has also been studied and algorithms with a time 
complexity of O(log n) have been presented.3,15 For determin-
istic algorithms in a restricted model, this result has been 
shown to be tight.15 Frederickson14 proposed algorithms for 
rings, meshes, and also complete binary trees whose time 
complexities are O(n), O( n ) , and O(log3n), respectively.

Several algorithms, both of deterministic12,13,20 and proba-
bilistic nature,17,18,20 have also been devised for arbitrary con-
nected graphs. Some of these deterministic algorithms re-
strict the elements the nodes can hold in that the maximum 
numeric item xmax has to be bounded by O(nO(1)). Given this 
constraint, applying binary search results in a time complex-
ity of O(D log xmax) = O(D log n).13 Alternatively, by exponen-
tially increasing the initial guess of xk = 1, the solution can be 
found in O(D log xk).12 To the best of our knowledge, the only 
non-restrictive deterministic k-selection algorithm for gen-
eral graphs with a sublinear time complexity in the number 
of nodes is due to Shrira et al.20 Their adaptation of the clas-
sic sequential algorithm by Blum et al. for a distributed set-
ting has a worst-case running time of O(Dn0.9114). In the same 
work, a randomized algorithm for general graphs is pre
sented. The algorithm simply inquires a random node for its 
element and uses this guess to narrow down the number of 
potential elements. The expected time complexity is shown 
to be O(D log n). Kempe et al.7 proposed a gossip-based algo-
rithm that, with probability at least 1 − Œ, computes the kth 

smallest element within O((log n + log Œ
1 ) + (log n + log log Œ

1 )) 
rounds of communication on a complete graph.

If the number of elements N is much larger than the 
number of nodes, in O(D log log min{k, N − k + 1}) expected 
time, the problem can be reduced to the problem where 
each node has exactly one element using the algorithm 
proposed by Santoro et al.17,18 However, their algorithm de-
pends on a particular distribution of the elements on the 
nodes. Patt-Shamir13 showed that the median can be ap-
proximated very efficiently, again subject to the constraint 
that the maximum element must be bounded by a polyno-
mial in n.

3. MODEL AND DEFINITIONS
In our system model, we are given a connected graph G = (V, 
E) of diameter D with node set V and edge set E. The cardi-
nality of the node set is |V| = n and the nodes are denoted 
u1, …, un. The diameter of a graph is the length of the longest 
shortest path between any two nodes. Each node ui holds a 
single element xi.

† Without loss of generality, we can assume 
that all elements xi are unique. If two elements xi and xj were 
equal, node IDs, e.g., i and j, could be used as tiebreakers. 
The goal is to efficiently compute the k th smallest element 
among all elements x1, …, xn, and the nodes can achieve this 
goal by exchanging messages. Nodes ui and uj can directly 
communicate if (ui , uj) ∈ E.

The standard asynchronous model of communication is 
used. Throughout this article, the communication is consid-
ered to be reliable, there is no node failure, and all nodes 
obediently follow the mandated protocol. We do not impose 
any constraint on the magnitude of the stored elements. 
However, we restrict the size of any single message such that 
it can contain solely a constant number of both node IDs 
and elements, and also at most O(log n) arbitrary additional 
bits. By restricting the size of the messages, we strive to cap-
ture how much information has to be exchanged between 
the nodes in order to solve the problem. Moreover, such a 
restriction is quite natural as the message size is typically 

† Our results can easily be generalized to the case where more than one ele-
ment is stored at each node. The time complexities are then stated in terms 
of the number of elements N > n instead of the number of nodes.

Figure 1: Data in sensor networks is aggregated on a pre-computed virtual spanning tree. Typically, nodes receive data from their children 
and forward the aggregation result to their parent in the tree.
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limited in practical applications. Note that without this re-
striction on the message size, a single convergecast would 
suffice to accumulate all elements at a single node, which 
could subsequently solve the problem locally.

As both proposed algorithms are iterative in that they 
continuously reduce the set of possible solutions, we need 
to distinguish between nodes holding elements that are still 
of interest from the other nodes. Henceforth, the first set of 
nodes is referred to as candidate nodes or candidates. We call 
the reduction of the search space by a certain factor a phase 
of the algorithm. The number of candidate nodes in phase i 
is denoted n(i).

We assume that all nodes know the diameter D of the 
graph. Furthermore, it is assumed that a BFS spanning tree 
rooted at the node initiating the algorithm has been com-
puted beforehand. These assumptions are not critical as 
both the diameter and the spanning tree can be computed 
in 2D time.14

The main complexity measure used is the time complex-
ity which is, for deterministic algorithms, the time required 
from the start of an execution to its completion in the worst-
case for every legal input and every execution scenario. The 
time complexity is normalized in that the slowest message is 
assumed to reach its target after one time unit. As far as our 
randomized algorithm is concerned, we determine the time 
after which the execution of the algorithm has completed 
with high probability, i.e., with probability at least 1 – 1

nc for a 
constant c ≥ 1. Thus, in both cases, we do not assign any cost 
to local computation.

4. ALGORITHMS
The algorithms presented in this article operate in sequen-
tial phases in which the space of candidates is steadily re-
duced. This pattern is quite natural for k-selection and 
used in all other proposed algorithms including the non-
distributed case. The best known deterministic distributed 
algorithm for general graphs uses a distributed version of 
the well-known median-of-median technique, which we 
briefly outlined in Section 2, resulting in a time complex-
ity of O(Dn0.9114) for a constant group size. A straightforward 
modification of this algorithm in which the group size in 
each phase i is set to O( n(i)) results in a much better time 
complexity. It can be shown that the time complexity of this 
variant of the algorithm is bounded by O(D(log n)log log n+O(1)). 
However, since our proposed algorithm is substantially bet-
ter, we will not further discuss this median-of-median-based 
algorithm. Due to the more complex nature of the deter-
ministic algorithm, we will treat the randomized algorithm 
first.

4.1 Randomized algorithm
While the derivation of an expedient deterministic algo-
rithm is somewhat intricate, it is remarkably simple to come 
up with a fast randomized algorithm. An apparent solution, 
proposed by Shrira et al.,20 is to choose a node randomly 
and take its element as an initial guess. After computing 
the  number of nodes with smaller and larger elements, 
it is likely that a considerable fraction of all nodes no lon-
ger need be considered. By iterating this procedure on the 

remaining candidate nodes, the kth smallest element can be 
found quickly for all k.

A node can be chosen randomly using the following 
scheme: A message indicating that a random element is to 
be selected is sent along a random path in the spanning tree 
starting at the root. If the root has l children u1, …, ul where 
child ui is the root of a subtree with ni candidate nodes in-
cluding itself, the root chooses its own element with prob-
ability 1/(1 + ∑l

j=1nj). Otherwise, it sends a message to one 
of its children. The message is forwarded to node ui with 
probability ni/(1 + ∑l

j=1nj) for all i ∈ {1, ...,l}, and the recipi-
ent of the message proceeds in the same manner. It is easy 
to see that this scheme selects a node uniformly at random 
and that it requires at most 2D time, because the times to 
reach any node and to report back are both bounded by D. 
Note that after each phase the probabilities change as they 
depend on the altered number of candidate nodes remain-
ing in each subtree. However, having determined the new 
interval in which the solution must lie, the number of nodes 
satisfying the new predicate in all subtrees can again be 
computed in 2D time.

This straightforward procedure yields an algorithm that 
finds the kth smallest element in O(D log n) expected time, 
as O(log n) phases suffice in expectation to narrow down the 
number of candidates to a small constant. It can even be 
shown that the time required is O(D log n) with high prob-
ability. The key observation to improve this algorithm is that 
picking a node randomly always takes O(D) time, therefore 
several random elements ought to be chosen in a single phase 
in order to further reduce the number of candidate nodes. 
The method to select a single random element can easily 
be modified to allow for the selection of several random ele-
ments by including the number of needed random elements 
in the request message. A node receiving such a message lo-
cally determines whether its own element is chosen, and also 
how many random elements each of its children’s subtrees 
has to provide. Subsequently, it forwards the requests to all 
of its children whose subtrees must produce at least one ran-
dom element. Note that all random elements can be found 
in D time independent of the number of random elements, 
but due to the restriction that only a constant number of ele-
ments can be packed into a single message, it is likely that 
not all elements can propagate back to the root in D time. 
However, all elements still arrive at the root in O(D) time if 
the number of random elements is bounded by O(D).

By using this simple pipelining technique to select O(D) 
random elements in O(D) time, we immediately get a more 
efficient algorithm, which we will henceforth refer to as Arand. 
When selecting O(D) elements uniformly at random in each 
phase, it can be shown that the number of candidates is re-
duced by a factor of O(D) in a constant number of phases with 
high probability with respect to O(D), as opposed to merely a 
constant factor in case only a single element is chosen. This 
result, together with the observation that each phase costs 
merely O(D) time, is used to prove the following theorem.

Theorem 4.1. In a connected graph of diameter D ≥ 2 con
sisting of n nodes, the time complexity of algorithm Arand is O(D 
logD n) w.h.p.

1_CACM_V51.9.indb   95 8/14/08   1:39:36 PM



96    communications of the acm    |   september 2008  |   vol.  51  |   no.  9

research highlights 

 

In particular in graphs where D is large, algorithm Arand 
is considerably faster than the algorithm selecting only 
a single random element in each phase. In Section 5, we 
prove that no deterministic or probabilistic algorithm 
can be better asymptotically, i.e., Arand is asymptotically 
optimal.

4.2 Deterministic algorithm
The difficulty of deterministic iterative algorithms for k-
selection lies in the selection of elements that provably al-
low for a reduction of the search space in each phase. Once 
these elements have been found, the reduced set of can-
didate nodes can be determined in the same way as in the 
randomized algorithm. Thus, the deterministic algorithm, 
referred to as Adet, has to compute a set of O(D) elements that 
partitions all elements similarly to the random set used by 
algorithm Arand in each phase.

A simple idea to go about this problem is to start send-
ing up elements from the leaves of the spanning tree, accu-
mulating the elements from all children at the inner nodes, 
and then recursively forwarding a selection of t elements to 
the parent. The problem with this approach is the reduction 
of all elements received from the children to the desired t 
elements. If a node ui receives t elements from each of its 
ci children in the spanning tree, the t elements that parti-
tion all cit nodes into segments of approximately equal size 
ought to be found. However, in order to find these elements, 
the number of elements in each segment has to be counted 
starting at the leaves. Since this counting has to be repeated 
in each step along the path to the root, the time required 
to find a useful partitioning into k segments requires O(D 
(D + Ct) ) time, where C := maxi∈{1, … ,n} ci. This approach suffers 
from several drawbacks: It takes at least O(D2) time just to 
find a partitioning, and the time complexity depends on the 
structure of the spanning tree.

Our proposed algorithm Adet solves these issues in the fol-
lowing manner. In any phase i, the algorithm splits the en-
tire spanning tree into O( D) groups, each of size O(n(i)/
D). Figure 2 depicts an example tree split into 4 groups. Re-
cursively, in each of those groups a particular node initiates 
the same partitioning into O( D) groups as long as the group 
size is larger than O( D). The goal of this recursive partition-
ing is to find, for each group, O( D) elements that reduce  
the search space by a factor of O( D). Groups of size at most 
O( D) can simply report all their elements to the node that 
initiated the grouping at this recursion level. Once such an 
initiating node u has received all O( D) elements from each 
of the O( D) groups it created, it sorts those O(D) elements, 
and subsequently issues a request to count the nodes in 
each of the O(D) intervals induced by the received elements.  
Assume that all the groups created by node u together  
contain n(i)

u nodes in phase i. The intervals can locally  
be merged into O( D) intervals such that each interval con-
tains at most O(n(i)

u/ D) nodes. These O( D) elements are 
recursively sent back to the node that created the group to 
which node u belongs. Upon receiving the O(D) elements 
from its O( D) groups and counting the number of nodes in 
each interval, the root can initiate phase i + 1 for which it 
holds that n(i+1)<n(i)/O( D).

Given that the number of candidates reduces by a factor 
of O( D) in each phase, it follows that the number of phases 
is bounded by O(logD n). It can be shown that each phase 
costs O(D logD n) time, which proves the following bound on 
the time complexity.

Theorem 4.2.  In a connected graph of diameter D ≥ 2 consisting 
of n nodes, the time complexity of algorithm Adet is O(D log 2 

D n).

5. LOWER BOUND
In this section, we sketch how to prove a time lower bound 
for generic distributed selection algorithms which shows 
that the time complexity of the simple randomized algo-
rithm of Section 4.1 for finding the element of rank k is as-
ymptotically optimal for most values of k. Informally, we call 
a selection algorithm generic if it does not exploit the struc-
ture of the element space except for using the fact that there 
is a global order on all the elements. Formally, this means 
that the only access to the structure of the element space is 
by means of the comparison function. Equivalently, we can 
assume that all elements assigned to the nodes are fixed but 
that the ordering of elements belonging to different nodes is 
determined by an adversary and is initially not known to the 

Figure 2: An example tree of diameter 12 consisting of 24 nodes is 
split according to algorithm Adet into 4 groups, each consisting of at 
most 7 nodes.
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nodes. For the lower bound, we use a simpler synchronous 
communication model where time is divided into rounds 
and in every round each node can send a message to each 
of its neighbors. Note that since the synchronous model is 
strictly more restrictive than the asynchronous model, a low-
er bound for the synchronous model directly carries over to 
the asynchronous model. We show that if in any round only 
one element can be transmitted over any edge, such an algo-
rithm needs at least Ω(D logD n) rounds to find the median 
with reasonable probability.

Generalizing the lower bound to finding the element of 
rank k for arbitrary k ∈ {1, …, n} is straight-forward. We can 
assume that k ≤ n/2 because finding the element of rank k is 
equivalent to finding the element of rank n + 1 − k with re-
spect to the inverse global order. We can now just inform the 
algorithm about the rank of all but the first 2k elements (ad-
ditional information cannot make the problem harder). The 
problem now reduces to finding the median of 2k elements.

Let us start with an outline of our proof strategy. The 
lower bound is proven in two steps. We first consider proto-
cols between two nodes where each of the nodes starts with 
half of the elements. Assuming that the two nodes can send 
each other messages containing at most B ≥ 1 elements in 
each round, we show that Ω(logB n) rounds are needed to 
find the median. In a second step, we obtain the desired 
lower bound for general graphs by means of a reduction: We 
construct a graph G(D) for every diameter D ≥ 3 such that ev-
ery T-round median algorithm on G(D) can be turned into a 
T/(D − 2)-round two-party protocol in which the two nodes 
have to communicate D − 2 elements per message.

We therefore start by studying protocols between two 
nodes u and u such that u and u each have N ≥ 1 elements 
u0  u1  . . .  uN−1 and u0  u1  . . .  uN−1 respectively, 
where  is the global order according to which we want to 
find the median. We denote the sets of elements of u and u 
by Su and Su, respectively. Each message M = (S, X) between 
the two nodes is further assumed to contain a set S of at 

most B elements and some arbitrary additional informa-
tion X. Assume M is a message from u to u. In this case, X 
can be everything which can be computed from the results 
of the comparisons between all the elements u has seen so 
far, as well as all the additional information u has received 
so far. The only restriction on X is that it cannot be used to 
transmit information about the values of elements not in S 
or in one of the earlier messages. We call a protocol between 
u and u which only sends messages of the form M = (S, X) as 
described above, a generic two-party protocol.

The general idea is as follows. We define N different parti-
tions, each assigning N of the 2N elements to u, and the other 
N elements to u (i.e., N different orders between the elements 
in Su and Su) in such a way that each partition results in a dif-
ferent median element. We choose as input one of the N 
partitions uniformly at random. In order to compute the me-
dian, we then have to find out which of the N partitions was 
chosen. We show that in each communication round, the 
probability for reducing the number of possible partitions by 
more than a factor of lB is exponentially small in l.

For simplicity, assume that N = 2l is a power of 2. Let  
X0, …, Xl−1 ~ Bernoulli(1/2) be l independent Bernoulli vari-
ables, i.e., all Xi take values 0 or 1 with equal probability. The 
partition of the 2N elements among u and u is determined 
by the values of X0, …, Xl−1. If Xl−1 = 0, the N/2 smallest of the 
2N elements are assigned to u and the N/2 largest elements 
are assigned to u. If Xl−1 = 1, it is the other way round. In the 
same way, the value of Xl−2 determines the assignment of 
the smallest and largest N/4 of the remaining elements: If 
Xl−2 =0, u gets the elements with ranks N/2 + 1, …, 3N/4 and 
u gets the elements with ranks 5N/4 + 1, …, 3N/2 among all 
2N elements. Again, the remaining elements are recursively 
assigned analogously depending on the values of Xl−3, …, X0 
until only the two elements with ranks N and N + 1 (i.e., the 
two median elements) remain. The element with rank N is 
assigned to u and the element with rank N + 1 is assigned 
to u. Figure 3 illustrates the described process.

Figure 3: The 2N elements minus the two medians are assigned to u and u according to l = log n independent Bernoulli variables X0, …, Xl−1. One 
of the two medians is assigned to u and the other to u. In order to find the medians, u and u must compute the values of X0, …, Xl−1.
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Consider the two elements ua* and ub* with ranks N and 
N + 1, respectively, and let a* and b* be the ranks of the ele-
ments N and N + 1 within the sets Su and Su. We consider the 
median problem to be solved as soon as either u knows a* 
or u knows b*. The elements are partitioned in such a way 
that the random variables Xi directly determine the base-2 
representations of a* and b*. If X0 = 0, the most significant 
bit of the bit representation of a* is 1, whereas the most 
significant bit of the bit representation of b* is 0. If X0 = 1, 
the most significant bit of a* is 0 and the most significant 
bit of b* is 1. The other bits of the base-2 representations of 
a* and b* are determined analogously: If Xi = 0, the (i + 1)
st-most significant bit of a* is 1 and the (i + 1)st-most sig-
nificant bit of b* is 0 and vice versa if Xi = 1. Consider two 
arbitrary elements ua ∈ Su and ub ∈ Su with ranks a and b 
within the two sets Su and Su, respectively. The outcome of 
the comparison of ua and ub (i.e., whether ua  ub or ub  ua) 
is determined by the first variable Xi that is equal to the cor-
responding bit in the base-2 representation of ua or differ-
ent from the corresponding bit in the base-2 representation 
of ub, whatever occurs first. If Xi = 0, we have that ua  ub, 
otherwise ub  ua.

Clearly, u and u can only learn about a* and b* from com-
parisons between their own elements and elements they 
have received from the other node and from additional in-
formation that the nodes sent to each other. Consider a ge-
neric two-party algorithm A that computes the median. As-
sume that after a certain time of the execution of A, ua1, …, 
uar are the elements that u has sent to u and ub1, …, ubs are the 
elements that u has sent to u. Let î be the largest index such 
that there is an element ubj for which the first î bits are differ-
ent from the corresponding variable Xi or such that there is 
an element ubj for which the first î bits are equal to the cor-
responding variable Xi. By the above observation, any com-
parison between an element in Su and an element that u has 
sent to u and any comparison between an element in Su and 
an element that u has sent to u is determined by the values of 
X0, …, Xî+1. Intuitively, u and u cannot have any information 
about the values of Xî+2, …, Xl−1. Thus, u and u have to guess 
the remaining bits by sending each other the right elements. 
It can be shown that the probability for guessing at least x 
bits correctly in a single round is at most 2B/2x. The number 
of newly learned bits in each round can be upper bounded 
by independent random variables. Using a Chernoff-type 
argument, one can then show that log8B(N)/c rounds are 
needed to learn all l bits X0, …, Xl−1 with probability at least 
1 – 1/N

1–1/c
2 , implying the following theorem.

Theorem 5.1. Every, possibly randomized, generic two-party 
protocol to find the median needs at least Ω(log2B N) rounds in 
expectation and with probability at least 1 − 1/Nd for every con-
stant d < 1/2.

Based on the lower bound for two-party protocols, we can 
now prove a lower bound for generic selection algorithms on 
general graphs. In the following, we assume that every node 
of a graph with n nodes starts with one element and that we 
have to find the kth smallest of all n elements. In every round, 
every node can send one element to each of its neighbors. 

For every n ≥ D ≥ 3, we construct a graph G(D) with n nodes 
and diameter D such that we can reduce the problem of find-
ing the median by a two-party protocol to the problem  of 
finding the element of rank k in G(D).

We first describe a lower bound of Ω(D logD n) for find-
ing the median and then generalize to finding the ele-
ment of an arbitrary rank k. For simplicity, assume that 
n − D is an odd number. Let N = (n − D + 1)/2. We consider 
the graph G(D) defined as follows: The graph G(D) con-
sists of two nodes u and u that are connected by a path 
of length D − 2 (i.e., it contains D − 1 nodes). In addition, 
there are nodes u1, …, uN and u1, …, uN such that ui is con-
nected to u and ui is connected to u for all i ∈ {1, …, N}. 
We can certainly assume that n = w(D) because Ω(D) is a 
trivial lower bound (even finding the minimum element 
requires Ω(D) rounds). We can therefore assume that only 
the leaf nodes ui and ui for i ∈ {1, …, N} hold an element 
and that we need to find the median of these 2N elements. 
We can simply assign dummy elements to all other nodes 
such that the global median is equal to the median of the 
leaf elements. Since only the leaves start with an element, 
we can assume that in the first round, all leaves ui send 
their element to u and all leaves ui send their element to 
u, as this is the only possible useful communication in the 
first round. By this, the problem reduces to finding the 
kth smallest element of 2N elements on a path of length 
D − 2 if initially each of the two end nodes u and u of the 
path holds N elements. Note that the leaf nodes of G(D) do 
not need to further participate in a distributed selection 
protocol since u and u know everything their respective 
leaves know and can locally simulate all actions of their 
leaf nodes.

Assume that we are given an algorithm A that finds the 
median on G(D) in time T + 1. We sketch how to construct a 
two-party protocol A' that sends at most D − 2 elements per 
message and finds the median in time [T/(D − 2)], The Ω(logD 
N) lower bound for such an algorithm A' then implies that 
T = Ω(D logD N). Because information needs at least D − 2 to 
travel from u to u and vice versa, everything u and u can com-
pute in round t (i.e., after receiving the message from round 
t − 1) is a function of their own elements and the content of 
the messages of the other node up to round t − (D − 2). For ex-
ample, u’s messages of the first D − 2 rounds only depend on 
Su, the messages of rounds D − 1, …, 2(D − 2) can be computed 
from Su and u’s messages in the first D − 2 rounds, and so 
on. To obtain a two-party protocol A' from A, we can proceed 
as follows. In the first round of A', u and u send their mes-
sages of the first D − 2 rounds of A to each other. Now, u and 
u can both locally simulate all communication of the first  
D − 2 rounds of A. This allows to compute the messages of 
the next D − 2 rounds of A. In general, in round r of the two-
party protocol A', u and u can send each other their messages 
of rounds (r − 1) (D − 2) + 1, …, r (D − 2) of A and can afterwards 
locally simulate the respective rounds of A. The time com-
plexity of A' then becomes [T/(D − 2)].

Theorem 5.2. For every n ≥ D ≥ 3, there is a graph G(D) with 
n nodes and diameter D such that every, possibly randomized, 
generic algorithm to find the kth smallest element requires 
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Ω(D logD min{k, n − k}) rounds in expectation and with prob-
ability at least 1 − 1/(min{k, n − k})d for every constant d < 1/2. 
In particular, finding the median requires at least Ω(D logD n) 
rounds.

Similar proof techniques have been used in the area of com-
minication complexity where people try to find bounds on 
the total number of bits that have to be transmitted to solve 
a certain communication problem.22 In particular,21 intro-
duces a simulation technique to run two-party protocols 
in paths and more general graphs in order to extend lower 
bound for computations between two nodes to computa-
tions on more general topologies. In contrast to communi-
cation complexity, our focus is on minimizing the number 
of communication rounds rather than minimizing the num-
ber of transmitted bits.

6. CONCLUSION
In this article, we studied the k-selection problem, a promi-
nent data aggregation problem, and proved upper and lower 
bounds on its (time) complexity. Our results are presented 
in an entirely abstract way, i.e., it remains to show that our 
algorithms have a notable impact on the performance of ag-
gregation functions in real networks and thus prove to be 
relevant in practical applications. Apparently, it is usually 
not possible to simply implant a distributed algorithm in 
an application domain, as additional constraints imposed 
by the application need to be respected. In wireless sen-
sor networks, e.g., aggregation needs to adhere to wireless 
channel characteristics. We believe that our work can shed 
additional light on the achievable aggregation rate and ca-
pacity10,11 in wireless networks, or, combined with other al-
gorithmic work on data gathering such as, e.g.,5,6 may even 
provide basic aggregation functionality for various applica-
tion domains. We hope that our results and techniques may 
eventually find their way into several application areas, pro-
viding aggregation support for, e.g., streaming databases or 
multi-core architectures.
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Qualification:  Applicants have to hold Ph.D 
degree, and be qualified for high scientific activi-
ties through participating in domestic and inter-
national research initiatives. The search commit-
tee may ask candidates to demonstrate teaching 
and pedantic skills by providing demonstration 
lectures in Japanese as well as in English. 

Selection:  The search committee shall evalu-
ate the candidates’ expertise, research activities, 
and teaching skills. The procedure for the evalu-
ation is strictly impartial, unbiased, and fair, but 
the evaluation result of the each applicant will 
not be released after the selection. Names and 
contact information of references should be in-
cluded in the application documents. The search 
committee may contact the references and ask for 
detailed information about the candidates. If the 
qualifications of the candidates are equivalent, 
the search committee shall prioritize women 
and/or foreigners. 

Applicants must submit some documents: 
Details can be found at: http://www.jaist.ac.jp/
jimu/syomu/koubo/network_AP-e.htm 

Deadline: Applications must be received no 
later than Dec. 1, 2008 

More detailed information can be found at: 
http://www.jaist.ac.jp/is/index.html

National University of Singapore

Kwan Im Thong Hood Cho Temple 
Professorship

The School of Computing (SoC) at the National 
University of Singapore (NUS) invites applications 
and nominations for the Kwan Im Thong Hood 
Cho Temple (KITHCT) Professorship in Comput-
ing. (This Chair is endowed by a temple for the Bo-
dhisattva of Compassion or Goddess of Mercy.)

We seek a renowned scholar at the full Pro-
fessor level. The successful applicant is expected 
to lead an internationally-recognized research 
group in SoC. The salary and benefits are inter-
nationally competitive. The preferred start date is 
January, 2009.

NUS (http://www.nus.edu.sg/) is a research 
university, with low teaching loads, excellent fa-
cilities and ample research funding (both within 
NUS and through funding agencies). 

SoC (http://www.comp.nus.edu.sg/) has about 
100 faculty members in two departments: Com-
puter Science (CS) and Information Systems (IS). 
They regularly publish in prestigious conferences 
and journals, as well as serve on their program 
committees and editorial boards.

To apply, please send a resume, statements 
on research, teaching and leadership, and six ref-
erences to: Prof. Y.C. Tay, KITHCT Search Com-
mittee Chair, School of Computing, National 
University of Singapore, Singapore 117590, Re-
public of Singapore (Attn: SoC HR Office, E-mail: 
hr-office@comp.nus.edu.sg).

Brooklyn College
Department of Computer & Information 
Science
Multimedia Computing Professor

The Department of Computer and Information Sci-
ence is seeking a specialist in multimedia comput-
ing to direct a new undergraduate program in Mul-
timedia Computing. This tenure-track position is 
at the rank of Assistant or Associate Professor, for 
appointment beginning September 1, 2009. The 
successful candidate will teach introductory and 
advanced undergraduate and/or graduate courses 
in graphics, gaming, robotics, multimedia and 
Internet technologies, and/or multimedia produc-
tion, as well as other courses in computer science; 
will conduct research in the field; and will seek 
grant funding. The individual selected will also 
help develop multimedia courses and curricula for 
the Department and for the interdisciplinary Pro-
gram in Performance and Interactive Media Arts. 
The successful candidate will have a Ph.D. and 
will have expertise in multimedia computing. For 
an Associate Professorship, the candidate should 
have a record of grant procurement. Candidates 
should also have a broad acquaintance with the 
field of computer science and should have good 
teaching skills. We are seeking candidates who are 
committed to undergraduate and graduate edu-
cation at a public, urban institution that serves a 
highly diverse student body. Please send a cover 
letter, a c.v., statements of teaching and research 
philosophy, and evidence of good teaching. Please 
also have 3 reference letters sent. All materials 
should be sent to: Professor Aaron Tenenbaum, 
Chair, Department of Computer and Information 
Science, Brooklyn College, 2900 Bedford Avenue, 
Brooklyn, NY 11210, or via email to tbaum@sci.
brooklyn.cuny.edu.

Elizabethtown College
Assistant or Associate Professor of Computer 
Science

Elizabethtown College invites applications for a 
tenure-track position in Computer Science, begin-
ning August 2009. A Ph.D. in Computer Science 
or related field at the time of appointment is re-
quired. Duties include teaching of undergraduate 
Computing courses at both introductory and ad-
vanced levels, academic advising, scholarship, and 
institutional service (e.g., on faculty governance 
committees). Appointment at the Associate level 
is possible for a very well-qualified, experienced 
individual. Computing Science at Elizabethtown 
affirms the College’s commitment to breadth in 
academic offerings, with well-established Bach-
elor of Science programs in Computer Science, 
Information Systems, and Computer Engineering 
(which, along with other Engineering programs, 
is currently a candidate for ABET accreditation), 
and minors in Computer Science and Information 
Systems. The relatively small size of the College en-

courages close cooperation among disciplines; in 
particular, there is a history of Computing working 
cooperatively with many other disciplines, includ-
ing (but not limited to) its traditional cognates of 
Mathematics, Business, and Engineering. The suc-
cessful candidate will have a strong commitment 
to undergraduate teaching and advising in an aca-
demically stimulating, supportive environment 
that offers a wide range of curricular options. Spe-
cifically, although some research specialization 
is expected in candidates, teaching excellence in 
multiple areas of Computing, and demonstrated 
understanding of Computing as a discipline of 
considerable breadth, will weigh more heavily 
than narrowly-focused research strength in one 
particular sub-discipline. Furthermore, given the 
close, cooperative relationship between Comput-
ing and Engineering, and the ABET accreditation 
candidacy of the latter, it is hoped that individuals 
having documented familiarity with Engineering 
will find this opportunity particularly interesting. 
Located in southeastern Pennsylvania, Elizabeth-
town College offers its 2,000 students more than 
47 academic programs in the liberal arts, scienc-
es and professional studies. Driven by its motto 
to “Educate for Service,” Elizabethtown centers 
learning in strong relationships, links classroom 
instruction with experiential learning, empha-
sizes international and cross-cultural perspectives 
and nurtures the capacity for lives of purpose and 
leadership as global citizens. For more informa-
tion, consult http://www.etown.edu/. To apply, 
candidates should send a letter of interest, contact 
information, a CV that includes a list of courses 
taught, and the names and contact information 
of at least three references to: Elizabethtown Col-
lege, Attn: Human Resources, One Alpha Drive, 
Elizabethtown, PA 17022-2298hr@etown.edu For 
more information visit: www.etown.edu/humanre-
sources Review of applications will begin October 
1, 2008. AA/EOE

Japan Advanced Institute of Science 
and Technology
Associate Professor

JAIST invites applicants to an associate profes-
sor position in SCHOOL OF INFORMATION SCI-
ENCE. The appointee is expected to start his aca-
demic and educational activities in JAIST no later 
than April of 2009.

Candidates have to be highly competent in 
conducting research work in the areas of Ubiq-
uitous Computing and Networking technolo-
gies. Deep knowledge bases in Logic Circuit and 
Computer Architecture, Communication System 
and Communication Protocols, and their related 
technologies are expected. 

Objective      : A primary objective of this posi-
tion is to promote domestic and international 
research and development activities in reliable 
information and communication technologies. 
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as a Vietnam Era Veteran or disabled veteran in 
the administration of educational policies, pro-
grams or activities; admissions policies; scholar-
ship and loan awards; athletic, or other University 
administered programs or employment.

The Penn CIS Faculty is sensitive to “two - 
body problems” and would be pleased to assist 
with opportunities in the Philadelphia region.

Universidad Politecnica de Madrid
Associate Prof. Tenure track (Prof. Titular 
Universidad interino)

The Department of Artificial Intelligence of the 
Universidad Politecnica de Madrid invites appli-
cants for a tenure track position at the level of As-
sociate Professor (“Profesor Titular de Universidad 
interino”) starting in 2009. Applicants with the ini-
tiative to start new and ground-breaking research 
activities which complement existing work in the 
department are sought. Preference will be given 
to candidates whose research relates to areas cov-
ered by the department, but candidates in all areas 
of computer science are encouraged to apply. An 
initial two year contract will be offered, with the 
possibility for later permanent appointment at 
the associate professor level (“Profesor Titular de 
Universidad”). Responsibilities will include teach-
ing undergraduate and graduate courses related to 
the applicant’s area of expertise and conducting 
high-level research. 

Candidates must have a PhD in Computer 
Science (or a closely related discipline), be citi-
zens of the European Union (as it is a Spanish 
Civil Servant appointment), and have fluent 
English or Spanish skills. 

Sciences, Engineering, Medicine, the Wharton 
School, the Annenberg School of Communica-
tion, Nursing, Law, and Fine Arts. The University 
campus and the Philadelphia area support a rich 
diversity of scientific, educational, and cultural op-
portunities, major technology-driven industries 
such as pharmaceuticals, finance, and aerospace, 
as well as attractive urban and suburban residen-
tial neighborhoods. Princeton and New York City 
are within commuting distance.

To apply, please complete the form located 
on the Faculty Recruitment Web Site at: 

http://www.cis.upenn.edu/departmental/ 
facultyRecruiting.shtml

Electronic applications are strongly preferred, 
but hard-copy applications (including the names 
of at least four references) may alternatively be 
sent to:

Chair, Faculty Search Committee
Department of Computer and Information 

Science
School of Engineering and Applied Science
University of Pennsylvania
Philadelphia, PA 19104-6389

Applications should be received by January 
15, 2009 to be assured full consideration.

Applications will be accepted until posi-
tions are filled.

Questions can be addressed to faculty-
search@central.cis.upenn.edu.

The University of Pennsylvania values diversity 
and seeks talented students, faculty and staff from 
diverse backgrounds. The University of Pennsylva-
nia does not discriminate on the basis of race, sex, 
sexual orientation, gender identity, religion, color, 
national or ethnic origin, age, disability, or status 

University of New Brunswick
Faculty of Computer Science

The Faculty of Computer Science, University of 
New Brunswick invites applications for a tenure-
track position at the rank of Assistant Professor. 
Applicants must have a PhD in Computer Science 
by the starting date of the appointment.

We invite applications from candidates whose 
focus is in Networking and Data Communication 
or Human Computer Interaction. The successful 
candidate must have a strong commitment to 
excellence in research and teaching, be able to 
teach courses at the undergraduate and graduate 
level and supervise graduate students. 

Subject to budgetary approval, this position 
will be effective as soon as January 1, 2009. Salary 
levels will be commensurate with qualifications 
and experience. 

Applicants should send curriculum vitae, the 
names and addresses of three referees, a one-
page statement of research interests, a one-page 
teaching philosophy, and copies of three relevant 
technical publications to:

Dr. Ali A. Ghorbani, Dean
Faculty of Computer Science
University of New Brunswick
Fredericton, New BrunswickCanada
Fax # 506-453-3566email: ghorbani@unb.ca

The search committee will begin to review 
applications on October 15, 2008 and will contin-
ue to do so until the position is filled. For more 
information on the Faculty of Computer Science, 
visit http://www.cs.unb.ca/. 

The University of New Brunswick is commit-
ted to employment equity and encourages appli-
cations from qualified women and men, visible 
minorities, aboriginal people and persons with 
disabilities. All qualified applicants are encour-
aged to apply; however Canadian citizens and 
permanent residents will be given priority.

University of Pennsylvania
Department of Computer and Information 
Science 
Faculty Positions

The University of Pennsylvania invites applicants 
for tenure-track appointments in both experi-
mental and theoretical computer science to start 
July 1, 2009. Tenured appointments will also be 
considered. Faculty duties include teaching un-
dergraduate and graduate students and conduct-
ing high-quality research.

The Department of Computer and Information 
Science has undergone a major expansion, includ-
ing new faculty positions and a new building, Levine 
Hall, which was opened in April 2003. Over the last 
few years, we have successfully recruited faculty in 
artificial intelligence, architecture, databases, ma-
chine vision, programming languages, security 
and graphics. We are now especially interested in 
candidates in architecture and systems, although 
outstanding candidates in other areas might also be 
considered. Successful applicants will find Penn to 
be a stimulating environment conducive to profes-
sional growth.

The University of Pennsylvania is an Ivy League 
University located near the center of Philadelphia, 
the 5th largest city in the US. Within walking dis-
tance of each other are its Schools of Arts and 
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Estimates: An insertion order will then be e-mailed back to you. 
The ad will by typeset according to CACM guidelines.  
NO PROOFS can be sent. Classified line ads are NOT 
commissionable.

Rates: $295.00 for six lines of text, 40 characters per line. $80.00 for 
each additional three lines. The MINIMUM is six lines.

Deadlines: Five weeks prior to the publication date of the issue 
(which is the first of every month). Latest deadlines: http://www.
acm.org/publications

Career Opportunities Online: Classified and recruitment display 
ads receive a free duplicate listing on our website at:  
	 http://campus.acm.org/careercenter 

Ads are listed for a period of six weeks.

For More Information Contact: 
JONATHAN JUST

Director of Media Sales
at 212-626-0687 or 

jonathan.just@acm.org
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
Faculty and Academic Staff Positions

College of Engineering 

Alfaisal University 


Alfaisal University is a private, non-profit, research university comprising of the Colleges of Engineering, Science, Medicine and 

Business. The language of instruction is English and modern learning outcomes, paradigms and technologies are used. The university 

was founded by The King Faisal Foundation along with organizations such as Boeing, BAE Systems, United Technologies, THALES 

and King Faisal Specialist Hospital & Research Center, who all serve on its Board of Trustees. 

 
The College of Engineering will offer undergraduate and graduate programs in the following disciplines and areas: ELECTRICAL 

(power, communications, signal processing, electronics, photonics, remote sensing and geodata analysis), COMPUTER (intelligent 

systems, language and speech, computer systems, computation), MECHANICAL (applied mechanics, thermo/fluid engineering, 

product creation), AEROSPACE (propulsion, aerospace systems, transportation, system dynamics and control), MATERIALS 

(materials processing, materials properties and performance, polymers, nanoscience and technology), CHEMICAL (catalysis, 

reactor design, separations, design-systems), INDUSTRIAL (operations research, product and operations management, engineering 

management economics and finance). All programs have been developed by renowned scholars from leading universities in the US and 

the UK and are designed to be qualified for accreditation according to US and UK educational standards. 

Alfaisal Engineering seeks candidates for the following positions: SENIOR FACULTY (with research, instructional, and 

administrative responsibilities), JUNIOR FACULTY (with research and instructional responsibilities). Attractive salary and start-up 
support is provided. Queries and applications should be sent to dean_engnr@alfaisal.edu. The subject line should specify the 

discipline, area, position and the announcement reference. The deadline for applications is 15th October, 2008. Interviews for leading 

candidates will be conducted from 15th to 20th December, 2008 in Cambridge, MA, USA. 
 

RESEARCH SCIENTISTS (academics with research focus), LECTURERS (academics with instructional focus), POST-DOCS 

(Doctoral degree holders with research focus), INSTRUCTORS (Master’s degree holders with instructional focus) and 

ENGINEERS (Bachelor’s degree holders). Queries and applications should be sent to engnr_academic@alfaisal.edu. The subject 

line should specify the discipline, area, position and the announcement reference. The deadline for applications is 15th October, 2008. 

Assistant Professors,
Department of
Computer Science
The Department of Computer Science,
Faculty of Science, at the University of
Calgary seeks outstanding candidates for
several tenure-track positions at the Assistant Professor level.
Applicants from Information Security, Theory, HCI/Information
Visualization, and Computer Games are of particular interest. Details
for each position appear at: http://www.cpsc.ucalgary.ca. Applicants
must possess a doctorate in Computer Science or a related discipline
at the time of appointment, and have a strong potential to develop an
excellent research record.

The Department is one of Canada’s leaders as evidenced by our
commitment to excellence in research and teaching. It has an expansive
graduate program and extensive state-of-the-art computing facilities. Calgary
is a multicultural city that is the fastest growing city in Canada. Calgary
enjoys a moderate climate located beside the natural beauty of the Rocky
Mountains. Further information about the Department is available at
http://www.cpsc.ucalgary.ca.

Interested applicants should send a CV, a concise description of their
research area and program, a statement of teaching philosophy, and arrange
to have at least three reference letters sent to: Dr. Frank Maurer, Department
of Computer Science, University of Calgary, Calgary, Alberta, Canada, T2N 1N4
or via email to search@cpsc.ucalgary.ca. The applications will be reviewed
beginning November 2008 and will continue until the positions are filled.

All qualified candidates are encouraged to apply; however,
Canadians and permanent residents will be given priority.
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1. Election Year 
Solution: To prove that the opinions 
eventually become fixed or cycle every 
other day, think of each acquaintance-
ship between citizens as a pair of ar-
rows, one in each direction. Let us say 
an arrow is currently “bad” if the party 
of the citizen at its tail differs from the 
next-day’s party of the citizen at its 
head. 

Consider the arrows pointing out 
from citizen Clyde on day t, during 
which (say) Clyde is a Democrat. Sup-
pose that m of these arrows are bad. If 
Clyde is still (or is again) a Democrat 
on day t+1, then the number n of bad 
arrows pointing toward Clyde at day t 
will be exactly m. 

If, however, Clyde is a Republican 
on day t+1, n will be strictly less than 
m since it must have been that the ma-
jority of his friends were Republican 
on day t. Therefore a majority of the ar-
rows out of Clyde were bad on day t-1, 
and now only a minority of the arrows 
into Clyde on day t are bad. 

The same observations hold if Clyde 
is a Republican on day t-1. 

But, here’s the key: Every arrow is 
out of someone on day t-1 and into 
someone on day t. Thus, the total num-
ber of bad arrows cannot increase be-
tween days t-1 and t; in fact, that num-
ber will go down unless every citizen 
had the same opinion on day t-1 as on 
day t+1. 

But the total number of bad arrows 
on a given day cannot decrease forever 
and must eventually reach some num-
ber k from which it never descends. 
At that point, every citizen will either 

stick with his or her party forever or 
flop back and forth every day. 

The puzzle can be generalized 
considerably by, for example, adding 
weights to vertices (meaning some 
citizens’ party memberships are more 
prized than others), allowing loops 
(citizens who consider their own cur-
rent opinions as well), and allowing 
tie-breaking mechanisms and even 
different thresholds for party changes. 

Source: This puzzle was suggested to me by Sasha 
Razborov of the Institute for Advanced Study in 
Princeton, NJ, who says it was considered for an 
International Mathematics Olympiad but rejected as too 
difficult. It was posed and solved in a paper by Goles, E. 
and Olivos, J. Periodic behavior of generalized threshold 
functions. Discrete Mathematics 30 (1980), 187–189. 

2. Island of Foosgangland 
Solution: Suppose there are n intersec-
tions and m paths in Foosgangland; we 
may assume the paths are numbered 
1 through m. Since each path has two 
ends, the average number of paths 
meeting at an intersection is 2m/n. 

Let us place a pedestrian at every in-
tersection. At time 1, the pedestrians 
at each end of path 1 change places, 
giving a friendly wave as they pass 
each other in the middle of the path. 
At time 2, the pedestrians currently at 
each end of path 2 change places. This 
continues until at time m, the pedestri-
ans who find themselves at each end of 
path m change places. 

What has happened here? Observe 
first that every one of the n pedestrians 
has taken an “increasing walk”; that 
is, he or she has walked a path, rested, 
then walked a higher-numbered path, 

and so forth. Since every edge has been 
traversed twice, the total length of all 
these walks is 2m. But then the average 
length of the walks is 2m/n, and it fol-
lows that at least one of the paths has 
length at least 2m/n, and we are done. 

Source: This puzzle and its elegant solution were 
passed to me by Ehud Friedgut of The Hebrew 
University of Jerusalem. We traced the puzzle back to 
the fourth problem in the second round of the 1994 
Bundeswettbewerb Mathematik, one of two major 
German mathematical competitions. 

3. Graph Coloring Game
This puzzle remains unsolved as of 
this writing. We have no idea how to go 
about it. The usual approaches (such 
as symmetrization, strategy stealing, 
and induction) don’t seem to work. 
But surely it should be true, don’t you 
think? 

DOI:10.1145/1378727.1389570		  Peter Winkler

Puzzled
Solutions and Sources
Last month (August 2008, p. 104) Peter Winkler posed a trio of brain teasers  
in his “Puzzled” column. Here, he offers some solutions. How well did you do?

Peter Winkler (puzzled@cacm.acm.org) is Professor of 
Mathematics and of Computer Science and Albert Bradley 
Third Century Professor in the Sciences at Dartmouth 
College, Hanover, NH. He has written two puzzle books: 
Mathematical Puzzles: A Connoisseur’s Collection and 
Mathematical Mind-benders, both published by A K Peters, 
Ltd., Wellesley, MA.

last byte 
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last byte

DOI:10.1145/1378727.1378750		  William Sims Bainbridge

Future Tense  
Will 
Expect virtual immortality through enduring, realistic avatars  
based on published work and archived memory. 

Future Tense, one of the revolving features on this page, presents stories  

from the intersection of computational science and technological speculation, 

their boundaries limited only by our ability to imagine what will and could be.

W hen   I  switched  on the computer sim-
ulation of my long-dead grandfather, 
Dr. William Seaman Bainbridge (1870–
1947), I rather expected he would be 
irrational, incoherent, or even insane. 
Thus his avatar surprised me when he 
looked me coolly in the eye and ordered 
me, in a commanding tone of voice, to 
explain his situation. I should have re-
alized that a man capable of dissecting 
his own father’s skull, hoping to ex-
plain his parents’ estrangement as the 
result of a brain lesion, would not be 
squeamish. I should have remembered 
that his nickname was Will. 

I told him I had constructed an 
NLP/HMM/CBR/AI avatar with infor-
mation about his life and thoughts, 
including his 11 semiautobiographi-
cal medical books and 100 journal 
articles in which he described the sur-
gery he had performed, his thoughts 
about psychiatry, and his principles 
for good health. Other aspects of his 
personality had come from personal 
letters, travel diaries (1918–1941), 
and the childhood experiences his 
parents described in the books they 
wrote about their 1879–1880 world 
tour of Protestant missions. For the 
kinesics of his avatar, I extracted mo-
tion-capture sequences from home 
movies. For the dialogue system, the 
best I could do was take an average of 
two men whose recordings matched 
my dim memory of his voice: U.S. 
President Teddy Roosevelt and Will’s 
cousin, Bainbridge Colby, who had 
been President Woodrow Wilson’s 
secretary of state. Gently, I explained 
that while his wife and children had 
all died, many grandchildren, great-

grandchildren, and even great-great-
grandchildren still lived. 

His avatar stood motionless for a 
moment, then looked down, moved 
his hand across his simulated face as 
if to brush away real tears, and sighed. 
“I remember nothing of the afterlife,” 
he said. “Does that mean my religious 
faith was untrue?” I assured him it was 
perfectly natural that he could not recall 
Heaven, because all his data came from 
before his death. We even knew his last 
faith-filled words to his wife, because 
his friend, Reverend Norman Vincent 
Peale, had published them in a book: 
“June, I shall wait for you on the other 
side.” I suggested to him that their 
souls had been united now for many de-
cades. I did not tell him that June had 
died only after Alzheimer’s had appar-
ently robbed her of all memory of him. 

After deep thought, he straightened 
up, winked at me, and cheerfully ex-
claimed, “Then we have much work to 
do!” Scientist that he was, he bombard-
ed me with increasingly more sophisti-
cated technical questions until he had 
a full grasp of the process I had used to 
emulate him. He demanded that I show 
him modern information technolo-
gies, so I gave him a tour of the tablet 
computer on which I was taking notes. 
When I somewhat condescendingly 
explained email to him, he halted my 
monologue with a harsh stare, saying, 
“But I used email in 1923 to communi-
cate with my mother while I was inves-
tigating the Ruhr crisis in Germany!” I 
began to protest that this was impos-
sible, but he wagged his virtual finger 
and told me that his cable address had 
been “bridgebain new york,” and that 

a telegram sent from anywhere in the 
world would arrive at his office instant-
ly, in the hands of the Western Union 
boy. Further, he proclaimed angrily, he 
had proposed marriage to June back in 
1911 via long-distance telephone, so 
he was not the ignorant savage I appar-
ently supposed he was. 

Before I could think of excuses, he 
compelled me to begin simulating his 
mother, Lucy. Although she had died in 
1928 and left neither movies nor memo-
ries in the mind of any living person, she 
had published several books describing 
her world travels and her 16 years help-
ing immigrants on behalf of the New 
York City Mission Society. This organi-
zation was still active, and its storeroom 
held her scrapbooks plus copies of her 
monthly essays for the Mission Society 
magazine. Will said he had selected his 
mother for the second emulation ex-
periment simply because her thoughts 
were well documented, but I knew bet-
ter. For years after her death, he had ag-
gressively promoted her fame, forcing 
one of his patients to write a sanctimo-
nious biography, and presented copies 
of her books to everybody from Helen 
Keller to the queen of Belgium. 

The full scope of my fate then 
dawned on me. Once Lucy had been 
resurrected, they would force me to 
restore her husband who also had pub-
lished extensively. He had separated 
from her in 1890, so they would adjust 
his avatar to make him more docile. 
Will’s favorite cousin, “Bain” Colby, 
would be next, then all the other de-
ceased writers in the family. 

I need to find Will a high-paying job 
before he drives me into bankruptcy, 
but now I am fully committed to real-
izing his dream. He promises to resur-
rect me, after I myself expire. 	

William Sims Bainbridge (wsbainbridge@gmail.com ) is a 
sociologist, computer programmer, and information scientist 
who does research on technological innovation, religious 
movements, and virtual worlds; he currently directs Human-
Centered Computing in the computer science directorate of 
the National Science Foundation, Arlington, VA. 
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Invitation to Participate

CHIMIT is the leading forum for  discussing topics on IT 

management with a focus on people, business, and technology. 

Researchers and practitioners are invited to share issues, 

solutions, and research drawing upon fields such as human-

computer  interaction, human factors, computer  systems, and 

management and service sciences.

Topics

Original unpublished contr ibutions are sought in areas including 

but not limited to:

Workspace Studies

Ethnographic studies of IT work in 

context

Patterns of work for  var ious IT 

processes

Processes and Practices

Development and use of processes 

in IT 

Impact of business decisions on IT

Organizational Knowledge

Studies of collaboration and 

coordination

Knowledge management and 

training

November 14/15, 2008    San Diego, CA

Dates
Papers Submission

April 7th, 2008

Posters and 

Experience 

Reports

May 30th, 2008

Design

Design of human-centered IT 

systems

Architectural considerations for  

user  exper ience

Tools and Techniques

Collaborative system 

administration workspaces 

Visualizations of complex system 

behavior

Automation

Automation/Policy languages

Human inter faces to automation

A Turning Point in IT

In cooperation with

General Chairs:

AEleen Frisch, Exponential

Eser Kandogan, IBM Research

Program Chairs:

Wayne Lutters,  UMBC

Jim Thornton, PARC

Mustapha Mouloua, UCF

Steering Committee:

Stephen Barley, Stanford

David Blank -Edelman, 

Northeastern

Jack  Carroll,  Penn State

Alva Couch, Tufts

Patricia Jones, NASA Ames

Rob Kolstad

Paul Maglio, IBM Research 

Tom Sheridan, MIT

Publicity 

George Engelbeck , Microsoft 

Nate Gunderson, Microsoft

November 14/15, 2008    San Diego, CA

www.chimit08.org
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