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About the Cover: The ant 
algorithm for discrete optimization 
is one of many examples of 
computational techniques inspired 
by nature and discussed in this 
month’s cover story “The Many 
Facets of Natural Computing” 
beginning on page 72. The 
image is courtesy of Alex Wild, 
ant photographer and biologist 
at the University of Illinois at 

Urbana-Champaign. For more of his work, visit www.
alexanderwild.com/.
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editor’s letter

DOI: 10.1145/1400181.1400182		  Moshe Y. Vardi

Let Us—Together— 
Make CACM Exciting
It’s been four months since we launched the 
“new CACM.” By now, I hope it is quite clear 
to our readers that the revamped flagship 
publication of ACM has undergone a rather 

dramatic transformation in both ap-
pearance and content. In my July edito-
rial I began explaining the new editorial 
model of Communications, particularly 
the Research Highlights section that 
provides a bird’s-eye view of the breadth 
and depth of computing research.

But there are several other innova-
tive editorial features to this publica-
tion. The Practice section targets pro-
fessionals in the software industry with 
an emphasis on software engineering. 
Articles published in this section frame 
and define technical problems and 
challenges ahead while helping readers 
sharpen their own thinking and ability 
to pursue innovative solutions. Practice 
articles do not focus on industry news 
or the latest solutions. Rather, they ex-
plore disruptive technologies that are 
just on the verge of breaking through. 
The editorial board of Communications’ 
Practice section also serves as the edito-
rial board of ACM Queue, enabling us to 
benefit from their experience in creat-
ing great computing-practice content.

The third novel feature is the greatly 
expanded News section, now publish-
ing a selection of brief news updates 
and in-depth news articles on a broad 
range of topics. The goal of this section 
is to cover major developments in com-
puting in a broadly accessible manner. 
As a monthly publication, Communica-
tions cannot offer the immediacy of the 
mass media, but it can cover topics in 
an increased depth, as befits its sophis-
ticated readership.

The fourth new editorial element is 
the section featuring Review Articles 
that describe new developments of 
broad significance to the field and high-
light unresolved questions and future 
directions. Unlike survey articles that 
provide a detailed introduction to a 
technical area, a Review article in Com-
munications offers a high-level perspec-
tive. This is consistent with our goal of 
offering its readers a broad perspective 
on new developments in computing.

Finally, the new editorial model in-
herits two successful features from its 
previous model. The Viewpoints sec-
tion is dedicated to opinions and views 
that pertain to issues of broad interest 
to the community, typically, but not 
exclusively, of a nontechnical nature.  
This section consists of both regular 
columns, some that have been appear-
ing in Communications for years and 
some that are new to the magazine, as 
well as unsolicited opinion pieces and 
point-counterpoint editorial debates. 

Finally, Contributed Articles features 
unsolicited articles from the community 
covering the abundant spectrum of the 
computing field—its open challenges, 
technical visions and perspectives, edu-
cational aspects, societal impact, signif-
icant applications, and research results 
of high significance and broad interest. 
Communications’ editorial policy toward 
contributed articles has changed signif-
icantly with the July issue, as we now re-
quire that such articles be aimed at the 
broad computing and IT community.

Unlike some other flagship publica-
tions, most of Communications’ con-
tent is produced not by professional 
writers but by members of the com-
puting community. To succeed, Com-
munications must become a venue of 
choice for computing content of the 
highest quality. While many of Commu-
nications’ articles are solicited by mem-
bers of its editorial board, unsolicited 
articles are crucial to our success. It 
is important, however, to recognize 
Communications’ unique role. It does 
not aim to compete with ACM’s doz-
ens of scholarly journals or nearly 150 
conferences. Communications enjoys 
a uniquely broad readership; ACM’s 
90,000 members consist of students, 
educators, researchers, software devel-
opers, CTOs, and CIOs. Such a diverse 
and international readership calls for 
articles that are aimed at a broad rather 
than specialized audience. Prospective 
authors are advised to consult this issue, 
or the three previous editions, for great 
examples of this new editorial focus. In-
terested authors are advised to review 
the recently revised Author Guidelines 
(www.cacm.acm.org/guidelines) for de-
tailed information on how to position, 
prepare, and submit manuscripts.

Let me end by repeating the last para-
graph of my January 2008 essay, “CACM: 
Past, Present, and Future.” We live in a 
consumer society, so it is easy to evaluate 
products from a consumer perspective: 
“Is Communications a satisfactory prod-
uct?” “Am I getting my money’s worth 
for my ACM membership?” ACM, how-
ever, is not a consumer-product vendor, 
it is a professional society. We are not 
ACM customers, we are ACM members. 
Communications is not a product, it is a 
project. For this project to succeed, the 
membership of ACM must collectively 
undertake it. Let us—together—make 
Communications the exciting publica-
tion it should be. Please write to me at 
eic@cacm.acm.org.

Moshe Y. Vardi, Editor-in-Chief
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publisher’s corner

The Softer Side of Communications 

combination of these three elements 
creates a cover design that is fresh, 
modern, uncluttered, and easily iden-
tifiable. The cover art itself is carefully 
selected or created by professional 
artists who in many instances are also 
computer scientists using complex 
programs and algorithms to generate 
the art. While we will deviate from this 
convention, we thought it was appro-
priate for the magazine to showcase 
work from within the community. 
Moreover, there is simply no denying 
the striking beauty of many of the im-
ages we saw from these artists. 

For those of you interested in type-
faces, we now use a combination of 
Foundry Gridnik, Arnhem, Flama, and 
Klavika. Foundry Gridnik is used for 
headlines throughout the magazine, 
including the cover logo. Arnhem is 
the typeface for the body text. The 
many colored decks and pull quotes 
throughout the issue are set in Flama 
type and Klavika is the typeface for ta-
bles and figures. Each of these fonts is 
unique and I would encourage anyone 
interested to learn more about their 
history. For example, Gridnik was orig-
inally created by Dutch designer Wim 
Crouwel in the late 1960s in Holland 
as a single-weight typewriter face and 
a version of this font appears on low-
value stamps from the Dutch Post Of-
fice. The font was aptly named Gridnik 
for the designer’s devotion to grids and 
systems. 

To improve readability, we have 
moved to a three-column format for 
nearly all sections of the magazine and 
decreased the font size of article text 

They have worked tirelessly over the 
past year to develop a pipeline of high-
quality articles that will keep the maga-
zine at the level you have seen over the 
past few months. But there have also 
been other significant changes with 
the magazine. Among them is Commu-
nications’ completely new look. 

If you have not already noticed, 
please pick up a few issues from the 
first half of 2008 and compare them to 
any of the issues appearing since July, 
including this one. What you will see 
is the result of a carefully planned re-
design that involved a partnership be-
tween ACM staff, the internationally 
recognized design firm Pentagram 
Design, and the magazine’s new art 
and composition team Andrij Borys 
Associates. 

The first thing you may notice from 
a design perspective is the striking 
cover of the magazine, including beau-
tiful artwork, new text typography, and 
the generous use of white space. The 

from 11.5 to 9.5. This new format and 
point size allow us to publish more 
words on each page than the tradi-
tional two-column format, which has 
become increasingly important in an 
age of swelling printing costs and ver-
bose writing, while at the same time 
not compromising the readability of 
articles. It is a careful balance, but I be-
lieve we have gotten it right. 

Where possible, we will use images, 
photographs, and artwork provided 
by our authors, but every effort is be-
ing made to keep the integrity of the 
magazine’s graphics at a consistently 
high level, so our art and composition 
team maintains diligent control over 
this process. In addition, unlike many 
scholarly publications, Communica-
tions magazine will alter figures and 
tables for improved visual affect. We 
work closely with a company called 
SPi Global Solutions on the typeset-
ting of our full-length research papers. 
SPi has extensive experience working 
with the scientific and scholarly com-
munity and is among the world’s larg-
est providers of typesetting services to 
the journal publishing industry. The 
result of this collaboration can be seen 
throughout the Research Highlights 
section (beginning on page 85) reflect-
ing a format that is as appealing as any 
scholarly journal in existence today.

All of these changes work together 
to create what we at ACM believe is a 
more appealing magazine for our read-
ership. We hope you will agree.

Scott E. Delman, GROUP PUBLISHER

Much has already been written about the expanded 
editorial scope of the new Communications. For most of 
these changes we have Editor-in-Chief Moshe Y. Vardi 
and his distinguished Editorial Board to thank. 

DOI:10.1145/1400181.1400183		  Scott E. Delman
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letters to the editor

S
tephen J. Andriole and 
Eric Roberts debated how 
to educate the next genera-
tion of technology profes-
sionals in the Viewpoint 

Point/Counterpoint “Technology Cur-
riculum for the Early 21st Century” 
(July 2008). Here, they offer their final 
words on each other’s thoughts, begin-
ning with Andriole.

The assumption that the number of 
“programming” jobs will increase over 
time or that the location or nature of 
programming work will not change 
challenges every assumption about 
the trajectory of change in the indus-
try. Could Eric Roberts actually believe, 
as he said in his “Counterpoint” (July 
2008) that the video gaming industry 
will create enough new programming 
jobs to offset the loss of opportuni-
ties in U.S. and global corporations 
that long ago yielded to the commod-
itization of software and the relent-
less march toward software delivery 
through installed and hosted packaged 
applications? It’s clearly difficult for a 
$10 billion industry to replace a $200 
billion industry.

Moreover, Roberts did not discuss 
my call (in my side of the debate) for 
greater emphasis on integration, in-
teroperability, applications architec-
ture, communications architecture, 
and data architecture. I was calling 
for innovation and design, not imple-
mentation. It appears that as program-
ming continues to commoditize, even 
as it standardizes on quasi-open stan-
dards, the demand for architectural 
services will be huge. There is also 
demand for optimization and met-
rics identification and management 
that represents even more opportu-
nities for computing professionals. I 
am talking about the relative need for 
software applications, design, devel-
opment, and support, all of which are 
changing as a result of technological 
and market forces.

 I have never advocated abandon-
ing software engineering or declared 
programming “irrelevant.” (I feel like 

a political candidate misquoted for the 
purposes of the opposing candidate’s 
argument.) “Programming” must tilt 
toward architecture and design and 
stop assuming jobs will be available 
for professionals writing nonstandard, 
proprietary-extreme applications and 
that these jobs will yield to commod-
itization, standardization, and alterna-
tive software-delivery models.

Will there be a shortage of com-
puting professionals? Yes, but why? 
Perhaps it will be the result of the 
mismatch between what we teach and 
what employers need. The data we’ve 
collected reflects the shortage of pro-
fessionals who understand design, ar-
chitecture, integration, interoperabil-
ity, open standards, ERP/CRM/NSM 
implementation and support, and the 
ability to optimize standards and ar-
chitectures for business value.

In July, I said that the world is 
changing and we owe it to our stu-
dents that we change with it in the 
right directions. Here’s a simple test: 
Gartner Group recently identified 14 
alternative technology-delivery mod-
els, including business-process utili-
ties, capacity-on-demand, commu-
nications-as-a-service, community 
source, grid computing, infrastructure 
utility, remote-management services, 
software-as-a-service, software stream-
ing, software-based appliances, stor-
age-as-a-service, user-owned devices, 
utility computing, and Web platforms. 
Are we educating our students in these 
areas? Do academic programs support 
these delivery models? We must be 
more relevant to the changing world 
off-campus.

My work as a consultant and venture 
capitalist has exposed me to software 
design and development in many in-
dustries, including niche markets like 
video gaming. But corporate comput-
ing across all vertical industries—and 
its providers—represents professional 
opportunities for our students who lat-
er go to work for, say, Accenture, Cisco 
Systems, CSC, Deloitte, EMC, IBM, In-
tel, Hitachi, HP/EDS, Microsoft, Oracle, 
PWC, SAP, and Sun Microsystems. As 

the number of developers and provid-
ers shrinks through consolidation and 
commoditization (EDS is today part 
of HP; all major business-intelligence 
vendors have been acquired; and the 
number of hardware vendors contin-
ues to decline), opportunities for our 
students are changing dramatically. 
We need to prepare them, not stub-
bornly cling to the way things were.

Stephen J. Andriole, Villanova, PA

Roberts responds:
Stephen J. Andriole’s “Viewpoint” (July 
2008) began by saying “the assumption 
that the number of ‘programming’ jobs 
will increase over time…challenges ev-
ery assumption about the trajectory of 
change in the industry.” While this view 
may indeed challenge his assumptions, 
it does not contradict the available evi-
dence. As I said in my “Counterpoint,” 
the U.S. Bureau of Labor Statistics is 
projecting a dramatic increase in pro-
gramming-intensive jobs from 2006 to 
2016, to the point that two of the top 
five fastest-growing job categories over 
that time are “network systems and 
data communications analyst” and 
“computer software engineers, appli-
cations,” both of which require signifi-
cant programming expertise.

Andriole also said I misrepresented 
his arguments, in particular that he 
“never advocated abandoning soft-
ware engineering.” But he did precise-
ly that, explicitly proposing the reduc-
tion of the five academic disciplines 
identified by the Joint ACM/IEEE-CS 
Task Force on Computing Curricu-
la—computer engineering, computer 
science, information systems, infor-
mation technology, and software engi-
neering—to “three flavors: computer 
engineering, computer science, and 
information systems.” Software engi-
neering is conspicuously absent. He 
also said he never deemed program-
ming “irrelevant.” Despite the fact 
that the word he quoted—irrelevant—
never appeared in my “Counterpoint,” 
it is important to look at what he did 
say. Reading the paragraph that asks 

Prep Students for Irreversible Software Trends
DOI:10.1145/1400181.1400184		
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“Who programs?,” it is difficult to be-
lieve that he sees much relevance in 
this activity.

Andriole missed my central point—
that every subdiscipline in the broad 
array of computing specialties is expe-
riencing growth in demand. There are 
undeniably more jobs in computing 
that do not require sophisticated pro-
gramming in the classical sense. What 
he failed to recognize is that there are 
also more jobs in computing that do 
require such talents. We must expand 
educational programs that focus on 
the IT areas he championed but not at 
the expense of more traditional CS pro-
grams that produce too few graduates 
to meet industry demand.

The most disturbing aspect of An-
driole’s comments is his charge that 
those of us in traditional computing 
disciplines are somehow jeopardiz-
ing the opportunities available to 
those newly entering the field. Each 
year, the CS graduates of my own in-
stitution [Stanford University] have 
extraordinary opportunities precisely 
because of the education they have re-
ceived. Our bachelor’s degree recipi-
ents get multiple offers, sometimes 
commanding salaries in excess of 
$100,000 per year. Providing students 
such opportunities is hardly a disser-
vice. If we could somehow produce 
10 times the number of CS graduates, 
they would get the same sort of offers. 
The demand for those with skills is 
strong and growing. Shifting our ed-
ucational focus away from critically 
needed skills would be the height of 
irresponsibility.

Eric Roberts, Stanford, CA

Correction: Expected Loss Conditional
In our article, “Information Security 
and Risk Management” (Apr. 2008), the 
notation for the expected value of a se-
vere loss was incorrectly written as the 
expected loss conditional on the loss 
being severe. We thank Jonathan Katz 
of the University of Maryland, College 
Park, for bringing it to our attention. 
While we correctly defined the concept 
of the expected severe loss (page 65), 
the notation on the left-hand side of 
the second equation in the figure (page 
66) was in error.

As in the article, let T denote the 
threshold value of a severe loss and 

X be a random variable representing 
the possible loss values. Let Y be a ran-
dom variable representing a loss due 
to a severe breach. Then, the possible 
values of Y are zero, plus the values of 
X that are greater of equal to T. The 
probability of Y=x equals the prob-
ability that X=x for those values of X 
greater than or equal to T. Further, the 
probability that Y=0 equals the prob-
ability that X is strictly less than T. The 
left-hand side of the equation (page 
66) should have been written as E[Y]. 
For the example given, the random 
variable Y can take on the values 0, 8, 
and 9 with probabilities of 0.8, 0.1 and 
0.1, respectively. Then, E[Y] = 0*.8 + 
8*.1 + 9*.1 = 1.7.

Lawrence D. Bodin,  
	 Lawrence A. Gordon, Martin P. Loeb,  
	C ollege Park, MD

To Boost Enrollment Fix 
the CS Image Problem
As an IS practitioner and parent of three 
college-age sons, my perspective on the 
reasons for decreased IS and CS en-
rollment is a bit different from that of 
Wayne Wei Huang et al. in “Outsourc-
ing and the Decrease of IS Program 
Enrollment” (June 2008). Although 
parents are a primary source of career 
guidance for students, they also derive 
their opinions from conversations with 
practitioners, as well as from news re-
ports. The personal conversations are 
likely to carry much more weight than 
the news reports or the pronounce-
ments of academic advisors who have a 
stake in selling their programs.

Many IS professionals today do 
not offer a very positive picture of the 
industry when asked about their own 
careers. The oft-quoted statistics con-
cerning the relatively small number of 
outsourced jobs misses the point. Out-
sourcing has changed the image of the 
profession from valued corporate part-
ner to commodity service performed 
by the lowest bidder. The change in 
perception affects every IS professional 
in organizations undergoing outsourc-
ing and its associated layoffs; everyone 
worries their jobs are next. Following 
my own experience in the profession, 
none of my sons is pursuing IS or CS as 
a major, studying it instead only as an 
adjunct to other majors.

Until practitioners address the pro-

fession’s image problem, academic 
programs will continue to have trouble 
attracting the numbers of students 
needed to maintain a healthy profes-
sion in the U.S.

Jack Bush, Watkinsville, GA

Inspire Excitement
Both Peter J. Denning in “Voices of 
Computing” (Aug. 2008) and Rick 
Rashid in “Inspiring a New Generation 
of Computer Scientists” (July 2008) 
were right: There are too few computer 
programmers coming up, and we must 
go to the schools and recruit them. If 
students don’t want jobs that pay up-
ward of $60,000 annually, fine, there 
are plenty of people who need them 
and can be inspired to want them. Here 
are four ideas that could help recruit 
students:

Excitement of programming. Each of 
us can recall a program or system we 
developed that was exciting and that 
solved an important problem for our 
employer or client. Convey the excite-
ment of programming;

A good life. Make the connection 
between well-paying jobs and a good 
life. Use images and videos to show 
the kinds of places where program-
mers can afford to work, live, and play. 
Tell students how they can give back to 
their communities but only if they have 
the wherewithal to do it;

Responsible for own success. Give stu-
dents the tools they need to succeed. 
Lots of books explain what it takes to 
be a good student. Make sure schools 
have them, then get students to read 
them. Tell them the truth—that while 
schoolteachers and administrators, 
boys and girls clubs advisors, church 
officials, parents, and others can help, 
you are ultimately responsible for your 
own success; and

Share with administrators. Talk over 
these and other ideas with school ad-
ministrators before giving your own 
presentations, eliciting and trying to 
incorporate their ideas. They have a 
strong stake in your success.

Charles Elliott, Philadelphia, PA

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit your comments to 500 
words or less and send to letters@cacm.acm.org.
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ACM SIGCOMM 
Award Winner
University of 
Massachusetts-
Amherst professor 
of computer science 
Don Towsley was 

recently awarded the highest 
honor from ACM SIGCOMM, 
ACM’s Special Interest Group 
on Data Communications, 
for his contributions to the 
modeling, analysis, and control 
of communication networks 
in the computer networking 
field. Towsley’s research and 
leadership have helped shape 
an era of networking research 
and practice built upon a deeper 
scientific basis than in the past. 

Towsley has made 
numerous innovative and 
pioneering contributions to 
foundational modeling and 
analysis techniques, which have 
enabled computer scientists and 
engineers to better understand 
today’s computer networks, 
network protocols, and 
networked applications. 

ACM Voting Expert Joins 
U.S. Advisory Committee
Computer scientist and founder 
of ACM’s U.S. Public Policy 
Committee Barbara Simons 
was recently appointed to the 
board of advisors for the Election 
Assistance Commission, the U.S. 
federal body that oversees voting 
technology standards. A past 
president of the ACM, Simons 
fills a vacancy on the board. Her 
seat is one of four positions out of 
a total of 37 members allocated 
for science and technology 
professionals. 

SC08 Conference
The leading international con-
ference on high performance 
computing, networking, storage, 
and analysis, SC08 will be held in 
Austin, TX, from Nov. 15–21. The 
keynote speaker is Michael Dell, 
and the invited speakers include 
National Cancer Institute 
associate director Kenneth H. 
Buetow, University of California, 
Berkeley professor of computer 
science David Patterson, and 
Mary Wheeler, director of the 
Center for Subsurface Modeling 
at the University of Texas at 
Austin. For more information, 
visit sc08.supercomputing.org.

That’s Entertainment
The redesigned Communications Web site, slated to launch in January, will post 
material from this magazine, as well as from other ACM publications, including 
Computers in Entertainment (cie.acm.org). Look for video interviews with and writ-
ten articles by noted researchers, academics, animators, game developers, film 
producers, and performance artists in the entertainment field to be part of the 
new Communications site.  

Your Favorite Blog(s) 
Dozens of blogs will be mined for the new Communications Web site. We welcome 
your input and invite you to share your personal favorite(s). There are a few rules: 
The blog(s) must be interesting, valuable, and written or managed by an ACM 
member. For details, go to www.surveymonkey.com/recommend-a-blog. 

Video Tour 
A new online video demonstrates how to navigate Communications’ Digital Edi-
tion, a digital counterpart to the monthly magazine. Included are how the current 
issue can be searched, shared, and saved and how its settings can be personal-
ized. The Digital Edition, which is emailed to all ACM members, is available at 
cacm.acm.org; the video is at mags.acm.org/communications/current/include/
mmhelp/mmhelp.html. 

Queue, Too 
Communications isn’t the only ACM magazine redesigning its Web site. Look for 
ACM Queue to introduce a new site in the weeks ahead at www.acmqueue.com. 

Communications Site  
To Launch in January 
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A
ndy Hooper insists he’s 
not a utopian, but his vi-
sion of the future of com-
puting shares some resem-
blances with the dreams of 

science-fiction writers.
He foresees a not-too-distant time 

when the world’s sources of comput-
ing power are concentrated in remote 
server warehouses strategically located 
near the sources of renewable energy 
that power them, such as wind and solar 
farms. And the usage of the power sourc-
es could shift across the globe, depend-
ing on where energy is most abundant.

“The system we now employ is huge-
ly wasteful,” says Hopper, a professor of 
computer technology at the University 
of Cambridge and head of its Computer 
Laboratory. “We lose energy by relying 
on the national grid. I propose a system 
that is more efficient, much less expen-
sive, and that would have an immediate 
impact on the world’s energy consump-
tion. It’s always cheaper to move data 
than energy.” 

Hopper is among the more conspic-
uous and outspoken pioneers in the 
green computing movement—a multi-
faceted, global effort to reduce energy 
consumption and promote sustain-
ability. Proposed and existing strategies 
range from the practical to the fanciful, 
and include government regulations, 
industry initiatives, environmentally 

friendly computers made of recyclable 
materials, and Hopper’s suggestion of a 
personal energy meter.

Much of the green computing move-
ment’s focus today is on data centers, 
which have been lambasted as “the 
SUVs of the tech world” for their enor-
mous and wasteful consumption of 
electricity. The approximately 6,000 
data centers in the United States, for 
instance, consumed roughly 61 billion 
kilowatt-hours (kWh) of energy in 2006, 
according to Lewis Curtis, a strategic in-
frastructure architect at Microsoft. The 
total cost of that energy, $4.5 billion, 

was more than the cost of electricity 
used by all the color televisions in the 
U.S. in 2006, Curtis says.

 The Department of Energy (DOE) re-
ports that data centers consumed 1.5% 
of all electricity in the U.S. in 2006, and 
their power demand is growing 12% a 
year. If data centers’ present rate of con-
sumption continues, Curtis warns, they 
will consume about 100 billion kWh of 
energy at an annual cost of $7.4 billion 
by 2011. 

The federal government wants data 
centers’ energy consumption to be re-
duced by at least 10% by 2011. That trans-
lates into an energy savings equivalent 
to the electricity consumed by a million 
average U.S. households, according to 
Paul Sheathing, a spokesman for DOE’s 
Office of Energy Efficiency and Renew-
able Energy.

Green Computing 
Are you ready for a personal energy meter?
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in units of carbon dioxide produced.
In recent years, Microsoft and other 

companies have built data centers in 
central Washington to take advantage 
of the hydroelectric power produced by 
two dams in the region. The Microsoft 
facility, which consumes up to 27 mega-
watts of energy at any given time, is pow-
ered by hydroelectricity. 

“This way, because we’re so close to 
the source, we’re not losing any energy 
and the energy we do use is pure and 
clean,” says Francois Ajanta, Microsoft’s 
director of environmental strategy.

Another Microsoft data center, lo-
cated in Dublin, Ireland, is expected 
to become operational in 2009 and, 
thanks to Ireland’s moderate climate, 
the 51,000-square-meter facility will be 
air cooled, making it 50% more energy-
efficient than other comparably sized 
data centers.

Google “has committed to being 
carbon-neutral for 2007 and beyond,” 
says Bill Weihl, Google’s director of en-
ergy strategy. “Our carbon footprint is 
calculated globally and includes our di-
rect fuel use, purchased electricity, and 
business travel—as well as estimates for 
employee commuting, construction, 

“There’s no simple path to green 
computing, but there are some low-
hanging fruit,” Curtis notes in “Green: 
The New Computing Coat of Arms?”, a 
paper he co-authored with Joseph Wil-
liams, the CTO of WW Enterprise Sales 
at Microsoft. “You can spin the dial on 
some straightforward actions, such as 
orienting racks of servers in a data cen-
ter to exhaust their heat in a uniform 
direction, thus reducing overall cool-
ing costs…. A comprehensive plan for 
achieving green computing really does 
require an architectural approach.”

David Wang, the data center archi-
tect for Teradata, has specialized in 
thermal management solutions for the 
Miamisburg, OH-based data warehous-
ing company since 1996. “I’ve raised the 
issue [of green computing] because, for 
me, it’s both a business question and 
an ethical question,” Wang says. “Look 
at the basic fact, the one that has to be 
addressed: Power consumption at the 
server level has increased along with 
performance increase, and business 
needs have grown even faster.”

More attention must be devoted to 
data centers’ ever-increasing power 
density and heat removal, Wang says. 
“In the past, the sole focus was on IT 
equipment processing power and asso-
ciated equipment spending. The infra-
structure—power, cooling, data center 
space—was always assumed to be avail-
able and affordable,” he says. “Now the 
infrastructure is becoming a limiting 
factor.”

Microsoft, Google, and Yahoo are ad-
dressing the environmental concerns 
about their data centers’ carbon foot-
print, the measure of the environmen-
tal impact of an individual or organiza-
tion’s lifestyle or operation, measured 

Google uses customized 
evaporative cooling  
to significantly reduce  
its data centers’ 
energy consumption. 

and server manufacturing at our facili-
ties around the world.” 

According to Google, its data centers 
use half the industry’s average amount 
of power. Google attributes this im-
proved energy usage to the cooling tech-
nologies, such as ultra-efficient evapo-
rative cooling, that the company has 
customized for itself.

Yahoo’s data centers also went car-
bon-neutral last year, in part because of 
its use of carbon offsets. 

Government regulations and in-
dustry initiatives are also tackling data 
centers’ energy usage. The U.S. Envi-
ronmental Protection Agency (EPA), for 
instance, should have its phase-one ver-
sion of Energy Star standards for serv-
ers ready by year’s end. Eventually, the 
server rating will measure energy use 
at peak demand, but for the purpose of 
getting an Energy Star rating under way, 
the EPA will first release a Tier 1 stan-
dard, which will measure the efficiency 
of the server’s power supply and its en-
ergy consumption while idle.

Meanwhile, a global consortium of 
computer companies, including AMD, 
Dell, IBM, Sun Microsystems, and VM-
ware, organized The Green Grid in 
2007, with the goal of improving energy 
efficiency in data centers and business 
computing systems. To achieve that 
goal, The Green Grid collaborates with 
individual companies, government 
agencies, and industry groups to pro-
vide recommendations on best practic-
es, metrics, and technologies that will 
improve data centers’ energy efficiency.

Earth-Friendly Computers
As with any evolving idea, people will 
need to think differently and more 
deeply when it comes to green comput-

Health and life insurance 
companies in the U.S. are 
increasingly using consumers’ 
prescription drug data to 
determine what type of coverage, 
if any, to offer applicants, the 
Washington Post reports. 

The insurance companies 
hire health information 
services companies—such as 

Ingenix, which had $1.3 billion 
in sales last year—to help 
create consumer profiles. The 
health information services 
companies mine the databases 
of prescription drug histories 
that are kept by pharmacy 
benefit managers (PBMs), which 
help insurers to process drug 
claims. (Ingenix even has its 

own servers located in some 
PBM data centers.) The health 
information services companies 
also access patient databases 
held by clinical and pathological 
laboratories.

The health information 
services companies say that 
consumers have authorized 
the release of their records 

and that their approach saves 
insurance companies money 
and time. Privacy advocates 
note that consumers do sign 
consent forms authorizing the 
release of data, but they have to 
if they want insurance, and that 
many people are unaware of the 
existence of health information 
services companies. 

Data Mining

Consumers’ Invisible Profiles
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ing. It is not unusual, for instance, 
for companies to replace their older 
computers with new, more energy-
efficient ones in an effort to become 
more earth-friendly.

This practice might not always be the 
most environmental solution, says Tera-
data’s Wang. “What I propose is that we 
look at the entire life cycle of a comput-
er, the whole picture, from manufactur-
ing through day-to-day operation,” says 
Wang. “Every step consumes energy, 
and buying a new, more efficient com-
puter may not always be the answer.” 

Some computer manufacturers are 
retooling their products from a life-cycle 
point of view and making the decision 
to buy a new, energy-efficient computer 
much easier. Dell is accelerating its pro-
grams to reduce hazardous substances 
in its computers, and its new OptiPlex 
desktops are 50% more energy-efficient 
than similar systems manufactured in 
2005,  thanks to more energy-efficient 
processors, new power management 
features, and other factors. 

Likewise, Hewlett-Packard recently 
unveiled what it calls “the greenest 
computer ever”—the rp5700 desktop 
PC. The rp5700 exceeds U.S. Energy 
Star 4.0 standards, has an expected life 
of at least five years, and 90% of its ma-
terials are recyclable. The computer is 
easy to disassemble and meets the Eu-
ropean Union’s RoHS standards for the 
restriction of the use of certain hazard-
ous substances in electrical and elec-
tronic equipment. Moreover, 25% of the 
rp5700’s packaging materials are made 
of recycled material.

For the Future of the Planet
In an effort to ensure “computing can 
have a positive effect on our lives and 
the world,” Hopper and Andrew Rice, 
an assistant director of research at the 
University of Cambridge’s Computer 
Laboratory, have identified four princi-
pal goals in their paper “Computing for 
the Future of the Planet.” The first goal 
is an optimal digital infrastructure in 
which computing’s overall energy con-
sumption is reduced and the efficient 
use of energy in the manufacture, op-
eration, and disposal of computing de-
vices is maximized. 

The second goal is “to sense and op-
timize the world around us with refer-
ence to a global world model,” which 
would “inform us about the energy con-

sumption and other effects of our activi-
ties on the natural environment.” 

The third goal is a new emphasis 
on predicting and responding to fu-
ture events by modeling their behav-
ior. According to Hopper and Rice, 
“The traditional role of computing as 
an execution platform for these mod-
els will continue to be important and 
must grow in performance to service 
both the increasing demands of high-
er-fidelity models and also to accom-
modate any new overheads incurred 
by correctness checking.”

Lastly, Hopper and Rice are “inter-
ested in the possible benefit of digital 
alternatives to our physical activities,” 
such as electronic versions of printed 
newspapers, music downloads rather 
than physical CDs, and online shopping 
as opposed to visiting stores and super-
markets. According to Hopper and Rice, 
“One might argue that a total shift from 
physical to digital seems unlikely in to-
day’s world but for future generations 
this concept might seem as obvious as 
email is to us today.” 

“People in the developing world,” 
Hopper and Rice note, “often live in 
resource-impoverished environments 
so a physical-to-digital paradigm shift 
has the potential to enable activities 
that were hitherto prohibitively expen-
sive, and to support development whilst 
minimizing its impact. We seek to un-
lock methods of wealth creation in the 
virtual world.”

Hopper and Rice also suggest the 
development of a personal energy me-
ter that would measure a person’s di-
rect and indirect daily consumption, 
with individualized breakdowns of “the 
energy costs of travel, heating, water-
usage and transportation of food [that] 
will help us target areas for reduction 
in our environmental footprint…. The 
data collected will not only provide use-
ful information for analyzing consump-
tion patterns but also has the potential 
to help individuals identify alternatives 
to their current activities.”

“I think we’ve only just started to ad-
dress the issue” of green computing, 
says Hopper. “It’s just on the cusp of be-
coming important, and I think business, 
not academia, has led the way. They are 
driven by pragmatic concerns.”	

Patrick Kurp is a freelance science writer in Bellevue, WA.

Artificial Intelligence

Super-
computer 
Defeats 
Human 
Go Pro
The new Dutch supercomputer 
Huygens, armed with the MoGo 
Titan program, defeated a 
human professional Go player 
with a 9-stones handicap. 
The victory appears to be the 
first-ever defeat of a high-
level human Go player by a 
supercomputer in an official 
match. 

Until recently, scientists 
were unable to create a 
computer program capable of 
beating even many amateur-
level Go players. This state of 
affairs changed in 2006 when 
programmers Sylvain Gelly 
and Yizao Wang devised a 
revolutionary algorithm that 
has enabled the MoGo Titan 
program to attain new heights; 
since August 2006, MoGo Titan 
has been ranked number one on 
the 9x9 Computer Go Server.

Teamed up with the Huygens 
supercomputer, MoGo Titan 
achieved a noteworthy victory as 
its opponent, Kim Myungwan, 
is an 8 dan pro (the highest 
level is 9 dan) and a seasoned 
international competitor. In 
fact, the day before Myungwan’s 
official match with Huygens 
and MoGo Titan, he soundly 
defeated the duo in three blitz 
games played with varying 
handicaps.

“The current result forecasts 
that before 2020 a computer 
program will defeat the best 
human Go player on a 19x19 
Go board in a regular match 
under normal tournament 
conditions,” says professor Jaap 
van den Herik of Maastricht 
University which, with INRIA 
France, co-developed MoGo 
Titan. “This is remarkable, since 
around 2000 it was generally 
believed that the game of Go was 
safe to any attack by a computer 
program. The 9-stones handicap 
victory casts severe doubts on 
this belief.” 

The Korean-born Myungwan 
appears to have taken the defeat 
well. Two days after his loss to 
MoGo Titan, he won the  2008 
U.S. Open.
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T
he Web is bigger than it 
looks. Beyond the billions 
of pages that populate the 
major search engines lies an 
even vaster, hidden Web of 

data: classified ads, library catalogs, air-
line reservation systems, phone books, 
scientific databases, and all kinds of 
other information that remains largely 
concealed from view behind a curtain 
of query forms. Some estimates have 
pegged the size of the Deep Web at up to 
500 times larger than the Surface Web 
(also known as the Shallow Web) of stat-
ic HTML pages.

Researchers have been trying to crack 
the Deep Web for years, but most of those 
efforts to date have focused on build-
ing specialized vertical applications like 
comparison shopping portals, business 
intelligence tools, or top-secret national 
security projects that scour hard-to-crawl 
overseas data sources. These projects 
have succeeded largely by targeting nar-
row domains where a search application 
can be fine-tuned to query a relatively 
small number of databases and return 
highly targeted results.

Bringing Deep Web search techni-
ques to bear on the public Web poses 
a more difficult challenge. While a few 
high-profile sites like Amazon or You-
Tube provide public Web services or 
custom application programming in-
terfaces that open their databases to 
search engines, many more sites do not. 
Multiply that problem by the millions of 
possible data sources now connected to 
the Web—all with different form-han-
dling rules, languages, encodings, and 
an almost infinite array of possible re-
sults—and you’re have one tough assign-
ment. “This is the most interesting data 
integration problem imaginable,” says 
Alon Halevy, a former University of Wash-
ington computer science professor who 
is now leading a Google team trying to 
solve the Deep Web search conundrum.

Deep Web Search 101
There are two basic approaches to 

searching the Deep Web. To borrow a 
fishing metaphor, these approaches 
might be described as trawling and an-
gling. Trawlers cast wide nets and pull 
them to the surface, dredging up what-
ever they can find along the way. It’s a 
brute force technique that, while inel-
egant, often yields plentiful results. An-
gling, by contrast, requires more skill. 
Anglers cast their lines with precise 
techniques in carefully chosen loca-
tions. It’s a difficult art to master, but 

when it works, it can produce more sat-
isfying results.

The trawling strategy—also known 
as warehousing or surfacing—involves 
spidering as many Web forms as pos-
sible, running queries and stockpiling 
the results in a searchable index. While 
this approach allows a search engine to 
retrieve vast stores of data in advance, 
it also has its drawbacks. For one thing, 
this method requires blasting sites with 
uninvited queries that can tax unsus-
pecting servers. And the moment data is 
retrieved, it becomes instantly becomes 
out of date. “You’re force-fitting dynamic 
data into a static document model,” says 
Anand Rajaraman, a former student of 
Halevy’s and co-founder of search start-
up Kosmix. As a result, search queries 
may return incorrect results.

The angling approach—also known 
as mediating—involves brokering a 

search query in real time across mul-
tiple sites, then federating the results 
for the end user. While mediating pro-
duces more timely results, it also has 
some drawbacks. Chief among these 
is determining where to plug a given 
set of search terms into the range of 
possible input fields on any given Web 
form. Traditionally, mediated search 
engines have relied on developing cus-
tom “wrappers” that serve as a kind of 
Rosetta Stone for each data source. For 
example, a wrapper might describe how 
to query an online directory that accepts 
inputs for first name and last name, and 
returns a mailing address as a result. At 
Vertica Systems, engineers create these 
wrappers by hand, a process that usu-
ally takes about 20 minutes per site. The 
wrappers are then added to a master on-
tology stored in a database table. When 
users enter a search query, the engine 
converts the output into Resource De-
scription Framework (RDF), turning 
each site into, effectively, a Web service. 
By looking for subject-verb-object com-
binations in the data, engineers can 
create RDF triples out of regular Web 
search results. Vertica founder Mike 
Stonebraker freely admits this hands-on 
method, however, has limitations. “The 
problem with our approach is that there 
are millions of Deep Web sites,” he says. 
“It won’t scale.” Several search engines 
are now experimenting with approach-
es for developing automated wrappers 
that can scale to accommodate the vast 
number of Web forms available across 
the public Web.

The other major problem confront-
ing mediated search engines lies in de-
termining which sources to query in the 
first place. Since it would be impossible 
to search every possible data source at 
once, mediated search engines must 
identify precisely which sites are worth 
searching for any given query. 

“You can’t indiscriminately scrub dy-
namic databases,” says former Bright-
Planet CEO Mike Bergman. “You would 
not want to go to a recipe site and ask 

Searching the Deep Web 
While the Semantic Web may be a long time coming,  
Deep Web search strategies offer the promise of a semantic Web.

Technology  |  doi:10.1145/1400181.1400187	 Alex Wright
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mantic Web community focus more on 
the Deep Web.”

Some critics have argued that the Se-
mantic Web has been slow to catch on 
because it hinges on persuading data 
owners to structure their information 
manually, often in the absence of a clear 
economic incentive for doing so. While 
the Semantic Web approach may work 
well for targeted vertical applications 
where there is a built-in economic in-
centive to support expensive mark-up 
work (such as biomedical information), 
such a labor-intensive platform will nev-
er scale to the Web as a whole. “I’m not 
a big believer in ontologies because they 
require a lot of work,” says Freire. “But 
by clustering the attributes of forms and 
analyzing them, it’s possible to generate 
something very much like an ontology.”

While the Semantic Web may be a 
long time coming, Deep Web search 
strategies hold out hope for the possibil-
ity of a semantic Web. After all, Deep Web 
search inherently involves structured data 
sets. Rather than relying on Web site own-
ers to mark up their data, couldn’t search 
engines simply do it for them?

Google is exploring just this ap-
proach, creating a layer of automated 
metadata based on analysis of the site’s 
contents rather than relying on site 
owners to take on the cumbersome task 
of marking up their content. Bergman’s 
startup, Zitgist, is exploring a concept 
called Linked Data, predicated on the 
notion that every bit of data available 
over the Web could potentially be ad-
dressed by a Uniform Resource Indi-
cator. If that vision came to fruition, it 
would effectively turn the entire Web 
into a giant database. “For more than 
30 years, the holy grail of IT has been to 
eliminate stovepipes and federate data 
across the enterprise,” says Bergman, 
who thinks the key to joining Deep Web 
search with the Semantic Web lies in 
RDF. “Now we have a data model that’s 
universally acceptable,” he says. “This 
will let us convert legacy relational sche-
mas to http.”

Will the Deep Web and Semantic 
Web ever really coalesce in the real 
world of public-facing Web applica-
tions? It’s too early to say. But when and 
if that happens, the Web may just get a 
whole lot deeper.	

Alex Wright is a writer and information architect who 
lives and works in New York City.

“At Google we want to query any 
form out there,” says Halevy, “whether 
you’re interested in buying horses in 
China, parking tickets in India, or re-
searching museums in France.” When 
Google adds the contents of each data 
source to its search engine, it effectively 
publishes them, enabling Google to as-
sign a PageRank to each resource. Add-
ing Deep Web search resources to its 
index—rather than mediating the re-
sults in real time—allows Google to use 
Deep Web search to augment its exist-
ing service. “Our goal is to put as much 
interesting content as possible into our 
index,” says Halevy. “It’s very consistent 
with Google’s core mission.”

A Deep Semantic Web?
The first generation of Deep Web search 
engines were focused on retrieving 
documents. But as Deep Web search 
engines continue to penetrate the far 
reaches of the database-driven Web, 
they will inevitably begin trafficking in 
more structured data sets. As they do so, 
the results may start to yield some of the 
same benefits of structure and interop-
erability that are often touted for the 
Semantic Web. “The manipulation of 
the Deep Web has historically been at a 
document level and not at the level of a 
Web of data,” says Bergman. “But the re-
trieval part is indifferent to whether it’s 
a document or a database.” 

So far, the Semantic Web community 
has been slow to embrace the challeng-
es of the Deep Web, focusing primarily 
on encouraging developers to embrace 
languages and ontology definitions that 
can be embedded into documents rath-
er than incorporated at a database level. 
“The Semantic Web has been focused 
on the Shallow Web,” says Stonebraker, 
“but I would be thrilled to see the Se-

about nuclear physics.” To determine 
which sites to target, a mediated search 
engine has to run some type of textual 
analysis on the original query, then use 
that interpretation to select the appro-
priate sites. “Analyzing the query isn’t 
hard,” says Halevy. “The hard part is fig-
uring out which sites to query.” 

At Kosmix, the team has developed 
an algorithmic categorization technol-
ogy that analyzes the contents of users’ 
queries—requiring heavy computation 
at runtime—and maps it against a tax-
onomy of millions of topics and the rela-
tionships between them, then uses that 
analysis to determine which sites are 
best suited to handle a particular query. 
Similarly, at the University of Utah’s 
School of Computing, assistant profes-
sor Juliana Freire is leading a project 
team working on crawling and index-
ing the entire universe of Web forms. 
To determine the subject domain of 
a particular form, they fire off sample 
queries to develop a better sense of the 
content inside. “The naïve way would be 
to query all the words in the dictionary,” 
says Freire. “Instead we take a heuristic-
based approach. We try to reverse-engi-
neer the index, so we can then use that 
to build up our understanding of the 
databases and choose which words to 
search.” Freire claims that her team’s 
approach allows the crawler to retrieve 
better than 90% of the content stored in 
each targeted site.

Google’s Deep Web search strategy 
has evolved from a mediated search 
technique that originated in Halevy’s 
work at Transformic (which was ac-
quired by Google in 2005), but has 
since evolved toward a kind of smart 
warehousing model that tries to accom-
modate the sheer scale of the Web as a 
whole. “The approaches we had taken 
before [at Transformic] wouldn’t work 
because of all the domain engineering 
required,” says Halevy. 

Instead, Google now sends a spi-
der to pull up individual query forms 
and indexes the contents of the form, 
analyzing each form for clues about 
the topic it covers. For example, a page 
that mentions terms related to fine art 
would help the algorithm guess a subset 
of terms to try, such as “Picasso,” “Rem-
brandt,” and so on. Once one of those 
terms returns a hit, the search engine 
can analyze the results and refine its 
model of what the database contains. 

Rather than relying 
on Web site owners 
to mark up their 
data, couldn’t search 
engines simply do it 
for them?
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D
espite the renewed calls 
for improved voting sys-
tems after the debacle in 
Florida during the 2000 
presidential election, little 

has changed in the way that America 
votes eight years later. Today, the coun-
try still has a veritable mishmash of 
voting standards and methods. Some 
counties use lever machines, some 
use paper ballots, some use electronic 
voting machines, and still others, af-
ter having tried electronic voting, have 
reverted to the paper ballots that they 
previously used. 

While the debate about the merits 
of electronic voting versus paper bal-
lots continues in public policy and 
technology circles, one approach 
might put the entire controversy to 
rest: end-to-end (E2E) auditable vot-
ing. Also known as E2E verifiable vot-
ing, E2E auditable voting ensures the 
transition from the accurately record-
ed single ballot to the tally of collected 
ballots is preserved and maintained 
in a publicly auditable manner, and 
enables voters to verify that their indi-
vidual votes were recorded accurately 
as well as the ability to show, with a 
high degree of probability, that all of 
the ballots were properly tabulated.

(For a debate about electronic vot-
ing, see the Point/Counterpoint col-
umn on p. 29.) 

E2E auditable voting is different 
from voter-verified paper trail bal-
lots, which addresses the problem of 
whether each single ballot was record-
ed correctly, but do not ensure that 
all of the votes were tallied accurately. 
The idea behind E2E auditable vot-
ing—which uses paper ballots or elec-
tronic voting—is that the entire voting 
system utilizes cryptography to accu-
rately count votes while at the same 
time preserving the voters’ privacy.

“The basic concept, which is al-
most miraculous, is that a voter can 
cast a ballot, check that the ballot was 
counted, and verify that the totals are 

accurate, without anyone else knowing 
how they voted, even if the voter wants 
to prove how they voted to a third par-
ty,” says David Dill, a professor of com-
puter science at Stanford University.

Computer scientists, mathema-
ticians, and cryptographers in the 
United States and abroad have spent 
years working on E2E auditable vot-
ing systems. One early contender was 
VoteHere, an E2E electronic system 
developed by Andy Neff, but VoteHere 
changed its name to Dategrity Corp. in 
2005, with the goal of reaching a wider 
market for its auditing and verifica-
tion software.

Private Data, Public Verification
After years of research, one approach 
has captured the most attention in the 
world of E2E auditable voting and is 
the farthest along in terms of actually 
being implemented anytime soon in 
the United States. 

Scantegrity II (the “II” stands for 
“invisible ink”) was developed largely 
by independent cryptographer David 
Chaum in collaboration with other 
scientists in the field, including Ron 
Rivest, a professor of computer sci-

ence at MIT; Peter Ryan, a professor 
of computer science at the University 
of Newcastle upon Tyne; and Stefan 
Popoveniuc, a graduate student in 
the computer science department at 
George Washington University.

Scantegrity II relies upon a tech-
nique of cryptography known as a 
“cut and choose protocol,” which en-
ables zero-knowledge proofs. This 
technique of cryptography relies on 
zero-knowledge proofs to show that 
the information has been encrypted 
without revealing what the original 
piece of information is. In this case, it 
proves that the results were accurately 
tabulated without revealing how each 
vote was cast.

A Scantegrity II ballot is similar to 
a traditional ballot with a list of can-
didates and an adjacent row of fill-in 
bubbles. In order to vote, each person 
uses a special pen to reveal a unique, 
hidden three-character code that is 
printed in invisible ink in each bub-
ble. The three-character code serves 
as a cryptographic marker to indicate 
the voter’s preference. However, with-
out the decryption key, the code is 
meaningless. 

The code effectively encrypts, or 
locks in, the voter’s preference. Then, 
each possible code for each ballot is 
randomized and displayed publicly on 
a Web site.

Once the codes are randomized, a 
set of tables are used to map each code 
to a particular candidate. However, the 
precise path of the trails is concealed 
under a two-step procedure that con-
nects the location of the coded vote to 
how that translates to its location on 
the results board.

After voting, each voter receives a 
small tear-off receipt containing the 
serial number of the ballot. The vot-
er can, if he or she chooses to, write 
down the revealed three-character 
code, which, when entered in a pub-
lic Web site, can verify their vote was 
recorded correctly.

Science  |  doi:10.1145/1400181.1400188	 Cyrus Farivar

Clean Elections 
With end-to-end auditable voting, a voter can verify whether his or her vote 
was tallied correctly and whether all of the votes were properly tabulated. 

Sample invisible ink ballot.
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the list of candidates is destroyed. 
The bottom of the non-discarded 

side of the Prêt à Voter ballot contains 
a cryptographic string with informa-
tion on the discarded candidate list or-
der. In order to decrypt the candidate 
list order and determine the value of 
a vote, voting officials or party repre-
sentatives use a series of secret keys to 
decrypt the ballots. 

Prêt à Voter was successfully used 
in student elections at the University 
of Surrey last year, and Ryan plans to 
test Prêt à Voter again in upcoming 
student elections at the University of 
Newcastle upon Tyne. 

Scratch & Vote was developed by 
Ben Adida, a research fellow with the 
Center for Research on Computation 
and Society at Harvard University, and 
Ron Rivest, a professor of computer 
science at MIT, and its format is simi-
lar to Prêt à Voter. 

A Scratch & Vote ballot is perfo-
rated down the middle, and the left 
side has a list of candidates’ names 
and the right side has a series of cor-

responding check boxes. Beneath the 
check boxes is a 2D-barcode. A scratch 
surface is positioned below the bar-
code, and a perforation separates the 
scratch surface from the rest of the 
right half of the ballot. 

If the voter wants to audit the vot-
ing process, she selects a second bal-
lot and removes the scratch surface, 
thereby voiding the ballot, which the 
voter gives to a trusted party on the 
premises. The trusted party scans 
the barcode, reads the randomiza-
tion data previously hidden under the 
scratch surface, and can confirm the 
ballot is correctly formed.

The voter now makes her selection 
on the first ballot, discards the left 
side of the ballot (which contains only 
the randomized candidate order), 
and gives the ballot to an election of-
ficial. The election official ensures 
the scratch surface is intact and de-
taches the scratch surface for the pur-
pose of discarding it. The voter enters 
the ballot’s remaining checkmark (to 
indicate her vote) and barcode, which  
is effectively the encrypted ballot, 
into a scanner. 

The voter can take the remainder 
of the ballot home and check on a 
public Web site that her ballot was 
correctly tabulated, and if it wasn’t, 
she still possesses the remainder of 
the ballot. In addition, the voter can 
audit the tally process and the veri-
fiable decryption conducted by the 
election officials.

With Scratch & Vote, each vote is re-
corded as an encrypted value by using 
the box that was checked to determine 
which encrypted value to use. The val-
ues are tallied using homomorphic en-
cryption, which allows for the sum of 
two encrypted values to be equal to the 

In order to audit a ballot, an auditor 
or a voter would use the original bal-
lot key to disclose all possible codes 
for all candidates, thus revealing the 
entire computational chain to prove 
whether the votes were recorded and 
tabulated accurately. And to verify that 
a person hasn’t cheated during any 
step of the process, one of the point-
ers can be revealed to assure that the 
proper connection between the re-
sults and the anonymized encoded 
ballots is maintained. 

Scantegrity II is not a replace-
ment voting system, but works with 
either precinct-based or central scan 
systems, a feature that Chaum says 
makes it attractive to public officials. 
The printing of ballots, however, re-
quires the capability to print with 
invisible ink and to print each ballot 
differently. 

Scantegrity II might be used in an 
upcoming municipal election in Ta-
koma Park, MD, a suburb of Washing-
ton, D.C., but the city council has not 
yet made a final determination.

Different Approaches, Same Goal
While Scantegrity II appears to be 
the most public election-ready sys-
tem, there are several replacement 
systems—most notably Prêt à Voter 
(or Ready to Vote), Scratch & Vote, 
and ThreeBallot—that use different 
cryptography-based approaches to 
achieve the same goal of end-to-end 
voter verifiability.

Developed by Peter Ryan of Uni-
versity of Newcastle upon Tyne, Prêt à 
Voter does not rely upon the voted val-
ues to be encrypted and randomized, 
but uses a random candidate order 
that varies from ballot to ballot. Once 
a vote is cast, the side of the ballot with 

An enterprising group of 
undergraduate students at the 
University of Southampton 
unveiled a group of inexpensive 
and identical, matchbox-sized 
robots at the recent Artificial 
Life XI conference. The robots 
communicate with each other 
via an infrared technology used 

in mobile phones, and can 
independently divide up tasks, 
without instructions from a 
central control program. 

In a demonstration at the 
conference, the robots, which 
have green and red lights, 
autonomously divided themselves 
into two groups, 80% red and 20% 

green. When some of the “green” 
robots were removed from the 
group, the remaining robots re-
organized into an 80/20 split.

Swarms of robots have certain 
advantages over a single, self-
contained robot, according to 
some roboticists. “You might 
have some complex robot that 

is sent to Mars, has a technical 
problem, and then the mission is 
basically over,” said Claus-Peter 
Zauner, the leader of the swarm 
robot project, in an interview 
with the BBC News. “With swarm 
robots, even if a percentage of 
them fails, they’ll still be able to 
achieve their goal.”

Artificial Intelligence

Cooperative Robot Swarms

End-to-end auditable 
voting systems  
could put the 
controversy about  
the merits of 
electronic voting 
versus paper ballots 
to rest.
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encrypted sum of that value. In other 
words, by adding the encrypted bal-
lots together and decrypting them all 
at once, the candidates for whom the 
votes were cast can be determined.

“I’m not actively pursuing [Scratch 
& Vote] for implementation, though I 
use it regularly to teach the concepts,” 
Adida said via email. “I think it might 
be a useful system for certain simple 
elections, but it might simply be more 
useful as a teaching tool. It’s helped a 
number of folks understand the pow-
er of open-audit voting, even if they 
quickly forget the details.”

Invented by Rivest, the ThreeBallot 
Voting System entails giving a voter 
three identical ballots. To vote for a 
candidate, a voter must select that 
candidate on two of the three ballots. 
To vote against a candidate, the voter 
must select that candidate on one bal-
lot. At the polling station, the voter 
makes a copy of any one of the three 
ballots, which he or she retains, and 
the three original ballots are placed in 
the ballot box. 

At the election’s conclusion, all of 

the ballots are published. As each bal-
lot contains a unique seven-digit iden-
tifier, a voter can independently verify 
that his or her vote was counted by 
searching for the identifier among the 
published ballots. 

ThreeBallot offers some of the ad-
vantages of a cryptographic voting 
system without actually using cryptog-
raphy. MIT students have conducted 
a field test with ThreeBallot, however, 
and discovered problems in terms of 
usability, privacy, and security.

While many academic experts say 
that the science behind E2E auditable 
systems is promising, they also note 
the need for further research and us-
ability studies. 

“We are at the stage where we need 
to try many different techniques for 
open-audit voting, and we just don’t 
know what’s going to work better in 
a real-world setting,” Adida said via 
email. “Deciding on a single system 
now would be putting the cart before 
the horse.”

David Wagner, a professor of com-
puter science at the University of 
California at Berkeley, suggests that 
a widespread, multiyear study could 
be the best way to advance E2E verifi-
able voting research. “The next step 
is that you need a system that is very 
concretely worked out,” Wagner says. 
“One of the things about cryptography 
is that the devil’s in the details. When 
you’re using this fancy mathematics, 
there’s all these details to get right and 
any one little slip-up can compromise 
the security of the whole system.”	

Based in Oakland, CA, Cyrus Farivar freelances as a 
technology journalist and a radio reporter and producer.

Scratch & Vote 
has helped people 
“understand the power 
of open-audit voting, 
even if they quickly 
forget the details,” 
says Ben Adida.

Information Technology

Intel Cuts 
Electric 
Cords
Intel researchers have demon-
strated a wireless electric pow- 
er system that could enable 
notebook computers and other 
consumer devices to be powered 
without wall outlets and 
transformers. 

In a recent demonstration at 
Intel’s annual Developer Forum 
in San Francisco, electricity was 
wirelessly sent a distance of 
several feet to a lamp on stage, 
illuminating its 60 watt bulb, 
which uses more electricity than 
the average laptop.

“Something like this tech-
nology could be embedded in 
tables and work surfaces,” Intel 
chief technology officer Justin 
Rattner told the New York Times, 
“so as soon as you put down an 
appropriately equipped device 
it would immediately begin 
drawing power.” 

Known as “wireless energy 
resonant link,” the Intel tech-
nology could also be embedded 
in computer components, such 
as monitors, enabling them to 
send power to nearby devices.

Bioengineering

Fits on a 
Fingertip 
California Institute of 
Technology researchers have 
developed a high-resolution, 
lens-less microscope that, 
due to its tiny size, can fit 
on a fingertip. Called an 
optofluidic microscope, the 
device combines traditional 
computer chip technology with 
microfluidics, the channeling 
of fluid flow at incredibly small 
scales, and uses sunlight for 
illumination. 

Developed by a team of 
researchers led by Changhuei 
Yang, an assistant professor 
of electrical engineering and 
bioengineering, the microscope 
has the magnifying power of a 
high-quality optical microscope 
and could be used in developing 
countries to analyze blood 
samples for malaria or to check 
water supplies for pathogens.
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Safe) Program

The Polaris System

And the latest news on the limits of 
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E
xperience is what you get 
when you don’t get what you 
want… It was one of several 
proverbs Randy Pausch man-
aged to infuse with fresh rel-

evance during his “Last Lecture” last 
fall. The saying was the sort of thing he 
loved—clichés, the old chestnuts, sto-
ries, and snippets of advice he’d collect-
ed from colleagues and friends. Pausch 
had a knack for selecting the right an-
ecdote for an occasion, and for telling 
it in a way that invested it with new 
meaning and power. The fact that his 
stories were entertaining never seemed 
to diminish their pedagogical value.

We can’t change the cards we are 
dealt, just how we play the hand was 
another proverb Paush discussed dur-
ing his “Last Lecture.” His own cards, 
of course, included a fierce battle with 
the pancreatic cancer that would even-
tually claim his life on July 25 at the age 
of 47. Over the course of that battle, he 
managed to inspire millions of people 
with a heartfelt talk (and a surprise You-
Tube video hit) about living well and 
overcoming obstacles. He also found 
time to raise awareness and research 
funding to help others with pancre-
atic cancer. And he carefully compiled 
a treasury of pictures, mementos, and 
opinions for his family. 

Those who knew him weren’t sur-
prised. “It’s vintage Randy,” says Ga-
briel Robins, a professor of computer 
science and former colleague at the 
University of Virginia. “He took his 
own demise and turned it into an edu-
cational bonanza.”

An innovative researcher and de-
voted teacher, Pausch is best known in 
his field for his pioneering work on the 
Alice Project, a sophisticated comput-
ing environment that teaches students 
how to program through an intuitive 
graphical interface. His passion for 
storytelling deeply informed his work 
on Alice, which enables even middle- 
school-age children, after just a few 
hours of online training, to create 3D 

animations. As students concentrate 
on making games and movies, Pausch 
discovered, they forget they’re also 
learning how to program.

“Alice gets people hooked into 
the big picture of computer science, 
instead of the syntactical details,” 
explains Dan Siewiorek, director of 
Carnegie Mellon University’s (CMU’s) 
Human-Computer Interaction Insti-
tute. “He had a way of cutting straight 
to the issue and getting at the kernel.”

Alice was the foundation of Pausch’s 
popular course on building virtual 
worlds, which drew students from nu-
merous departments to collaborate on 
interactive animations. It also paved 
the way for CMU’s Entertainment Tech-
nology Center (ETC), a joint program 
created by Pausch and Don Marinelli, 
a professor of drama and arts man-
agement. The ETC offers a two-year 
master’s degree so technologists and 
artists can collaborate on projects in 
digital entertainment.

“Randy was fearless,” says Andries 
van Dam, a former mentor and profes-
sor of computer science at his under-
graduate alma mater, Brown Univer-
sity. Though Alice remains Pausch’s 
main legacy, it was far from the only 
contribution he made to the field. A 
1992 project at the University of Virgin-
ia called Virtual Reality on Five Dollars 
a Day, for example, also stands as a tes-

tament to his talent and resourceful-
ness. At the time, virtual reality systems 
were both bulky and expensive. Pausch 
managed to put one together using 
parts from a commodity PC and store-
bought toys. The system’s total cost: 
approximately $5,000, or less than $5 
for each day he’d spent working on it.

“You could always count on Randy 
to have an unconventional opinion,” 
says van Dam. “It’s exactly the way sci-
ence should work.”

Pausch’s accomplishments were cel-
ebrated within the scientific commu-
nity. Among the honors he received are 
ACM’s Karl V. Karlstrom Outstanding 
Educator Award, the ACM Special Inter-
est Group on Computer Science Educa-
tion Award for Outstanding Contribu-
tions to Computer Science Education, 
and the National Science Foundation’s 
Presidential Young Investigator Award. 
His colleagues applauded his aptitude 
for bringing people from different dis-
ciplines together in a spirit of collabo-
ration. And his students remember 
his ability to make computer science 
come alive, not just through the show-
manship of his lectures, but through 
thoughtful, well-chosen examples.

Pausch’s story will be told for years 
to come. His work lives on, as well. Van 
Dam and his colleagues at Brown have 
raised money to endow an undergradu-
ate research internship in Pausch’s 
name. Carnegie Mellon will honor his 
legacy with a memorial footbridge that 
connects its Center for Computer Sci-
ence to an adjacent arts building. It 
has also created a memorial fund to en-
able researchers to continue Pausch’s 
work on Alice. Perhaps the best me-
morial, however, comes from Pausch 
himself. His “Last Lecture” continues 
to inspire and amaze YouTube viewers 
across the world, and the best-selling 
book-length version has already been 
translated into 30 languages.	

Based in Brooklyn, NY, Leah Hoffmann is a science and 
technology writer.

An Inspiring Legacy 
Admired and respected by his students and colleagues, Randy Pausch 
will be remembered as a devoted teacher and innovative researcher.

News  |  doi:10.1145/1400181.1401826	 Leah Hoffmann
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I
f one was forecasting the fu-
ture of software today, it is like-
ly that open source software 
(OSS) would figure prominent-
ly in most projections. Indeed, 

open source zealots might expect to 
see OSS everywhere, with “innovation 
networks” abounding, Microsoft hum-
bled, and Linux on every desktop. Per-
sonally, I wouldn’t bet on it.

Historians are cautious about fore-
casting the future, with good reason. 
They know that when technical experts 
gaze into the crystal ball, they usually 
extrapolate well but fail to spot those 
discontinuities that can transform a 
technology. One such attempt at futur-
ology was the book The Future of Soft-
ware, published in 1995.a The book 
included contributions from leading 
experts in the field. They correctly ex-
trapolated that PCs would become 
more powerful, numerous, pervasive, 
and software would proliferate to fill 
the applications vacuum. That was 
correct to a point, but their collective 

a	 Leebeart, D. Ed., The Future of Software. MIT 
Press, Cambridge, MA, 1995.

take on new software development 
methods and technologies was wide 
of the mark. One contributor forecast 
that visual programming by ordinary 
users would herald the “fall of soft-
ware’s aristocracy.” Another predicted 
the maturing of the software factory, 
by which our “craft industry” would 
be transformed “toward Ford-style 
mass production.” Another contribu-
tor expected to see stunning advances 
in natural language interfaces. What 
no contributor foresaw, or even men-
tioned, was the impact of open source 

software and development techniques. 
At the very moment they were making 
their projections, Linux was under 
their nose but they could not see it.

The idea of open source software 
goes back to the very dawn of comput-
ing, when the mainframe computer 
was getting established in the early 
1950s. At that time, and for many years 
after, IBM and the other computer 
manufacturers gave their software 
away for free—software was seen large-
ly as a marketing initiative that made 
their hardware more saleable. Software 
was supplied in both source and object 
code form because some people found 
the source code useful and there was no 
reason not to let them have it. Where 
manufacturers’ provision fell short, 
cooperative user groups, such as IBM’s 
SHARE, coordinated the writing and 
free distribution of programs.  When 
it came to applications, computer us-
ers wrote their own or hired a “software 
contractor,” such as the Computer Sci-
ences Corporation or Electronic Data 
Systems, to write software for them. 

There was a radical transformation 
in the software world in 1964, with the 

doi:10.1145/1400181.1400189	 Martin Campbell-Kelly

Historical Reflections  
Will the Future of Software 
be Open Source?
Tracing the course of influential computing developments  
and considering possible paths to new paradigms. 
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who worked office hours in the same 
physical location. Although computer 
networks existed in the 1980s, they were 
slow and impractical—software devel-
opment remained a same-time, same-
place, collaborative activity. PC software 
products were comparatively inexpen-
sive (usually less than $500), but this was 
only because the sales volume was high 
compared with mainframe software. 
Software writing remained an expensive, 
highly capitalized activity.  

In the new PC environment, with 
thousands of software companies and 
millions of users, it was no longer fea-
sible for software companies to supply 
their source code to users, or their prod-
ucts would be rapidly duplicated. Firms 
such as Microsoft, Lotus, and WordPer-
fect had invested hundreds of millions 
of dollars in software development; dis-
closing their software would have been 
akin to giving away the family jewels. Of 
course, software had some legal protec-
tion through copyright laws, but this did 
not protect the data structures and algo-
rithms that would have been exposed 
by access to the source code. By the 
mid-1980s source code disclosure had 
almost completely ceased—in 1983, 
IBM was one of the last major compa-
nies to stop disclosing source code in its 
so-called OCO (object-code only) policy.  
Competitors and users alike objected to 
the OCO policy, but IBM was resolute 
and was doing no more or less than the 
rest of the industry. By the mid-1980s, 
trade secrecy was endemic in the soft-
ware products industry. 

The ascendancy of the Internet in the 
early 1990s began another radical trans-
formation of software development. 
Inexpensive network access removed 

launch of IBM’s System/360 computer. 
The 360 created, for the first time, a 
standard computer platform, and it 
massively expanded the computer pop-
ulation, particularly in medium-sized 
businesses. Most of the new computer 
owners did not have the resources to 
hire a staff of programmers or to buy 
the services of a software contractor. 
There was thus an applications vacu-
um filled by the first software product 
firms. These firms wrote programs for 
specific industries (such as the insur-
ance or construction industries), or for 
generic, cross-industry functions (such 
as payroll or stock control). The sales of 
individual software products were quite 
modest: if a product had 100 or so cus-
tomers it was considered quite success-
ful. Software product prices were high, 
typically $50,000 upward. This was not 
only because of the low sales volume, 
but because software writing was very 
capital intensive. The only way to run a 
software business was to hire a team of 
programmers plus a mainframe com-
puter and put them to work. This cost 
at least $1 million a year (closer to $10 
million in today’s currency). 

The first software products were 
usually supplied in both source code 
and object code. This was necessary 
because customizing software was a 
little-understood technology and most 
users configured their application soft-
ware by modifying the source and re-
compiling it. Software-product compa-
nies were, naturally, concerned about 
disclosing source code, because if it 
fell into the hands of a competitor it 
would make it easy for them to produce 
a competing product. In a somewhat 
uneasy compromise, paying customers 
received a copy of the source code but 
were bound by the license terms with 
a trade secrecy clause requiring them 
not to disclose the source code or docu-
mentation to third parties.

The advent of personal computers, 
which occurred during the late 1970s, 
gave rise to a new software industry that 
rewrote the rules for making and selling 
software. The cost of computer power 
plummeted, the computer population 
soared, and the number of software 
firms increased exponentially. However, 
although the hardware-cost barrier to 
software making had been lowered, code 
development still needed a disciplined 
environment of salaried programmers 

The idea of open 
source software 
goes back to the very 
dawn of computing, 
when the mainframe 
computer was getting 
established. 
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the constraint of having salaried pro-
grammers working together in a dedi-
cated facility. It was now possible for 
programmers to collaborate in software 
development via the Internet—whether 
they were salaried personnel or volun-
teers, and whether they were trained 
computer professionals or talented 
amateurs. This was the birth of today’s 
open source community. Linux was the 
defining product of the community, and 
the open source principle was also re-
sponsible for a large portion of the Inter-
net infrastructure. Besides enabling the 
new open source development regimen, 
the Internet also removed the barriers to 
software distribution. Whereas the exist-
ing software products industry had used 
retail channels, which could carry only a 
limited range of products, or had used 
an (expensive) sales force, open source 
products were freely available for down-
loading from the Internet.  Open source 
programs soon appeared in many of the 
established software categories. 

In the initial euphoria of open source 
in the mid-1990s, it looked as though 
in the future software would be “free” 
in both senses of the word: free of cost 
to consumers, and with freely available 
source code. Ten years on, however, it 
became clear that nothing was that sim-
ple. Fundamentally, open source was a 
new development method. Tradition-
ally, code development accounted for 
10%–15% of the cost of a software prod-
uct. The rest of the cost was for activities 
such as marketing, packaging, and after-
sales support (for example, telephone 
help lines). For users, too, software was 
only a fraction of what came to be called 
the TCO (total cost of ownership), which 
included computer and infrastructure 
costs and technical support. Today, 
there are numerous firms supplying 
open source products, and their cost 
structure turns out to be not very differ-
ent compared to traditional software 
firms. They spend 10%–15% of their in-
come on code development, and the rest 
is taken up with activities such as mar-
keting and after-sales support. Because 
of the open source development meth-
od, it may well be that their products are 
better and less expensive than their pro-
prietary equivalents, but for most users 
they do not drastically change their total 
information processing costs. 

So, if a person was attempting to 
peer into the future of software today, 

what would he or she predict? Such a 
forecast has two dimensions: first, pre-
dictable extrapolation, and, second, 
the unknowable paradigm shifts that 
might take place. Predictably, we can 
expect the open source paradigm to 
gain in strength and to be increasingly 
adopted by the traditional software in-
dustry, and that there will be some con-
vergence between the two sides of the 
industry. But in the next 10 or 15 years 
there will surely be unanticipated tech-
nological discontinuities, comparable 
with the launch of the IBM System/360 
in the 1960s, the personal computer 
in the late 1970s, and the open source 
movement in the 1990s. 

History shows us that the preferred 
software development method of 
the day has always been the one that 
seemed to work best within the con-
temporary technological and econom-
ic constraints, particularly the costs of 
computer ownership, programming 
personnel, and data communications. 
The next paradigm shift might well be 
the currently much-hyped SaaS (soft-
ware as a service)—software delivered 
as a service over the Internet rather 
than as a product installed on a local 
computer. SaaS seems to offer a tech-
nological prospect in which both pro-
prietary and open source software can 
flourish. But it is at least as likely that 
some other technological develop-
ment—perhaps already here and wait-
ing in the wings—will create a software 
future that is currently unimaginable. 
That’s the fundamental reason histori-
ans are so reluctant to attempt to pre-
dict the future of software.   	

Martin Campbell-Kelly (M.Campbell-Kelly@warwick.
ac.uk) is a professor in the Department of Computer 
Science at the University of Warwick, where he specializes 
in the history of computing.

The first software 
products were 
usually supplied in 
both source code and 
object code.
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I
n the 1980s, when I first began 
thinking and writing about eth-
ics and computing, there was 
much speculation about how 
computing would and should 

develop as an occupation or a set of oc-
cupations. At that time, of course, one 
had to turn to the histories of other 
fields to learn about paths to profes-
sionalization. With more than 25 years 
behind us, the picture remains unclear. 
What is the state of the field of comput-
ing now and where should it go? 

Professionalization is of interest not 
for its own sake, but for what it would 
do to promote a socially responsible 
deployment of computing expertise. 
To get quickly to the heart of the mat-
ter, we might use a distinction as a 
foil: although it oversimplifies a com-
plex situation, the distinction between 
guns-for-hire and professionals frames 
the issues of professionalization in 
stark form. A gun-for-hire is someone 
who puts his or her expertise up for 
sale to the highest bidder; he or she 
will do anything anyone wants as long 
as it is legal. By contrast, and in what is 
admittedly an idealized paradigm, pro-
fessionals have standards; they take 
responsibility, individually and collec-
tively, for setting standards of practice 
acknowledging that law is limited and 
will not adequately protect the values 
that should guide the field. Typically, 
professions act collectively through an 
organization that promulgates and en-
forces a code of ethics and professional 
conduct, and that articulates the core 

values of the profession, for example 
life (in medicine), safety (in engineer-
ing), and accuracy (in auditing). Are 
computer experts guns-for-hire or pro-
fessionals?

Sociological accounts of professions 
have suggested that we think of profes-
sions as systems or mechanisms for 
managing expertise. A group convinc-

es society that restrictions should be 
placed on who engages in a particular 
occupation. It convinces society there 
is a body of knowledge that should be 
mastered before one practices, for ex-
ample, before one treats the sick or 
represents another in a court of law or 
audits a financial statement. The group 
convinces society that competence can 
only be determined by those who have 
already mastered the relevant body of 
knowledge. Thus, experts, not outsid-
ers, should be in charge of specifying 
requirements for the field and decid-
ing who has met the requirements.

When a group successfully makes 
these claims, society grants the group 
the power of self-regulation. However, 
this power is granted in exchange for 
the group’s commitment to manage its 
activities to achieve social good, or at 
least not in ways that are harmful to so-
ciety. When doctors professionalized, 
the intention was to distinguish them-
selves from “charlatans” and “quacks,” 
those who claimed they could heal 
patients but who had no scientific un-
derstanding of how the human body 
worked. Once the system of medicine 
was established, patients could expect 
that when they went to a “doctor,” they 
would be treated by someone with a 
certain level of competence. This serves 
the interests of those who are sick and, 
in turn, the broader society.

Professionalization often occurs 
against a backdrop of concerns about 
the pressures of the marketplace; that 
is, professionalization is targeted, in 
part at least, to take certain issues out 
of the marketplace. When an occupa-
tional group has specified standards 
and articulated its values, then mem-
bers will (at least, they are expected to) 
refuse to do anything inconsistent with 
those standards and values—no mat-
ter how much a client or customer is 
willing to pay. The standards and val-
ues become part of the professional 
culture. 

The distinction between guns-for-
hire and professionals doesn’t map 
neatly onto computing. Rather than 
a sharp division, there seems to be a 

doi:10.1145/1400181.1400190	 Deborah G. Johnson

Computing Ethics  
Computer Experts:  
Guns-for-Hire or Professionals?
Considering the responsibilities of those who build systems  
fundamental to significant social functions, institutions, and values. 
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continuum with computer experts fall-
ing at different places in terms of their 
adherence to standards and recogni-
tion of professional or social values. 
Perhaps the most striking characteris-
tic of computing is variability. Clients, 
customers, and the public encounter 
computer experts with a wide range of 
qualifications, experience, and com-
petence. There is enormous variation 
in the kinds of jobs that computer 
experts have, in the nature of their ex-
pertise, and in the type and amount of 
education they have. Education is per-
haps the easiest way to distinguish one 
computer professional from another, 
though it isn’t necessarily the most tell-
ing. Certification is another means by 
which skill and competence are estab-
lished, though certification is used for 
fairly narrow domains of expertise. 

Certification and degrees in higher 
education are means by which individ-
uals obtain “credentials”; they fulfill 
one of the functions that are associat-
ed with professions. In the paradigm of 
professions, a single overarching orga-
nization such as the American Medical 
Association is in charge of credential-
ing. In computing, software engineer-
ing is the subfield that has taken the 
biggest steps toward professionaliza-
tion. The field has adopted curriculum 
requirements in higher education, re-
quirements that are targeted to ensure 
a particular kind of competence. The 
state of Texas has taken the establish-
ment of requirements one step further 
by creating a system for software en-
gineering licenses. Still, software en-
gineering aside, variation is the most 
salient feature of computer experts.

A key feature of any profession—
from the perspective of professional 
ethics—is how it manages the differ-
ential in knowledge between its mem-
bers (experts) and those whom they 
serve. Computer experts generally 
work either as employees in organiza-
tions (including corporations, govern-
ment agencies, and nongovernmental 
organizations) or as consultants hired 
to perform work for clients. Often their 
employer or client does not have the 
expertise to understand or evaluate 
the work being performed. Moreover, 
the work of computer experts often has 
implications for many who are indi-
rectly affected—users of the products 
produced, recipients of services that 

are computerized, the public who rely 
on computerized systems in everything 
from public transportation to the In-
ternet. The important question here is: 
how do computer experts understand 
and manage their relationships with 
non-experts who rely upon them?

These relationships are central to 
practice in the field and how experts 
manage these relationships is an im-
portant aspect of professional ethics. 
Consider the following three differ-
ent ways to conceptualize expert/non-
expert relationships. First, computer 
experts might think of themselves as 
merely agents. They might presume 
that their client, employer, or supervi-
sor is in charge and the expert’s role 
is merely to implement the decisions 
made by those higher up. Essentially 
the expert sees him- or herself as the 
means to an employer’s or client’s ends. 
This model takes us back to thinking 
about computer experts as guns-for-
hire. There are at least two problems 
in adopting this model. First, we know 
that when computer experts imple-
ment decisions, they often have a good 
deal of latitude and their choices can 
have powerful consequences. “Code 
is law” as Lawrence Lessig argued in 
his 1999 book, Code and Other Laws of 
Cyberspace. The work of computer ex-
perts may structure an environment, 
facilitate and constrain behavior, and 
materialize social values in one form or 
another. To characterize this work as 

that of an agent is to deny the real pow-
er that computer experts have. Second, 
if computer experts operate as if they 
are agents, their clients and employers 
don’t get the full benefit of their exper-
tise. Clients, employers, and the public 
need computer expertise for higher-
order decisions, that is, they need help 
identifying goals and strategies, not 
just implementation. When you go to a 
doctor, you don’t tell the doctor what to 
do, leaving implementation to the doc-
tor’s discretion; you want the doctor to 
determine what needs to be done and 
to discuss with you the options that are 
available; you want the doctor to ex-
plain the risks and benefits of alterna-
tive approaches. 

Second, we might think of the prop-
er role for computer experts as pater-
nalistic. Computer experts, it might be 
argued, are in the best position to un-
derstand needs, comprehend potential 
risks and benefits, as well as foresee 
the consequences of implementing a 
system in various ways. Thus, non-ex-
perts need computer experts to act on 
their behalf. According to this model, a 
client, employer, or the public should 
transfer all decision-making authority 
to the computer expert. This provides 
what is missing in the first model for 
clients, employers, and the public 
to get the full benefit of the expert’s 
knowledge. The problem is that com-
puter experts aren’t experts with regard 
to values, interests, and preferences. 
The model oversteps the expertise of 
anyone who is competent in comput-
ing for no matter how well trained or 
how much experience a computer ex-
pert has, he or she is not an expert on 
someone else’s needs and values. 

The third model of the relationship 
between non-experts and experts com-
bines elements of the first two models 
and is best suited to the complexities 
of decision making in computing. It 
is a model in which experts and those 
whom they serve share responsibility. 
Decisions are made through interac-
tion and iteration. Referred to as the 
fiduciary model (“fiduciary” means 
trust), this model calls for a relation-
ship of trust between experts and non-
experts. The client/employer/public 
must trust the expert to use his or her 
knowledge to pursue their interests 
and values. The professional must 
trust that the client/employer/public 

A key feature of  
any profession— 
from the perspective 
of professional 
ethics—is how 
it manages the 
differential in 
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(experts) and those 
whom they serve.
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ure. If computer experts don’t act in a 
manner that garners and maintains 
public trust, then the field and its po-
tential to create enormous benefit will 
not be fully realized. Sure, computing 
won’t go away, but progress will be 
slowed and diverted as outside regula-
tors jump in and the public has a mixed 
experience. Computer experts have 
power—in virtue of their expertise, in 
virtue of their occupational roles, and 
simply because so many non-experts 
depend on their work. While it is rare-
ly acknowledged and even less often 
stated, this power has been implicitly 
granted on the basis of a tacit promise 
that computers and computing would 
make for a better world. We go forward 
building computer infrastructures for 
essential functions and the public—
which does not have the expertise to 
judge—presumes this is for the good. 
While computing has taken some posi-
tive steps to develop public trust, a lot 
more could be done. 	

Deborah G. Johnson (dgj7p@virginia.edu) is the Anne 
Shirley Carter Olsson Professor of Applied Ethics at the 
University of Virginia, Charlottesville, VA.

will give the professional relevant in-
formation, will listen to what the pro-
fessional says, and ultimately share in 
the decisions that must be made. 

The fiduciary model seems the best 
model to emulate because it recognizes 
both the multidimensional character 
of decision making in computing and 
the differential in knowledge between 
experts and non-experts. Computer ex-
perts aren’t just building and manipu-
lating hardware, software, and code, 
they are building systems that help to 
achieve important social functions, 
systems that constitute social arrange-
ments, relationships, institutions, and 
values. 

What is the simple message in all 
of this? In a word, it is “trust.” In two 
words, it is “public trust.” I used the 
fiduciary model as the model for all 
expert/non-expert relationships when 
in reality there are significant differ-
ences between a client-professional, 
employer-employee, and expert-public 
relationship. However, one of the dis-
tinguishing features of professions, as 
hinted at earlier, is that they are com-
mitted to public good even when they 

are serving clients and employers. 
Whether the field of computing 

evolves to come closer to the paradigm 
of a profession (or not), whether com-
puter experts choose to see themselves 
as guns-for-hire (or not), computer ex-
perts must act so as to be worthy of pub-
lic trust. There is much to be gained in 
doing this and much to be lost in fail-

Computer experts 
have power—in  
virtue of their 
expertise, in virtue 
of their occupational 
roles, and simply 
because so many 
non-experts depend 
on their work.
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From the Front Lines  
DOA with SOA 
Diagnosing the symptoms of failing to accommodate critical software 
architecture properties that often result in the demise of projects.

doi:10.1145/1400181.1400191	 Alex E. Bell

is no shortage of expert opinion on 
any topic. Out of curiosity, I asked 
her what she thought was meant by 
service-oriented architecture. She 
told me that this was an approach 
used to construct the shops where she 
buys her fashionable apparel. There 
are certainly different opinions about 
what SOA might be, but this one might 
be a bit extreme.

Some might say they are doing 
the SOA tango by merely using XML, 
WSDL, SOAP, and UDDI technologies. 
Others may believe they are reverently 
saluting the SOA flagpole if they are 
using workflow and their classes are 
stateless. In actuality, SOA describes 
an architectural style that is indepen-

I
t looks like today is finally 
the day that we all knew was 
coming, it was only a matter 
of time. An ambulance has 
just pulled up to haul away 

Marty the Software Manager after hav-
ing been pummeled by his boss for 
failing to deliver on promises of cost 
savings, improved software reuse, 
and reduced time to market that had 
been virtually guaranteed by merely 
adopting service-oriented architec-
ture (SOA). Everything was supposed 
to be so different. As opposed to the 
currently unfolding scenario involv-
ing an ambulance, Marty’s mental vi-
sion of the future had been one of a 
Brinks truck speeding to the scene to 
relieve his coffers from buckling un-
der the strain of overflowing cash.

Should anyone really be surprised? 
After all, Marty is probably still sport-
ing the hook in his mouth from having 
been reeled in by Victor the Vendor’s 
SOA fishing pole. The hype and pro-
paganda sprinkled onto the bait that 
Marty swallowed must have caused 
a mind-numbing sense of euphoria 
that resulted in business and techni-
cal justification for his decisions to be 
ignored. Marty had been successfully 
convinced that his project was the 
only one not cashing in on the boom-
ing SOA silver-bullet bonanza. 

Despite Marty’s headlong charge 
into the SOA arena, he would have 
had difficulty describing it the same 
way three times. In his defense, how-
ever, many others have different ideas 
about what SOA is and is not. Thank-
fully, I have the benefit of a teenage 
daughter in the household so there 

dent of using a particular technology. 
This architectural style involves ad-
vertisement of services in some form 
of a registry that users can discover, 
introspect, hook up to, and invoke at 
their discretion. Sure, SOA is enabled 
by technologies such as those men-
tioned here, but others such as COR-
BA and DCOM have been enabling it 
for years. 

For some software organizations, 
the primary dilemma is not so much 
about deciding whether or not adop-
tion of SOA would help realize their 
development objectives, but instead, 
determining which technologies and 
design tactics should be used to do so. 
Not all SOA users or prospective users 
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even realize they have options when it 
comes to how they should use SOA to 
develop their software. Unfortunate-
ly, the SOA lemmings who fail to con-
sider these options have the potential 
for actually causing negative impacts 
to their software architectures as op-
posed to capitalizing on some of the 
benefits that SOA truly does offer. 

I wonder which straw finally broke 
Marty’s SOA back. In an effort to be 
good SOA practitioners, did Marty’s 
software staff generalize some ser-
vices to such an extent that they were 
not able to meet even their own prod-
uct’s needs? The idea of developing 
distributed infix services sounded 
good, but the performance impacts 
of remote process invocations to sim-
ply add and subtract numbers might 
have been a bit of an SOA stretch. 
Even though these infix services were 
written with the hallmark SOA quali-
ties of being discoverable, stateless, 
composable, and not dependent on 
any other services, Marty fell into a 
trap that many projects seem to be 
falling into these days. He did not 
align his architectural and design de-
cisions to the beacons characterizing 
his project’s objectives: Quality Attri-
butes.a Instead, he let rampant SOA 
hype and propaganda blind him. As a 
result, he couldn’t see that the relent-
less pursuit of flexibility had trumped 
the importance of performance and 
usability in his product. 

Perhaps Marty’s misfortune was an 
aftereffect of firing all of his systems 
engineers due to a belief that adoption 
of SOA transformed the traditional 
software lifecycle into one where the 
only relevant activities are ones of de-
velopment and integration? There is 
a great deal of money to be saved by 
assuming that jack-in-the-box archi-
tectures will just pop up amidst a hap-
hazard collection of services without 
having to invest time and effort asso-
ciated with traditional software engi-
neering approaches. 

There might still be yet another 
possibility at the root of Marty’s loom-
ing ambulance ride: did he choose 
the wrong level of abstraction with 

a	 Non-functional properties that drive software 
architecture (L. Bass, P. Clements, R. Kazman, 
Software Architecture in Practice, 2nd edition, 
Addison Wesley, 2003).

which to implement SOA? As opposed 
to service users hooking into them 
directly at the “stub” level, there are 
often circumstances where a service 
layer encapsulating such stubs has 
the potential of improving important 
properties that include performance, 
availability, and survivability. Specifi-
cally, performance can be improved 
by short-circuiting remote method 
invocations in the event that request-
ed information has been previously 
fetched. Availability can be improved 
by the service layer hooking up to al-
ternate service providers in the case 
of failures or SLA violations. Surviv-
ability can be improved by providing 
service users with some fidelity of 
response even if connectivity to the 
actual service provider is temporarily 
unavailable.

As just suggested, the benefits of 
encapsulation should not be ignored 
when selecting the tactics with which 
to best implement SOA. In fact, even 
in the context of my daughter’s rather 
interesting definition of SOA, she rec-
ognizes the value of encapsulation, 
“Dad, I can enjoy my clothes without 
having to know any of the details of 
how they were made.” Perhaps your 
SOA usage tactics should heed such 
wise words and similarly hide appli-
cable implementation details from 
service users? Why should a user of an 
extremely simple service be bothered 
with having to know about UDDI, for 
example, when a resulting side effect 
might be to write more code to con-
nect to the service than required to 
implement the service itself? A pre-

ferred implementation from a Qual-
ity Attribute realization perspective 
might be to hide UDDI from clients 
beneath a thin service layer.

Adoption of SOA is not about 
throwing a switch where roll-up-the-
sleeves engineering can suddenly be 
avoided or where time and money 
unexpectedly become available with 
which to properly identify services us-
ing business process analyses. Sure, 
some development activities might be 
shortened as the result of reusing cer-
tain components or purchasing oth-
ers, but, how often is one able to actu-
ally purchase preexisting services that 
provide a product’s core “business 
logic”? How many software managers 
are actually willing to add risk to their 
development schedules to find out 
how a particular service imminently 
required can be generalized to meet 
the needs of unknown or future us-
ers? In order to realize SOA’s benefits, 
engineering and planning are still re-
quired as opposed to just hoping that 
a bunch of random services glued to-
gether by a workflow engine will get 
the job done.

Sadly, Marty did not make it to the 
hospital. Whichever combination of 
misguided business decisions and 
implementation tactics may have fi-
nally led to his demise, Marty was 
DOA—dead on arrival—just like his 
SOA project. It did not have to be this 
way. Adoption of SOA did not consti-
tute authorization for Marty to ignore 
best practices or to show contempt 
for common sense. Yes, Marty’s archi-
tecture was flexible, but of what value 
is flexibility when other critical archi-
tectural properties have been ignored 
or trumped? 

How is your SOA health? Do you 
presume that SOA can only be en-
abled by Web services? Do you believe 
that the benefit of properties such 
as performance and abstraction are 
only important in “old-fashioned” 
architectures? Have you aligned your 
usage of SOA to your Quality Attri-
butes? Pay close attention to how you 
answer, you will not want to miss the 
warning signs of a possible DOA with 
SOA in your future.	

Alex E. Bell (alex.e.bell@boeing.com) is a software 
architect with The Boeing Company.
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change the outcomes of many elec-
tions—invisibly. This fact raises ques-
tions about all elections utilizing pa-
perless DREs. Even if the machines are 
counting votes perfectly, we have no 
way of confirming that.

Why are paperless DREs more 
risky than the computers we rely on 
for banking, medical equipment, and 
flight software? It’s because there is 
independent verification of the results 
of operating these other systems. If 
your plane lands in the wrong city or 
crashes, or your pacemaker malfunc-
tions, either you or your survivors know 
about it. If banking software makes an 
error, you can check your statements 
to find it. But paperless DREs have no 
independent verification. If votes are 
changed in a plausible way, how will 
anyone ever know?

In reality, current DREs are not even 
close to “best efforts,” as has been 
shown repeatedly, especially in the last 

Point: David L. Dill

W
hen U.S. voters go the 
polls next month, it 
will be impossible to 
determine whether 
the victorious candi-

dates in many states were elected by 
a software bug, a virus in the voting 
system, the voting system program-
mers, or the voters themselves. Those 
states have voting machines that rely 
entirely on electronic ballots (these 
machines are referred to as direct-re-
cording electronic voting machines, or 
DREs). There is no way to tell whether 
the votes recorded by DRE machines 
match those selected by the voters.

The solution is straightforward: 
Ban the use of untrustworthy paper-
less DREs, and demand that readily 
available systems that are auditable, 
accurate, reliable, accessible, and cost-
effective be used in their place.

Paperless electronic voting is un-
workable in principle with current 
technology. It is based on the mistaken 
idea that we can build computers that 
can be trusted to carry out operations 
whose results cannot be independently 
verified. But that’s a practically impos-
sible problem to solve, even given our 
best efforts. There is no way to know 
whether any of the many people in-
volved in the design, implementation, 
and manufacture of the machines 
made a mistake or introduced a mali-
cious change. If that were to happen, 
enough votes could be corrupted to 

year. Security reviews in Californiaa 
and more recently in Ohiob document-
ed breathtaking blunders in the secu-
rity designs of the most widely used 
DRE systems in the U.S, which col-
lectively process millions of votes. In 
each case, a single person with limited 
access could introduce a virus into the 
system during one election that could 
take over all the voting systems in the 
jurisdiction in the next election.c

It is urgently necessary to ban cur-

a	 M. Bishop, “Overview of Red Team Reports,” 
Top-to-Bottom Review, California Secretary of 
State’s Office; www.sos.ca.gov/elections/vot-
ing_systems/ttbr/red_overview.pdf. 

b	 A press release on the EVEREST study of voting 
equipment security for the Ohio Secretary of 
State is available at www.sos.state.oh.us/SOS/
PressReleases/2007. Detailed reports are avail-
able at www.sos.state.oh.us/SOS/elections/vot-
erInformation/equipment/.

c	 There is a video of team at Princeton showing 
several ways to hack the Diebold AccuVote-TS 
DRE at youtube.com/watch?v=aZws98jw67g.

Point/Counterpoint  
The U.S. Should Ban Paperless 
Electronic Voting Machines 
Debating the public policy issues involved in proposed efforts toward improving  
voting systems while considering the range of technical and societal challenges.
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Counterpoint: Daniel Castro

A
ll voters want and deserve 
secure elections; unfortu-
nately, no voting system 
currently on the market of-
fers voters verifiable proof 

that their ballot has been counted. 
Some activists have been especially con-
cerned about the integrity of votes cast 
on direct recording electronic (DRE) 
voting systems, since these devices rely 
on software that can be difficult to au-

dit. While most individuals agree that 
voting technology should be improved, 
many people disagree on the best way to 
improve it. In particular, a vocal group 
of activists have popularized the idea 
of using paper audit trails—basically a 
paper receipt produced by the DRE—
as a countermeasure to fraud and er-
ror. Unfortunately, this proposal is an 
incomplete solution to a much larger 
problem. Moreover, improving voting 
systems is not merely a technical chal-
lenge but also a public policy challenge.

Computer science is an academic 
discipline that is based in logic and 
proof, and we should rely on these valu-
able methods in our analysis of voting 
system technology. To understand the 
scope of the problem one must first un-
derstand that the voting process does 
not end at the ballot box; to have secure 
elections every step of the voting pro-
cess must be secure. Specifically, bal-
lots must be cast as intended, collected 
as cast, and counted as collected. Paper 
audit trails only provide verification of 

rent paperless DREs. Many states have 
already done so, but many states have 
not. All voters who go to the polls in 
Maryland and Georgia are forced to use 
paperless DREs, as are many voters in 
other states. Some other states are us-
ing paper ballots now, but could decide 
to convert to paperless e-voting in the 
future. Without federal legislation, vot-
ers in some states will be stuck with 
DREs for a long time.

Congress should mandate a specific 
class of paper trails: every voter should 
mark and cast a voter-verified paper bal-
lot (VVPB). Each ballot can be counted 
by hand or scanned in the precincts by 
a scanner that checks it for overvotes or 
stray marks (the technical term for this 
type of system is precinct-count optical 
scan or PCOS). If there is a problem, the 
voter has a chance to fix the ballot or fill 
out a new one. Otherwise, the ballot is 
counted and deposited in secure ballot 
box. Or ballots can be counted by hand 
if desired. These systems can be made 
accessible to voters with a wide range 
of disabilities through the use of bal-
lot-marking devices, which allow paper 
ballots to be read, marked, and verified 
via an accessible electronic interface.

Most studies have shown that PCOS 
systems are at least as accurate as any 
other voting system. They are less cost-
ly than touchscreen machines, and, if 
they fail, marked ballots can be stored 
in a ballot box and counted later. Most 
importantly, the hand-marked ballots 
can be verified and counted without 
having to trust computerized systems. 
Optical scan systems are already the 
dominant technology in the U.S.—they 
have been used for many years and the 

technology is steadily improving. 
Why paper and not some other per-

manent medium such as recordable 
compact discs? Paper can be read and 
written by people or machines, and, 
importantly, by (almost) everyone 
without machine assistance. Votes on 
paper cannot be removed or changed 
without detection. Critical documents 
on paper have been handled for many 
centuries and the procedures are easily 
understood by poll workers and elec-
tion administrators. For example, it is 
easily recognized as a problem if a poll 
worker disappears into a back room for 
a few hours with a box of ballots. 

Of course, simply using paper bal-
lots does not guarantee election in-

tegrity. The ballots must be protected, 
and the processes for storing, trans-
porting, handling, and counting them 
must transparent. Crucially, paper 
ballots enable the routine auditing of 
elections by choosing ballots from ran-
domly selected precincts or machines 
and manually counting them to see if 
they match the machine totals.

Some have argued that legislation 
requiring paper ballots would hamper 
innovation in voting technology. But 
the main problem in voting technol-
ogy is not a lack of innovation, but how 
to prevent and recover from bad inno-
vations. State and local governments 
chose to purchase tens of thousands 
of DREs in spite of the dire warnings of 
computer technologists and activists—
then the true risks of DREs turned out 
to be even worse than the warnings. 
The existing requirements and certifi-
cation process did little to protect the 
voting system from this and other bad 
ideas.

A federal VVPB mandate would chan-
nel vendor R&D efforts into improving 
optical scan technology, instead of de-
veloping and marketing lucrative but 
ultimately dubious systems like DREs. 
If and when a radically new technology 
is proposed, the law can be changed—
after a thorough debate about the true 
benefits, costs, and risks of that new 
technology—a debate that would have 
averted the disastrous experiment with 
DREs over the last few years.	

David L. Dill (dill@cs.stanford.edu) is a professor of 
computer science and electrical engineering at Stanford 
University and has been working actively on policy issues 
in voting technology since 2003.

Some have argued 
that legislation 
requiring paper 
ballots would hamper 
innovation in voting 
technology. But the 
main problem in 
voting technology 
is not a lack of 
innovation, but how to 
prevent and recover 
from bad innovations.
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the first step—that the ballot was cast 
as intended. That’s good, but not good 
enough. It does not matter to voters if 
the voting system correctly cast their 
ballots, if they cannot verify that elec-
tion officials correctly counted them.

In fact, narrowly focusing on paper 
trails ignores the importance of securing 
all steps in the voting process. Improv-
ing election security will involve improv-
ing multiple security controls including 
software testing, physical security, par-
allel testing, and pre- and post-election 
auditing. Moreover, paper audit trails 
are not the only option to verify that bal-
lots are cast as intended. Many types of 
audit trails will suffice, including those 
that use audio and video. For example, a 
research team at Auburn University has 
developed the Prime III voting system, 
which produces a private, independent, 
voter-verified video audit trail of the on-
screen interactions between the voter 
and the voting system.

Additionally, an entirely new class 
of voting systems has been designed by 
cryptographers that offer end-to-end 
(E2E) verifiability of all three steps of 
the voting process. These E2E systems 
give voters a paradoxical combination of 
proof and privacy—proof their ballot is 
included in the final vote tally and priva-
cy to prevent vote selling and voter coer-
cion. Examples of E2E voting systems in-
clude PunchScan (see www.punchscan.
org), VoteHere (www.votehere.com/vhti.
php), and Scratch & Vote.1 (In addition, 
see the news story “Clean Elections” on 
page 16. —Ed.)  

Unfortunately, many of these con-
siderations have been absent from the 
debate, which has narrowly focused on 
whether or not to require paper audit 
trails rather than the larger question of 
how to improve voting systems. In order 
to provide a convincing answer to this 
question security experts and election 
officials must develop a quantifiable risk 
analysis framework for evaluating and 
comparing risk in voting systems. In ad-
dition, they must conduct a cost-benefit 
analysis of the proposed policies for 
improving voting systems. These two 
initiatives will provide the evidence and 
knowledge base on which to base any 
decisions on proposed design changes 
to voting systems. Most debate on vot-
ing system improvements is premature 
given that security experts and elections 
officials have not yet developed a com-

prehensive risk analysis to compare vot-
ing systems. To skip these steps is not 
only bad science, but bad policy.

The crucial first step to improving vot-
ing systems is for the Election Assistance 
Commission—the federal commission 
charged with improving elections—
to conduct a rigorous and methodical 
risk assessment of each class of voting 
system (such as DRE, optical scan, and 
lever). To date, there has been no com-
prehensive risk assessment of this type 
that would allow a meaningful compari-
son of the relative risks of different vot-
ing systems. No voting system is perfect, 
but as with any system, the key is to find 
an acceptable level of risk. In addition, a 
risk assessment would give policymak-
ers a realistic picture of the differences 
in security between different voting sys-
tems. A number of projects have laid the 
foundation for such a framework, in-
cluding the NIST’s Developing an Analy-
sis of Threats to Voting Systems3 and the 
Brennan Center report The Machinery of 
Democracy: Voting System Security, Acces-
sibility, Usability, and Cost.2

The second step for improving vot-
ing systems is to conduct a cost-benefit 
analysis of proposed voting system im-
provements. A cost-benefit analysis 
would reveal the hidden impact of these 

proposals on security, usability, accessi-
bility, and cost. For example, paper audit 
trails reduce some risks from software 
threats but introduce new risks from 
the chain-of-custody of the paper trails. 
In addition, paper audit trails decrease 
accessibility, as blind voters are unable 
to independently verify the paper audit 
trail. Paper audit trails are also expen-
sive—in addition to the cost of printers, 
counties must pay to securely collect, 
transfer, track, store, and count the pa-
per trails.

While voting system security receives 
a lot of attention, it is only one of many 
requirements that voting systems must 
satisfy. For example, a completely secure 
voting system is worthless if it is so com-
plex that nobody can use it. Similarly, vot-
ers will reject an extremely user-friendly 
voting system if it is not secure. In voting 
systems, as with any other type of system, 
competing values should be balanced 
against each other. Only with both a risk 
assessment and a cost-benefit analysis 
in hand can policymakers implement 
those design changes that offer the best 
overall improvements in security, usabil-
ity, accessibility, and cost. 

Finally, security experts and election 

Mandating paper 
audit trails could 
preclude any chance 
of implementing 
these systems in 
the near future. 
Rather than turn 
back the clock on 
voting technology, 
we should 
develop policies 
that encourage 
innovation in our 
voting systems.

http://www.punchscan.org
http://www.punchscan.org
http://www.votehere.com/vhti.php
http://www.votehere.com/vhti.php
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officials must recognize that improving 
voting systems is not a short-term proj-
ect. Most of the substantive improve-
ments in voting systems will likely not 
come from short-term patches, but 
through long-term technical innova-
tion. In particular, cryptography and 
E2E voting systems offer potential for 
revolutionizing voting. Yet mandating 
paper audit trails could preclude any 
chance of implementing these systems 
in the near future. Rather than turn 
back the clock on voting technology, we 
should develop policies that encourage 
innovation in our voting systems. To 
begin, federal funding needs to be avail-
able to sponsor voting system research 
and development, pilot testing, and risk 
assessment evaluations. 

In addition, voting system guide-
lines should define functional stan-
dards (such as requiring independent, 
voter-verifiable audit trails), rather than 
technologically restrictive design stan-
dards (such as paper audit trails). Func-
tional standards define the minimum 
operational requirements to which a 
system must conform. Since functional 
standards do not define any specific 
technology or process, they are flexible 
enough to allow researchers to develop 
new approaches to solve existing prob-
lems. Just as government should not re-
quire that all computers run Windows, 
neither should it require that all voting 
machines use paper.

Policymakers cannot disregard vot-
ing system technology, and computer 
scientists cannot ignore the public 

policy implications of their recommen-
dations. The real challenge is not to de-
sign the perfect voting machine, but to 
design the perfect election. This ques-
tion is neither exclusively in the domain 
of computer science nor exclusively in 
the domain of public policy. Instead, 
experts from many fields must work to-
gether to develop a solution that satis-
fies all of the characteristics of a good 
election. While quick-fix ideas may 
sound good on paper, a deeper analysis 
shows that many of these proposals suf-
fer serious faults. Moreover, paper trails 
are not a short-term solution to security, 
as they only address a small portion of a 
larger problem. Reinforcing the front 
door of a house is pointless if the back 
door is wide open. Instead of trying to 
apply an unproven and expensive paper 
patch to existing voting systems, securi-
ty experts and policymakers should lay 
out a strategy to advance voting system 
technology based on a reasoned analy-
sis and solid evidence.	
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Rebuttal: David L. Dill

I 
have argued that the U.S. vot-
ing system is in crisis due to 
the ill-advised adoption of in-
herently flawed DRE (direct-
recording electronic) voting 

machines, which are opaque and high-
ly insecure against attacks by both in-
siders and outsiders. Fortunately, this 
problem can be easily solved by using 
voter-marked ballots and precinct-
count optical scan technology (PCOS), 
which is already in widespread use 
and has proven to be reliable and cost-
effective.  In particular, I do not argue 

for adding printers to DREs—PCOS is 
the best option for voter verification of 
ballots.

Daniel Castro says a paper trail 
will not solve all problems in voting. 
That’s true, and no surprise to ad-
vocates of paper ballots. Paper bal-
lots are an essential ingredient in a 
trustworthy election system, which 
must also include rigorous physical 
security of ballots, manual counts 
to audit election results, and other 
procedural and legal safeguards. But 
trustworthy elections are impossible 
with current paperless DREs. The 
manufacturers and programmers of 
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Rebuttal: Daniel Castro

W
hile David Dill makes 
a passionate case for 
paper ballots, he omits 
one stubborn fact: his-
torically, paper ballots 

are at the root of most voting fraud. 
This is not surprising since paper bal-
lots can be easily changed, lost, stolen, 
or invalidated. Yet his solution is to 
throw more money at precinct-count 
optical scan (PCOS) systems. While 
these paper-based voting machines 
have some initial appeal, they are not a 
panacea. 

First, his claim that PCOS systems 
are less costly than other forms of vot-
ing technology is simply false. This is 
akin to claiming that apples are more 
expensive than oranges. The total cost 
of a voting system for a county depends 
on many factors: the price and quantity 
of the voting devices, the number of 
elections per year, the lifecycle of the 
equipment, and the cost of recounts, 
storage, maintenance, and disposal.2 
Moreover, any proposal to change vot-
ing technology must also take into ac-
count the cost of switching technology, 
such as retraining election officials.

Second, PCOS systems can be 
hacked. In fact, the Brennan Center 
writes in its report on voting systems, 
“Nothing in our research or analysis 
has shown that a Trojan horse or oth-
er software attack program would be 
more difficult against PCOS systems 
than they are against DREs.”1 Manual 
recounts prevent some attacks, but not 
all of them. For example, an attacker 
could disable the over/under-vote alert 
on the optical scanners in certain coun-
ties resulting in many invalid ballots. 
Since over/under-votes account for up 
to 4% of total votes, this attack could 
swing a close election.

Moreover, PCOS systems do not 
provide voters any proof their ballots 
were included in the final tally. Nei-
ther do PCOS systems offer any kind of 
guarantee to voters that no illegitimate 
ballots have been added to the tallies. 
The only way to achieve that level of 
confidence is to provide end-to-end 
(E2E) verifiability, which is why I rec-
ommend E2E voting systems as a long-
term solution.

As a short-term solution, we should 
tighten up security requirements to 
eliminate known vulnerabilities and 
ensure consistent election procedures. 

Election officials can use pre- and post-
election auditing to make sure the ma-
chine does what it is supposed to do, 
parallel testing to make sure it works 
correctly during the election, and hash-
code testing to make sure the software 
that is on the machine is the same soft-
ware that was previously tested and is 
on file.

States can make their current e-vot-
ing systems reasonably secure without 
a federal requirement for paper audit 
trails. Switching every county to PCOS 
or paper ballots would cost over $1.1 
billion, and still not solve the security 
problem. And ultimately, switching 
to PCOS or paper ballots is a waste of 
time, money, and effort because it does 
not move us to where we want to go: 
end-to-end verifiability. Requiring pa-
per ballots will only move us sideways 
or even backward—we should move 
forward. 	
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the machines, and even external at-
tackers with no special access, can 
completely control the storage and 
counting of votes.a 

Castro says the focus on paper trails 
ignores other aspects of voting sys-
tems. In reality, advocates of PCOS sys-
tems have thought through the broad-
er issues, including cost, accuracy, and 
accessibility. In all these dimensions, 
PCOS systems are competitive with 
DRE systems.

Castro argues we cannot act with-
out a “quantifiable risk analysis frame-
work,” and a “cost-benefit analysis.” 
Risk analysis and cost-benefit analysis 
are great ideas; DREs would never have 
been purchased had these types of 
analyses been performed and heeded. 

a	 M. Bishop, “Overview of Red Team Reports,” 
Top-to-Bottom Review, California Secretary of 
State’s Office; www.sos.ca.gov/elections/vot-
ing_systems/ttbr/red_overview.pdf.

However, legislation need not wait for 
further study because DRE systems are 
clearly much riskier than PCOS sys-
tems, a fact that demands prompt ac-
tion. The most comprehensive study 
so far (which is the basis for a summary 
cited by Castro) concludes that a single 
individual could alter the outcome of a 
close election on paperless DREs, but 
that a much larger team of attackers 
would be required to steal an election 
using PCOS—assuming appropriate 
procedures including manual audits.b 
As for cost-benefit analysis, PCOS sys-
tems obtain the benefits of DREs and 
more, at lower cost.c 

b	 Norden, L. et al. The Machinery of Democracy: 
Protecting Elections in an Electronic World. 
Brennan Center for Justice at NYU School 
of Law, October 2006 (see p. 50 and p. 83); 
brennan.3cdn.net/52dbde32526fdc06db_4s
m6b3kip.pdf.

c	 See www.verifiedvotingfoundation.org/article.
php?list=type&type+77.

Castro claims there are other ways of 
solving the problems of electronic vot-
ing, including the Prime III system and 
several end-to-end systems (Punch-
scan, VoteHere, and Scratch&Vote). 
Prime III has video and audio (rather 
than paper trails) that would be very 
difficult to audit in practice. Punch-
scan and Scratch&Vote are arguably 
voter-verified paper ballot systems, al-
beit cryptographic ones. More impor-
tantly, these systems will not be avail-
able to replace DREs for years (if ever). 
VoteHere’s system, which also had pa-
per receipts, never caught on, possibly 
because election officials, technical 
reviewers, and the public found it dif-
ficult to understand.

It is unacceptable in a democracy to 
have election results that could be un-
detectably tainted by bugs or malicious 
software. There is no excuse for further 
delay in implementing a readily avail-
able solution to this serious problem. 
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Is it getting any easier to understand  
other people’s code?

by George V. Neville-Neil

abated, because each time software 
engineers came up with a new way of 
working that reduced complexity, the 
industry moved forward and demand-
ed more.

Complexity increases in many direc-
tions, including lines of code, numbers 
of modules, and numbers of systems 
and sub-systems. More complex sys-
tems require more lines of code to im-
plement.  As they grow their systems, 
software teams often integrate more 
code from outside resources, which 
leads to complex interactions between 
systems that may not have been de-
signed with massive integration in 
mind.

These numbers should not be sur-
prising to any software engineer, but 
they are a cause for concern. Although 
it was unlikely that the numbers would 
shrink, all but one of them grew by 
more than 50%, and although the num-
ber of lines may have grown linearly, 
the interactions among the new com-
ponents that these numbers represent 
have not grown in a linear fashion. If 
we assume that all modules in a system 
can interact freely with all other mod-
ules, then we have a system in which 
the potential number of interactions is 
expressed as n(n-1)/2, an equation that 
should be familiar to those who work in 
networking as it represents a fully con-
nected network. If a system grows from 
100 modules to 200 modules, a 100% 
growth rate, then the number of poten-
tial connections grows from 4,950 to 
19,900, a 302% growth rate. 

One reliable measure of the number 
of interfaces into a system is the num-
ber of system calls provided to user pro-
grams by an operating system kernel. 
Since the publication of my first article 
on code spelunking the Linux kernel 
has grown from just shy of 200 system 
calls to 313, an increase of more than 
50% (see Table 1).7

Two New Tools
My first article on code spelunking 
covered several tools, including glob-
al,3 Cscope,1 gprof,4 ktrace,8 and truss.11  
I continue to use these tools on a daily 

It has been five years since I first wrote about code 
spelunking9 and though systems continue to grow in 
size and scope the tools we use to understand those 
systems are not growing at the same rate. In fact, I 
believe we are steadily losing ground. So why should 
we go over the same ground again? Is this subject 
important enough to warrant two articles in five years? 
I believe it is.

The oft-quoted Moore’s Law about the increasing 
power of computers actually works against the code 
spelunker. The more powerful computers become, 
the more we demand that they do, which increases 
the complexity of the software that runs on them. 
Processor speeds increase and that means more lines 
of code can now be run in the same amount of time. 
Available memory gets larger so we can now keep 
more state or code in memory. Disks get larger and 
require less power (in the case of flash), and suddenly 
we’re able to carry around what were once considered 
huge amounts data in our pockets. What was termed 
the “software crisis” in the 1970s has never really 

Code 
Spelunking 
Redux
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basis but in the past five years two new 
tools have come to my attention that, 
although they may not have been spe-
cifically designed with code spelunk-
ing in mind, both make significant 
contributions to the field. The tools are 
Doxygen2 and DTrace.6 Here, I discuss 
each tool and how it can help us under-
stand large code bases.

Doxygen. Right at the top of the Dox-
ygen Web page2 we find the following: 
“Doxygen is a documentation system 
for C++, C, Java, Objective-C, Python, 
IDL (Corba and Microsoft flavors), For-
tran, VHDL, PHP, C#, and to some ex-
tent D.” As the blurb says, Doxygen was 
designed with documenting source 
code in mind—and it is quite a good 
system for documenting source code 
so that the output is usable as man pag-
es and manuals—but it has a few fea-
tures that make it applicable to code 
spelunking, too.

What Doxygen does is read in all, 
or part, of a source tree, looking for 
documentation tags that it can extract 
and turn into nicely formatted output 
suitable for documenting a program. 
It can produce Unix man pages, LaTeX, 
HTML, RTF, PostScript, and PDF.

What is most interesting for the 
code spelunker is Doxygen’s ability to 
extract information from any source 
code by running pre-processors over 
the code in question. Doxygen is a stat-
ic analysis tool in that it analyzes the 
source code of a program but does not 
look into the program state while it is 
running. The great thing about a static 
analysis tool is that it can be run at any 
time and does not require that the soft-
ware be executing. In analyzing some-
thing like an operating system, this is 
extremely helpful.

The features that make Doxygen 
most relevant to our work are those 
related to how data is extracted from 
the source code. When you start out 
with the intention to document your 
own code with Doxygen you are already 
working with the system and very little 
extra needs to be done. If you’re code 
spelunking an unknown code base 
then you will need to be more aggres-I
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sive and manually turn on certain fea-
tures in the Doxyfile, which is Doxy-
gen’s configuration file. These features 
are listed in Table 2.

The option “HAVE_DOT” is the most 
important one because it’s what allows 
Doxygen to generate the most useful 
output for the code spelunker, includ-
ing class, collaboration, call, and caller 
graphs. We’ll now take a brief look at 
two of these types of graphs. The code 
that we’re analyzing in this article is the 
TCP/IP stack of the FreeBSD Operating 
System. The BSD TCP/IP stack has been 
studied in the past12 and continues to 
be studied by researchers working on 
the TCP/IP protocol suite.

For our examples we will look at a 
single function, ip _ output(), which 
is called in various parts of the network 

ably in the graph, which is a good in-
dication that the function contained 
therein is an important component of 
the system.

The opposite of a caller graph is a 
call graph. A call graph is more familiar 
to users of the tools mentioned previ-
ously, such as Cscope and global, which 
allow the user to interactively move 
through the call graph of a function, 
jumping into and out of underlying 
functions while browsing the source 
code. Doxygen gives us a different way 
of interacting with the call graph. Fig-
ure 2 shows the call graph for the ip _
output() function.

The call graph, like the caller graph, 
gives us a good visual overview of how 
the function fits into the overall system. 
Both of these figures function as maps 

stack in order to send an IP datagram to 
the network. The ip _ output() func-
tion is quite important to the stack be-
cause all normal packet transmissions 
flow through it. If a bug was found in 
this function, or if the API needed to 
be changed for some reason, it would 
be important to trace back all of the 
current users (callers) of the function. 
In Figure 1 we see the caller graph pro-
duced by Doxygen for ip _ output().

In Figure 1 we see that no fewer 
than 16 separate routines, in nearly as 
many modules, depend on the ip _
output() function. To effect a fix or 
update the API all of these routines 
will need to be investigated. The red-
bordered boxes in Figure 1 show nodes 
that had a greater number of incoming 
edges than could be shown comfort-

Figure 1. Caller graph for ip_output().
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from which we can derive clues as to 
how the software is structured. One clue 
that is relatively easy to see is that there 
is another hot spot in the packet output 
code, namely tcp _ output(), which 
is called from seven different routines.

The kind of information that Doxy-
gen can show comes at a price. Gen-
erating the graphs shown here, which 
required analyzing 136 files compris-
ing 125,000 lines of code, took 45 min-
utes on a dual-core 2.5GHz Macbook 
Pro laptop. Most of the time was taken 
up by generating the call and caller 
graphs, which are by far the most use-
ful pieces of information to a code spe-
lunker.5

DTrace. One of the most talked 
about system tools in the last few years 
is DTrace, a project from Sun Microsys-
tems released under the CDDL that has 
been ported to the FreeBSD and Mac 
OS/X operating systems. Regardless of 
whether the designers of DTrace were 
specifically targeting code spelunking 
when they wrote their tool, it is clearly 
applicable.

DTrace has several components: a 
command line program, a language, 
and a set of probes that give informa-
tion about various events that occur 
throughout the system. The system 
was designed such that it could be run 
against an application for which the 
user had no source code.

DTrace is the next logical step in 
the line of program tracing programs 
that came before it, such as ktrace and 
truss. What DTrace brings to code spe-
lunking is a much richer set of primi-
tives, both in terms of its set of probes 
and the D language, which makes it 
easier for code spelunkers to answer 
the questions they have. A program like 
ktrace only shows the system calls that 
the program executes while it’s run-
ning, which are all of the application’s 
interactions with the operating system. 
On a typical OS these number in the low 
hundreds, and while they can give clues 
to what a complex piece of software is 
doing, they are not the whole story. 
Ktrace cannot trace the operating sys-
tem itself, which is something that can 
now be accomplished using DTrace.

When people discuss DTrace they 
often point out the large number of 
probes available, which on Mac OS X 
is more than 23,000. This is somewhat 
misleading. Not all of the probes are 

probe is delineated by its Provider, 
Module, Function, and Name. Provid-
ers are named after systems such as io, 
lockstat, proc, profile, syscall, vminfo, 
and dtrace itself. There are several dis-
tinct providers available in Mac OS X, 
although naively printing them all will 
show you that several exist on a per-
process basis. The per-process probes 
show information on core data within 

immediately usable, and in reality, hav-
ing such an embarrassment of riches 
makes picking the most useful probes 
for a particular job difficult. A probe is 
some piece of code in an application, li-
brary, or the operating system that can 
be instrumented to record informa-
tion on behalf of the user. The probes 
are broken down into several catego-
ries based on what they record. Each 

Table 1. Comparing the sizes of the systems as discussed in 2003 and today.

Program Version Files Lines % Chg Lines

Apache Web 
Server

1.3 	 471 	 158,332

2.2.8 	1108 	 374,993 136%

Emacs 21 	2586 	 1,317,915 34%

22 	2598 	 1,771,282

FreeBSD Kernel 5.1 	4758 	2,140,517

7.0 	6723 	3,556,087 66%

Linux Kernel 2.4.20-8 	12417 	5,223,290

2.6.25-3 	19483 	8,098,992 55%

Python 2.2.3 	1158 	 356,314

2.5.2 	2379 	 910,573 155%

Table 2. Features in the Doxyfile.

Feature Meaning

EXTRACT _ ALL Extract everything you can from the source code.

SOURCE _ BROWSER Create a full cross-reference of the source code.

CLASS _ DIAGRAMS	 Create class diagrams and inheretance graphs.

HAVE _ DOT	 Create useful code spelunking graphs.

CALL _ GRAPH Makes a call graph following all function calls.

CALLER _ GRAPH Outputs a graph of the caller dependencies.

Table 3. Providers available in Mac OS X.

Provider Purpose

dtrace probes related to dtrace itself

fbt entry and exit points for functions

io I/O probes

lockstat Probes related to locking

plockstat pthread lock related probes

proc Process specific information

profile Profiling and performance data

syscall Information on system calls

vminfo Virtual Memory probes
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the process as well as on locks. Some of 
the providers available on Mac OS X are 
shown in Table 3.

Probes are not only associated 
with providers but also with modules, 
which are the modules you want to 

that specifies what the engineer is try-
ing to observe. The canonical form is 
provider:module:function:name, with 
an empty section indicating a wildcard. 
Although the two manuals from Sun 
are excellent references on DTrace,6, 10 

instrument, as well as with functions, 
which are also subject to observation. 
The name of a trace point specifies a 
single probe. All of these categories are 
put together in a DTrace script or com-
mand line to form a sort of address 

Figure 2. Call graph for ip_output().
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a quick example will demonstrate how 
it can be used for code spelunking. 

When presented with a new and un-
known system to spelunk one of the first 
things to find out is which services the 
program uses. Programs like ktrace and 
truss can show this type of information 
but DTrace extends this ability greatly. 
We will now find out what services the ls 
program requires to execute as well as 
which ones are used most often. 

1: pid$target:::entry
2: { 
3:  @[probefunc] = count(); 
4: } 

The script here is written in the D 
language and should be relatively easy 
to decipher for anyone familiar with C. 
The script contains a single function, 
which counts the entry into any call that 
the ls program makes. Where a C pro-
grammer might find a function name 
and argument list we instead see what 
is called a predicate. The predicate is a 
way of selecting the probes that DTrace 
will record data for. The predicate on 
line 1 selects the entry into any call for 
the associated process. When the calls.d 
script is executed with dtrace in Figure 
3, its pid$ variable is replaced with the 
process ID of the program that is given 
after the -c command-line argument.

DTrace also allows the tracing of live 
processes by replacing -c with -p and 
the program name with a live process 
ID. Figure 3 gives abbreviated output 

from the execution of ls under DTrace. 
Only the last several lines, those with 
high entry counts, are shown. From this 
snapshot we can see that ls does a lot of 
work with the string functions strcoll 
and strcmp, and if we were trying to op-
timize the program we might look first 
at where these functions were called.

With thousands of predefined probe 
points, and the ability to dynamically 
create probes for user processes, it’s 
obvious that DTrace is the most power-
ful code spelunking tool developed in 
the last decade.

Continuing Challenges
In reviewing the tools mentioned 
here—as well as those that are not—a 
few challenges remain apparent. The 
first challenge is the move by some 
developers away from a tool-based ap-
proach to an all-in-one approach.

A tool-based approach can best be 
understood by looking at the programs 
available on any Unix-like system. The 
use of several programs, mixed and 
matched, to complete a task has sev-
eral obvious benefits that are well docu-
mented by others. When working with 
large code bases, the downfalls of an 
all-in-one approach, such as an IDE, 
become a bit clearer. A system such as 
the FreeBSD kernel is already several 
hundred megabytes of text. Processing 
that code base with tools like Cscope 
and global in order to make it more eas-
ily navigable generates a further 175MB 
of data. Although 175MB of data may be 
small in comparison to the memory of 
the average desktops or laptops, which 
routinely come with 2GB to 4GB of 
RAM, storing all that state in memory 
while processing leads to lower perfor-
mance in whatever tool is being used. 
The pipeline processing of data, which 
keeps in-memory data small, improves 
the responsiveness of the tools in-
volved. Loading the FreeBSD kernel into 
Eclipse took quite a long time and then 
took up several hundred megabytes of 
RAM. I have seen similar results with 
other IDEs on other large code bases.

An even larger challenge looms for 
those who work on not only large, but 
heterogeneous, code bases. Most Web 
sites today are a melange of PHP or Py-
thon with C or C++ extensions, using 
MySQL or PostgreSQL as a database 
backend, all on top of an OS written 
in C. It is often the case that tracking 

down particularly difficult problems 
requires crossing language barriers 
several times—from PHP into C++ and 
then into SQL, then perhaps back to C 
or C++. Thus far I have seen no evidence 
of tools that understand how to analyze 
these cross-language interactions. 

The area that deserves the most at-
tention is visualization. Of all the tools 
reviewed, only Doxygen generates in-
teresting and usable visual output. The 
other tools have a very narrow, code-
based focus in which the user is usu-
ally looking at only a small part of the 
system being investigated.

Working in this way is a bit like try-
ing to understand the United States by 
staring at a street sign in New York. The 
ability to look at a high-level represen-
tation of the underlying system without 
the fine details would be perhaps the 
best tool for the code spelunker. Be-
ing able to think of software as a map 
that can be navigated in different ways, 
for instance, by class relations and call 
graphs, would make code spelunkers 
far more productive.

One last area that has not been 
covered is the network. Network spe-
lunking, the ability to understand an 
application based on its network traf-
fic, is still in a very nascent state, with 
tools like Wireshark being the state of 
the art. Many applications are already 
running online and to being able to 
understand and work with them at the 
network level is very important.	
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Figure 3. Abbreviated output from  
the execution of ls under DTrace. 

> sudo dtrace -s calls.d -c ls
dtrace: script ‘calls.d’ matched  
	 5906 probes

[output of ls command removed for brevity]

dtrace: pid 7008 has exited

 strcoll	 148
 strcoll _ l	 148
 _ _ error	 326
 free	 353
 strcmp	 381
 wcwidth	 614
 _ none _ mbrtowc	 662
 mbrtowc	 662
 putchar	 705
 pthread _ getspecific	 1424
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How do we apply the concept of resource 
orientation by designing representations  
to support interactions?

by Erik Wilde and Robert J. Glushko

Document 
Design 
Matters
The classical    approach    to the data aspect of system 
design distinguishes conceptual, logical, and physical 
models. Models of each type or level are governed by 
metamodels that specify the kinds of concepts and 
constraints that can be used by each model; in most 
cases metamodels are accompanied by languages for

describing models. For example, in da-
tabase design, conceptual models usu-
ally conform to the Entity-Relationship 
(ER) metamodel (or some extension of 
it), the logical model maps ER mod-
els to relational tables and introduces 
normalization, and the physical model 
handles implementation issues such 
as possible denormalizations in the 
context of a particular database sche-
ma language. In this modeling meth-
odology, there is a single hierarchy of 
models that rests on the assumption 
that one data model spans all model-
ing levels and applies to all the applica-
tions in some domain.a

a	 This simplified view may change if different 
implementations of the same conceptual 
model use different lower-level models, per-

The “one true model” approach as-
sumes homogeneity, but that does not 
work very well for the Web. The Web 
as a constantly growing ecosystem of 
heterogeneous data and services has 
challenged a number of practices and 
theories about the design of IT land-
scapes. Instead of being governed by 
“one true model” used by everyone, 
the underlying assumption of top-
down design, Web data and services 
evolve in an uncoordinated fashion. As 
a result, a fundamental challenge with 
Web data and services is matching and 

haps for performance optimization reasons. 
In this case, the lower-level models are derived 
from the conceptual model, but they are also 
based on different assumptions about access 
patterns and required performance.
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mapping local and often partial mod-
els that not only are different models 
of the same application domain, but 
also differ, implicitly or explicitly, in 
their associated metamodels.

This challenge is central in the 
design of interfaces for machine-to-
machine communications over the 
Web because in the general case, no 
entity can authoritatively and unilat-
erally define the interfaces and data 
models or choose the metamodel that 
describes them.b On the Web, when 
peers use different conceptual models 
internally, they still can collaborate by 
using an intermediate model as a rep-
resentation for their communications. 
This requires that each peer has a way 
of mapping its own conceptual model 
to the intermediary model’s conceptu-

b	 This of course may be different if single enti-
ties or coordinated groups like standards orga-
nizations define shared data models, but even 
then this “one true model” only applies to the 
members of this group, and may not necessar-
ily fit the needs and constraints of other poten-
tial users outside of the group.

al model, which is then serialized ac-
cording to the representation defined 
for that model, and then subsequently 
parsed, instantiated, and mapped to 
the other peer’s conceptual model.

This description may sound as if 
the intermediary model now is the 
“one true model” mentioned earlier. 
The important difference to the as-
sumption that there is an implicit 
model in all collaborating applica-
tions is that the Web approach focus-
es on exchange-oriented resource rep-
resentations and employs those as the 
way how data models are represented 
for communications. However, this 
article is not about the concept of re-
source-orientation in the abstract (see 
Prescod4 for a good discussion of the 
fundamental differences of approach-
es); it is about the question of how to 
properly apply this concept by design-
ing representations for the specific 
purpose of supporting interactions.

Somewhat paradoxically, mapping 
and serializing models is made more 
difficult by the flexibility and ubiquity 

of the Extensible Markup Language 
(XML). Many people assume that 
merely by providing XML-based repre-
sentations, universal interoperability 
and loose coupling can be achieved 
almost magically5—even though dif-
ferent metamodels that simply have 
some XML representation may make 
it almost impossible to access the 
conceptual information in such an 
XML serialization by using XML tools 
alone. In many cases, this exagger-
ated expectation of what XML can do 
is caused by mixing modeling layers, 
for example by assuming that any data 
serialized as XML can be conveniently 
processed using XML tools.

Without further qualification, the 
argument that “we use XML, which 
is a widely accepted data format, 
and thus our interface is easy to use” 
makes about as much sense as “we 
use bits, which are a widely accepted 
data format, and thus our interface is 
easy to use.” On a simplistic techni-
cal level, these statements are true, 
but it is essential to understand the 
assumptions about application-level 
models and required tools that are 
implicitly designed into interfaces, 
because these assumptions critically 
shape their usability and accessibil-
ity (borrowing these terms from user 
interface design). Usability refers to 
the ease of use of a given interface and 
how easy it is for users to accomplish 
their goals; accessibility measures the 
extent to which it is possible to access 
all relevant information through a giv-
en interface when accessing it using 
various access methods.

In the context of designing Web 
service APIs, there is an ongoing de-
bate about function-orientation, of-
ten associated with the concept of 
Remote Procedure Calls (RPC), vs. re-
source-orientation as the preferred ar-
chitectural style for designing loosely 
coupled information systems. Func-
tion-orientation overlaps in many 
ways with the concepts of object-ori-
entation (encapsulation and access 
through public methods), whereas 
resource-orientation focuses on the 
exchange of purposeful and self-con-
tained documents. While the func-
tion-oriented style uses encapsulation 
and remote access to encapsulated 
data models through application-spe-
cific functions, the resource-oriented 
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style focuses on the exchange of open-
ly exposed data models, and provides 
only a small and fixed number of ac-
cess methods.

Metamodels for RPC and REST
This article focuses on resource-orien-
tation as the underlying architectural 
style of an IT architecture. For func-
tion-orientation, the design of APIs 
usually follows similar guidelines as 
API design in system programming;3 
these APIs are function-oriented and 
provide access to the entities that are 
locally implemented by the API pro-
vider. The “data model” of these APIs 
usually is rather simple; it is a set of 
simple types that can be used as types 
of input and output parameters of a 
function. The complexity of such an 
API thus lies in a concrete API design 
itself; that is, in the data model of the 
objects providing the functions, not 
in the metamodel of the API function 
definitions.

In contrast, with resource orienta-
tion, the situation is reversed. In this 
approach, the main focus is on docu-
ment exchange, and the structure of 
these documents is usually much more 
elaborate than a function signature. 
On the surface, this difference typical-
ly manifests itself by a large number of 
functions with relatively simple signa-
tures in function-oriented interfaces. 
On the other hand, resource-oriented 
interfaces typically define far fewer in-
teractions, but they are coarse-grained 
ones that have more elaborate signa-
tures in the form of complex resource 
representations.

Resource-orientation thus often 
needs more elaborate metamodels to 
define these resource representations. 
The selection of the metamodel is an 
important decision in the context of 
resource-orientation. Depending on 
the application, document design can 
come up with very different require-
ments for the data model; the spec-
trum of document models that are 
appropriate for application scenarios 
can range from simply structured 
regular sets of name/value pairs, to 
highly structured narrative document 
types mixing natural language with 
typed data, with a continuum of inter-
mediary and mixed forms in between. 
The levels of abstraction and granu-
larity, the robustness of the semantic 

nal model of one peer, the represen-
tation model that is used for com-
munications, and the internal model 
of the other peer. It may be the case 
that both peers use the same internal 
model, but this is not a requirement 
of the Web. As long as peers share a 
common understanding of the inter-
mediary representation model, they 
can interact. 

One of the fundamental differenc-
es between function-orientation and 
REST is that REST’s goal is not inte-
gration, but collaboration. Function-
orientation provides function-based 
access to a model that is implemented 
on the provider side; this model of-
ten is not exposed, and it is assumed 
that it is the model shared by all par-
ticipants. On the other hand, REST 
provides an explicit representation of 
a model that is exchanged as a whole; 
and while participants are free to use 
that model for their implementa-
tion, they are also free to map it to a 
model they see as a better fit for their 
processing needs. When a model is 

specification, and the extent to which 
standard conceptual components are 
reused in this data model are critical 
document design matters,2 but they 
are not the central concerns of this 
article and will not be discussed fur-
ther.

Our first important observation 
is that the selection of an API meta-
model is of greater importance in 
resource-orientation than it is in func-
tion-orientation. Metamodels for re-
source-orientation typically are more 
complex, or at least span a larger range 
of possible requirements for concrete 
application scenarios, than in the case 
of function-orientation. 

Another important observation is 
that on the Web, there often is no one 
true data model for a given applica-
tion scenario. Instead, peers exchange 
representations of resources, which is 
the reason why the architectural style 
underlying the Web is called Repre-
sentational State Transfer (REST).1 In 
REST, when two peers communicate, 
three models are involved: the inter-
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shared, the participants can be more 
tightly coupled (often necessary for 
performance reasons) than when it 
is not, they can for example access 
the model through fine-grained func-
tions that provide direct access to the 
model’s components; in contrast, the 
loose coupling embodied in resource 
exchange enables easier substitution 
of service providers, which is often de-
sirable for business reasons.

We call the internal models that par-
ticipants have system models, and the 
representation model used for com-
munication the exchange model. One 
complication in REST is the fact that 
both models have metamodels, and for 
successful collaboration it is necessary 
that the metamodel of the exchange 
model is made explicit, and is suffi-
ciently described to match it to system 
models and thus to collaborate.

The Importance of Metamodels
Many real-life problems in Web Service 
architectures are rooted in implicit as-
sumptions about metamodels. Two 
examples can be used to illustrate 
the role of the metamodel for the ex-
change model, and why it is important 
in the design of a REST architecture.

The first example starts with a tiny 
difference between “plain XML” and 
a data model’s metamodel. If a data 
model is based on DTDs or XML Sche-
ma, it may use default values, which are 
not part of the XML syntax itself, but de-

fined by these schema languages for the 
metamodel. Applications processing 
the XML without using the DTD or the 
XML schema will not recognize these 
default values, because they are part of 
a specific schema-based metamodel, 
and encoded in the schema, not in the 
instance. Other XML mechanisms—for 
example XML Namespaces, XML Base, 
and XInclude—can also affect the in-
terpretation of the model, because a 
model based on any of these specifica-
tions has to be interpreted according to 
their rules. Thus, even for something as 
interoperable as XML, it is essential to 
be explicit about the metamodel that is 
assumed as governing the data.

The second example is based on 
another popular metamodel, the Se-
mantic Web. The Semantic Web’s 
metamodel is RDF, and depending on 
the application, there often is a Sche-
ma defining a model for that meta-
model (schemas for the Semantic Web 
are often called ontologies). RDF has 
several possible serializations; one of 
them is RDF/XML, where RDF triples 
are serialized as an XML document. 
For a peer in such a scenario to work 
correctly, it must parse the RDF/XML, 
and then transform the resulting XML 
document tree into a set of triples, a 
task that is non-trivial because of the 
syntax variations defined by RDF/XML. 
In addition, if there is a schema for the 
model, it must be taken into account 
when working with the RDF data, be-

cause Semantic Web applications 
should deal with the deductive closure 
of the RDF graph they process, not the 
(syntactic) graph itself. So while XML 
is being used in this scenario, it only 
appears on the level of the physical 
model (as the serialization format), 
whereas the logical model is RDF.c

These two examples illustrate the 
importance of metamodels for the 
exchange model. Depending on the 
choice of the metamodel for the ex-
change model, peers are required to 
understand and implement the meta-
model and the schema language that 
encodes the semantics as well as addi-
tional constraints for the data model.

There are a number of XML meta-
models (after all, XML itself is only a 
syntax5), all of which are tree-based, 
but they use slight variations of the 
basic XML structures: The XML Infor-
mation Set (Infoset) is the oldest meta-
model of XML; its main contribution 
is that it includes XML Namespaces in 
the metamodel. The Post Schema Vali-
dation Infoset (PSVI) is XML Schema’s 
variant of an XML metamodel; its 
main contribution is its support for 
typed trees. The XQuery 1.0 and XPath 
2.0 Data Model (XDM) is becoming the 
defacto standard for XML metamod-
els; its main contribution is its sup-
port of sequences and thus the ability 
to represent non-XML values as well 
as XML trees. In addition to these ba-
sic XML metamodels, applications 
may choose to support additional 
metamodel features such as XInclude. 
Extensibility and versioning support 
often are desirable properties of data 
models, but for the XML metamodels 
listed here these are not readily avail-
able as metamodel features. Instead, 
they must be implemented by the data 
model, and best practices and design 
patterns can be used for guiding such 
a design.

APIs use Metamodels
When API designers use popular 

c	 Because RDF/XML is just a syntax for RDF data, 
it is also possible to serialize RDF as non-XML 
data; a popular format for this is Notation 3 
(N3). In such a scenario, it becomes even more 
apparent that RDF and XML have very little in 
common, and that RDF’s XML syntax is just an 
implementation detail of a specific serializa-
tion, and does not provide interoperability on 
a higher level.

REST modeling layers.

Conceptual 
Model

Match between Exchange 
Model and System Model 2

Match between System 
Model 1 and Exchange Model

System Model 
(ER)

Relational 
Tables

Logical 
Model

RDBMSPhysical  
Model

Exchange Model

XML Schema

Serialization 
(XML, EXI)

System Model 
(OWL)

RDF

RDF/XML, RDF 
Store



practice

october 2008  |   vol.  51  |   no.  10  |   communications of the acm     47

metamodels like RDF or UML, it is 
tempting to assume that users of the 
API will use the same metamodel as 
the provider. As a result, these API de-
signers use their system metamodel 
as the exchange metamodel. We have 
identified this tendency to use system 
models as exchange models in Web 
contexts as Web blindness.5 Instead of 
creating an architecture based on the 
smallest possible set of assumptions 
(which in the case of Web data and 
services should be XML metamodels), 
the exchange metamodel then is dic-
tated by the environment of the data 
or service provider.

We argue it is better practice in 
API design to think of an API as being 
designed by its users, rather than its 
providers, a point that also has been 
made for function-oriented APIs.3 
Such a consumer-oriented definition 
of the exchange model focuses on the 
simplest possible set of assumptions 
about the consumers, making the API 
as usable and accessible as possible.

Metamodels in Practice
The following example illustrates how 
these metamodel considerations can 
inform the design of a resource-ori-
ented API to use the smallest possible 
set of assumptions.

Let’s assume that in a procure-
ment application based on an ER 
system model, a purchase order is as-
sembled to be sent to a supplier. The 
exchange model is defined as an XML 
Schema with additional semantic an-
notations, so that the application se-
mantics (such as billing address and 
shipping address) are defined in the 
model. The order can then be assem-
bled by matching the ER concepts of 
addresses to the corresponding XML 
concepts of the order document, that 
is, by mapping addresses in the system 
model to addresses in the exchange 
model. The order is then serialized as 
an XML document and sent to the sup-
plier through some communications 
channel.

On the supplier side, when the or-
der is received, the XML document 
is parsed and the exchange model is 
reconstructed so that it can be used 
by the supplier’s order management 
application. Just to illustrate the 
point that the system models on the 
two sides can be radically different, 

let’s make the unlikely assumption 
that the supplier uses Semantic Web 
technologies. Using a mapping from 
XML to RDF, the exchange data can be 
mapped to RDF triples representing 
the order, because a matching process 
was used to identify how concepts in 
the exchange model can be mapped to 
the receiver’s system model.

In such a scenario, the order is rep-
resented in three different conceptual 
models on its way from the sender to 
the receiver. This process is shown 
in the accompanying figure and de-
scribed here in more detail.

Model Matching and Mapping
The existence of system and exchange 
models makes it necessary to match 
and map models. Model matching is 
the process of finding identical con-
cepts in two models.d In most cases, 
this process has to be done manually. 
If both models use the same meta-
model, it often is possible to use tools 
to identify matching concepts, and 
even to generate code that will map 
data from one model to the other. 
For example, a popular functionality 
in XML editors is schema matching, 
where candidate conceptual matches 
between two schemas are made based 
on element and attribute names, and 
then refined manually in the editor if 
these matches are not exact.

It is important to point out that 
model matching usually is only par-
tial. As there is no “one true model” 
of the domain, the system models of 
the participants typically cover larger 
application areas than the exchange 
model. It is also possible that the ex-
change model defines concepts that 
are not used in one of the system mod-
els, in which case this part of the ex-
change model will be ignored in the 
respective mapping. In this case, it is 
important which parts of the exchange 
model are mandatory and which are 
optional.

Model mapping is the process that 
takes data represented in one mod-
el, uses the conceptual matching of 
two models, and maps this data to 
another model. Mapping can take 

d	 This conveniently ignores the fact that in 
many cases concepts in different models are 
never fully identical; they often are partial and/
or conditional matches only.

The argument  
that ‘we use XML,  
which is a widely 
accepted data 
format, and thus  
our interface is  
easy to use’ makes 
about as much 
sense as ‘we use 
bits, which are a 
widely accepted 
data format, and 
thus our interface  
is easy to use.’ 
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place between two models using the 
same metamodel (such as mapping 
one XML document to a semantically 
equivalent XML document using a 
different vocabulary), or it can take 
place between models based on dif-
ferent metamodels (such as mapping 
an XML document to RDF data). Map-
ping always takes place between a sys-
tem model and an exchange model; 
this decouples all participating sys-
tem models.

One of the biggest problems in the 
current stack of XML technologies is 
there (quite surprisingly) is no appro-
priate conceptual modeling language 
for XML. In terms of the stack of con-
ceptual, logical, and physical models, 
XML Schema is not really a conceptual 
modeling language; it is primarily fo-
cused on markup design. It has some 
rudimentary conceptual modeling 
features, but is essentially a language 
for describing logical models. It is 
possible to use existing conceptual 
modeling languages (such as ER or 
UML) and automatically generate XML 
logical models (such as XML Schemas) 
from these, but these generated sche-
mas often are not well-designed from 
a markup perspective. And critically, 
these generated schemas will not sup-
port any of the XML features that are 
not covered at all by the conceptual 
modeling language used as the start-
ing point (most notably, support for 
narrative structures with mixed con-
tent).

This means the ideal process shown 
in the figure currently lacks support 
for the conceptual model layer of the 
exchange model (assuming XML as 
the exchange model’s physical mod-
el). In many cases, applications use 
their own adhoc conceptual models 
and the logical model (such as an XML 
Schema) is then augmented with addi-
tional information to also serve as the 
conceptual model, or to refer to it.

Popular Web Metamodels
XML metamodels (as described ear-
lier) are the most popular metamod-
els for Web data and services, but they 
sometimes are thought of as being too 
expensive in terms of processing, es-
pecially if the data model being repre-
sented is simple. An alternative physi-
cal model for XML metamodels is 
the JavaScript Object Notation (JSON), 

which can only encode a subset of pos-
sible XML structures, and represents 
this subset in a way that can be inter-
preted as a JavaScript object. JSON is 
useful if the peers (or at least one of 
them) are JavaScript-based, and if the 
restrictions of the JSON syntax (no 
mixed content, restricted names, no 
difference between elements and at-
tributes, no ordering) are acceptable 
for the exchange model.

A popular metamodel alternative to 
XML is RDF, the model of the Seman-
tic Web. It is a metamodel based on 
triples, which can be used to construct 
complex graph structures. RDF works 
well for representing graphs, but has 
no specific support for the narrative 
end of the document type spectrum, 
which is well supported by XML. And 
while RDF is the universally accepted 
metamodel in the Semantic Web com-
munity, its use as an exchange model 
still limits the potential set of peers 
considerably more than an XML meta-
model, because RDF tools are not as 
ubiquitous as XML tools.

Topology Troubles
The idealized matching of models 
shown in the figure can become com-
plicated when the structures support-
ed by the metamodels do not match 
very well. A typical example is when 
the data model is defined in UML and 
is able to represent arbitrary graphs. 
XML is tree-structured and thus not 
a good fit for such a model. In such a 
case, there are two basic alternatives:

If the model is defined using some ˲˲

tool, in many cases these tools provide 
“export” or “generate schema” fa-
cilities for exporting the model as an 
XML Schema. While technically these 
generated schemas are XML represen-
tations of the model, typically they are 
rather cumbersome to work with on 
the XML level, because they are gen-
erated from a generic mapping of the 
metamodel to XML, and consequently 
do not take into account any specifics 
of the actual model.e

The other possibility is to use the ˲˲

approach we described earlier and as-

e	 More advanced tools support annotating the 
model so that the mapping can be guided by 
annotations. This method yields better results 
as generated schemas, but the fundamental 
problem of misaligned metamodels of course 
cannot be changed.
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sume a consumer of the model who 
does not know the non-XML metamod-
el or have tools to work with it. What 
kind of XML model would best serve 
the needs of that consumer? What are 
the use cases that should be served 
well by the XML model? After design-
ing the XML model with the consumer 
in mind, a mapping between the two 
models can be defined.

This second alternative is more 
complex and thus expensive, because 
it requires a more specific approach, 
whereas the first one is based on a ge-
neric mapping. The second approach 
is more likely to produce a document 
design that will be usable and acces-
sible on the XML level. If there is a 
realistic set of use cases to work with, 
the second approach can be based on 
real-world requirements.

The generic mapping approach 
often only gives lip service to the re-
quirement to provide information in 
XML: While the generated XML model 
does represent the original data mod-
el, it often does so in ways that are only 
sufficiently usable and accessible for 
consumers using the non-XML meta-
model. In such a scenario, the implicit 
assumption is that all consumers will 
use the non-XML metamodel, which 
restricts the set of potential users.

Such a restriction may be appropri-
ate if it is a conscious decision. For 
example, if the metamodel is much 
more expressive than XML for the spe-
cific requirements of an application, 
it may be almost impossible to come 
up with a reasonable mapping to an 
XML model. However, if such a deci-
sion is made, there is no specific rea-
son to use XML as the exchange model 
anymore, because it is treated as an 
opaque representation of a non-XML 
conceptual model, and only is used 
for the physical layer of the exchange 
model.

Physical XML
Using the figure as the explanation 
for the potential problems discussed 
in the previous section, it is easy to 
explain what happens. If the designer 
of an exchange format uses a non-
XML conceptual metamodel because 
it seems to be a better fit for the data 
model, XML is only used as the physi-
cal layer for the exchange model. The 
logical layer in this case defines the 

mapping between the non-XML con-
ceptual model, and any reconstruction 
of the exchange model data requires 
the consumer to be fully aware of this 
mapping. In such a case, it is good 
practice to make users of the API aware 
of the fact that it is using a non-XML 
metamodel. Otherwise they might be 
tempted to base their implementation 
on a too small set of examples, creat-
ing implementations that are brittle 
and will fail at some point in time.

Real-world examples for this case 
are interfaces using RDF/XML. Naive 
implementations might assume that 
the data is encoded in a specific tree 
structure that can be accessed using 
XML tools such as XPath or XQuery. 
They might base their assumption on a 
set of sample documents, all of which 
might have been produced by the same 
RDF software and thus represent the 
same RDF/XML serialization strategy. 
However, such an implementation 
will most likely fail if it encounters 
documents where other serializations 
of the same RDF data are used. Thus, 
the only robust way in such a scenario 
is to use a full RDF/XML parser, and to 
first reconstruct the RDF data before 
doing anything with it.

Document Design Matters
This article has extended API design 
matters into the world of resource-
orientation and REST as its currently 
most popular exponent. While func-
tion-oriented API design matters are 
mostly about the design of a concrete 
API, document design matters in the 
world of resource-orientation have a 
quite different emphasis. This empha-
sis is mostly on the models governing 
the design of an actual API; that is, 
the metamodels for these APIs. The 
design of REST APIs has more facets 
than only the selection of a particular 
metamodel for the representation of 
resources, but this is the most funda-
mental choice, and it directly affects 
the usability and accessibility of such 
an API.

We strongly recommend that the 
design of documents be informed by 
potential consumers and their use 
cases (such as, the environments in 
which these consumers are expected 
to develop and execute code, and the 
tasks they are expected to do), not by 
the producers of documents. By us-

ing the complete spectrum of possible 
consumers as input to the document 
design process for exchange models, 
it is possible to escape the implicit 
assumptions about supported meta-
models and available tools that some-
times make data and services on the 
Web more difficult to work with than 
necessary.

Usability and accessibility of APIs, 
in particular of Web service APIs, 
should become central goals of API 
design, and a focus on well-designed 
document models based on widely 
available metamodels is a good start-
ing point for these goals. While XML 
provides a proven foundation for de-
fining exchange models, the lack of a 
conceptual model for XML makes it 
somewhat harder than it should be to 
define such a model. Because of this 
situation, using some non-XML con-
ceptual model is a solution that is fre-
quently chosen by practitioners, often 
resulting in exchange models embody-
ing implicit assumptions. We hope this 
critical gap for XML-based resource 
orientation will soon be filled by some 
yet-to-be-invented language, capable 
of representing conceptual models 
for XML. Such a language would make 
it possible to better describe exchange 
models for resource-oriented APIs by 
supporting an easy way of generating 
schemas (logical models) for defining 
the representation (the markup) of ex-
change models.	
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T2, and increasingly multicore x86 sys-
tems from Intel and AMD, differentiate 
themselves from traditional CPU de-
signs by prioritizing high-throughput 
processing of many parallel operations 
over the low-latency execution of a sin-
gle task.

GPUs assemble a large collection of 
fixed-function and software-program-
mable processing resources. Impressive 
statistics, such as ALU (arithmetic logic 
unit) counts and peak floating-point 
rates often emerge during discussions 
of GPU design. Despite the inherently 
parallel nature of graphics, however, ef-
ficiently mapping common rendering 
algorithms onto GPU resources is ex-
tremely challenging. 

The key to high performance lies in 
strategies that hardware components 
and their corresponding software in-
terfaces use to keep GPU processing 
resources busy. GPU designs go to great 
lengths to obtain high efficiency and 
conveniently reduce the difficulty pro-
grammers face when programming 
graphics applications. As a result, GPUs 
deliver high performance and expose 
an expressive but simple programming 
interface. This interface remains largely 
devoid of explicit parallelism or asyn-
chronous execution and has proven to 
be portable across vendor implementa-
tions and generations of GPU designs.

At a time when the shift toward 
throughput-oriented CPU platforms is 
prompting alarm about the complexity 
of parallel programming, understand-
ing key ideas behind the success of 
GPU computing is valuable not only for 
developers targeting software for GPU 
execution, but also for informing the 
design of new architectures and pro-
gramming systems for other domains. 
In this article, we dive under the hood of 
a modern GPU to look at why interactive 
rendering is challenging and to explore 
the solutions GPU architects have de-
vised to meet these challenges.

The Graphics Pipeline
A graphics system generates images 
that represent views of a virtual scene. 
This scene is defined by the geometry, 
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Look at 
GPUs
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As the line between GPUs and CPUs  
begins to blur, it’s important to understand 
what makes GPUs tick.

by Kayvon Fatahalian and Mike Houston

A gamer wanders through a virtual world rendered 
in near-cinematic detail. Seconds later, the screen 
fills with a 3D explosion, the result of unseen enemies 
hiding in physically accurate shadows. Disappointed, 
the user exits the game and returns to a computer 
desktop that exhibits the stylish 3D look-and-feel 
of a modern window manager. Both of these visual 
experiences require hundreds of gigaflops of computing 
performance, a demand met by the GPU (graphics 
processing unit) present in every consumer PC. 

The modern GPU is a versatile processor that 
constitutes an extreme but compelling point in 
the growing space of multicore parallel computing 
architectures. These platforms, which include GPUs, 
the STI Cell Broadband Engine, the Sun UltraSPARC 
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an application-programmable stage.
PO (pixel operations). PO uses each 

fragment’s screen position to calculate 
and apply the fragment’s contribution 
to output image pixel values. PO ac-
counts for a sample’s distance from the 
virtual camera and discards fragments 
that are blocked from view by surfaces 
closer to the camera. When fragments 
from multiple primitives contribute to 
the value of a single pixel, as is often the 
case when semi-transparent surfaces 
overlap, many rendering techniques 
rely on PO to perform pixel updates 
in the order defined by the primitives’ 
positions in the PP output stream. All 
graphics APIs guarantee this behavior, 
and PO is the only stage where the order 
of entity processing is specified by the 
pipeline’s definition.

Shader Programming
The behavior of application-program-
mable pipeline stages (VP, PP, FP) is 
defined by shader functions (or shaders). 
Graphics programmers express vertex, 
primitive, and fragment shader func-
tions in high-level shading languages 
such as NVIDIA’s Cg, OpenGL’s GLSL, 
or Microsoft’s HLSL. Shader source is 
compiled into bytecode offline, then 
transformed into a GPU-specific binary 
by the graphics driver at runtime.

Shading languages support complex 
data types and a rich set of control-flow 
constructs, but they do not contain 
primitives related to explicit parallel 
execution. Thus, a shader definition is 
a C-like function that serially computes 
output-entity data records from a single 
input entity. Each function invocation is 
abstracted as an independent sequence 
of control that executes in complete 
isolation from the processing of other 
stream entities.

As a convenience, in addition to data 
records from stage input and output 
streams, shader functions may access 
(but not modify) large, globally shared 
data buffers. Prior to pipeline execu-
tion, these buffers are initialized to con-
tain shader-specific parameters and tex-
tures by the application.

Characteristics and Challenges
Graphics pipeline execution is charac-
terized by the following key properties.

Opportunities for parallel processing. 
Graphics presents opportunities for 
both task- (across pipeline stages) and 

orientation, and material properties of 
object surfaces and the position and 
characteristics of light sources. A scene 
view is described by the location of a vir-
tual camera. Graphics systems seek to 
find the appropriate balance between 
conflicting goals of enabling maximum 
performance and maintaining an ex-
pressive but simple interface for de-
scribing graphics computations. 

Real-time graphics APIs such as Di-
rect3D and OpenGL strike this balance 
by representing the rendering compu-
tation as a graphics processing pipeline 
that performs operations on four fun-
damental entities: vertices, primitives, 
fragments, and pixels. Figure 1 provides 
a block diagram of a simplified seven-
stage graphics pipeline. Data flows be-
tween stages in streams of entities. This 
pipeline contains fixed-function stages 
(green) implementing API-specified 
operations and three programmable 
stages (red) whose behavior is defined 

by application code. Figure 2 illustrates 
the operation of key pipeline stages.

VG (vertex generation). Real-time 
graphics APIs represent surfaces as 
collections of simple geometric primi-
tives (points, lines, or triangles). Each 
primitive is defined by a set of vertices. 
To initiate rendering, the application 
provides the pipeline’s VG stage with a 
list of vertex descriptors. From this list, 
VG prefetches vertex data from memory 
and constructs a stream of vertex data 
records for subsequent processing. In 
practice, each record contains the 3D 
(x,y,z) scene position of the vertex plus 
additional application-defined param-
eters such as surface color and normal 
vector orientation.

VP (vertex processing). The behavior 
of VP is application programmable. VP 
operates on each vertex independently 
and produces exactly one output vertex 
record from each input record. One of 
the most important operations of VP ex-
ecution is computing the 2D output im-
age (screen) projection of the 3D vertex 
position.

PG (primitive generation). PG uses 
vertex topology data provided by the ap-
plication to group vertices from VP into 
an ordered stream of primitives (each 
primitive record is the concatenation of 
several VP output vertex records). Vertex 
topology also defines the order of primi-
tives in the output stream.

PP (primitive processing). PP operates 
independently on each input primitive 
to produce zero or more output primi-
tives. Thus, the output of PP is a new 
(potentially longer or shorter) ordered 
stream of primitives. Like VP, PP opera-
tion is application programmable.

FG (fragment generation). FG samples 
each primitive densely in screen space 
(this process is called rasterization). 
Each sample is manifest as a fragment 
record in the FG output stream. Frag-
ment records contain the output image 
position of the surface sample, its dis-
tance from the virtual camera, as well as 
values computed via interpolation of the 
source primitive’s vertex parameters.

FP (fragment processing). FP simu-
lates the interaction of light with scene 
surfaces to determine surface color and 
opacity at each fragment’s sample point. 
To give surfaces realistic appearances, 
FP computations make heavy use of fil-
tered lookups into large, parameterized 
1D, 2D, or 3D arrays called textures. FP is 

Figure 1: A simplified graphics pipeline.
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data- (stages operate independently on 
stream entities) parallelism, making 
parallel processing a viable strategy for 
increasing throughput. Despite abun-
dant potential parallelism, however, the 
unpredictable cost of shader execution 
and constraints on the order of PO stage 
processing introduce dynamic, fi ne-
grained dependencies that complicate 
parallel implementation throughout 
the pipeline. Although output image 
contributions from most fragments can 
be applied in parallel, those that con-
tribute to the same pixel cannot.

Extreme variations in pipeline load.
Although the number of stages and data 
fl ows of the graphics pipeline is fi xed, 
the computational and bandwidth re-
quirements of all stages vary signifi cant-
ly depending on the behavior of shader 
functions and properties of scene. For 
example, primitives that cover large re-
gions of the screen generate many more 
fragments than vertices. In contrast, 
many small primitives result in high ver-
tex-processing demands. Applications 
frequently reconfi gure the pipeline to 
use different shader functions that vary 
from tens of instructions to a few hun-
dred. For these reasons, over the dura-
tion of processing for a single frame, 
different stages will dominate overall 
execution, often resulting in bandwidth 
and compute-intensive phases of execu-
tion. Dynamic load balancing is required 
to maintain an effi cient mapping of the 
graphics pipeline to a GPU’s resources 
in the face of this variability and GPUs 
employ sophisticated heuristics for re-
allocating execution and on-chip stor-
age resources amongst pipeline stages 
depending on load.

Fixed-function stages encapsulate dif-
fi cult-to-parallelize work. Programma-
ble stages are trivially parallelizable by 
executing shader function logic simul-
taneously on multiple stream entities. 
In contrast, the pipeline’s nonprogram-
mable stages involve multiple entity 
interactions (such as ordering depen-
dencies in PO or vertex grouping in PG) 
and stateful processing. Isolating this 
non-data-parallel work into fi xed stages 
allows the GPU’s programmable pro-
cessing components to be highly spe-
cialized for data-parallel execution and 
keeps the shader programming model 
simple. In addition, the separation en-
ables diffi cult aspects of the graphics 
computation to be encapsulated in op-

timized, fi xed-function hardware com-
ponents.

Mixture of predictable and unpredict-
able data access. The graphics pipeline 
rigidly defi nes inter-stage data fl ows 
using streams of entities. This pre-
dictability presents opportunities for 
aggregate prefetching of stream data 
records and highly specialized hard-
ware management of on-chip storage 
resources. In contrast, buffer and tex-
ture accesses performed by shaders 
are fi ne-grained memory operations on 
dynamically computed addresses, mak-
ing prefetch diffi cult. As both forms of 
data access are critical to maintaining 
high throughput, shader programming 
models explicitly differentiate stream 
from buffer/texture memory accesses, 
permitting specialized hardware solu-
tions for both types of accesses.

Opportunities for instruction stream 
sharing. While the shader programming 
model permits each shader invocation 
to follow a unique stream of control, in 
practice, shader execution on nearby 
stream elements often results in the 
same dynamic control-fl ow decisions. 
As a result, multiple shader invocations 
can likely share an instruction stream. 
Although GPUs must accommodate 
situations where this is not the case, the 
use of SIMD-style execution to exploit 
shared control-fl ow across multiple 
shader invocations is a key optimization 
in the design of GPU processing cores 
and is accounted for in algorithms for 
pipeline scheduling.

Programmable 
Processing Resources
A large fraction of a GPU’s resources 
exist within programmable processing 
cores responsible for executing shader 
functions. While substantial imple-
mentation differences exist across 
vendors and product lines, all modern 
GPUs maintain high effi ciency through 
the use of multicore designs that em-
ploy both hardware multithreading and 
SIMD (single instruction, multiple data) 
processing. As shown in the table here, 
these throughput-computing tech-
niques are not unique to GPUs (top two 
rows). In comparison with CPUs, how-
ever, GPU designs push these ideas to 
extreme scales. 

Multicore + SIMD Processing = Lots 
of ALUs. A logical thread of control is 
realized by a stream of processor in-

figure 2: Graphics pipeline operations.
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to take advantage of SIMD process-
ing. Dynamic per-entity control flow is 
implemented by executing all control 
paths taken by the shader invocations 
in the group. SIMD operations that do 
not apply to all invocations, such as 
those within shader code conditional or 
loop blocks, are partially nullified using 
write-masks. In this implementation, 
when shader control flow diverges, few-
er SIMD ALUs do useful work. Thus, on 
a chip with width-S SIMD processing, 
worst-case behavior yields performance 
equaling 1/S the chip’s peak rate. For-
tunately, shader workloads exhibit 
sufficient levels of instruction stream 
sharing to justify wide SIMD implemen-
tations. Additionally, GPU ISAs contain 
special instructions that make it pos-
sible for shader compilers to transform 
per-entity control flow into efficient 
sequences of explicit or implicit SIMD 
operations.

Hardware Multithreading = High ALU 
Utilization. Thread stalls pose an addi-
tional challenge to high-performance 
shader execution. Threads stall (or 
block) when the processor cannot dis-
patch the next instruction in an instruc-
tion stream due to a dependency on an 
outstanding instruction. High-latency 
off-chip memory accesses, most nota-
bly those generated by  texture access 
operations, cause thread stalls lasting 
hundreds of cycles (recall that while 
shader input and output records lend 
themselves to streaming prefetch, tex-
ture accesses do not). 

Allowing ALUs to remain idle dur-
ing the period while a thread is stalled 
is inefficient. Instead, GPUs maintain 
more execution contexts on chip than 
they can simultaneously execute, and 
they perform instructions from run-
nable threads when others are stalled. 
Hardware scheduling logic determines 
which context(s) to execute in each pro-
cessor cycle. This technique of overpro-
visioning cores with thread contexts to 
hide the latency of thread stalls is called 
hardware multithreading. GPUs use 
multithreading as the primary mecha-
nism to hide both memory access and 
instruction pipeline latencies.

The amount of stall latency a GPU 
can tolerate via multithreading is de-
pendent on the ratio of hardware thread 
contexts to the number of threads that 
are simultaneously executed in a clock 
(we refer to this ratio as T). Support for 

tivec ISA extensions. These extensions 
provide instructions that control the 
operation of four ALUs (SIMD width 
of 4). Alternatively, most GPUs realize 
the benefits of SIMD execution by im-
plicitly sharing an instruction stream 
across threads with identical PCs.  In 
this implementation, the SIMD width 
of the machine is not explicitly made 
visible to the programmer. CPU design-
ers have chosen a SIMD width of four as 
a balance between providing increased 
throughput and retaining high single-
threaded performance. Characteristics 
of the shading workload make it ben-
eficial for GPUs to employ significantly 
wider SIMD processing (widths ranging 
from 32 to 64) and to support a rich set 
of operations. It is common for GPUs 
to support SIMD implementations of 
reciprocal square root, trigonometric 
functions, and memory gather/scatter 
operations.

The efficiency of wide SIMD pro-
cessing allows GPUs to pack many cores 
densely with ALUs. For example, the NVID-
IA GeForce GTX 280GPU contains 480 
ALUs operating at 1.3GHz. These ALUs 
are organized into 30 processing cores 
and yield a peak rate of 933GFLOPS.  In 
comparison, a high-end 3GHz Intel Core 
2 Quad CPU contains four cores, each 
with eight SIMD floating-point ALUs (two 
4-width vector instructions per clock) and 
is capable of, at most, 96GFLOPS of peak 
performance.

Recall that a shader function defines 
processing on a single pipeline entity. 
GPUs execute multiple invocations of 
the same shader function in parallel 

structions that execute within a pro-
cessor-managed environment, called 
an execution (or thread) context. This 
context consists of state such as a pro-
gram counter, a stack pointer, general-
purpose registers, and virtual memory 
mappings. A single core processor man-
aging a single execution context can 
run one thread of control at a time.  A 
multicore processor replicates process-
ing resources (ALUs, control logic, and 
execution contexts) and organizes them 
into independent cores. When an ap-
plication features multiple threads of 
control, multicore architectures pro-
vide increased throughput by executing 
these instruction streams on each core 
in parallel. For example, an Intel Core 
2 Quad contains four cores and can ex-
ecute four instruction streams simulta-
neously. As significant parallelism exists 
across shader invocations in a graphics 
pipeline, GPU designs easily push core 
counts higher. 

Even higher performance is possible 
by populating each core with multiple 
floating-point ALUs. This is done effi-
ciently through SIMD (single instruc-
tion, multiple data) processing, where 
several ALUs perform the same opera-
tion on a different piece of data. SIMD 
processing amortizes the complexity of 
decoding an instruction stream and the 
cost of ALU control structures across 
multiple ALUs, resulting in both power- 
and area-efficient chip execution. 

The most common implementation 
of SIMD processing is via explicit short-
vector instructions, similar to those 
provided by the x86 SSE or PowerPC Al-

Table 1. Tale of the tape: Throughput architectures.

Type Processor Cores/Chip ALUs/Core3 SIMD width Max T4

GPUs AMD Radeon HD 
4870

10 80 64 25

NVIDIA GeForce 
GTX 280

30 8 32 128

CPUs Intel Core 2 Quad1 4 8 4 1

STI Cell BE2 8 4 4 1

Sun UltraSPARC T2 8 1 1 4

1  SSE processing only, does not account for traditional FPU
2  Stream processing (SPE) cores only, does not account for PPU cores.
3  32-bit floating point operations
4  Max T is defined as the maximum ratio of hardware-managed thread execution contexts to simultaneously 

executable threads (not an absolute count of hardware-managed execution contexts).  This ratio is a measure 
of a processor’s ability to automatically hide thread stalls using hardware multithreading.
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more thread contexts allows the GPU to 
hide longer or more frequent stalls. All 
modern GPUs maintain large numbers 
of execution contexts on chip to provide 
maximal memory latency-hiding ability 
(T reaches 128 in modern GPUs—see 
the table). This represents a significant 
departure from CPU designs, which at-
tempt to avoid or minimize stalls pri-
marily using large, low-latency data 
caches and complicated out-of-order 
execution logic. Current Intel Core 2 
and AMD Phenom processors maintain 
one thread per core, and even high-end 
models of Sun’s multithreaded Ultra-
SPARC T2 processor manage only four 
times the number of threads they can 
simultaneously execute.

Note that in the absence of stalls, the 
throughput of single- and multithreaded 
processors is equivalent. Multithread-
ing does not increase the number of 
processing resources on a chip. Rather, 
it is a strategy that interleaves execution 
of multiple threads in order to use exist-
ing resources more efficiently (improve 
throughput). On average, a multithread-
ed core operating at its peak rate runs 
each thread 1/T of the time.

To achieve large-scale multithread-
ing, execution contexts must be com-
pact. The number of thread contexts 
supported by a GPU core is limited by 
the size of on-chip execution context 
storage. GPUs require compiled shader 
binaries to statically declare input and 
output entity sizes, as well as bounds on 
temporary storage and scratch registers 
required for their execution. At runtime, 
GPUs use these bounds to dynamically 
partition on-chip storage (including 
data registers)  to support the maximum 
possible number of threads.  As a re-
sult, the latency hiding ability of a GPU 
is shader dependent. GPUs can man-
age many thread contexts (and provide 
maximal latency-hiding ability) when 
shaders use fewer resources. When 
shaders require large amounts of stor-
age, the number of execution contexts 
(and latency-hiding ability) provided by 
a GPU drops.

Fixed-Function  
Processing Resources
 A GPU’s programmable cores interoper-
ate with a collection of specialized fixed-
function processing units that provide 
high-performance, power-efficient 
implementations of nonshader stages. 

Running a Fragment 
Shader on a GPU Core
Shader compilation to SIMD (single instruction, multiple data) instruction 
sequences coupled with dynamic hardware thread scheduling lead to efficient 
execution of a fragment shader on the simplified single-core GPU shown in Figure A.

The core executes an instruc-˲˲
tion from at most one thread each 
processor clock, but maintains state 
for four threads on-chip simultane-
ously (T=4).

Core threads issue explicit ˲˲
width-32 SIMD vector instructions; 
32 ALUs simultaneously execute a 
vector instruction in a single clock.

The core contains a pool of 16 ˲˲
general-purpose vector registers 
(each containing a vector of 32 
single-precision floats) partitioned 
among thread contexts.

The only source of thread stalls is ˲˲
texture access; they have a maximum 
latency of 50 cycles.

Shader compilation by the graphics driver produces a GPU binary from high-level 
fragment shader source. The resulting vector instruction sequence performs 
32 invocations of the fragment shader simultaneously by carrying out each 
invocation in a single lane of the width-32 vectors. The compiled binary requires 
four vector registers for temporary results and contains 20 arithmetic instructions 
between each texture access operation.

At runtime, the GPU executes a copy of the shader binary on each of its four thread 
contexts, as illustrated in Figure B. The core executes T0 (thread 0) until it detects 
a stall resulting from texture access in cycle 20. While T0 waits for the result of the 
texturing operation, the core continues to execute its remaining three threads. 
The result of T0’s texture access becomes available in cycle 70. Upon T3’s stall in 
cycle 80, the core immediately resumes T0. Thus, at no point during execution are 
ALUs left idle.

When executing the shader program for this example, a minimum of four threads 
is needed to keep core ALUs busy. Each thread operates simultaneously on 32 
fragments; thus, 4*32=128 fragments are required for the chip to achieve peak 
performance. As memory latencies on real GPUs involve hundreds of cycles, 
modern GPUs must contain support for significantly more threads to sustain 
high utilization. If we extend our simple GPU to a more realistic size of 16 
processing cores and provision each core with storage for 16 execution contexts, 
then simultaneous processing of 8,192 fragments is needed to approach peak 
processing rates. Clearly, GPU performance relies heavily on the abundance of 
parallel shading work.

Figure A: Example GPU core
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These components do not simply aug-
ment programmable processing; they 
perform sophisticated operations and 
constitute an additional hundreds of gi-
gaflops of processing power. Two of the 
most important operations performed 
via fixed-function hardware are texture 
filtering and rasterization (fragment 
generation).

Texturing is handled almost entirely 
by fixed-function logic. A texturing op-
eration samples a contiguous 1D, 2D, 
or 3D signal (a texture) that is discretely 
represented by a multidimensional ar-
ray of color values (2D texture data is 
simply an image). A GPU texture-filter-
ing unit accepts a point within the tex-
ture’s parameterization (represented by 
a floating-point tuple, such as {.5,.75}) 
and loads array values surrounding the 
coordinate from memory. The values 
are then filtered to yield a single result 
that represents the texture’s value at 
the specified coordinate. This value 
is returned to the calling shader func-
tion. Sophisticated texture filtering is 
required for generating high-quality im-
ages. As graphics APIs provide a finite 
set of filtering kernels, and because fil-
tering kernels are computationally ex-
pensive, texture filtering is well suited 
for fixed-function processing.

Primitive rasterization in the FG 
stage is another key pipeline opera-
tion currently implemented by fixed-
function components. Rasterization 
involves densely sampling a primitive 
(at least once per output image pixel) 
to determine which pixels the primitive 
overlaps. This process involves comput-
ing the location of the surface at each 
sample point and then generating frag-
ments for all sample points covered by 
the primitive. Bounding-box compu-
tations and hierarchical techniques 
optimize the rasterization process. 
Nonetheless, rasterization involves sig-
nificant computation.

In addition to the components for 
texturing and rasterization, GPUs con-
tain dedicated hardware components for 
operations such as surface visibility deter-
mination, output pixel compositing, and 
data compression/decompression.

The Memory System
Parallel-processing resources place ex-
treme load on a GPU’s memory system, 
which services memory requests from 
both fixed-function and programmable 

components. These requests include 
a mixture of fine-granularity and bulk 
prefetch operations and may even re-
quire real-time guarantees (such as dis-
play scan out).

Recall that a GPU’s programmable 
cores tolerate large memory latencies 
via hardware multithreading and that 
interstage stream data accesses can be 
prefetched. As a result, GPU memory 
systems are architected to deliver high-
bandwidth, rather than low-latency, 
data access. High throughput is ob-
tained through the use of wide memory 
buses and specialized GDDR (graphics 
double data rate) memories that oper-
ate most efficiently when memory ac-
cess granularities are large. Thus, GPU 
memory controllers must buffer, reor-
der, and then coalesce large numbers 
of memory requests to synthesize large 
operations that make efficient use of 
the memory system. As an example, the 
ATI Radeon HD 4870 memory controller 
manipulates thousands of outstanding 
requests to deliver 115GB per second of 
bandwidth from GDDR5 memories at-
tached to a 256-bit bus.

GPU data caches meet different 
needs from CPU caches. GPUs employ 
relatively small, read-only caches (no 
cache coherence) that serve to filter re-
quests destined for the memory control-
ler and to reduce bandwidth require-
ments placed on main memory. Thus, 
GPU caches typically serve to amplify 
total bandwidth to processing units 
rather than decrease latency of memory 
accesses. Interleaved execution of many 
threads renders large read-write cach-
es inefficient because of severe cache 
thrashing. Instead, GPUs benefit from 
small caches that capture spatial locality 
across simultaneously executed shader 
invocations. This situation is common, 
as texture accesses performed while 
processing fragments in close screen 
proximity are likely to have overlapping 
texture-filter support regions.

Although most GPU caches are small, 
this does not imply that GPUs con-
tain little on-chip storage. Significant 
amounts of on-chip storage are used to 
hold entity streams, execution contexts, 
and thread scratch data.

Pipeline Scheduling and Control
Mapping the entire graphics pipeline 
efficiently onto GPU resources is a chal-
lenging problem that requires dynamic 

Understanding 
key ideas behind 
the success of 
GPU computing is 
valuable not only 
for developers 
targeting software 
for GPU execution, 
but also for 
informing the 
design of new 
architectures and 
programming 
systems for other 
domains.
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and adaptive techniques. A unique as-
pect of GPU computing is that hardware 
logic assumes a major role in mapping 
and scheduling computation onto chip 
resources. GPU hardware “scheduling” 
logic extends beyond the thread-sched-
uling responsibilities discussed in pre-
vious sections. GPUs automatically as-
sign computations to threads, clean up 
after threads complete, size and man-
age buffers that hold stream data, guar-
antee ordered processing when needed, 
and identify and discard unnecessary 
pipeline work. This logic relies heavily 
on specific upfront knowledge of graph-
ics workload characteristics.

Conventional thread programming 
uses operating-system or threading API 
mechanisms for thread creation, com-
pletion, and synchronization on shared 
structures. Large-scale multithreading 
coupled with the brevity of shader func-
tion execution (at most a few hundred 
instructions), however, means GPU 
thread management must be performed 
entirely by hardware logic.

GPUs minimize thread launch costs 
by preconfiguring execution contexts to 
run one of the pipeline’s three types of 
shader functions and reusing the con-
figuration multiple times for shaders 
of the same type. GPUs prefetch shader 
input records and launch threads when 
a shader stage’s input stream contains 
a sufficient number of entities. Simi-
lar hardware logic commits records to 
the output stream buffer upon thread 
completion. The distribution of execu-
tion contexts to shader stages is repro-
visioned periodically as pipeline needs 
change and stream buffers drain or ap-
proach capacity.

GPUs leverage upfront knowledge of 
pipeline entities to identify and skip un-
necessary computation. For example, 
vertices shared by multiple primitives 
are identified and VP results cached to 
avoid duplicate vertex processing. GPUs 
also discard fragments prior to FP when 
the fragment will not alter the value of 
any image pixel. Early fragment discard 
is triggered when a fragment’s sample 
point is occluded by a previously pro-
cessed surface located closer to the 
camera.

Another class of hardware optimiza-
tions reorganizes fine-grained opera-
tions for more efficient processing. For 
example, rasterization orders fragment 
generation to maximize screen proxim-

ity of samples. This ordering improves 
texture cache hit rates, as well as in-
struction stream sharing across shader 
invocations. The GPU memory control-
ler also performs automatic reorganiza-
tion when it reorders memory requests 
to optimize memory bus and DRAM uti-
lization.

GPUs ensure inter-fragment PO or-
dering dependencies using hardware 
logic. Implementations use structures 
such as post-FP reorder buffers or 
scoreboards that delay fragment thread 
launch until the processing of overlap-
ping fragments is complete.

GPU hardware can take responsibil-
ity for sophisticated scheduling deci-
sions because semantics and invariants 
of the graphics pipeline are known a pri-
ori. Hardware implementation enables 
fine-granularity logic that is informed 
by precise knowledge of both the graph-
ics pipeline and the underlying GPU 
implementation. As a result, GPUs are 
highly efficient at using all available re-
sources. The drawback of this approach 
is that GPUs execute only those compu-
tations for which these invariants and 
structures are known. 

Graphics programming is becom-
ing increasingly versatile. Developers 
constantly seek to incorporate more 
sophisticated algorithms and leverage 
more configurable graphics pipelines. 
Simultaneously, the growing popular-
ity of GPU-based computing for non-
graphics applications has led to new 
interfaces for accessing GPU resources. 
Given both of these trends, the extent 
to which GPU designers can embed a 
priori knowledge of computations into 
hardware scheduling logic will inevita-
bly decrease over time.

A major challenge in the evolution 
of GPU programming involves preserv-
ing GPU performance levels and ease 
of use while increasing the generality 
and expressiveness of application inter-
faces. The designs of “GPU-compute” 
interfaces, such as NVIDIA’s CUDA and 
AMD’s CAL, are evidence of how difficult 
this challenge is. These frameworks ab-
stract computation as large batch oper-
ations that involve many invocations of 
a kernel function operating in parallel. 
The resulting computations execute on 
GPUs efficiently only under conditions 
of massive data parallelism. Programs 
that attempt to implement non data-
parallel algorithms perform poorly. 

GPU-compute programming models 
are simple to use and permit well-writ-
ten programs to make good use of both 
GPU programmable cores and (if need-
ed) texturing resources. Programs using 
these interfaces, however, cannot use 
powerful fixed-function components of 
the chip, such as those related to com-
pression, image compositing, or raster-
ization. Also, when these interfaces are 
enabled, much of the logic specific to 
graphics-pipeline scheduling is simply 
turned off. Thus, current GPU-compute 
programming frameworks significant-
ly restrict computations so that their 
structure, as well as their use of chip re-
sources, remains sufficiently simple for 
GPUs to run these programs in parallel.

GPU and CPU Convergence
The modern graphics processor is a pow-
erful computing platform that resides 
at the extreme end of the design space 
of throughput-oriented architectures. 
A GPU’s processing resources and ac-
companying memory system are heavily 
optimized to execute large numbers of 
operations in parallel. In addition, spe-
cialization to the graphics domain has 
enabled the use of fixed-function pro-
cessing and allowed hardware schedul-
ing of a parallel computation to be prac-
tical. With this design, GPUs deliver 
unsurpassed levels of performance to 
challenging workloads while maintain-
ing a simple and convenient program-
ming interface for developers.

Today, commodity CPU designs are 
adopting features common in GPU 
computing, such as increased core 
counts and hardware multithreading. 
At the same time, each generation of 
GPU evolution adds flexibility to previ-
ous high-throughput GPU designs. Giv-
en these trends, software developers in 
many fields are likely to take interest in 
the extent to which CPU and GPU archi-
tectures and, correspondingly, CPU and 
GPU programming systems, ultimately 
converge. 	
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Scientists  from a  variety of disciplines, including 
physics, sociology, biology, and computing, all 
explore the topological properties of complex systems 
that can be characterized as large-scale networks, 
including scientific collaborations, the Web, the 
Internet, electric power grids, and biological and 
social networks. Despite the differences in their 
components, functions, and size, they are surprisingly 
similar in topology, leading to the conjecture that 
many complex systems are governed by the ubiquitous 
“self-organizing” principle, or that the internal 
complexity of a system increases without being guided 
or managed by external sources. 

Still missing from this line of research, however, is 
an analysis of the topology of “dark” networks hidden 
from view yet that could have devastating effects on 
our social order and economy. Terrorist organizations, 
drug-trafficking rings, arms-smuggling operations, 
gang enterprises, and many other covert networks

are dark networks. Their structures 
are largely unknown to outsiders due 
to the difficulty of accessing and col-
lecting reliable data. Do they share the 
same topological properties as other 
types of empirical networks? Do they 
follow the self-organizing principle? 
How do they achieve efficiency un-
der constant surveillance and threat 
from the authorities? How robust are 
they against attack? Here, we explore 
the topological properties of several 
covert criminal- and terrorist-related 
networks, hoping to contribute to the 
general understanding of the struc-
tural properties of complex systems in 
hostile environments while providing 
authorities insight regarding disrup-
tive strategies. 

Topological analysis focusing on 
the statistical characteristics of net-
work structure is a relatively new 
methodology for studying large-scale 
networks.1,11 Large complex networks 
can be categorized into three types: 
random, small-world, and scale-free.1 
A number of statistics (see Table 1) 
have been developed to study their to-
pology; three of which—average path 
length, average clustering coefficient, 
and degree distribution—are widely 
used to categorize networks. 

In random networks, two arbitrary 
nodes are connected with a probabil-
ity p; as a result each node has roughly 
the same number of links. Random 
networks are characterized by small 
l, small C, and bell-shaped Poisson 
distributions.1 A small l means an ar-
bitrary node can reach any other node 
in a few steps. A small C implies that 
random networks are not likely to 
contain clusters and groups. Studies 
by physicists and computer and social 
scientists have found that most com-
plex systems are not random but pres-
ent small-world and scale-free proper-
ties (see Albert1 for a comprehensive 
review of these studies). 

A small-world network has a sig-
nificantly larger C than its random-
network counterpart while maintain-
ing a relatively small l.11 Scale-free 
networks, on the other hand, are char-

doi:10.1145/1400181.1400198

Knowing the structure of criminal and terrorist 
networks could provide the technical insight 
needed to disrupt their activities. 
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it is able to attract, manifesting the 
“rich-get-richer” phenomenon. 

Analyzing the topology of complex 
systems has important implications 
for our understanding of nature and 
society. Research has shown that the 
function of a complex system may be 
affected to a great extent by its network 
topology.1 For instance, the Web’s 
short average path length makes cy-
berspace a convenient, navigable sys-
tem in which any two Web pages are 
(on average) only 19 clicks away from 

acterized by the power-law degree dis-
tribution, meaning that while a large 
percentage of nodes in the network 
has just a few links, a small percent-
age of the nodes have a large number 
of links.1 Scientists conjecture that 
scale-free networks evolve following 
the self-organizing principle, where 
growth and preferential attachment 
play a key role in the emergence of 
the power-law distribution. Preferen-
tial attachment implies that the more 
links a node has, the more new links 

each other. It also has been shown that 
the greater tendency for clustering in 
metabolic networks corresponds to 
the organization of functional mod-
ules in cells, contributing to the be-
havior and survival of organisms. In 
addition, networks with scale-free 
properties are highly robust against 
random failure and errors but notably 
vulnerable to targeted attacks.5 

Methods and Data 
To understand the topology and func-
tion of dark networks we studied four 
terrorist- and criminal-related net-
works: 

Global Salafi Jihad (GSJ).9 This ter-
rorist network’s 366 members (see 
Figure 1) include some from Osama 
bin Laden’s Al Qaeda, connected by, 
perhaps, kinship, friendship, reli-
gious ties, and relationships formed 
after they joined. The GSJ data was 
provided to us by Marc Sageman, a fo-
rensic psychiatrist in private practice 
in Philadelphia and author of Under-
standing Terror Networks.9 The net-
work was constructed entirely from 
open-source data, including publicly 
available documents and transcripts 
of court proceedings and press, schol-
arly, and Web articles. Sageman scru-
tinized and cross-validated the infor-
mation about all nodes (terrorists) 
and links (relationships). However, as 
he pointed out in his book, the data 
is also subject to several limitations. 
First, the members in the network 
may not be a representative sample of 
the global Salafi jihad. The data may 
be biased toward leaders and mem-
bers captured or identified in attacks. 
Second, because most of the sources 
were based on retrospective accounts, 
the data may be subject to self-report-
ed bias. Despite these limitations, the 
data provides stunning insight into 
clandestine terrorist organizations. 

Meth World. In trafficking illegal 
methamphetamines,12 this network 
consisted of 1,349 criminals traced 
and investigated by the Tucson Police 
Department from 1985 to 2002. Be-
cause no information about the social 
relationships among them is directly 
available, we were granted access to 
the police databases and retrieved all 
the crime incidents in which these 
people were involved from 1985 to 
2002. We created a link between any 

Table 1: Statistics we used for studying network topology. 

Statistics Description

Average Path Length, l1 The average of the lengths of the shortest paths  
between all pairs of nodes in a network. 

Average Clustering Coefficient, C11 The average of all individual clustering coefficients, Ci, 
which is the number of links that actually exist among 
node i’s neighbors over the possible number of links  
among these neighbors. 

Average Degree, <k>10 The average of all individual degrees, ki, which is  
the number of links that node i has. 

Degree Distribution, p(k)1 The probability that an arbitrary node has exactly k links.

Link Density, d10 The number of links that actually exist over the possible 
number of links in a network.

Assortativity, r8 The Pearson correlation between the degrees of two 
adjacent nodes. 

Global Efficiency, e4 The average of the inverses of the lengths of the shortest 
paths over all pairs of nodes in a network.

Figure 1: The giant component in the GSJ Network (data courtesy of Marc Sageman9).  
The terrorists belong to one of four groups: Al Qaeda or Central Staff (pink), Core  
Arabs (yellow), Maghreb Arabs (blue), and Southeast Asians (green). Each circle  
represents one or more terrorist activities (such as the September 11 attacks and  
the Bali bombing) as noted. 

9/11 Attacks, 2001

Bali Bombing, 2002

bin Laden
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two of them if they committed at least 
one crime together for which they 
were convicted. 

Although the network was care-
fully validated by the crime analysts 
in the Tucson Police Department,12 
the co-occurrence links we generated 
from crime-incident records may not 
reflect the real relationships among 
the criminals. Two related criminals 
would appear to be unconnected if, 
for example, they never committed 
a crime together. On the other hand, 
a coincidental link may connect two 
criminals if they happened to have 
participated in the same crime. These 
two problems—missing link and co-
incidental link—are also common in 
other types of networks (such as those 
involving movie actors12) based on 
the co-occurrence of two nodes in the 
same events or activities. 

Another group of 3,917 criminals in-
volved in gang-related crimes in Tucson 
from 1985 to 2002.12 As in Meth World, 
the links in this network were gener-
ated through co-occurrence analysis 
of the crime-incident records. 

A terrorist Web site network (“the 
Dark Web”). In 2005, based on reliable 
government sources, we identified 104 
Web sites created by four major inter-
national terrorist groups—Al-Gama’a 
al-Islamiyya, Hizballa, Al-Jihad, and 
Palestinian Islamic Jihad—fetching 
all of their pages and extracting all of 
their hyperlinks. We recognized a link 
between any two Web sites if at least 
one hyperlink existed between any 
two Web pages in them. 

Results 
Table 2 lists the basic statistics of the 
four elicited networks. Like many oth-
er empirical networks, each of them 
contains many isolated components 
and a single giant component. The gi-
ant component in a graph is defined as 
the largest connected subgraph.1 The 
separation between the 356 terrorists 
in the GSJ network and the remaining 
10 terrorists is because we found no 
valid evidence to connect the 10 terror-
ists to the giant component in the net-
work. The giant components in Meth 
World and the gang network contain 
only 68.5% and 57.0% of the nodes, 
respectively. This may be because we 
collected the data from a single law-
enforcement jurisdiction that might 

lack complete information about all 
relationships among criminals, caus-
ing missing links between the giant 
component and the smaller compo-
nents. The isolated components in 
the Dark Web are possibly the result 
of the differences in the four terrorist 
groups’ distinctive ideologies. 

As in many other network-topology 
studies (such as Barabási2), we per-
formed a topological analysis on only 
the giant component in the four elic-
ited networks. Table 2 lists the average 
degrees and maximum degrees of the 
four networks, showing that some ter-
rorists in the GSJ network and some 
terrorist Web sites in the Dark Web 
are extremely popular, connecting to 
more than 10% of their nodes. 

This “assortativity” reflects the 
tendency for nodes to connect with 
others that are similarly popular in 
terms of link degree. The assortativ-
ity coefficients of the four networks 
are all significantly different from 0. 
The GSJ and the gang networks pres-
ent positive assortativity, meaning 
that popular members tend to con-
nect with other popular members. In 
positively assortative networks, high-
degree nodes tend to cluster together 
as core groups,8 a phenomenon evi-
dent in the GSJ network in which bin 
Laden and his closest cohorts form 

the core of the network and issue com-
mands to other parts of the network.9 
In contrast, Meth World and the Dark 
Web have negative assortativity coeffi-
cients, or “disassortativity.” 

Meth World consists of drug deal-
ers selling illegal methamphetamine 
to many individual buyers who do not 
connect with many other buyers or 
dealers. Moreover, studies have found 
that street drug-dealing organizations 
are led by a few high-level individuals 
who connect with a large number of 
low-level retail drug dealers.6 Because 
high-degree nodes connect to low-de-
gree nodes, Meth World is character-
ized by disassortative mixing patterns. 
On the other hand, the disassortativity 
in the Dark Web is the result of the fact 
that the popular Dark Web sites rou-
tinely receive many inbound hyper-
links from less popular Web sites. 

To ascertain if the dark networks are 
small worlds, we calculated average 
path lengths, clustering coefficients, 
and global efficiency (see Table 3). For 
each network, we generated 30 ran-
dom counterparts with the same num-
ber of nodes and the same number of 
links as in the corresponding elicited 
networks. We found that all of them 
have significantly high clustering co-
efficients compared to their random 
counterparts. Moreover, although the 

Table 2. Basic statistics and scale-free properties concerning dark networks.  
The numbers in parentheses in the third row are the percentage of total nodes  
included in the giant components. The numbers in parentheses in the fifth row  
are the percentage of total nodes connected to the highest-degree nodes. 
** p-value < 0.05    * p-value < 0.01 

GSJ Meth World Gang Network Dark Web

Number  
of Nodes, n

366 1349 3917 104

Number  
of Links, m

1247 4784 9051 156

Size of Giant Component 356  
(97.3%)

924 
(68.5%)

2231 
(57.0%)

80  
(77.9%)

Average  
Degree, <k>

6.97 4.62 5.74 3.88

Maximum Degree 44 
(12.4%)

37 
(4.0%)

51 
(2.3%)

33 
(41.3%)

Link Density, d 0.02 0.01 0.003 0.05

Assortativity, r 0.41** -0.14** 0.17** -0.24*

Power-Law Distribution 
Exponent, g

1.38 1.86 1.95 1.10

Goodness of Fit, R2 0.74 0.89 0.81 0.82
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ten used for soliciting new members 
and donations, the relatively long path 
length may be due to the reluctance 
of terrorist groups to share resources 
with other terrorist groups. 

Moreover, the dark networks pres-
ent scale-free properties with power-
law degree distributions in the form 
of p(k) ~ k-g. Because degree-distribu-
tion curves fluctuate, we display the 
cumulative degree distributions, P(k), 
in a log-log plot (see Figure 2). P(k) is 
defined as the probability that an arbi-
trary node has at least k links. Figure 2 
also outlines the fitted power-law dis-
tributions. The last two rows of Table 
1 report the exponent value, γ, and the 
goodness-of-fit, R2, for each network. 
Figure 2 shows that all these networks 
are scale-free. The power-law distri-
butions fit especially well at the tails. 
Note that the three human networks 
display two-regime scaling behavior, 
which has also been observed in other 
empirical networks (such as those in-
volving scientific collaboration).2

Two mechanisms have been pro-
posed to account for the emergence 
of two-regime power-law degree 
distributions during the evolution 
of a network.2 First, new links may 
emerge between existing network 
members. This emergence implies 
that criminals or terrorists who were 
not related previously could become 
related over time. This assumption 
is logical since two unacquainted 
members could become acquainted 
through a third member who knows 
each of them. In the GSJ network, 
22.6% of the links were post-joining 
ties formed among existing mem-
bers. Second, an existing link may be 

being detected by authorities as more 
people are involved in a network, 
short path length and link sparseness 
help lower the risk of detection and 
enhance efficiency of communica-
tion. As a result, the global efficiency 
of each network is compatible to their 
random-network counterparts. 

On the other hand, a high cluster-
ing coefficient contributes to the local 
efficiency of all four dark networks. 
Previous studies have shown evidence 
of groups and teams in these networks 
in which members tend to have dens-
er and stronger relationships with one 
another.9,12 Communication among 
group members becomes more ef-
ficient, making a crime or an attack 
easier to plan, organize, and execute. 

We also calculated the path length 
of other nodes to central nodes, find-
ing that members in the three stud-
ied criminal and terrorist networks 
are extremely close to their leaders. 
For example, the terrorists in the GSJ 
network are on average only 2.5 links 
away from bin Laden himself, mean-
ing his command is able to reach an 
arbitrary member through only two 
mediators. Similarly, the average path 
length to the leader of Meth World is 
only three links.12 Such a short chain 
of command also means communica-
tion efficiency. 

Special attention should be paid to 
the Dark Web. Despite the small size 
of its giant component (80 nodes), 
the average path length is 4.70 links, 
only slightly larger than the 4.20 links 
in the GSJ network, which has almost 
nine times more nodes. Since hyper-
links help visitors navigate Web pages 
and because terrorist Web sites are of-

differences are statistically significant 
(greater than three standard devia-
tions), the average path length of the 
four networks (except for the gang net-
work) is just slightly greater than their 
random counterparts. 

These small-world properties im-
ply that terrorists or criminals are able 
to connect with any other member in a 
network through only a few mediators. 
In addition, the networks are sparse, 
with very low link density. These prop-
erties have important implications for 
the communication efficiency of the 
networks. Due to the increased risk of 

Figure 2: Cumulative degree distributions: 
(a) GSJ network, (b) Meth World, (c) gang 
network, and (d) Dark Web. 
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Table 3: Small-world properties of dark networks. Each network includes  
the metrics in the elicited network (data) and the metrics in the random graph  
counterpart (random). Numbers in parentheses are standard deviations. 

GSJ Meth World Gang Network Dark Web

Data Random Data Random Data Random Data Random

Average Path 
Length, l

4.20 3.23 
(0.040)

6.49 4.52  
(0.056)

9.56 4.59 
(0.034)

4.70 3.15 
(0.108)

Average 
Clustering 
Coefficient, C

0.55 0.020 
(0.0029)

0.60 0.005 
(0.0014)

0.68 0.002 
(0.0005)

0.47 0.049 
(0.0155)

Global  
Efficiency, e

0.28 0.33 
(0.004)

0.18 0.23 
(0.003)

0.12 0.23 
(0.001)

0.30 0.34 
(0.019)
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rewired—a strong possibility in GSJ 
and the Dark Web. However, such re-
wiring would not affect Meth World 
or the gang network because a co-
occurrence link could not be rewired 
once it was created. 

An interesting topology-related 
question is what mechanisms play a 
role in producing the properties we 
observed in dark networks? Short av-
erage path length, high clustering co-
efficient, power-law degree distribu-
tions with two-regime scaling behavior 
in the human networks? That is, can 
we regenerate the four dark networks 
based on known mechanisms (such as 
growth and preferential attachment)? 
To answer, we conducted a series of 
simulations in which we generated 
30 networks for each elicited human 
network based on three evolutionary 
mechanisms: 

Growth. Starting with a small num-
ber of nodes, at each time step we add 
a new node to connect with existing 
nodes in the network; 

Preferential attachment. The proba-
bility that an existing node will receive 
a link from the new node depends on 
the number of links the node already 
maintains. The more links it has the 
more likely it will receive a new link; 
and

New links among existing nodes. At 
each time step, a random pair of exist-
ing nodes may connect, depending on 
the number of common neighbors they 
have. The more common neighbors 
they share the more likely they will also 
be connected with each other. 

We expected that the first two 
mechanisms would generate a power-
law degree distribution1 and that the 
third would generate a high clustering 
coefficient and two-regime scaling be-
havior.2 Our simulations showed that 
the power -law degree distributions 
are easily regenerated, with R2 ranging 
from 0.83 (the gang network) to 0.88 
(GSJ). The two-regime scaling behav-
ior was also present in the simulated 
networks for the human networks. 
However, the highest clustering coef-
ficient in a simulation was only 0.24 
(GSJ), far less than what we obtained 
from the elicited networks (0.55–0.68). 
This finding implies that some other 
mechanisms must have contributed 
to the substantially high clustering 
coefficients we observed in the dark 

networks. We suspect that member 
recruitment is one such mechanism. 
Employing active recruitment meth-
ods, subgroups of terrorists or crimi-
nals are able to attract new members 
into their groups. The new members 
quickly become acquainted with 
many existing members, substantially 
increasing the clustering coefficients. 

Caveats 
A notable point is that two problems 
may have affected the structures of the 
three elicited human networks—GSJ, 
Meth World, and the gang network. 
First, they may have missing links that 
can cause the networks to appear to 
be less efficient; there may actually be 
hidden “shortcuts” connecting dis-
tant parts of the networks. Second, the 
presence of coincidental “fake” links 
might cause the elicited networks 
to be more efficient than they would 
otherwise be since these links are not 
communication channels. 

To test how the results would be 
affected by missing links, we added 
various percentages of the existing 
links to the elicited networks based 
on three effects used in missing-link-
prediction research:7

Random effect. A link is added be-
tween a randomly selected pair of 
nodes not originally connected; 

Common neighbor effect. A link is 
added between a pair of unconnected 
nodes if they share common neigh-
bors; the more common neighbors 
they share the more likely they will be 
connected; and 

Preferential attachment effect. The 
probability that a pair of unconnected 
nodes will be linked together depends 
on the product of their link degrees. 

We found that the small-world and 
scale-free properties of the four net-
works do not change when missing 
links are added. For example, when 
we added up to 10% of the links, the 
average path lengths ranged from 3.55 
links (GSJ, preferential-attachment 
links added) to 9.45 links (the gang 
network, common-neighbor links 
added); the clustering coefficients 
ranged from 0.45 (GSJ, random links 
added) to 0.67 (the gang network, 
common-neighbor links added); and 
the R2 of power-law degree distribu-
tions ranged from 0.61 (GSJ, random 
links added) to 0.93 (the gang network, 

The terrorists in  
the GSJ network 
are on average  
only 2.5 links  
away from bin 
Laden himself, 
meaning his 
command  
is able to reach  
an arbitrary 
member through 
only two mediators. 
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preferential-attachment links added). 
We also randomly removed percent-

ages of links to test the effect of “fake” 
links on the results, finding they were 
still valid even when we removed 10% 
of the links. 

Prior research found that network 
topology has a significant effect on 
a network’s robustness against fail-
ure and attacks and that scale-free 
networks are robust against failure 
(random removal of nodes).5 Because 
we found that the four dark networks 
have scale-free properties, we tested 
their robustness against only targeted 

attacks. We simulated two types of 
attacks in the form of node removal: 
those targeting hubs and those tar-
geting bridges. While hubs are nodes 
that have many links (high degree), 
bridges are nodes through which pass 
many shortest paths (high “between-
ness”).10 When simulating the attacks 
we distinguished between two attack 
strategies: simultaneous removal of a 
fraction of the nodes based on a mea-
sure (degree or betweenness) with-
out updating the measure after each 
removal and progressive removal of 
nodes with the measure being updat-

ed after each removal. 
We plotted the changes in S (the 

fraction of the nodes in the giant 
component), <s> (the average size of 
remaining components), and aver-
age path length after some nodes are 
removed. We found that progressive 
attacks are more devastating than 
simultaneous attacks. Progressive 
attacks are similar to “cascading fail-
ures” in the Internet where an initial 
failure might cause a series of failures 
because high-traffic volume is redi-
rected to the next bridge node. 

Figure 3 (a) and (b) shows the differ-
ence between the network reactions to 
bridge attacks and to hub attacks. The 
critical points, f, at which the network 
falls into many small components, are 
marked in the figure. The behavior of 
Meth World and the gang network is 
similar to the behavior of the GSJ net-
work, showing that these terrorist and 
criminal networks are more sensitive 
to attacks targeting bridges than to 
those targeting hubs (fb < fh). However, 
in Figure 3(b), fb and fh are very close, 
indicating that hub attacks and bridge 
attacks are equally effective at disrupt-
ing a one-regime scale-free network. 

These results are consistent with 
findings from a prior study5 that pure 
scale-free networks are vulnerable to 
both hub and bridge attacks, while 
small-world networks are more vul-
nerable to bridge attacks. In small-
world networks consisting of commu-
nities and groups, many bridges may 
link different communities together. 
Intuitively, when they are removed, 
the network should quickly fall apart. 
Note that a bridge may not necessarily 
be a hub since a node connecting two 
communities can have as few as two 
links. Small-world networks (such as 
dark networks) are thus more vulner-
able to bridge attacks than to hub at-
tacks. 

In the four dark networks we stud-
ied, bridges and hubs are usually 
not the same nodes. The rank order 
correlations between degree and be-
tweenness in GSJ, Meth World, and 
the gang network are 0.63, 0.47, and 
0.30, respectively. Note that although 
bridge attacks are more devastating, 
strategies targeting the hubs are also 
fairly effective since the networks have 
scale-free properties. Hub attacks and 
bridge attacks can be equally effec-

Figure 3: Dark-network robustness against attacks: (a) progressive attacks  
against the GSJ network and (b) progressive attacks against the Dark Web.  
Two types of attack are hub (filled markers) and bridge (empty markers). 
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tive in tearing apart a pure scale-free 
network (such as the Dark Web, with 
a high degree-betweenness-rank-or-
der correlation, 0.70) in which hubs 
function simultaneously as bridges 
connecting different parts of the net-
work. 

Conclusion 
Dark networks (such as those involving 
terrorists and criminal narcotics traf-
fickers) are hidden from nonpartici-
pants yet could have a devastating ef-
fect on our social order and economy. 
Understanding their topology yields 
greater insight into the nature of clan-
destine organizations and could help 
develop effective disruptive strate-
gies. However, obtaining reliable data 
about dark networks is extremely dif-
ficult, so our understanding of them 
remains largely hypothetical. To the 
best of our knowledge, the data sets 
we explore here, though subject to 
limitations, are the first to allow for 
statistical analysis of the topologies of 
dark networks. 

We found that the covert networks 
we studied share many common topo-
logical properties with other types of 
networks. Their efficiency in terms of 
communication and information flow 
and commands can be tied to their 
small-world structures, which are 
characterized by short average path 
length and a high clustering coeffi-
cient. In addition, we found that due 
to their small-world properties, dark 
networks are more vulnerable to at-
tack on their bridges that connect dif-
ferent communities within them than 
to attacks on their hubs. This finding 
may give authorities insight for intel-
ligence and security purposes. 

Another interesting finding about 
the three elicited human networks we 
studied is that their substantially high 
clustering coefficients (not always 
present in other empirical networks) 
are difficult to regenerate based on 
only known network effects (such as 
preferential attachment and small-
world effects). Other mechanisms 
(such as recruitment) may also play an 
important role in network evolution. 
Other research has found that alter-
native mechanisms (such as highly 
optimized tolerance) may govern the 
evolution of many complex systems in 
environments characterized by high 

risk and uncertainty.3 Our future re-
search will focus on the effects of such 
alternative mechanisms on network 
topology. In addition, our findings are 
all based on a static view of the net-
works we studied; that is, we did not 
consider a large variety of dynamics 
that might have taken place in the evo-
lution of the networks, so evolution 
study is definitely in our plans for fu-
ture research. 

Please also note that care is needed 
when interpreting these findings. Be-
cause dark networks are covert and 
largely unknown, hidden links may 
be missing in the elicited networks. 
These links may play a critical role in 
maintaining the function of the covert 
organizations. As a result, one must be 
extremely cautious when a decision is 
to be made to disrupt them. 	
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What should be done to reverse  
falling CS enrollment in the Canadian  
education system? 

by Jacob Slonim, Sam Scully, and Michael McAllister 

The decline in computer science enrollment in 
practically all Canadian universities has resulted 
in a shortage of technical graduates that in turn 
jeopardizes the ability of the Canadian information 
and communication technology (ICT) sector to 
remain vibrant, innovative, and competitive in the 
global economy. The sector’s anticipated wave of 
retirements will exacerbate the situation in the next 
five to 10 years. With upward of 30% of Canada’s GDP 
directly or indirectly involving ICT, university CS 
educators must rejuvenate the discipline and rethink 
the country’s long-range strategy to teaching CS to 
ensure continual renewal of the ICT work force. While 
some preliminary signs indicate that enrollment 
levels in 2007–2008 are stabilizing, the public, 
private, and education sectors must coordinate 
their approaches to ICT recruiting, training, and 
development to achieve the required renewal. 

We collected CS enrollment data (1999–2007) for 
most Canadian universities to determine the

quantitative extent of the enrollment 
decrease and personally interviewed 
many CS department chairs and senior 
university administrators to learn their 
views on the causes of the decline. Each 
university meeting we conducted began 
with a report on the enrollment decrease 
for that university, a discussion struc-
tured around three basic questions: 

What is the reason for the decline ˲˲

in your university’s CS enrollment?; 
How well prepared are the students ˲˲

entering CS in your university?; and 
What actions, if any, is your univer-˲˲

sity taking to mitigate the decrease in 
enrollment? 

We followed with a discussion re-
garding the personal views of the inter-
view participants about the decline in 
enrollment. 

We interviewed universities until all 
regions in Canada were represented 
and the interviews became repetitive 
as to the information they were able to 
disclose. 

We also interviewed five large indus-
try partners—Business Objects, CIO of 
Quebec, IBM, Research In Motion, and 
SG1—for their views on the state of the 
Canadian ICT sector; the interviews 
were secured through a list we obtained 
from Industry Canada as the sponsor 
of the study. We asked the industry 
partners whether they are seeing any 
shortage in the ICT labor market that 
might be attributed to the enrollment 
decline and whether they had plans to 
outsource work as a result. An open dis-
cussion again followed the questions. 

More important than explanations 
of past enrollment decreases is the de-
sign and articulation of initiatives that 
might reverse the trend. If the decline is 
cyclic (see Figure 1), as some of our col-
leagues in a number of North American 
universities suggest, then taking imme-
diate steps to reengage students in CS 
can shorten the duration of the current 
trough, hasten recovery, and lessen the 
depth and impact of future troughs. If 
the decline is not cyclic, as we believe it 
is, then action (such as inclusion of the 
societal impact of computing, promo-
tion of the discipline, and reexamina-

Crossroads 
for Canadian 
CS Enrollment 
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university landscape, producing a one-
time influx of 200 students from a previ-
ously uncounted source in the Statistics 
Canada data. 

Many institutions have compensat-
ed for declining undergraduate enroll-
ment by reducing admission standards 
and/or increasing the size of their mas-
ter’s and Ph.D. programs (see Figure 
3). However, the master’s programs are 
also now beginning to see decreased en-
rollment as graduating undergraduate 
classes shrink. Canadian undergradu-
ate graduates declined from 4,900 in 

tion of CS curricula in light of the cur-
rent economic and social environment) 
is necessary to rejuvenate CS enroll-
ment throughout North American uni-
versities. 

Enrollment Status 
While we focus on data from Canadian 
universities, enrollment data from the 
Computing Research Association’s 
Taulbee reports suggest common CS 
enrollment trends in both Canada and 
the U.S.1,6,7 We studied enrollment fig-
ures available from Statistics Canada4 
that were normalized to report full-
time equivalent students; part-time 
students were counted as a fraction of 
an enrollment of a full-time student. 
We augmented the data sets with (non-
normalized) enrollment figures from 
32 major Canadian universities (1999– 
2007) provided by the 32 affiliated CS 
departments (see Figure 2). 

We were surprised by the range of 
enrollment declines across the various 
regions of Canada. The largest was in 
Atlantic Canada, with a drop to 37% of 
its 2001–2002 peak. British Columbia 
was the exception, at just over 97% of 
its 2001–2002 peak in 2006–2007. The 
remaining regions were in between: 
Ontario and Quebec were between 50% 
and 60% of their peaks, and the three 
prairie provinces—Alberta, Manitoba, 
and Saskatchewan—were near 65% of 
their peak. These declines are result-
ing in much smaller graduating classes 
through at least 2011, thereby adding 
pressure on hiring in the ICT sector. 

Universities in British Columbia at-
tribute part of their success maintaining 
CS enrollment levels to several actions: 
First, the University of British Columbia 
introduced a new multidisciplinary pro-
gram within its Faculty of Science that 
added almost 100 students to CS. Previ-
ously, in the 1990s, the same university 
also began to emphasize recruitment of 
women students through the Support-
ing Women in Information Technology 
program (www.cs.ubc.ca/labs/swift/) 
and Alternate Routes to Computing pro-
gram (www.arc.cs.ubc.ca/) that attract-
ed individuals with prior learning to CS. 
These programs have given the univer-
sity the highest percentage of women 
pursuing IT degrees in Canada, ranging 
from 23% to 26% of 850–1,000 students 
from 2000 to 2006. Second, the province 
of British Columbia restructured its 

2003–2004 to 3,300 in 2006–2007 and 
have continued to decline.

The reported explanations for this 
decrease are not new. The CRA has had 
a group of CS chairs and deans examin-
ing the issue since 2000. The people we 
interviewed echoed the reasons cited 
in reports from Australia2 and Western 
Europe.5 The interviews identified com-
mon themes across Canada, along with 
the occasional distinguishing reason 
specific to a region. We categorize the 
commonly cited reasons as perception, 
preparation, and curriculum design 
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Figure 1: Probable CS and CE majors among incoming freshmen  
at the University of California, Los Angeles (from Vegso7). 
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First-year students are often cited 
as ill-prepared for the mathematically 
and science-based approaches com-
mon in computing in the majority of CS 
university programs. Explanations for 
this lack of preparation include a lack 
of opportunity to be introduced to the 
discipline in high school; a shortage of 
teachers with an adequate understand-
ing of CS; a dearth of computing infra-
structure in Canada’s high schools; and 
overwhelmed guidance counselors un-
able to keep up with the ever-changing 
discipline or offer comprehensive guid-
ance about IT careers and options. 

CS programs in North American uni-
versities often exhibit low undergradu-
ate retention rates from the first to the 
second year. Whatever the reason—in-
correct perception of CS, lack of prepa-
ration, or loss of interest due to the cur-
riculum—the low retention rate fosters 
the perception that the discipline is dif-
ficult and requires even higher student 
recruitment numbers. 

Finally, CS curricula in North Ameri-
can universities have not adapted to the 
incoming students or to changes in the 
industry; CS curricula go stale quickly, 
and specific topics can be seen by po-
tential students as irrelevant. First-year 
courses often focus on teaching a com-
puter language to address toy problems 
like temperature conversion, elevator 
operations, and simple report genera-
tion. The curricula emphasize math-
ematical accomplishment and typically 
develop from first principles. Also, Ca-
nadian universities often lack manda-
tory exposure to technology across all 
their academic programs, leaving fewer 

and report here the ideas raised in more 
than 50% of our university interviews. 

A negative view of CS, typically false, 
arose in a number of contexts:

Unhealthy ICT sector in the face of ˲˲

outsourcing; 
Fewer opportunities and lower sal-˲˲

aries in the ICT sector; 
Narrow view of the types of prob-˲˲

lems addressed in the discipline; 
Lack of recognition of the breadth ˲˲

of CS application areas; 
Requirement of, and emphasis on, ˲˲

the discipline’s mathematical sophisti-
cation; 

Stereotypes of the discipline’s stu-˲˲

dents; and 

Earlier CS frontiers people now ˲˲

take for granted. 
The relative ease of use and ubiq-

uity of general-purpose computing also 
mask the challenges that have yet to 
be solved in CS. As computers have be-
come commonplace, students are in-
creasingly less motivated to study them 
as a discipline. 

Negative perceptions of the disci-
pline and the focus on machines rather 
than on people have been particularly 
detrimental in attracting women to the 
field, so student recruitment is effec-
tively being drawn from significantly 
less than the full high-school popula-
tion. 

P
hotograph













 by


 P
hillip








 C

hee



3,000

2,500

2,000

1,500

1,000

500

0

  StatCan MSc
  Dept MSc

  StatCan Ph.D.
  Dept Ph.D.

1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006

Figure 3: CS master’s (blue, green) and Ph.D. (red, orange) enrollment;  
source: Statistics Canada via ICT-SITT Industry Canada presentation  
(blue, green) and department data (red, orange).

Graduate Enrollment



contributed articles

october 2008  |   vol.  51  |   no.  10  |   communications of the acm     69

students exposed to computing as a 
discipline on its own or as a first-class 
contributor to or enabler of multidisci-
plinary work. We elaborate on the data 
and the causes of declining Canadian 
CS enrollment in a separate report.3 

Looking Ahead 
Canadian universities have reacted to 
declining CS enrollment through re-
cruitment programs, a new area for CS, 
along with innovative educational pro-
grams. These efforts include outreach, 
variations on first-year courses, joint 
programs with other disciplines, spe-
cial adaptation to teaching and learn-
ing environments, and more focus 
on recruiting and retaining students. 
However, they have not been sufficient. 
Needed still is a concerted and coordi-
nated Canadian national action plan 
among the public, private, and educa-
tion sectors. 

An October 2007 IBM Centre for 
Advanced Studies conference work-
shop (www-927.ibm.com/ibm/cas/
cascon_main/) provided a brainstorm-
ing opportunity for 100 industry part-
ners (organized into 10 groups) from 
throughout Canada, federal and pro-
vincial government leaders, CS profes-
sors and department chairs, and high 
school educators. Just as there is no 
single explanation for declining enroll-
ment, there is no single remedy. The 
workshop identified the responsibili-
ties all participants needed to accept to 
restore CS enrollment. 

Canada’s 10 provinces and three 
territories have constitutional respon-
sibility for education at all levels, while 
the federal government focuses on the 
national health of industry sectors. 
Thus, federal and provincial responses 
to boost CS enrollment must differ. 
The brainstorming workshop (morn-
ing session) produced a “top 10” list of 
directions that might help mitigate the 
decline: 

Change the high-school curricu-˲˲

lum and pedagogy; 
Change the university curriculum ˲˲

and pedagogy; 
Use and promote co-op internships ˲˲

and role models more broadly; 
Improve students’ perceptions of ˲˲

CS as a discipline; 
Develop a national advertising and ˲˲

awareness campaign; 
Engage a national society to lobby ˲˲

Canadian federal and provincial gov-
ernments and function as a repository 
of teaching resources; 

Win the commitment of the provin-˲˲

cial ministers of education to address 
the specific challenges in CS education 
at a joint meeting of ministers; 

Change university admission poli-˲˲

cies to recognize CS as a formal part of 
the academic high school curriculum; 

Recruit and retain more students ˲˲

in CS ; and 
Leverage the interest of high school ˲˲

and university students already in CS to 
develop new and engaging programs. 

The afternoon session developed ac-
tion plans for each item in each sector: 

Private sector. The private sector 
must promote the demand, availability, 
and diversity of employment opportu-
nities. It also must set the standards for 
salaries that, in part, fueled the earlier 
rush to ICT by some students. These 
factors make it the most logical and ef-
fective sector to spearhead promotion 
of ICT to the public. The private sector 
must also help fund the activities that 
are needed to promote ICT, requiring 
financial, in-kind, and time commit-
ments from industry partners. The pri-
vate sector also includes the role mod-
els most able to demonstrate success 
in the ICT sector to which students and 
their parents can relate and aspire. 

The curricular advice from industry 
partners must also emphasize the in-
terest of the ICT sector as a whole rath-
er than as specific to individual compa-
nies or specializations. These partners 
must help introduce new models of 
education that leverage and value the 
hands-on experience available through 
centers like the IBM Centre for Ad-
vanced Studies (www-927.ibm.com/
ibm/cas/) and the Business Objects (an 
SAP company) Advanced Academic Re-
search Centre (labs.businessobjects.
com/arc/). 

Public sector. As with the private sec-
tor, the public sector must also sup-
port the activities that promote ICT, 
especially at the federal level, whether 
through financial support, in-kind con-
tributions, or information. The federal 
government, through the Natural Sci-
ences and Engineering Research Coun-
cil of Canada (www.nserc.gc.ca/index.
htm) and other research agencies, must 
also increase its funding for CS research 
to create and sustain dynamic projects 

All must focus 
on changing the 
public’s perception 
of the industry and 
its employment 
opportunities 
and adapt the 
CS curricula to 
remain engaging 
and relevant for all 
Canadian students.  

http://www-927.ibm.com/ibm/cas/cascon_main/
http://www-927.ibm.com/ibm/cas/cascon_main/
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that will attract more graduate students 
to the discipline. 

The provincial ministries of educa-
tion must provide a consistent and rele-
vant curriculum to primary and second-
ary schools, recognize CS as a teachable 
academic subject in all 10 provinces, 
and promote and support the contin-
ued development of CS teachers in an 
area that is always changing. 

The federal and provincial govern-
ments must also help communicate 
and promote the number and diversity 
of employment opportunities in the 
ICT sector, providing incentives for stu-
dents to study the discipline as a corner-
stone of the national and international 
knowledge economy. 

Universities. Universities must adapt 
their curricula to engage and retain 
new students and provide multidisci-
plinary programs that are attractive to 
students and industry alike. Moreover, 
they must create an environment and 
teaching style that is more appealing 
to women, introducing new notions of 
creativity into their programs, and im-
prove retention rates through better en-
gagement of students. 

The very structure of university CS 
programs must also change. Founda-
tion CS courses in the first and second 
years must capture the breadth of CS; 
meanwhile, specializations (in both 
university programs and industry) rely 
on only a subset of the core, branding 
the unreferenced material irrelevant. 
Also, many first-year CS programs as-
sume that students lack a worthwhile 
computing background on which to 
build. Universities must rethink what 
they expect from their core courses and 
simplify advanced placement in their 
programs. 

Universities are positioned to pro-
vide role models (including students, 
teachers, and practitioners) at the lead-
ing edge of technology. They must be 
excited about the discipline and find 
ways to convey to their audience the ex-
citing directions in which it is heading. 
They must also be able to connect their 
audience with how work in the ICT sec-
tor affects the social and economic as-
pects of daily life. 

Universities must also adapt their 
own regulations to recognize the im-
portance of CS in the competitive glob-
al economy by, say, including a begin-
ning course in all university programs, 

transfer credits or advanced placement 
into CS programs based on high-school 
CS courses, and basic CS concepts in all 
degree requirements, even the humani-
ties. They must therefore revise their si-
lo-based organization to facilitate and 
encourage multidisciplinary education 
and programs. 

High schools. The high school part-
ners across the Canadian educational 
system preparing students to consider 
ICT as a possible career path could now 
take several new directions: First, they 
could offer CS courses that introduce 
students to computing concepts be-
yond the applications in the students’ 
own studies (some already do this) but 
must provide consistency and contin-
ual updates. Delivery of the material, 
as well as the resources for teaching 
it, must engage the students. The high 
schools, and likely the primary schools, 
must also find ways to keep women 
connected with all the sciences as they 
reach grade 12. 

Conclusion 
The products and services of the ICT 
sector represent a cornerstone of the 
developing global knowledge society. 
ICT is one factor increasing the produc-
tivity of the Canadian work force; ICT 
must continue to strengthen this pro-
ductivity if Canadian businesses are to 
remain competitive. Sustained success 
in the ICT sector, essential to Canada’s 
national interest and prosperity, re-
quires that all participants—public, 
private, and educational—continually 
adapt to changes in technology and its 
applications. This requires a Canadian 
national work force that is dedicated, 
informed, sophisticated, and agile. 

For the sake of the overall Canadian 
economy, it is imperative that the coun-
try’s public, private, and educational 
sectors all play a role in increasing the 
numbers of students studying CS in 
high school and university in order to 
sustain the required ICT work force. All 
must focus on changing the public’s 
perception of the industry and its em-
ployment opportunities and adapt the 
CS curricula to remain engaging and 
relevant for all Canadian students. 

All must invest time and money in 
solving the current crisis of falling Ca-
nadian CS enrollment. Failure to do less 
than what we propose here would harm 
future generations. That investment 

must include stable, long-term finan-
cial support for CS education initiatives 
that recognize the time commitment 
required of the leaders in all sectors. 
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“Biology and computer science—life and 
computation—are related. I am confident that  
at their interface great discoveries await those  
who seek them.” 

— Leonard Adleman, 
Scientific American, Aug. 1998

Natural computing is the field of research that 
investigates models and computational techniques 
inspired by nature and, dually, attempts to under
stand the world around us in terms of information 
processing. It is a highly interdisciplinary field that 
connects the natural sciences with computing  
science, both at the level of information technology 
and at the level of fundamental research.33  
As a matter of fact, natural computing areas and  
topics come in many flavors, including pure 
theoretical research, algorithms and software 

doi:10.1145/1400181.1400200

Natural computing builds a bridge between 
computer science and natural sciences. 

By Lila Kari and Grzegorz Rozenberg

The Many 
Facets of 
Natural 
Computing

applications, as well as biology, chem-
istry, and physics experimental labora-
tory research.

In this review we describe com-
puting paradigms abstracted from 
natural phenomena as diverse as  
self-reproduction, the functioning of 
the brain, Darwinian evolution, group 
behavior, the immune system, the char-
acteristics of life, cell membranes, and 
morphogenesis. These paradigms can 
be implemented either on traditional 
electronic hardware or on alternative 
physical media such as biomolecular 
(DNA, RNA) computing, or trapped-ion 
quantum computing devices. Dually, 
we describe several natural processes 
that can be viewed as information pro-
cessing, such as gene regulatory net-
works, protein-protein interaction net-
works, biological transport networks, 
and gene assembly in unicellular or-
ganisms. In the same vein, we list ef-
forts to understand biological systems 
by engineering semi-synthetic organ-
isms, and to understand the universe 
from the point of view of information 
processing.

This review was written with the ex-
pectation that the reader is a computer 
scientist with limited knowledge of 
natural sciences, and it avoids dwell-
ing on the minute details of various 
natural phenomena. Thus, rather than 
being overwhelmed by particulars, it is 
our hope that readers see this article 
as simply a window into the profound 
relationship that exists between nature 
and computation.

There is information processing in 
nature, and the natural sciences are al-
ready adapting by incorporating tools 
and concepts from computer science 
at a rapid pace. Conversely, a closer 
look at nature from the point of view 
of information processing can and will 

The vivid images peppered throughout this 
story offer glimpses of what can happen when 
nature, art, and computer science join forces. 
While not directly referenced in this article, 
these images serve to offer readers some 
startling perspectives of nature up close as 
only technology can provide.
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change what we mean by computation. 
Our invitation to you, fellow computer 
scientists, is to take part in the uncov-
ering of this wondrous connection.a

Nature as Inspiration
Among the oldest examples of nature-
inspired models of computation are 
the cellular automata conceived by 
Ulam and von Neumann in the 1940s.  

a	 A few words are in order about the organization 
of this article. The classifications and labels 
we use for various fields of research are purely 
for the purpose of organizing the discourse. In 
reality, far from being clear-cut, many of the 
fields of research mentioned here overlap, or 
fit under more than one category. The general 
audience for whom this article is intended, our 
respective fields of expertise, and especially 
the limited space available for this review af-
fected both the depth and breadth of our expo-
sition. In particular, we did not discuss some 
fields of research that have large overlaps with 
natural computing, such as bioinformatics, 
computational molecular biology, and their 
roles in, for example, genomics and proteom-
ics. In addition, our explanations of various 
aspects, themes, and paradigms had to be 
necessarily oversimplified. As well, the space 
we devoted to various fields and topics was 
influenced by several factors and, as such, has 
no relation to the respective importance of the 
field or the relative size of the body of research 
in that field.

John von Neumann, who was trained 
in both mathematics and chemistry, 
investigated cellular automata as a 
framework for the understanding  of 
the behavior of complex systems. In 
particular, he believed that self-repro-
duction was a feature essential to both 
biological organisms and computers.40 

A cellular automaton is a dynami-
cal system consisting of a regular grid 
of cells, in which space and time are 
discrete. Each of the cells can be in one 
of a finite number of states. Each cell 
changes its state according to a list of 
given transition rules that determine 
its future state, based on its current 
state and the current states of some of 
its neighbors. The entire grid of cells 
updates its configuration synchro-
nously according to the a priori given 
transition rules. 

Cellular automata have been ap-
plied to the study of phenomena as 
diverse as communication, computa-
tion, construction, growth, reproduc-
tion, competition, and evolution. One 
of the best known examples of cellular 
automata—the “game of life” invented 
by Conway—was shown to be compu-
tationally universal. Cellular automata 
have been extensively studied as an al-

ternative explanation to the phenome-
non of emergence of complexity in the 
natural world, and used, among others, 
for modeling in physics and biology.

In parallel to early comparisons39 
between computing machines and the 
human nervous system, McCulloch and 
Pitts proposed the first model of artifi-
cial neurons. This research eventually 
gave rise to the field of neural computa-
tion, and it also had a profound influ-
ence on the foundations of automata 
theory. The goal of neural computa-
tion was twofold. On one hand, it was 
hoped that it would help unravel the 
structure of computation in nervous 
systems of living organisms (How does 
the brain work?). On the other hand, it 
was predicted that, by using the princi-
ples of how the human brain process-
es information, neural computation 
would yield significant computational 
advances (How can we build an intel-
ligent computer?). The first goal has 
been pursued mainly within the neu-
rosciences under the name of brain 
theory or computational neuroscience, 
while the quest for the second goal has 
become mainly a computer science 
discipline known as artificial neural 
networks or simply neural networks.5 

Neri Oxman, an 
architect and researcher 
currently working for 
her Ph.D. in design 
and computation 
at MIT, formed an 
interdisciplinary 
research initiative 
called Materialecology 
that undertakes 
design research 
in the intersection 
between architecture, 
engineering, 
computation, biology 
and ecology. Here, 
she illustrates how 
plants often grow in 
fashion to maximize the 
surface area of their 
branching geometries 
while maintaining 
structural support. 
This work was done in 
collaboration with W. 
Craig Carter, professor 
of Materials Science and 
Engineering, at the MIT 
Media Lab and the MIT 
Computation Group.
For more images, 
see http://www.
materialecology.com/.
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While Turing and von Neumann 
dreamed of understanding the brain, 
and possibly designing an intelligent 
computer that works like the brain, evo-
lutionary computation6 emerged as an-
other computation paradigm that drew 
its inspiration from a completely dif-
ferent part of biology: Darwinian evolu-
tion. Rather than emulating features of 
a single biological organism, evolution-
ary computation draws its inspiration 
from the dynamics of an entire species 
of organisms. An artificial evolution-
ary system is a computational system 
based on the notion of simulated evo-
lution. It features a constant- or vari-
able-size population of individuals, a 
fitness criterion according to which the 
individuals of the population are being 

evaluated, and genetically inspired op-
erators that produce the next genera-
tion from the current one. In an evolu-
tionary system, the initial population of 
individuals is generated at random or 
heuristically. At each evolutionary step, 
the individuals are evaluated according 
to a given fitness function. To form the 
next generation,  offspring are first gen-
erated from selected individuals by us-
ing operators such as mutation of a par-
ent, or recombination of pairs or larger 
subsets of parents. The choice of par-
ents for recombination can be guided 
by a fitness-based selection operator, 
thus reflecting the biological principle 
of mate selection. Secondly, individu-
als of the next generation are selected 
from the set of newly created offspring, 
sometimes also including the old par-
ents, according to their fitness—a pro-
cess reflecting the biological concept of 

An artificial neural network consists 
of interconnected artificial neurons.31 
Modeled after the natural neurons, 
each artificial neuron A has n real-val-
ued inputs, x1, x2, …, xn, and it computes 
its own primitive function fA as follows. 
Usually, the inputs have associated 
weights, w1, w2, …, wn. Upon receiving 
the n inputs, the artificial neuron A 
produces the output fA(w1x1 + w2x2 + … 
+ wnxn). An artificial neural network is 
a network of such neurons, and thus 
a network of their respective primitive 
functions. Some neurons are selected to 
be the output neurons, and the network 
function is a vectorial function that, for 
n input values, associates the outputs of 
the m output neurons. Note that differ-
ent selections of the weights produce 

different network functions for the 
same inputs. Based on given input-out-
put pairs, the network can “learn” the 
weights w1, …, wn. Thus, there are three 
important features of any artificial neu-
ral network: the primitive function of 
each neuron, the topology of the net-
work, and the learning algorithm used 
to find the weights of the network. One 
of the many examples of such learning 
algorithms is the “backwards propaga-
tion of errors.” Back-propagation is a 
supervised learning method by which 
the weights of the connections in the 
network are repeatedly adjusted so as 
to minimize the difference between the 
actual output vector of the net and the 
desired output vector. Artificial neural 
networks have proved to be a fruitful 
paradigm, leading to successful novel 
applications in both new and estab-
lished application areas.

environmental selection. 
Evolutionary systems have first been 

viewed as optimization processes in the 
1930s. The basic idea of viewing evolu-
tion as a computational process gained 
momentum in the 1960s, and evolved 
along three main branches.13 Evolution 
strategies use evolutionary processes 
to solve parameter optimization prob-
lems, and are today used for real-val-
ued as well as discrete and mixed types 
of parameters. Evolutionary program-
ming originally aimed at achieving the 
goals of artificial intelligence via evo-
lutionary techniques, namely by evolv-
ing populations of intelligent agents 
modeled, for example, as finite-state 
machines. Today, these algorithms 
are also often used for real-valued pa-
rameter optimization problems. Ge-
netic algorithms originally featured a 
population of individuals encoded as 
fixed-length bit strings, wherein muta-
tions consisted of bit-flips according 
to a typically small, uniform mutation 
rate, the recombination of two parents 
consisted of a cut-and-paste of a prefix 
of one parent with a suffix of the other, 
and the fitness function was problem-
dependent. If the initial individuals 
were to encode possible solutions to 
a given problem, and the fitness func-
tion were designed to measure the op-
timality of a candidate solution, then 
such a system would, in time, evolve 
to produce a near-optimal solution to 
the initial problem. Today, genetic al-
gorithms are also modified heavily for 
applications to real-valued parameter 
optimization problems as well as many 
types of combinatorial tasks such as, 
for example, permutation-based prob-
lems. As another application, if the 
individuals were computer programs, 
then the genetic algorithm technique 
would result in “the fittest” computer 
programs, as is the goal of genetic pro-
gramming.22

Cellular automata, neural compu-
tation, and evolutionary computation 
are the most established “classical” 
areas of natural computing. Several 
other bio-inspired paradigms emerged 
more recently, among them swarm in-
telligence, artificial immune systems, 
artificial life, membrane computing, 
and amorphous computing.

A computational paradigm strad-
dling at times evolutionary computa-
tion and neural computation is swarm 
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intelligence.16 A swarm is a group of mo-
bile biological organisms (such as bac-
teria, ants, termites, bees, spiders, fish, 
birds) wherein each individual com-
municates with others either directly or 
indirectly by acting on its local environ-
ment. These interactions contribute to 
distributive collective problem solving. 
Swarm intelligence, sometimes re-
ferred to as collective intelligence, is de-
fined as the problem-solving behavior 
that emerges from the interaction of 
such a collection of individual agents. 
For example, in research simulating 
flocking behavior, each individual was 
endowed with three simple possible 
behaviors: to act as to avoid collision, 
to match velocity with neighbors, and 
to stay close to nearby flock mates. The 
simulations showed that flocking was 
an emergent behavior that arose from 
the interaction of these simple rules. 

Particle swarm optimization was in-
troduced as a new approach to optimi-
zation that had developed from simple 
models of social interactions, as well as 
of flocking behavior in birds and other 
organisms. A particle swarm optimiza-
tion algorithm starts with a swarm of 
“particles,” each representing a poten-
tial solution to a problem, similar to 
the population of individuals in evolu-
tionary computation.

Particles move through a multidi-
mensional search space and their po-
sitions are updated according to their 
own experience and that of their neigh-
bors, by adding “velocity” to their cur-
rent positions. The velocity of a particle 
depends on its previous velocity (the 
“inertia” component), the tendency 
towards the past personal best posi-
tion (the cognitive, “nostalgia” compo-
nent), and the move toward a global or 
local neighborhood best (the “social” 
component). The cumulative effect is 
that each particle converges towards a 
point between the global best and its 
personal best. Particle Swarm Optimi-
zation algorithms have been used to 
solve various optimization problems, 
and have been applied to unsupervised 
learning, game learning, scheduling 
and planning applications, and design 
applications.

Ant algorithms were introduced to 
model the foraging behavior of ant 
colonies. In finding the best path be-
tween their nest and a source of food, 
ants rely on indirect communication 

by laying a pheromone trail on the way 
back to the nest if they found food, and 
following the concentration of phero-
mones in the environment if they are 
looking for food. This foraging behav-
ior has inspired a large number of ant 
algorithms used to solve mainly com-
binatorial optimization problems de-
fined over discrete search spaces.

Artificial immune systems are compu-
tational systems devised starting in the 
late 1980s and early 1990s as computa-
tionally interesting abstractions of the 
natural immune system of biological 
organisms. Viewed as an information 
processing system, the immune sys-
tem performs many complex computa-
tions in a highly parallel and distribut-
ed fashion.11 It uses learning, memory, 
associative retrieval, and other mecha-
nisms to solve recognition and classi-
fication problems such as distinction 
between self and nonself cells, and 
neutralization of nonself pathogenic 
agents. Indeed, the natural immune 
system has sometimes been called the 
“second brain” because of its powerful 
information processing capabilities.

The natural immune system’s main 
function is to protect our bodies against 
the constant attack of external patho-
gens (viruses, bacteria, fungi, and para-
sites). The main role of the immune 
system is to recognize cells in the body 
and categorize them as self or nonself.12 
There are two parts of the immune sys-
tem: innate (non-specific) and adaptive 
(acquired). The cells of the innate im-
mune system are immediately avail-
able to combat against a wide variety 
of antigens, without requiring previous 
exposure to them. These cells possess 
the ability of ingesting and digesting 
several “known” pathogens. In con-
trast, the adaptive immune response 
is the antibody production in response 
to a specific new infectious agent. Our 
body maintains a large “combinatorial 
database” of immune cells that circu-
late throughout the body. When a for-
eign antigen invades the body, only a 
few of these immune cells can detect 
the invaders and physically bind to 
them. This detection triggers the pri-
mary immune response: the genera-
tion of a large population of cells that 
produce matching antibodies that aid 
in the destruction or neutralization of 
the antigen. The immune system also 
retains some of these specific-anti-

A closer look 
at nature from 
the point of view 
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processing can 
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ample was the design36 of evolving vir-
tual block creatures that were selected 
for their ability to swim (or walk, or 
jump), and that competed for a com-
mon resource (controlling a cube) in 
a physically simulated world endowed 
with realistic features such as kinemat-
ics, dynamics, gravity, collisions, and 
friction. The result was that creatures 
evolved which would extend arms to-
wards the cube, while others would 
crawl or roll to reach it, and some even 
developed legs that they used to walk 
towards the cube. These ideas were 
taken one step further25 by combining 
the computational and experimental 
approaches, and using rapid manufac-
turing technology to fabricate physical 
robots that were materializations of 
their virtually evolved computational 
counterparts. In spite of the simplic-
ity of the task at hand (horizontal lo-
comotion), surprisingly different and 
complex robots evolved: many of them 
exhibited symmetry, some moved side-
ways in a crab-like fashion, and others 
crawled on two evolved limbs. This 
marked the emergence of mechanical 
artificial life, while the nascent field 
of synthetic biology, discussed later, 
explores a biological implementation 
of similar ideas. At the same time, 
the field of Artificial Life continues to 
explore directions such as artificial 
chemistry (abstractions of natural mo-
lecular processes), as well as tradition-
ally biological phenomena in artificial 
systems, ranging from computational 
processes such as co-evolutionary ad-
aptation and development, to physical 
processes such as growth, self-replica-
tion, and self-repair. 

Membrane computing investigates 
computing models abstracted from 
the structure and the functioning of 
living cells, as well as from the way the 
cells are organized in tissues or higher 
order structures.26 More specifically, 
the feature of the living cells that is 
abstracted by membrane computing 
is their compartmentalized internal 
structure effected by membranes. A 
generic membrane system is essen-
tially a nested hierarchical structure 
of cell-like compartments or regions, 
delimited by “membranes.” The entire 
system is enclosed in an external mem-
brane, called the skin membrane, and 
everything outside the skin membrane 
is considered to be the environment. 

body-producing cells in immunologi-
cal memory, so that any subsequent 
exposure to a similar antigen can lead 
to a rapid, and thus more effective, im-
mune response (secondary response).

The computational aspects of the 
immune system, such as distinguish-
ing of self from nonself, feature extrac-
tion, learning, memory, self-regulation, 
and fault tolerance, have been exploit-
ed in the design of artificial immune 
systems that have been successfully 
used in applications. The applications 
are varied and include computer virus 
detection, anomaly detection in a time 
series of data, fault diagnosis, pattern 
recognition, machine learning, bioin-
formatics, optimization, robotics, and 
control. Recent research in immunol-
ogy departs from the self-nonself dis-
crimination model to develop what is 
known as the “danger theory,” wherein 
it is believed that the immune system 
differentiates between dangerous and 
non-dangerous entities, regardless of 
whether they belong to self or to non-
self. These ideas have started to be ex-
ploited in artificial immune systems in 
the context of computer security.

While artificial immune systems 
(a.k.a. immunological computation, 
immunocomputing) constitute an ex-
ample of a computational paradigm 
inspired by a very specific subsystem 
of a biological organism, artificial life 
takes the opposite approach. Artificial 
life (ALife) attempts to understand the 
very essence of what it means to be 
alive by building ab initio, within in 
silico computers and other “artificial” 
media, artificial systems that exhibit 
properties normally associated only 
with living organisms.24 Lindenmayer 
systems (L-systems), introduced in 1968, 
can be considered as an early example 
of artificial life. 

L-systems are parallel rewriting sys-
tems that, starting with an initial word, 
proceed by applying rewriting rules in 
parallel to all the letters of the word, 
and thus generate new words.34 They 
have been most famously used to mod-
el plant growth and development,29 but 
also for modeling the morphology of 
other organisms.

Building on the ideas of evolution-
ary computation, other pioneers of ar-
tificial life experimented with evolving 
populations of “artificial creatures” 
in simulated environments.9 One ex-

While artificial 
immune systems 
constitute an 
example of a 
computational 
paradigm inspired 
by a very specific 
subsystem of 
a biological 
organism, artificial 
life attempts to 
understand the very 
essence of what it 
means to be alive.



review articles

october 2008  |   vol.  51  |   no.  10  |   communications of the acm     77

Each membrane-enveloped region con-
tains objects and transformation rules 
which modify these objects, as well as 
specify whether they will be transferred 
outside or stay inside the region. The 
transfer thus provides for communica-
tion between regions. Various formal 
mechanisms were developed that re-
flect the selective manner in which bio-
logical membranes allow molecules to 
pass through them.

Another biologically inspired fea-
ture of membrane systems as math-
ematical constructs is the fact that, 
instead of dealing with sets of objects, 
one uses multisets wherein one keeps 
track of the multiplicity of each ob-
ject. The computational behavior of a 
membrane system starts with an initial 
input configuration and proceeds in a 
maximally parallel manner by the non-
deterministic choice of application 
of the transformation rules, as well as 
of the objects to which they are to be 
applied. The output of the computa-
tion is then collected from an a priori 
determined output membrane. Next 
to the basic features indicated previ-
ously, many alternatives of membrane 
systems have been considered, among 
them ones that allow for membranes to 
be dissolved and created. Typical appli-
cations of membrane systems include 
biology (modeling photosynthesis and 
certain signaling pathways, quorum 
sensing in bacteria, modeling cell-me-
diated immunity), computer science 
(computer graphics, public-key cryp-
tography, approximation and sorting 
algorithms, and solving computation-
ally hard problems), and linguistics.

Amorphous computing is a paradigm 
that draws inspiration from the de-
velopment of form (morphogenesis) 
in biological organisms, wherein in-
teractions of cells guided by a genet-
ic program give rise to well-defined 
shapes and functional structures. 
Analogously, an amorphous comput-
ing medium comprises a multitude of 
irregularly placed, asynchronous, lo-
cally interacting computing elements.1 
These identically programmed “com-
putational particles” communicate 
only with particles situated within a 
small given radius, and may give rise 
to certain shapes and patterns such as, 
for example, any pre-specified planar 
graph. The goal of amorphous com-
puting is to engineer specified coher-

ent computational behaviors from the 
interaction of large quantities of such 
unreliable computational particles in-
terconnected in unknown, irregular, 
and time-varying ways. At the same 
time, the emphasis is on devising new 
programming abstractions that would 
work well for amorphous computing 
environments. Amorphous computing 
has been used both as a programming 
paradigm using traditional hardware, 
and as the basis for “cellular comput-
ing,” discussed later, under the topics 
synthetic biology, and computation in 
living cells.

Nature as Implementation 
Substrate
In the preceding section we saw cel-
lular automata inspired by self-repro-
duction, neural computation by the 
functioning of the brain, evolutionary 
computation by the Darwinian evolu-
tion of species, swarm intelligence by 
the behavior of groups of organisms, 
artificial immune systems by the natu-
ral immune system, artificial life by 
properties of life in general, membrane 
computing by the compartmentalized 
organization of the cells, and amor-
phous computing by morphogenesis. 
All these are computational techniques 
that, while inspired by nature, have 
been implemented until now mostly 
on traditional electronic hardware. 
An entirely distinct category is that of 
computing paradigms that use a radi-

cally different type of “hardware.” This 
category includes molecular comput-
ing and quantum computing.b

Molecular computing (known also 
as biomolecular computing, biocom-
puting, biochemical computing, DNA 
computing), is based on the idea that 
data can be encoded as biomolecules —  
such as DNA strands — and molecular 
biology tools can be used to transform 
this data to perform, for example, arith-
metic or logic operations. The birth of 
this field was the 1994 breakthrough 
experiment by Leonard Adleman who 
solved a small instance of the Hamil-
tonian Path Problem solely by manipu-
lating DNA strands in test tubes.2

DNA (deoxyribonucleic acid) is a 
linear chain made up of four different 
types of nucleotides, each consisting 
of a base (Adenine, Cytosine, Guanine, 
or Thymine) and a sugar-phosphate 
unit. The sugar-phosphate units are 
linked together by covalent bonds to 

b	 There are several research areas that, because 
of the limited space, we could not discuss 
here. Thus, for example, non-classical, uncon-
ventional computation38 focuses on carefully 
examining and possibly breaking the classi-
cal (Turing, von Neumann) computation as-
sumptions, and developing a more general 
science of computation. A substantial part of 
this research is concerned with implementing 
computation on new physical substrates, ex-
ploiting in this way computational properties 
of various physical, chemical, and biological 
media. A majority of this research is entwined 
with, and motivated by, natural computing.
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RNA. While similar to DNA, RNA dif-
fers in three main aspects: RNA is usu-
ally single-stranded while DNA is usu-
ally double-stranded, RNA nucleotides 
contain the sugar ribose, while DNA 
nucleotides contain the sugar deoxyri-
bose, and in RNA the nucleotide Ura-
cil, U, substitutes for Thymine, which 
is present in DNA.

There are many possible DNA bio-
operations that one can use for com-
putations,21 such as: cut-and-paste 
operations achievable by enzymes, syn-
thesizing desired DNA strands up to a 
certain length, making exponentially 
many copies of a DNA strand, and read-
ing out the sequence of a DNA strand. 

These bio-operations and the Watson-
Crick complementary binding have 
all been used to control DNA compu-
tations and DNA robotic operations. 
While initial experiments solved simple 
instances of computational problems, 
more recent experiments tackled suc-
cessfully sophisticated computational 
problems, such as a 20-variable in-
stance of the 3-Satisfiability-Problem. 
The efforts toward building an auton-
omous molecular computer include 
implementations of computational 
state transitions with biomolecules, 
and a DNA implementation of a finite 
automaton with potential applications 
to the design of smart drugs.

More importantly, since 1994, re-
search in molecular computing has 

form the backbone of the DNA single 
strand. Since nucleotides may differ 
only by their bases, a DNA strand can 
be viewed as simply a word over the 
four-letter alphabet {A,C,G,T}. A DNA 
single strand has an orientation, with 
one end known as the 5′ end, and the 
other as the 3′ end, based on their 
chemical properties. By convention, 
a word over the DNA alphabet repre-
sents the corresponding DNA single 
strand in the 5′ to 3′ orientation, that 
is, the word GGTTTTT stands for the 
DNA single strand 5′– GGTTTTT –3′. A 
crucial feature of DNA single strands is 
their Watson-Crick complementarity: 
A is complementary to T, G is comple-

mentary to C, and two complementary 
DNA single strands with opposite ori-
entation  bind to each other by hydro-
gen bonds between their individual 
bases. In so doing, they form a stable 
DNA double strand resembling a heli-
cal ladder, with the backbones at the 
outside and the bound pairs of bases 
lying inside. For example, the DNA sin-
gle strand 5′– AAAAACC – 3′ will bind 
to the DNA single strand 5′– GGTTTTT 
– 3′ to form the 7 base-pair-long (7bp) 
double strand 

5′ − AAAAACC − 3′ 
3′ − TTTTTGG − 5′

Another molecule that can be used 
for computation is ribonucleic acid, 

gained several new dimensions. One 
of the most significant achievements 
of molecular computing has been its 
contribution to the massive stream of 
research in nanosciences, by providing 
computational insights into a number 
of fundamental issues. Perhaps the 
most notable is its contribution to the 
understanding of self-assembly, which 
is among the key concepts in nanosci-
ences.30 Recent experimental research 
into programmable molecular-scale 
devices has produced impressive self-
assembled DNA nanostructures35 such 
as cubes, octahedra,  Sierpinski trian-
gles,32 DNA origami, or intricate nano-
structures that achieve computation  

such as  binary counting, or bit-wise 
cumulative XOR. Other experiments 
include the construction of DNA-based 
logic circuits, and ribozymes that can 
be used to perform logical operations 
and simple computations. In addition, 
an array of ingenious DNA nanoma-
chines8 were built with potential uses 
to nanofabrication, engineering, and 
computation: molecular switches that 
can be driven between two conforma-
tions, DNA “tweezers,” DNA “walkers” 
that can be moved along a track, and 
autonomous molecular motors.

A significant amount of research in 
molecular computing has been dedi-
cated to the study of theoretical models 
of DNA computation and their proper-
ties. The model of DNA computing in-
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Institute of Technology, 
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troduced by Head, based on splicing (a 
combination of cut-and-paste opera-
tions achievable by enzymes), predates 
the experimental proof-of-principle of 
DNA computing by almost 10 years. 
Subsequently, studies on the compu-
tational power of such models proved 
that various subsets of bio-operations 
can achieve the computational power 
of a Turing machine, showing thus that 
molecular computers are in principle 
possible.27 Overall, molecular comput-
ing has created many novel theoretical 
questions, and has considerably en-
riched the theory of computation.

Quantum Computing is another par-
adigm that uses an alternative “hard-
ware” for performing computations.19 
Already in 1980 Benioff introduced 
simulations of classical Turing Ma-
chines on quantum mechanical sys-
tems. However the idea of a quantum 
computer that would run according 
to the laws of quantum physics and 
operate exponentially faster than a 
deterministic electronic computer to 
simulate physics, was first suggested 
by Feynman in 1982. Subsequently, 
Deutsch introduced a formal model 
of quantum computing using a Turing 
machine formalism, and described a 
universal quantum computer. 

A quantum computer uses distinc-
tively quantum mechanical phenom-
ena, such as superposition and en-
tanglement, to perform operations on 
data stored as quantum bits (qubits). 
A qubit can hold a 1, a 0, or a quantum 
superposition of these. A quantum 
computer operates by manipulating 
those qubits with quantum logic gates. 
The notion of information is different 
when studied at the quantum level. For 
instance, quantum information cannot 
be measured reliably, and any attempt 
at measuring it entails an unavoidable 
and irreversible disturbance. 

The 1980s saw an abundance of 
research in quantum information 
processing, such as applications to 
quantum cryptography which, unlike 
its classical counterpart, is not usu-
ally based on the complexity of com-
putation but on the special properties 
of quantum information. Recently an 
open air experiment was reported in 
quantum cryptography (not involv-
ing optical cable) over a distance of 
144km, conducted between two Ca-
nary islands.

The theoretical results that cata-
pulted quantum computing to the 
forefront of computing research were 
Shor’s quantum algorithms for factor-
ing integers and extracting discrete log-
arithms in polynomial time, obtained  
in 1994 — the same year that saw the 
first DNA computing experiment by 
Adleman. A problem where quantum 
computers were shown to have a qua-
dratic time advantage when compared 
to classical computers is quantum da-
tabase search that can be solved by Gro-
ver’s algorithm. Possible applications 
of Shor’s algorithm include breaking 
RSA exponentially faster than an elec-
tronic computer. This joined other ex-
citing applications, such as quantum 
teleportation (a technique that trans-
fers a quantum state, but not matter 
or energy, to an arbitrarily distant loca-
tion), in sustaining the general interest 
in quantum information processing.

So far, the theory of quantum com-
puting has been far more developed 
than the practice. Practical quantum 
computations use a variety of imple-
mentation methods such as ion-traps, 
superconductors, nuclear magnetic 
resonance techniques, to name just a 
few. To date, the largest quantum com-
puting experiment uses liquid state 
nuclear magnetic resonance quantum 
information processors that can oper-
ate on up to 12 qubits.

Nature as Computation
The preceding sections describe re-
search on the theory, applications and 
experimental implementations of na-
ture-inspired computational models 
and techniques. A dual direction of re-
search in natural computing is one in 
which the main goal becomes under-
standing nature by viewing processes 
that take place in nature as informa-
tion processing.

This dual aspect can be seen in sys-
tems biology, and especially in compu-
tational systems biology, wherein the 
adjective “computational” has two 
meanings. On one hand it means the 
use of quantitative algorithms for com-
putations, or  simulations that comple-
ment experiments in hypothesis gen-
eration and validation. On the other 
hand, it means a qualitative approach 
that investigates processes taking place 
in cells through the prism of commu-
nications and interactions, and thus of 

It is indeed 
believed that one 
of the possible 
contributions of 
computer science 
to biology could be 
the development of 
a suitable language 
to accurately and 
succinctly describe, 
and reason about, 
biological concepts 
and phenomena.
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computations. We shall herein address 
mostly the second aspect, whereby sys-
tems biology aims to understand the 
complex interactions in biological sys-
tems by using an integrative as opposed 
to a reductionist approach. The re-
ductionist approach to biology tries to 
identify all the individual components 
of functional processes that take place 
in an organism, in such a way that the 
processes and the interactions between 
the components can be understood. In 
contrast, systems biology takes a sys-
temic approach in focusing instead on 
the interaction networks themselves, 
and on the properties of the biological 
systems that arise because of these in-
teraction networks. Hence, for exam-
ple, at the cell level, scientific research 
on organic components has focused 
strongly on four different interdepen-
dent interaction networks, based on 
four different “biochemical toolkits:” 
nucleic acids (DNA and RNA), proteins, 
lipids, carbohydrates, and their build-
ing blocks (see Cardelli,10 whose cat-
egorization we follow here).

The genome consists of DNA se-
quences, some of which are genes that 
can be transcribed into messenger 
RNA (mRNA), and then translated into 
proteins according to the genetic code 
that maps 3-letter DNA segments into 
amino acids. A protein is a sequence 
over the 20-letter alphabet of amino ac-
ids. Each gene is associated with other 
DNA segments (promoters, enhancers, 
or silencers) that act as binding sites 
for proteins that activate or repress 
the gene’s transcription. Genes inter-
act with each other indirectly, either  
through their gene products (mRNA, 
proteins), which can act as transcrip-
tion factors to regulate gene transcrip-
tion — either as activators or repres-
sors — or through small RNA species 
that directly regulate genes.

These gene-gene interactions, to-
gether with the genes’ interactions with 
other substances in the cell, form the 
most basic interaction network of an 
organism, the gene regulatory network. 
Gene regulatory networks perform 
information processing tasks within 
the cell, including the assembly and 
maintenance of the other networks. 
Research into modeling gene regu-
latory networks includes qualitative 
models such as random and probabi-
listic Boolean networks, asynchronous 

automata, and network motifs. 
Another point of view,20 is that the 

entire genomic regulatory system can 
be thought of as a computational sys-
tem, the “genomic computer.” Such a 
perspective has the potential to yield 
insights into both computation as hu-
mans historically designed it, and com-
putation as it occurs in nature. There 
are both similarities and significant 
differences between the genomic com-
puter and an electronic computer. Both 
perform computations, the genomic 
computer on a much larger scale. How-
ever, in a genomic computer, molecular 
transport and movement of ions through 
electrochemical gradients replace wires, 
causal coordination replaces imposed 
temporal synchrony, changeable ar-
chitecture replaces rigid structure, and 
communication channels are formed 
on an as-needed basis. Both comput-
ers have a passive memory, but the ge-
nomic computer does not place it in an 
a priori dedicated and rigidly defined 
place; in addition, the genomic com-
puter has a dynamic memory  in which, 
for example, trancriptional subcircuits 
maintain given regulatory states. In a ge-
nomic computer robustness is achieved 
by different means, such as by rigorous 
selection: non (or poorly)-functional 
processes are rapidly degraded by vari-
ous feedback mechanisms or, at the cell 
level, non (or poorly)-functional cells are 
rapidly killed by apoptosis, and, at the or-
ganism level, non (or poorly)-functional 
organisms are rapidly out-competed 
by more fit species. Finally, in the case 
of a genomic computer, the distinction 
between hardware and software breaks 
down: the genomic DNA provides both 
the hardware and the digital regulatory 
code (software).

Proteins and their interactions form 
another interaction network in a cell, 
that of biochemical networks, which 
perform all mechanical and metabolic 
tasks inside a cell. Proteins are folded-
up strings of amino acids that take 
three-dimensional shapes, with pos-
sible characteristic interaction sites ac-
cessible to other molecules. If the bind-
ing of interaction sites is energetically 
favorable, two or more proteins may spe-
cifically bind to each other to form a 
dynamic protein complex by a process 
called complexation. A protein complex 
may act as a catalyst by bringing togeth-
er other compounds and facilitating 

As the natural 
sciences are rapidly 
absorbing ideas 
of information 
processing, and 
the meaning of 
computation is 
changing as it 
embraces concepts 
from the natural 
sciences, we have 
the rare privilege 
to take part in 
several such 
metamorphoses. 
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port of substances, forming transport 
networks. A biological membrane is 
more than a container: it consists of a 
lipid bilayer in which proteins and oth-
er molecules, such as glycolipids, are 
embedded. The membrane structural 
components, as well as the embedded 
proteins or glycolipids, can travel along 
this lipid bilayer. Proteins can inter-
act with free-floating molecules, and 
some of these interactions trigger sig-
nal transduction pathways, leading to 
gene transcription. Basic operations 
of membranes include fusion of two 
membranes into one, and fission of a 
membrane into two. Other operations 
involve transport, for example trans-
porting an object to an interior compart-
ment where it can be degraded. Formal-
isms that depict the transport networks 
are few, and include membrane systems 
described earlier, and brane calculi.

The gene regulatory networks, the 
protein-protein interaction networks, 
and the transport networks are all in-
terlinked and interdependent. Genes 
code for proteins which, in turn, can 
regulate the transcription of other 
genes, membranes are separators but 
also embed active proteins in their sur-
faces. Currently there is no single for-
mal general framework and notation 

chemical reactions between them. Pro-
teins may also chemically modify each 
other by attaching or removing modify-
ing groups, such as phosphate groups, 
at specific sites. Each such modification 
may reveal new interaction surfaces. 
There are tens of thousands of proteins 
in a cell. At any given moment,  each of 
them has certain available binding sites 
(which means that they can bind to oth-
er proteins, DNA, or membranes), and 
each of them has modifying groups at 
specific sites either present or absent. 
Protein-protein interaction networks 
are large and complex, and finding a 
language to describe them is a difficult 
task. Significant progress in this direc-
tion was made by the introduction of 
Kohn-maps, a graphical notation that 
resulted in succinct pictures depict-
ing molecular interactions.  Other ap-
proaches include the textual bio-calcu-
lus, or the recent use of existing process 
calculi (π-calculus), enriched with sto-
chastic features, as the language to de-
scribe chemical interactions.

Yet another biological interaction 
network, and the last that we discuss 
here, is that of transport networks medi-
ated by lipid membranes. Some lipids 
can self-assemble into membranes and 
contribute to the separation and trans-

able to describe all these networks and 
their interactions. Process calculus has 
been proposed for this purpose, but a 
generally accepted common language 
to describe these biological phenom-
ena is still to be developed and uni-
versally accepted. It is indeed believed 
that one of the possible contributions 
of computer science to biology could 
be the development of a suitable lan-
guage to accurately and succinctly de-
scribe, and reason about, biological 
concepts and phenomena.18

While systems biology studies 
complex biological organisms as inte-
grated wholes, synthetic biology is an 
effort to engineer artificial biological 
systems from their constituent parts. 
The mantra of synthetic biology is that 
one can understand only what one can 
construct. Thus, the main focus of syn-
thetic biology is to take parts of natu-
ral biological systems and use them to 
build an artificial biological system for 
the purpose of understanding natural 
phenomena, or for a variety of possible 
applications. In this sense, one can 
make an analogy between synthetic 
biology and computer engineering.3 
The history of synthetic biology can 
be arguably traced back to the discov-
ery in the 1960s, by Jacob and Monod, 
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Besides systems biology that tries 
to understand biological organisms as 
networks of interactions, and synthet-
ic biology that seeks to engineer and 
build artificial biological systems, an-
other approach to understanding na-
ture as computation is the research on 
computation in living cells. This is also 
sometimes called cellular computing, 
or in vivo computing, and one particular 
study in this area is that of the computa-
tional capabilities of gene assembly in 
unicellular organisms called ciliates.

Ciliates possess two copies of their 
DNA: one copy encoding functional 
genes, in the macronucleus, and an-
other “encrypted” copy in the micro-
nucleus. In the process of conjugation, 
after two ciliates exchange genetic in-
formation and form new micronuclei, 
they use the new micronuclei to as-
semble in real-time new macronuclei 
necessary for their survival. This is ac-
complished by a process that involves 
re-ordering some fragments of DNA 
(permutations and possibly inversions), 
and deleting other fragments from the 
micronuclear copy. The process of gene 
assembly is fascinating from both the 
biological and the computational point 
of view. From the computational point 
of view, this study led to many novel and 
challenging research themes.14 Among 
others, it was proved that various mod-
els of gene assembly have full Turing 
machine capabilities.23 From the bio-
logical point of view, the joint effort of 
computer scientists and biologists led 
to a plausible hypothesis (supported 
already by some experimental data) 
about the “bioware” that implements 
the process of gene assembly, which is 
based on the new concept of template-
guided recombination.4, 28 

Other approaches to cellular com-
puting include developing an in vivo 
programmable and autonomous finite-
state automaton within E.Coli, and de-
signing and constructing in vivo cellu-
lar logic gates and genetic circuits that 
harness the cell’s existing biochemical 
processes.

At the end of this spectrum of views 
of nature as computation, the idea was 
even advanced by Zuse and Fredkin 
in the 1960s that information is more 
fundamental than matter or energy. 
The Zuse-Fredkin thesis stated that the 
entire universe is some kind of compu-
tational device, namely a huge cellular 

of mathematical logic in gene regula-
tion. Early achievements in genetic 
engineering using recombinant DNA 
technology (the insertion, deletion, 
or combination of different segments 
of DNA strands) can be viewed as the 
experimental precursors of today’s 
synthetic biology, which now extends 
these techniques to entire systems of 
genes and gene products. One goal can 
be constructing specific synthetic bio-
logical modules such as, for example, 
pulse generator circuits that display a 
transient response to variations in in-
put stimulus.

Advances in DNA synthesis of lon-
ger and longer strands of DNA are pav-
ing the way for the construction of 
synthetic genomes with the purpose of 
building an entirely artificial organism. 
Progress includes the generation of a 
5,386bp synthetic genome of a virus, 
by rapid (14-day) assembly of chemi-
cally synthesized short DNA strands.37 
Recently an announcement was made 
of the near completion of the assem-
bly of an entire “minimal genome” of 
a bacterium, Mycoplasma Genitalium.7 
Smith and others indeed found about 
100 dispensable genes that can be re-
moved individually from the original 
genome. They hope to assemble a mini-
mal genome consisting of essential 
genes only, that would be still viable but 
shorter than the 528-gene, 580,000bp 
genome of M.Genitalium. This human-
made genome could then be inserted 

into a Mycoplasma bacterium using a 
technique wherein a whole genome can 
be transplanted from one species into 
another, such that the resulting prog-
eny is the same species as the donor ge-
nome. Counterbalancing objections to  
assembling  a semi-synthetic cell with-
out fully understanding its functioning,  
the  creation of a functionally and struc-
turally understood synthetic genome  
was proposed,17 containing 151 genes 
(113,000bp) that would produce all the 
basic molecular machinery for protein 
synthesis and DNA replication. A third 
approach to create a human-made cell 
is the one pursued by Szostak and oth-
ers, who would construct a single type of 
RNA-like molecule capable of self-repli-
cating, possibly housed in a single lipid 
membrane. Such  molecules can be ob-
tained by guiding the rapid evolution of 
an initial population of RNA-like mol-
ecules, by selecting for desired traits.

Lastly, another effort in synthetic 
biology is toward engineering multi-
cellular systems by designing, for ex-
ample, cell-to-cell communication 
modules that could be used to coordi-
nate living bacterial cell populations. 

Research in synthetic biology faces 
many challenges, some of them of an 
information processing nature. There 
arguably is a pressing need for stan-
dardization, modularization, and ab-
straction, to allow focusing on design 
principles without reference to lower-
level details.15
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automaton continuously updating its 
rules. Along the same lines, it has been 
recently suggested that the universe is 
a quantum computer that computes it-
self and its own behavior.

Natural Sciences: Ours to Discover
Science advances in ever-widening cir-
cles of knowledge. Sometimes it metic-
ulously crawls. Other times it leaps to a 
new dimension of understanding and, 
in the process, it reinvents itself. As the 
natural sciences are rapidly absorbing 
ideas of information processing, and 
the meaning of computation is chang-
ing as it embraces concepts from the 
natural sciences, we have the rare privi-
lege to take part in several such meta-
morphoses.

At this moment we and our natural 
scientist fellows are awash in wave after 
gigantic wave of experimental, especial-
ly biological, data. Just underneath this 
tumultuous surface lie ingenious algo-
rithms waiting to be designed, elegant 
theorems waiting to be proven, natural 
laws waiting to be discovered that will 
put order into chaos. For, as Spinoza 
wrote, “nothing happens in nature that 
does not follow from her laws.” 

Conversely, as this review shows, 
there is an abundance of natural phe-
nomena that can inspire computing 
paradigms, alternative physical sub-
strates on which to implement compu-
tations, while viewing various natural 
processes as computations has become 
more and more essential, desirable, 
and inevitable. All these developments 
are challenging our assumptions about 
computation, and indeed, our very def-
inition of it.

In these times brimming with ex-
citement, our task is nothing less than 
to discover a new, broader, notion of 
computation, and to understand the 
world around us in terms of informa-
tion processing. 

Let us step up to this challenge. Let 
us befriend our fellow the biologist, our 
fellow the chemist, our fellow the phys-
icist, and let us together explore this 
new world. Let us, as computers in the 
future will, embrace uncertainty. Let us 
dare to ask afresh: “What is computa-
tion?”, “What is complexity?”, “What 
are the axioms that define life?”

Let us relax our hardened ways of 
thinking and, with deference to our sci-
entific forebears, let us begin anew.
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Literature
The upper-bound placed on the num-
ber of references was a real limitation 
for this review, since the literature on 
natural computing is vast. For a more 
complete list of references the reader 
is referred to the full version of this ar-
ticle at www.csd.uwo.ca/˜lila/Natural-
Computing-Review.pdf.

Almost each of the areas we men-
tioned here has an extensive scien-
tific literature as well as a number of 
specialized journals and book series. 
There are also journals and book se-
ries aimed at the general natural com-
puting community, among them the 
journals Natural Computing, Springer, 
Theoretical Computer Science, Series C: 
Theory of Natural Computing, Elsevier, 
the Natural Computing book series, 
Springer, and the upcoming Handbook 
of Natural Computing (G. Rozenberg, T. 
Bäck, J. Kok, editors, Springer).
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This paper    will   strike a familiar chord 
with anyone who has ever taken a pic-
ture. The problem is easy to under-
stand—replacing unwanted parts of 
a photograph. The authors start with 
an interesting twist, by making a dis-
tinction between data that “should 
have been there” but was obscured by 
a telephone pole, and data that “could 
have been there,” meaning that it con-
stitutes an incorrect but plausible pic-
ture. This is a difficult problem, be-
cause faked pictures are relatively easy 
to spot, as recent scandals in photo-
journalism have proven. Nevertheless, 
Hays and Efros obtain impressive re-
sults; check out Figure 1 online (http://
graphics.cs.cmu.edu/projects/scene-
completion/scene-completion.pdf); it 
looks seamless no matter how closely 
you zoom into it.

The paper represents the conflu-
ence of several noteworthy trends in 
computing. First, it exemplifies a new 
application area, computational photog-
raphy, which refers broadly to sensing 
strategies and algorithms that extend 
the capabilities of digital photography. 
Representative techniques include 
high-dynamic-range imaging, flash-
noflash and coded aperture imaging, 
panoramic stitching, digital photo-
montage, and light field imaging. ACM 
SIGGRAPH is at the forefront of this 
new area. Indeed, of the 108 papers at 
its 2007 conference, 20 were arguably 
about computational photography. 
This paper fits squarely in that group.

Second, the authors exemplify the 
ongoing convergence of several for-
merly isolated research communities. 
To find a suitable replacement for the 
unwanted part of a photograph, the 
authors search a collection of images 
using “gists,” an image summarization 
technique pioneered in the cognitive 
science community by Aude Oliva and 
Antonio Torralba. They then find the 
best seam along which to insert the 
matching content using graph-cuts, 
an algorithm first applied to images 

by Yuri Boykov, Vladimir Kolmogorov, 
and Ramin Zabih in the computer vi-
sion community. Finally, they smooth 
the seam between new and old imag-
ery using gradient domain blending, a 
technique introduced into the graphics 
literature by Raanan Fattal (2003) for 
tone mapping of high-dynamic-range 
images. 

Third, this paper provides evi-
dence of the notion, gaining credence 
in many application domains, that 
simple machine learning algorithms 
often outperform more sophisticated 
ones if trained on large enough data-
bases. Natural language translation 
algorithms work dramatically better if 
trained on millions of documents than 
on thousands. Image classification and 
segmentation algorithms do, too, as 
the authors argue here. Want to remove 
a garbage truck from your snapshot of 
an Italian piazza? Start with a database 
containing lots of Italian piazzas.

How far can one push this data-
centric approach to image matching? 
While it’s impossible to collect all pos-
sible images of the world, the authors 
make the conjecture that one could 
collect all “semantically differentiable 
scenes.” I’m doubtful. It is well known 
that features in natural scenes form 
a heavy-tailed distribution, meaning 
that while some features in photo-
graphs are more common than others, 
the relative occurrence of less common 
features drops slowly. In other words, 
there are many unusual photographs 
in the world.

A closely related question is: What 
is meant by data that “could have been 
there?” The authors define this as all 
“semantically valid” scenes, but se-
mantic validity is maddeningly difficult 
to pin down. Indeed, to evaluate their 
results quantitatively, Hays and Efros 
resort to a human study: How well can 
naïve viewers distinguish an algorith-
mically completed image from a real 
photograph? In the end this question 
may prove to be “AI-complete,” that is, 

it’s as hard as making computers as in-
telligent as people.

Regardless of whether we ever an-
swer this question, it is clear that 
large collections of images are useful. 
Aside from completing photographs, 
they can be used to build 3D models 
of urban monuments (as in Snavely et 
al.’s Photo Tourism, http://phototour.
cs.washington.edu/) or to synthesize 
textures from image exemplars (as in 
Kopf et al.’s Solid Texture Synthesis; 
http://www.johanneskopf.de/publica-
tions/solid/index.php). Maybe collec-
tions of images can even help me take 
better pictures! If we sort the collection 
geographically, as Hays and Efros do in 
a follow-on paper (in CVPR 2008), then 
my camera could query a central data-
base to help it decide what color bal-
ance to use for the shot I’m now taking 
of the Grand Canyon. Closer to home, 
what color balance should the camera 
use to photograph my wife? It ought to 
know, since my online albums contain 
hundreds of photographs of her.

Finally, while the future of computa-
tional photography is exciting because 
of papers like this, the future is also 
murky because it’s not obvious who 
will use this stuff. When I show this 
paper to someone outside computing, 
their first question is: Why? How many 
people (other than revisionist dicta-
tors) would remove a person or large 
object from a photograph? Tied to this 
question is the debate about how much 
effort can we expect consumers to exert 
after they’ve taken a photograph. No 
matter what position you take on these 
questions, nobody doubts that the 
coming years will be interesting ones 
for the computer graphics and vision 
communities. This paper helps light 
the way.	

Marc Levoy (levoy@cs.stanford.edu) is a professor of 
computer science and (jointly) electrical engineering at 
Stanford University.
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Abstract
What can you do with a million images? In this paper, we 
present a new image completion algorithm powered by a 
huge database of photographs gathered from the Web. The 
algorithm patches up holes in images by finding similar im-
age regions in the database that are not only seamless, but 
also semantically valid. Our chief insight is that while the 
space of images is effectively infinite, the space of seman-
tically differentiable scenes is actually not that large. For 
many image completion tasks, we are able to find similar 
scenes which contain image fragments that will convinc-
ingly complete the image. Our algorithm is entirely data 
driven, requiring no annotations or labeling by the user. 
Unlike existing image completion methods, our algorithm 
can generate a diverse set of image completions and we al-
low users to select among them. We demonstrate the su-
periority of our algorithm over existing image completion 
approaches.

1. INTRODUCTION
Every once in a while, we all wish we could erase something 
from our old photographs. A garbage truck right in the mid-
dle of a charming Italian piazza, an ex-boyfriend in a family 
photo, a political ally in a group portrait who has fallen out 
of favor.13 Other times, there is simply missing data in some 
areas of the image: (a) an aged corner of an old photograph 
(b) a hole in an image-based 3D reconstruction due to oc-
clusion, and (c) a dead bug on the camera lens. Image com-
pletion (also called inpainting or hole-filling) is the task of 
filling in or replacing an image region with new image data 
such that the modification cannot be detected.

There are two fundamentally different strategies for im-
age completion. The first aims to reconstruct, as accurately 
as possible, the data that should have been there, but some-
how got occluded or corrupted. Methods attempting an ac-
curate reconstruction have to use some other source of data 

in addition to the input image (Figure 1), such as video (us-
ing various background stabilization techniques) or multi-
ple photographs of the same scene.1,19

The alternative is to try finding a plausible way to fill in 
the missing pixels, hallucinating data that could have been 
there. This is a much less easily quantifiable endeavor, re-
lying instead on the studies of human visual perception. 
The most successful existing methods4,6,24,25 operate by ex-
tending adjacent textures and contours into the unknown 
region. These algorithms are similar to texture synthesis 
algorithms such as,8,7,14,15 sometimes with additional con-
straints to explicitly preserve Gestalt cues such as good con-
tinuation,23 either automatically 4 or by hand.20 Importantly, 
all of the existing image completion methods operate by 
filling in the unknown region with content from the known 
parts of the input source image.

Searching the source image for usable texture makes a 
lot of sense. The source image often has textures at just the 
right scale, orientation, and illumination as needed to seam-
lessly fill in the unknown region. Some methods6,25 search 
additional scales and orientations to gain additional source 
texture samples. However, viewing image completion as 
constrained texture synthesis limits the type of completion 
tasks that can be tackled. The assumption present in all of 
these methods is that all the necessary image data to fill in 
an unknown region is located somewhere else in that same 
image. We believe this assumption is flawed and that the 
source image simply does not provide enough data except 
for trivial image completion tasks.

Typical demonstrations of previously published algo-
rithms are object removal tasks such as removing people, 
signs, horses, or cars from relatively simple backgrounds. 
The results tend to be fairly sterile images because the algo-
rithms are only reusing image content that appeared some-
where else in the same image. For situations in which the in-
complete region is not bounded by texture regions, or when 

Scene Completion Using Millions 
of Photographs
By James Hays and Alexei A. Efros

Figure 1: Given an input image with a missing region, we use matching scenes from a large collection of photographs to complete the image.

Original image Input Scene matches Output
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there is too little useful texture, existing algorithms have 
trouble completing scenes (Figure 2).

2. OVERVIEW
In this paper, we perform image completions by leveraging 
a massive database of images. There are two compelling 
reasons to expand the search for image content beyond the 
source image. (1) In many cases, a region will be impossible 
to fill plausibly using only image data from the source image. 
For instance, if the roof of a house is missing or the entire 
sky is masked out. (2) Even if there is suitable content in the 
source image, reusing that content would often leave obvi-
ous duplications in the final image, e.g. replacing a missing 
building with another building in the image. By performing 
hole filling with content from other images, entirely novel 
objects and textures can be inserted.

However, there are several challenges with drawing content 
from other images. The first challenge is computational. Even 
in the single image case some existing methods report running 
times in the hours6,8 because of the slow texture search. Tex-
ture synthesis-based image completion methods are difficult 
to accelerate with traditional nearest-neighbor or approximate 
nearest-neighbor methods because of the high dimensionality 
of the features being searched and because the known dimen-
sions of the feature being matched on change depending on 
the shape of the unknown region at each iteration.

The second challenge is that as the search space increas-
es, there is higher chance of a synthesis algorithm finding 
locally matching but semantically invalid image fragments. 
Existing image completion methods might produce sterile 
images but they do not risk putting an elephant in some-
one’s back yard or a submarine in a parking lot.

The third challenge is that content from other images is 
much less likely to have the right color and illumination to 
seamlessly fill an unknown region compared to content from 
the same image. More than other image completion meth-
ods, we need a robust seam-finding and blending method to 
make our image completions plausible.

In this work, we alleviate both the computational and 
semantic challenges with a two-stage search. We first try to 
find images depicting semantically similar scenes and then 
use only the best matching scenes to find patches which 
match the context surrounding the missing region. Scene 
matching reduces our search from a database of one million 

images to a manageable number of best matching scenes 
(60 in our case), which are used for image completion. We 
use a low-dimensional scene descriptor16 so it is relatively 
fast to find the nearest scenes, even in a large database. Our 
approach is purely data driven, requiring no labeling or 
supervision.

In order to seamlessly combine image regions we em-
ploy Poisson’s blending. To avoid blending artifacts, we first 
perform a graph cut segmentation to find the boundary for 
the Poisson blending that has the minimum image gradient 
magnitude. This is in contrast to minimizing the intensity 
domain difference along a boundary25 or other heuristics 
to encourage a constant intensity offset for the blending 
boundary.11 In Section 4, we explain why minimizing the 
seam gradient gives the most perceptually convincing com-
positing results.

The image completion work most closely resembling our 
own, Wilczkowiak et al.25 also demonstrates the search of 
multiple images. However, in their case it was only a few im-
ages that were hand selected to offer potentially useful image 
regions. Also related are methods which synthesize semanti-
cally valid images either from text or image constraints.5,12 
These methods create semantically valid images through 
explicit semantic constraints using image databases with 
semantically labeled regions. The database labeling process 
must be supervised5 or semisupervised.12

3. SEMANTIC SCENE MATCHING
Since we do not employ user-provided semantic constraints 
or a labeled database, we need to acquire our semantic 
knowledge from the data directly. This requires us to sam-
ple the set of visual images as broadly as possible. We con-
structed our image collection by downloading all of the pho-
tographs in 30 Flickr.com groups that focus on landscape, 
travel, or city photography. Typical group names are “lonely 
planet,” “urban fragments,” and “rural decay.” Photographs 
in these groups are generally high quality. We also down-
loaded images based on keyword searches such as “travel,” 
“landscape,” and “river.” We discarded all duplicate images 
and all images that did not have at least 800 pixels in their 
largest dimension and 500 pixels in their smallest dimen-
sion. All images were down-sampled, if necessary, such that 
their maximum dimension was 1024 pixels. Our database 
downloading, preprocessing, and scene matching are all 

Figure 2: Results from image completion algorithms including Microsoft Digital Image Pro Smart Erase.

Original image Input Criminisi et al. 2003 Wilczkowiak et al.Smart erase Our algorithm

http://Flickr.com


distributed among a cluster of 15 machines. In total we ac-
quired about 2.3 million unique images totalling 396 giga-
bytes of JPEG compressed data.

In order to successfully complete images, we need to 
find image regions in our database that are not just seam-
less and properly textured but also semantically valid. We do 
not want to complete hillsides with car roofs or have ducks 
swimming in city pavement which locally resembles a lake. 
To help avoid such situations, we first look for scenes which 
are most likely to be semantically equivalent to the image re-
quiring completion. The use of scene matching is the most 
important element of our image completion method. With-
out it, our search would not be computationally feasible and 
our image completion results would rarely be semantically 
valid. Our scene matching, in combination with our large 
database, allows us to do image completion without resort-
ing to explicit semantic constraints as in previous photo syn-
thesis work.5,12

We use the gist scene descriptor16,22 which has been shown 
to perform well at grouping semantically similar scenes 
(e.g., city, tall buildings, office, fields, forest, and beach) and 
for place recognition. It must be noted that a low-level scene 
descriptor in and of itself cannot encode high-level seman-
tic information. Scenes can only be trusted to be semanti-
cally similar if the distance between them is very small. The 
way we address this issue is by collecting a huge dataset of 
images making it more likely that a very similar scene to the 
one being searched is available in the dataset. Indeed, our 
initial experiments with the gist descriptor on a dataset of 
ten thousand images were very discouraging. However, in-
creasing the image collection to one million yielded a quali-
tative leap in performance (see Figure 3 for a typical scene 
matching result). Independently, Torralba et al.21 have ob-
served a similar effect with a dataset of up to 70 million tiny 
(32×32) images.

The gist descriptor aggregates oriented edge responses 
at multiple scales into very coarse spatial bins. We found a 
gist descriptor built from six oriented edge responses at five 
scales aggregated to a 4×4 spatial resolution to be the most 
effective. We augment the scene descriptor with the color 

information of the query image down-sampled to the spatial 
resolution of the gist.

Searching for similar scenes first rather than directly 
looking for similar patches speeds up our search dramati-
cally. Instead of looking for image patches in all one million 
images at multiple offsets and scales, we can instead elimi-
nate 99.99% of the database quickly by finding the nearest 
neighbor scenes based on the relatively low-dimensional 
scene descriptor.

Given an input image to be hole-filled, we first compute 
its gist descriptor with the missing regions excluded. This is 
done by creating a mask which weights each spatial bin in 
the gist in proportion to how many valid pixels are in that bin. 
We compute the L1 distance between the gist of the query im-
age and every gist in the database, weighted by the mask. The 
color distance is computed in the L*a*b* color space. These 
distances are combined and weighted such that the gist con-
tributes roughly twice as much as the color information to the 
final distance.

Because we match scenes using arbitrary dimensions 
of the descriptor (depending on which regions of a query 
image are missing), we cannot use principal components 
analysis  (PCA) dimensionality reduction as suggested in16 
For the same reason, we do not use any approximate nearest-
neighbor scheme since they tend to incur large relative errors 
when matching on arbitrary dimensions of descriptors with 
hundreds of dimensions. However, the descriptors are small 
enough to exhaustively search in a few minutes using a clus-
ter of 15 machines.

4. LOCAL CONTEXT MATCHING
Having constrained our search to semantically similar 
scenes, we can use traditional template matching to more 
precisely align those matching scenes to the local image 
context around the missing region. The local context is all 
pixels within an 80 pixel radius of the hole’s boundary. This 
context is compared against the 200 best matching scenes 
across all valid translations and three scales (0.81, 0.90, 1) 
using pixel-wise SSD error in L*a*b* color space. Only place-
ments (translations and scales) for which the context is fully 
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Figure 3: The first 164 nearest neighbor scenes for the incomplete image in the center. Most of the scenes are semantically and structurally 
similar; many are even from the same city (London). 



contained in the matching scene are considered. Since we 
expect our matching scenes to already be roughly aligned 
with the incomplete image, we discourage spurious, distant 
matches by multiplying the error at each placement by the 
magnitude of the offset.

We composite each matching scene into the incomplete 
image at its best scoring placement using a form of graph 
cut seam finding15 and standard Poisson’s blending.17 Using 
a seam finding operation to composite the images is argu-
ably undesirable for hole filling since a user might want to 
preserve all of the image data in the input image. Past image 
completion algorithms4 have treated the remaining valid pix-
els in an image as hard constraints which are not changed. 
We relax this, as in25 and allow the seam-finding operation to 
remove valid pixels from the query image but we discourage 
the cutting of too many pixels by adding a small cost for re-
moving each pixel in the query image which increases with 
distance from the hole.

When performing a seam-finding operation and gradient 
domain fusion in sequence, it makes sense to optimize the 
seam such that it will minimize the artifacts left behind by 
the gradient domain fusion. Jia et al.11 uses iterative dynam-
ic programming optimizations to find a seam which leaves 
minimum intensity difference between the two images af-
ter allowing some constant intensity offset. The intuition 
is that humans are not sensitive to relatively large shifts in 
color and intensity as long as the shifts are seamless and low 
frequency. Inspired by this, as well as the fact that our scene 
matches tend to have colors similar to our query image, we 
propose a seam-finding heuristic which ignores intensity 
differences entirely and instead minimizes the difference 
in image gradients. This heuristic finds seams that avoid 
cutting high-frequency image content for which Poisson’s 
blending would cause obvious artifacts.

An advantage of our heuristic is that we can quickly 
find  the optimal seam using a graph cut procedure.3 The 
details of our graph cut setup can be found in our origi-
nal SIGGRAPH publication.9 A very similar metric was 
mentioned but not demonstrated in1 As in,1 we allow the 

Poisson blending to operate on the entire image domain 
instead of correcting one of the images. We use the Poisson 
solver of.2

Finally, we assign each composite a score which is the sum 
of the scene matching distance, the local context matching 
distance, the local texture energy distance, and the cost of 
the graph cut. All four components of the score are scaled to 
contribute roughly equally. We present the user with the 20 
composites with the lowest scores.

5. RESULTS AND COMPARISON
We test our algorithm on a set of 51 images with missing re-
gions. All test images come from either the LabelMe data-
base18 or our own personal photo collections, none of which 
are contained in our downloaded database. Images in the 
test set, about a half megapixel each, are higher resolution 
than the images used in most previous works4,6 and like-
wise the missing regions are quite large (56,000 pixels on 
average). The regions we removed from the photos all had 
semantic meaning such as unwanted objects, store-fronts, 
walls with graffiti, roads, etc. The test set is made freely avail-
able on the authors’ Web page.

Image completion is an inherently underconstrained 
problem. There are many viable ways to fill a hole in an im-
age. Previous approaches, which operate by reusing texture 
from the input image, can offer relatively few viable, alterna-
tive completions (perhaps by changing parameters such as 
the patch size). While some such results might look slightly 
better than others, the semantic interpretation of the image 
is unlikely to change. On the other hand, our algorithm can 
offer a variety of semantically valid image completions for 
a given query image (Figure 4). After compositing, the best-
matching patches we present a user with the 20 top image 
completions (roughly equivalent to one page of image search 
results). In some cases, many of these completions are of ac-
ceptable quality and the user can select the completion(s) 
which they find most compelling. In other cases, only a few 
or none of the results were acceptable. The quality of our re-
sults benefits from this very simple user interaction and it 
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Figure 4: The algorithm presents to the user a set of alternative image completions for each input. Here, we show three such alternatives.

Original Input Alternative completions
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is difficult for conventional image completion methods to 
offer an analogous selection of results.

Some of our image completions are shown in Figure 5. 
The bottom result is interesting because the scaffolding 
on  the cathedral that was masked out has been replaced 
with another image patch of the same cathedral. The data-
base happened to contain an image of the same cathedral 
from a similar view. It is not our goal to complete scenes and 
objects with their true selves in the database, but with an in-
creasingly large database such fortuitous events do occur.

In all of the successful cases, the completion is semanti-
cally valid but there might be slight low-level artifacts such 
as resolution mismatch between the image and patch, blur-
ring from Poisson’s blending, or fine-scale texture differenc-
es between the image and patch. For failure cases these low-
level artifacts are often much more pronounced (Figure 6, 
top). Another source of failure is a lack of good scene match-
es which happens more often for atypical scenes (Figure 6, 
middle). Semantic violations (e.g., half-objects) account for 
another set of failures. The latter is not surprising since the 
algorithm has no object recognition capabilities and thus 
no notion of object boundaries.

For uniformly textured backgrounds (Figure 7, top), exist-
ing image completion algorithms perform well. However, 
our algorithm struggles since our scene matching is un-
likely to find the exact same texture in another photograph. 
Furthermore, image completion algorithms such as Crimi-
nisi et al.4 have explicit structure propagation which helps in 
some scenes (Figure 7, bottom).

Our hole filling algorithm requires about 5 min to process 
an input image. The scene matching, local context match-
ing, and compositing would take about 50, 20, and 4 min 
respectively on a single central processing unit (CPU) but 
we parallelize all of these across 15 CPUs. Our algorithm is 
implemented in MATLAB and all of the timings are for Pen-
tium 4 processors.

5.1. Quantitative evaluation
It is difficult to rigorously define success or failure for an im-
age completion algorithm because so much of it depends 
on human perception. While previous approaches demon-
strate performance qualitatively by displaying a few results, 
we believe that it is very important to also provide a quantita-
tive measure of the algorithm’s success. Therefore, to evalu-
ate our method, we performed a perceptual study to see how 
well naive viewers could distinguish our results, as well as 
those of a previous approach,4 from real photographs. The 
study was performed on a set of 51 test images that were de-
fined a priori and spanning different types of completions. 
We were careful not to include any potentially recognizable 
scenes or introduce bias that would favor a particular algo-
rithm. We generated three versions of each image—the real 
photograph from which the image completion test cases 
were constructed, the result from Criminisi et al., and the 
result from our algorithm.

Each of our 20 participants viewed a sequence of images 
and classified them as real or manipulated. Of the 51 images 
each participant examined, 17 were randomly chosen from 
each source, but such that they do not see multiple versions 

of the same image. The order of presentation was also ran-
domized. The participants were told that some of the im-
ages would be real, but they were not told the ratio of real 
versus manipulated images. We also told the participants 
that we were timing their responses for each image but that 
they should try to be accurate rather than fast. Overall the 
participants classified 80% of the images correctly. No effort 
was made to normalize for the differences in individual apti-
tude (which were small).

With unlimited viewing the participants classified our 
algorithm’s outputs as real 37% of the time compared with 
10% for Criminisi et al.4 Note that participants identified 
real images as such only 87% of the time. Participants scruti-
nized the images so carefully that they frequently convinced 
themselves real images were fake.

It is interesting to examine the responses of participants 
over time. In Figure 8 we measure the proportion of images 
from each algorithm that have been marked as fake with an 
increasing limit on the amount of time allowed. We claim 
that if a participant who has been specifically tasked with 
finding fake images cannot be sure that an image is fake 
within 10 s, it is unlikely that an unsuspecting, casual ob-
server would notice anything wrong with the image. After 
10 s of examination, participants have marked our algo-
rithm’s results as fake only 34% of the time (the other 66% 
are either undecided or have marked the image as real al-
ready). For Criminisi et al. participants have marked 69% 
of the images as fake by 10 s. For real photographs, only 3% 
have been marked as fake. All pairwise differences are statis-
tically significant (p < 0.001).

6. DISCUSSION
This paper approaches image completion from an entirely 
new direction—orthogonal and complementary to the exist-
ing work. While previous algorithms4,6,8,25 suggest clever ways 
to reuse visual data within the source image, we demonstrate 
the benefits of utilizing semantically valid data from a large 
collection of unlabeled images. Our approach successfully 
fills in missing regions where prior methods, or even expert 
users with the Clone brush, would have no chance of succeed-
ing because there is simply no appropriate image data in the 
source image to fill the hole. Likewise, expert users would 
have trouble leveraging such a large image collection—it 
would take 10 days just to view it with one second spent on 
each image. Additionally, this is the first paper in the field of 
image completion to undertake a full perceptual user study 
and report success rates on a large test set. While the results 
suggest substantial improvement over previous work, image 
completion is extremely difficult and is far from solved. Given 
the complementary strengths of our method and single-image 
techniques, a hybrid approach is likely to be rewarding.

It takes a large amount of data for our method to succeed. 
We saw dramatic improvement when moving from ten thou-
sand to one million images. But one million images is still 
a tiny fraction of the high-quality photographs available on 
sites like Picasa or Flickr (which has approximately 2 billion 
images). The number of photos on the entire Internet is sure-
ly orders of magnitude larger still. Therefore, our approach 
would be an attractive Web-based application. A user would 
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Original image Input Output

Original image Input Output Original Input Output

Matching scene

Figure 5: Results. The input and the matching scenes are composited together to create the outputs. The matching scene used in each output 
is highlighted in red. Note that the algorithm can handle a large range of scenes and missing regions. On rare occasions, the algorithm is 
lucky enough to find another image from the same physical location as seen in the bottom example.
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submit an incomplete photo and a remote service would 
search a massive database, in parallel, and return results.

7. TOWARD BRUTE-FORCE IMAGE UNDERSTANDING
Beyond the particular graphics application, the deeper ques-
tion for all appearance-based data-driven methods is this: 
would it be possible to ever have enough data to represent 
the entire visual world? Clearly, attempting to gather all pos-
sible images of our dynamic world is a futile task, but what 
about collecting the set of all semantically differentiable 
scenes? That is, given any input image can we find a scene 
that is “similar enough” under some metric? The truly excit-
ing (and surprising!) result of our work is that not only does 
it seem possible, but the number of required images might 
not be astronomically large. This paper, along with work by 

Torralba et al.,21 suggest the feasibility of sampling from the 
entire space of scenes as a way of exhaustively modeling our 
visual world. This, in turn, might allow us to “brute force” 
many currently unsolvable vision and graphics problems!

Further supporting this possibility, we recently used 
scene matching methods similar to those presented here 
to estimate the GPS location of an arbitrary image. In a 
project called IM2GPS,10 we collect a database of 6 million 
geotagged photographs from Flickr and show that image 
matches for a query photo are often “similar enough” to be 
geographically informative even if we do not match to the ex-
act, real-world location. We represent the estimated image 
location as a probability distribution over the Earth’s sur-
face (see Figure 9). We quantitatively evaluate our approach 
in several geolocation tasks and demonstrate encouraging 
performance (up to 30 times better than chance). We show 
that geolocation estimates can provide the basis for numer-
ous other image understanding tasks such as population 
density estimation, land cover estimation or urban/rural 
classification (see10 for details).

Figure 6: Typical failure cases. Some results exhibit pronounced 
texture seams (top). Others are failures of scene matching (middle). 
The last failure mode (bottom), shared with traditional image comple-
tion algorithms, is a failure to adhere to high-level semantics (e.g., 
entire people).

Input Output Scene match

Figure 7: Situations where existing image completion algorithms 
perform better than our algorithm.

Input Criminisi et al. Our algorithm

Figure 8: The percentage of images marked as fake within any 
amount of viewing time by participants in our perceptual study.
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Figure 9: Geolocation estimates for photos of the Grand Canyon and 
a generic European alley. From left to right are the query photo-
graphs, the first 16 nearest scene matches, and the distribution of 
the top 120 nearest-neighbors across the Earth. Geographic clusters 
are marked by X’s with size proportional to cluster cardinality. The 
ground truth locations of the queries are surrounded by concentric 
green circles.
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where n is the number of vertices of the 
graph. The authors used a linear pro-
gramming relaxation of the balanced 
partitioning problems. Solving the lin-
ear program results in a fractional cut, 
where each edge is assigned a fraction-
al extent to which it belongs to the cut. 
The algorithm provides an interesting 
technique that “rounds” the fractional 
values to 0 or 1 and hence turns the frac-
tional cut into a real cut. Since that pa-
per, the linear programming relaxations 
and rounding paradigm proved a pow-
erful tool in approximation algorithms 
with a wide range of applications. 

The O(√log n) approximation algo-
rithm presented here is a long-awaited 
improvement in the graph partition-
ing guarantee. The paper builds on the 
improved understanding of the Leigh-
ton and Rao technique gained over 
the years. In 1994, Linial, London, and 
Rabinovich brought to light an intrigu-
ing connection between graph parti-
tioning problems and embeddings into 
high-dimensional metric spaces. A cut 
can be thought of as a simple embed-
ding into a line: vertices on one side of 
the cut are mapped to 0, and those on 
the other side to 1, and any mapping 
of the points to the one-dimensional 
metric can be thought of as combina-
tions of cuts (where the two sides of the 
cut are the nodes mapped to points ≤α 
and the nodes mapped to points ≥α for 
some value α). Leighton and Rao’s lin-
ear program is a relaxation of this one-
dimensional metric space to an arbi-
trary metric. While finding the best cut 
and the best embedding into the one-
dimensional metric are NP-complete, 
finding the best embedding to an arbi-
trary metric space can be done in poly-
nomial time. One can derive the O(log n) 
approximation by mapping the metric 
space obtained by the linear program 
into the L1 metric space so that the dis-
tances are approximately preserved, and 
then decomposing the L1 metric space 
as a product of one-dimensional met-
ric spaces. The new paper uses Euclid-

Arora,  R ao,  and    Vazirani   discuss the 
most important developments in ap-
proximation algorithms over the last 
two decades. Graph partitioning has 
played a central role in algorithms re-
search, both as an important problem 
with many applications and as a fer-
tile breeding ground for interesting 
and deep algorithmic techniques. The 
paper reviews several related papers, 
starting with the breakthrough of an 
improved O(√log n) approximation algo-
rithm based on semidefinite program-
ming and also including a faster combi-
natorial version using expander flows. 

Graph partitioning is a natural al-
gorithmic primitive in many settings, 
including data clustering, divide-and-
conquer approaches, parallel comput-
ing architectures and algorithms, and 
packet routing in distributed networks. 
A well-understood graph cut problem 
is to partition the vertices into two sets 
such that there are few edges crossing 
between the two sets. A smallest cut 
can be found in polynomial time via a 
number of different methods, includ-
ing traditional network flows. While 
minimal cuts have many applications, 
they are not useful primitives for the 
divide-and-conquer type applications; 
such cuts often result in extremely un-
balanced partitions. Graph partition-
ing refers to a broad class of partition-
ing problems that seek cuts with few 
crossing edges, where the two sides of 
the partition are more balanced. 

Finding an optimal balanced parti-
tion is intractable (NP-hard), so for the 
last 40 years attention has been focused 
on finding nearly optimal partitions; 
this has resulted in the development 
of deep techniques in approximation 
algorithms. The first major break-
through result appeared in a 1988 pa-
per by Leighton and Rao: an efficient 
algorithm that finds almost-balanced 
partitions is an O(log n) approximation 
algorithm; that is, where the number of 
edges that cross the cut is no more than 
O(log n) times more than the optimal, 

ian metrics and build on a semidefinite 
programming technique introduced by 
Goemans and Williamson that allows 
them to optimally embed the nodes of 
a graph into a high-dimensional Euclid-
ian metric. 

A well-known disadvantage of using 
general-purpose linear programming 
solvers and semidefinite programs in 
approximation algorithms is that they 
are slow. The authors here review the 
faster O(√log n) approximation algo-
rithm of Arora, Hazan, and Kale based 
on flows and the multiplicative update 
method. The connection of cut prob-
lems to certain multicommodity flow 
problems pioneered by Shahrokhi and 
Matula, who note that the edges con-
gested by the flow are the ones good 
to cut. There have since been great 
developments in solving this class of 
linear programs efficiently by using 
variants of the multiplicative update 
method. The flow problem naturally 
related to balanced cut is that of send-
ing one unit of flow between every pair 
of nodes in the graph. Edges in a small 
balanced cut will have to be congested 
as O(n2) flow wants to cross the cut. Un-
fortunately, the best routing of flow can 
have O(log n) more congestion in some 
graphs than the congestion predicted 
by small cuts, thus limiting the quality 
of the approximation bound achieved. 

To speed the computation, Leighton 
and Rao replace this all-pairs flow with 
a sparse random pairing, only sending 
flow between O(n) randomly selected 
source-sink pairs. If the graph of the 
source-sink pairs is an expander, then 
this smaller flow problem works just 
as well in the algorithm. The authors 
achieve their improved approximation 
by showing an expander exists whose 
flow can be routed with O(√log n) less 
congestion than random expanders.  

Arora, Rao, and Vazirani review an 
impressive collection of results, bring-
ing to bear a wide array of tools on an 
important problem. Combining tools 
from high-dimensional metric spaces 
with ideas from expander flows, spar-
sification, and multiplicative update 
methods results in a simple and fast 
method that achieves the improved 
O(√log n) approximation guarantee.	

Éva Tardos (eva@cs.cornell.edu) is chair of and a 
professor in the Department of Computer Science at 
Cornell University, Ithaca, NY.
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1. INTRODUCTION
“Graph partitioning” refers to a family of computational 
problems in which the vertices of a graph have to be par-
titioned into two (or more) large pieces while minimizing 
the number of the edges that cross the cut (see Figure 1). 
The ability to do so is a useful primitive in “divide and con-
quer” algorithms for a variety of tasks such as laying out 
very large circuits on laying out very large circuits on silicon 
chips and distributing computation among processors. In-
creasingly, it is also used in applications of clustering rang-
ing from computer vision, to data analysis, to learning. 
These include finding groups of similar objects (custom-
ers, products, cells, words, and documents) in large data 
sets, and image segmentation, which is the first step in im-
age analysis. Unfortunately, most graph-partitioning prob-
lems are NP-hard, which implies that we should not expect 
efficient algorithms that find optimal solutions. Therefore 
researchers have resorted to heuristic approaches, which 
have been implemented in several popular freeware codes 
and commercial packages.

The goal of this paper is to survey an interesting com-
bination of techniques that have recently led to progress 
on this problem. The original motivation for this work was 
theoretical, to design algorithms with the best provable 
approximation guarantees.* Surprisingly, these ideas have 
led also to a new framework for designing very fast and 

practically viable algorithms for this problem. On the theo-
retical end, the ideas have also led to a breakthrough in a 
long-standing open question on metric space embeddings 
from the field of function analysis, and new algorithms for 
semidefinite programming. These are all surveyed in this 
paper.

We will actually describe two disparate-seeming ap-
proaches to graph partitioning which turn out, surprising-
ly, to be related. The first approach is geometric, and holds 
the key to actually analyzing the quality of the cut found by 
the algorithm. The second approach involves routing flows 
in the graph, which we will illustrate using traffic flows in 
a road network. This approach holds the key to designing 
algorithms that run fast. The relationship between these 
two approaches derives from the fact that they are (rough-
ly) dual views of each other, thus resulting in algorithms 
which are both fast and also produce high-quality cuts.

Below, we first sketch the two approaches, and give more 
details in Sections 2 through 4.

1.1. Sketch of the geometric approach
Let us start by describing the geometric approach. We 
draw  the graph in some geometric space (such as the unit 
disk in two-dimensional Euclidean space ℜ2), such that the 
average length of an edge is short—i.e., the distance be-
tween its endpoints is small—while the points are spread 
out. More precisely, we require that the distance between 
the average pair of vertices is a fixed constant, say 1, while 
the distance between the average adjacent pair of vertices is 
as small as possible. We will refer to this as an embedding of 
the graph in the geometric space.

The motivation behind the embedding is that proxim-
ity in the geometric space roughly reflects connectivity in 
the graph, and a good partition of the graph should corre-
spond to separating a large area by cutting along a geomet-
ric curve. Indeed, given the properties of the embedding, 
even a “random partition” of the space by a simple line or 
curve should work well! The typical edge is unlikely to be 
cut by a random partition since it is short while a typical 
pair of vertices is likely to be separated since the distance 
between them is large. This means that the expected num-
ber of vertices on each side of the cut is large while the ex-
pected number of edges crossing the cut is small.†

The actual space that our algorithm will “draw” the 
graph in is not two-dimensional Euclidean space ℜ2, but 

*  We say that the approximation guarantee of the algorithm is C if given any 
graph in which the best cut has k edges, the algorithm is guaranteed to find 
a cut which has no more than C . k edges. Sometimes, we also say the algo-
rithm is a C-approximation.

Figure 1: A graph and a partition into two subsets S, S
_

. In this 
case, the two subsets have equal number of vertices; such a  
partition is called a bisection. The number of edges crossing the  
cut is 7. If the number of vertices on the two sides is within  
a constant factor of each other (say, factor 2), then we call  
the partition balanced. Balanced partitions are useful in many  
applications.

S
S
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the surface of the unit sphere in an n-dimensional Euclid-
ean space, where n is the number of graph vertices. More-
over, the “distance” between points in this space is defined 
to be the square of the Euclidean distance. This means that 
we draw the graph so that the sum of squares of the lengths 
of the edges is as small as possible, while requiring that the 
square of the distance between the average pair of points is 
a fixed constant, say 1.

There are some important additional constraints that 
the geometric embedding must satisfy, which we have 
suppressed in our simplified outline above. These are 
described in Section 2, together with details about how a 
good cut is recovered from the embedding (also see Figure 
3 in Section 2). In that Section, we also explain basic facts 
about the geometry of n-dimensional Euclidean space that 
are necessary to understand the choice of parameters in 
the algorithm. The proof of the main geometric theorem, 
which yields the ( )logO n  bound on the approximation 
factor achieved by the algorithm, makes essential use of a 
phenomenon called measure concentration, a cornerstone 
of modern convex geometry. We sketch this proof in Sec-
tion 6.

The main geometric theorem has led to progress on a 
long-standing open question about how much distortion is 
necessary to map the metric space l1 into a Euclidean met-
ric space. This result and its relation to the main theorem 
are described in Section 7.

1.2. Sketch of the flow-based approach
We now describe the flow-based approach that holds the 
key to designing fast algorithms. In Section 3, we mention 
why it is actually dual to the geometric approach. To visual-
ize this approach imagine that one sunny day in the San 
Francisco Bay area, each person decides to visit a friend. 
The most congested roads in the resulting traffic nightmare 
will provide a sparse cut of the city: most likely cutting the 
bridges that separate the East bay from San Francisco.*

More formally, in the 1988 approach of Leighton and 
Rao14 (which gives an O(log n)-approximation to graph-
partitioning problems), the flow routing problem one 
solves is this: route a unit of flow between every pair of 
vertices in the graph so that the congestion on the most-
congested edge is as small as possible; i.e., route the traffic 
so that the worst traffic jam is not too bad. A very efficient 
algorithm for solving this problem can be derived by view-
ing the problem as a contest between two players, which 
we can specify by two (dueling) subroutines. Imagine that a 
traffic planner manages congestion by assigning high tolls 
to congested edges (streets), while the flow player finds 
the cheapest route along which to ship each unit of flow 

(thereby avoiding congested streets). In successive rounds, 
each player adjusts the tolls and routes respectively to best 
respond to the opponent’s choices in the previous round. 
Our goal is to achieve an equilibrium solution where the 
players’ choices are best responses to each other. Such an 
equilibrium corresponds to a solution that minimizes the 
maximum congestion for the flow player. The fact that an 
equilibrium exists is a consequence of linear program-
ming duality, and this kind of two-player setting was the 
form in which von Neumann originally formulated this 
theory which lies at the foundation of operations research, 
economics, and game theory.

Indeed, there is a simple strategy for the toll players so 
that their solutions quickly converge to a nearly optimal 
solution: assign tolls to edges that are exponential in the 
congestion on that edge. The procedure in Figure 3 is guar-
anteed to converge to solution where the maximum con-
gestion is at most (1 + e) times optimal, provided m ≥ 1 is a 
sufficiently close to 1. The number of iterations (i.e., flow 
reroutings) can also be shown to be proportional to the 
flow crossing the congested cut.

But how do we convert the solution to the flow routing 
problem into a sparse cut in the graph? The procedure is 
very simple! Define the distance between a pair of vertices 
by the minimum toll, over all paths, that must be paid to 
travel between them. Now consider all the vertices within 
distance R of an arbitrary node u. This defines a cut in the 
graph. It was shown by Leighton and Rao,14 that if the dis-
tance R is chosen at random, then with high probability the 
cut is guaranteed to be within O(log n) times optimal. The 
entire algorithm is illustrated in the figure below.

Here is another way to think about this procedure: we 
may think of the tolls as defining a kind of abstract “ge-
ometry” on the graph; a node is close to nodes connected 
by low-toll edges, and far from nodes connected by large 
toll edges. A good cut is found by randomly cutting this ab-
stract space. This connection between flows and geometry 
will become even stronger in Section 3.

In our 2004 paper,6 we modified the above approach by 
focusing upon the choice of the traffic pattern. Instead of 
routing a unit of flow between every pair of vertices—i.e., a 
traffic pattern that corresponds to a complete graph—one 
can obtain much better cuts by carefully choosing the traffic 

†  It may appear strange to pick a random partition of this geometric space 
instead of optimizing this choice. Though some optimization is a good idea 
in practice, one can come up with worst-case graphs where this fails to pro-
vide substantial improvements over random partitions. A similar statement 
holds for other algorithms in this paper that use random choices.
*  Of course, unlike San Francisco’s road system, a general graph cannot be 
drawn in the Euclidean plane without having lots of edge crossings. So, a 
more appropriate way of picturing flows in a general graph is to think of it 
as a communications network in which certain vertex pairs (thought of as 
edges of the “traffic graph”) are exchanging a steady stream of packets.

Figure 2: Parameter m depends upon e, which specifies the accuracy 
with which we wish to approximate the congestion.

Route Paths and Cut Input: G = (V, E) Maintain: d(.) on the edges of G. 

Initially d(e) = 1.

1. D o until the maximum d(e) is n,

  (a) C hoose a random (i, j) pair.

  (b)  Find a shortest path, p, from i to j.

  (c)  Multiply d(e) on each edge of p by m.

2. �C hoose a value d randomly and an arbitrary node u and return the set of 

nodes within distance d of u.
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pattern. We showed that for every graph there is a traffic 
pattern that reveals a cut that is guaranteed to be within 

( )logO n  times optimal. This is proved through a geo-
metric argument and is outlined in Section 3. An efficient 
algorithm to actually find such a traffic pattern, the routing 
of the flow, and the resulting cut was discovered by Arora, 
Hazan, and Kale.2 The resulting Õ(n2) implementation of an 
( )logO n  approximation algorithm for sparse cuts is de-

scribed in Section 4. Thus, one gets a better approximation 
factor relative to the Leighton–Rao approach without a run-
ning time penalty. Surprisingly, even faster algorithms have 
been discovered.4,12,16 The running time of these algorithms 
is dominated by very few calls to a single commodity max-
flow procedure which are significantly faster in practice 
than the multicommodity flows used in Section 4. These 
algorithms run in something like O(n1.5) time, which is the 
best running time for graph partitioning among algorithms 
with proven approximation guarantees. We describe these 
algorithms and compare them to heuristics such as METIS 
in Section 5.

2. THE GEOMETRIC APPROACH AND THE  
ARV ALGORITHM
In this Section, we describe in more detail the geometric 
approach for graph partitioning from our paper.6 Hence-
forth refered to as the ARV algorithm. Before doing so, let 
us try to gain some more intuition about the geometric ap-
proach to graph partitioning. We will then realize that the 
well-known spectral approach to graph partitioning fits 
quite naturally in this setting.

2.1. The geometric approach
In Section 1, we introduced the geometric approach by say-
ing “We draw the graph in some geometric space (such as 
the two-dimensional Euclidean space ℜ2). . . .” Well, let us 
consider what happens if we draw the graph in an even sim-
pler space, the real line (i.e., ℜ). This calls for mapping the 
vertices to points on the real line so that the sum of the (Eu-
clidean) distances between endpoints of edges is as small 
as possible, while maintaining an average unit distance be-
tween random pairs of points. If we could find such a map-
ping, then cutting the line at a random point would give an 
excellent partition. Unfortunately, finding such a mapping 
into the line is NP-hard and hence unlikely to have efficient 
algorithms.

The popular spectral method does the next best thing. 
Instead of Euclidean distance, it works with the square of 
the Euclidean distance—mapping the vertices to points 
on the real line so the sum of the squares of edge lengths 
is minimized, while maintaining average unit squared dis-
tance between a random pair of points. As before, we can 
partition the graph by cutting the line at a random point. 
Under the squared distance, the connection between 
the mapping and the quality of the resulting cut is not 
as straightforward, and indeed, this was understood in a 
sequence of papers starting with work in differential ge-
ometry in the 1970s, and continuing through more refined 
bounds through the 1980s and 1990s.1,8,18 The actual algo-
rithm for mapping the points to the line is simple enough 

that it might be worth describing here: start by assigning 
each vertex i a random point xi in the unit interval. Each 
point xi in parallel tries to reduce the sum of the squares of 
its distance to points corresponding to its adjacent verti-
ces in the graph, by moving to their center of mass. Rescale 
all the xi’s so that the average squared distance between 
random pairs is 1, and repeat. (To understand the process 
intuitively, think of the edges as springs, so the squared 
length is proportional to the energy. Now the algorithm is 
just relaxing the system into a low-energy state.) We note 
that this is called the spectral method (as in eigenvalue 
spectrum) because it really computes the second largest 
eigenvector of the adjacency matrix of the graph.

2.2. The ARV algorithm
The algorithm described in Section 1.1 may be viewed as a 
high-dimensional analog of the spectral approach outlined 
above. Instead of mapping vertices to the line, we map them 
to points on the surface of the unit sphere in n-dimensional 
Euclidean space. As in the spectral method, we work with 
the square of the distance between points and minimize 
the sum of the squares of the edge lengths while requiring 
that the square distance between the average pair of points 
is a fixed constant, say 1. The sum of squares of lengths of 
all edges is called the value of the embedding.

How closely does such an embedding correspond to a 
cut? The ideal embedding would map each graph vertex 
to one of two antipodal points on the sphere, thus cor-
responding to a cut in a natural way. In fact, the value of 
such an embedding is proportional to the number of edges 
crossing the cut. It follows that the minimum-value two-
point embedding corresponds to an optimal partitioning 
of the graph.

Unfortunately, the actual optimal embedding is un-
likely to look anything like a two-point embedding. This 
is because squaring is a convex function, and typically we 
should expect to minimize the sum of the squared lengths 
of the edges by just sprinkling the vertices more or less uni-
formly on the sphere. To reduce this kind of sprinkling, we 
require the embedding to satisfy an additional constraint 
(that we alluded to in Section 1.1): the angle subtended by 
any two points on the third is not obtuse. The equivalent Py-
thogorean way of saying this is that the squared distances 
must obey the triangle inequality: for any triple of points u, 

Figure 3: A graph and its embedding on the d-dimensional Euclidean 
sphere. The triangle inequality condition requires that every two 
points subtend a non-obtuse angle on every other point.

No obtuse
angles

Unit sphere in �d
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u, w, |u − u|2 + |u − w|2 ≥ |u − w|2. The two-point embedding 
remains viable since it satisfies this constraint. By contrast, 
the spectral method described above fails to meet this con-
dition, since any three distinct points on a line form an ob-
tuse triangle. (See the accompanying box for a discussion 
of the hypercube, which is a graph that provides an intui-
tive picture about the nature of this constraint.)

The conditions satisfied by the embedding are formally 
described in Figure 4. An embedding satisfying these con-
ditions in a sufficiently high-dimensional space can be 
computed in polynomial time by a technique called SDP. 
A  semidefinite program is simply a linear program whose 
variables are allowed to be certain quadratic functions. In 
our case, the variables are squared distances between the 
points in ℜd. Indeed, researchers have known about this 
approach to graph partitioning in principle for many years 
(more precisely since10,15), but it was not known how to ana-
lyze the quality of cuts obtained. For a survey of uses of SDP 
in computing approximate solutions to NP-hard problems, 
see.9

The specific conditions in Figure 4 were chosen to ex-
press the semidefinite relaxation of the graph min-bisec-
tion problem, where the two sides of the cut have to be of 
equal size. In this case, a feasible solution is to map each 
partition of an optimal bisection to two antipodal points. 
Therefore, the optimal solution to the SDP provides a lower 
bound on the cost of the optimal bisection. How do we re-
cover a good bisection from this embedding? This is a little 
more involved than the simple “random partition” tech-
nique described in the previous subsection.

The key to finding a good cut is a result from6 that any 
embedding satisfying all the above conditions is similar to 
a two-point embedding in the following sense: given such 
an embedding {u1, . . . , un}, we can efficiently find two dis-
joint “almost antipodal” sets, S and T, each with Ω(n) points 
that are at least ( )1/ log n∆ = Ω  apart. That is, every point 
in S has distance at least ∆ from every node in T. Once the 
sets S and T are identified, there is a very simple procedure 

Figure 4: Criteria for geometric embedding.

Let the ith vertex get mapped to the point ui. The mapping must satisfy the 

following conditions:

•  The points lie on the unit sphere:
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Example: the hypercube

Insisting that the embedding of the graph into ℜd satisfies the triangle in-

equality is quite a severe constraint. Indeed, on the surface of a unit sphere 

in d dimensions, the maximum number of distinct points that can satisfy 

this condition is 2d. An extreme example is the d-dimensional hypercube, 

which has exactly n = 2d points. The points are identified with vectors in 

{−1, +1}d, and these vectors obey the triangle inequality since they do so 

coordinate wise.

Each point of the d-dimensional hypercube is connected by an edge to 

exactly d other points—those that differ from it in exactly one coordinate. The 

optimal bisection cut corresponds to any one of the d dimensions: separate 

the points according to whether that particular coordinate is −1 or +1. The 

number of edges crossing this cut is exactly n/2 = 2d−1, one for each 1-pair.

Another natural way of bisecting the d-dimensional hypercube is by a 

level cut. Imagine that we arrange the points on levels according to the sum 

of the coordinates. There are exactly d + 1 levels where the jth level has ex-

actly    
d
j  points. The bisection cut separating the lowest d/2 levels from the 

remaining d/2 levels has ( 2 )ddΘ  edges (which is ( ) ( )Θ = Θ logd n  fac-

tor worse than optimal bisection cut). This is because the middle level has 

roughly 2 /d d  points, and each point has d/2 edges that cross the cut. The 

interesting thing is to note that there was nothing special about the sum of 

coordinates, and indeed we could start with any point u at the lowest level, 

and then assign the rest of the points of the hypercube to levels according 

to their distance from u. The number of distinct level cuts is 2d − 1 (choosing 

u or its “antipodal” point leads to the same level sets).

Our algorithm uses a random projection to define a cut. When run on the 

hypercube, this corresponds to finding a level cut. Thus, the algorithm fails 

to discover anything close to one of the d optimal dimension cuts. In this 

case, the algorithm’s answer is indeed logn factor away from optimal.
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for finding a balanced partitioning of the vertices with few 
crossing edges.† This is done as follows: simply pick a ran-
dom distance 0 ≤ r ≤ ∆, and select every vertex i such that ui 
is within r of some point in S, i.e. for some x ∈ S, |ui − x|2 ≤ 
r. To see that this works, note that the probability that any 
edge e with length l(e) is in the cut is at most l(e)/∆. Thus, 
the typical number of edges crossing such a cut is at most 
1/∆ times the total length of the edges (which, recall, is at 
most the size of the optimal cut). This yields an ( )logO n
-approximation algorithm since ( )1/ log n∆ = Ω .

We now turn our attention to actually finding the almost 
antipodal sets S and T. Before we do so, it is instructive to 
understand an important geometric property of a high-
dimensional Euclidean space ℜd. Consider projecting the 
surface of the unit sphere on to a line u through its center. 
Clearly, the points on the sphere will project to the interval 
[−1, 1]. If we start from a uniformly random point u on the 
sphere, what is the distribution of the projected point (u, u) 
in [−1, 1]? It turns out that the projected point has a Gauss-
ian distribution, with expectation 0 and standard deviation 
1/ d . This means that the expected squared distance of a 
projected point from the center is 1/d, and a constant frac-
tion of the surface of the sphere is projected at least 1/ d  
away from the origin. Another way to say all this is that if 
we consider slices of the sphere by parallel hyperplanes the 
surface area of the slices vary like a Gaussian according to 
distance of the slice from the center of the sphere.

Now returning to our procedure for identifying sets S and 
T from the embedding of the graph, we start by projecting 
the n points u1, . . . , un on a randomly chosen line u→ through 
the center. We discard all points whose projection has abso-
lute value less than 1/ d . The remaining points form two 
sets P and N, according to whether their projection is posi-
tive or negative. By the Gaussian property above, the sets P 
and N have expected size Ω(n). Ideally, we would like to stop 
here and assert that every point in x∈ P is far from every 
point in y ∈ N.

Indeed, it is true (and easily checked) that with high 
probability over the choice of the line on which we are 

doing the projection, |x − y|2 ≥ 1/log n. However, we actu-
ally want a greater separation of 1/ log ,n∆ =  so we enforce 
this condition by sequentially deleting pairs {x, y} that vio-
late it. The remaining points define two sets S ⊆ P and T ⊆ 
N which are ∆-separated. The difficult part is to show that 
S and T have cardinality Ω(n). For the interested reader, we 
have sketched the main ingredients of the proof of this fact 
in Section 6. Figure 6 below summarizes the resulting algo-
rithm for finding a good cut.

3. EXPANDER FLOWS
In Section 1.2, we described a dual flow-based approach to 
partitioning a graph. In this section, we describe how to ex-
tend that to the expander flow framework, which leads to 
an efficient implementation of the ( )logO n  approxima-
tion algorithm. Before we can describe this new framework, 
we must introduce a number of new concepts. Let us start 
by recalling the San Francisco Bay Area traffic nightmare 
scenario of Section 1.2, where we chose to route a traffic 
pattern described by a complete graph. We described an ef-
ficient algorithm for computing good routes for the traffic 
to minimize the worst traffic jams. We also showed how to 
use the resulting information to actually find a good parti-
tion for the county’s road network.

In this section, we will focus on the choice of traffic 
pattern. We will see that choosing the traffic pattern in a 
clever way will reveal a much better partition of the road 
network. To begin with, notice that if the traffic pattern is 
very local—for example, if each person visits a friend who 
lives a few blocks away—then the precise location of the 
congested streets has little information about the actual 
bottlenecks or sparse cuts in the underlying road network. 
So we start by formally understanding what kinds of traffic 
graphs will reveal the kind of information we seek. To be 
more concrete, by the traffic graph, we mean the weighted 
graph in which nodes i and j have an edge of weight cij if 
they have a flow rate cij between them.

We require the traffic graph to be “expanding,” that is, 
the total traffic flow out of every subset of nodes is pro-
portional to the number of nodes in the subset. In more 

†  Note that we started off trying to find a partition into sets of equal size, but 
this method will only yield a partition in which the two sets have sizes within 
a factor 2 of each other.

Figure 5: Procedure to produce a cut from the embedding of the 
graph on the sphere. The points in the thin slice in the middle are 
thrown out.

Unit sphere in �d

S

Figure 6: Finding a good cut.

Given the embedding u1, . . . , un.

•  Pick a random line u
→

 through the origin.
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•  �Discard pairs of points from x ∈ P and y ∈ N such that 
2

1/ log .x y n− ≤ ∆ =

  Call the resulting sets S and T.

•  �Choose random 0 ≤ r ≤ ∆, and let X = {i : |ui − x|2 ≤ r} for some x ∈ S.

•  Output partition (X, V – X).
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mathematical language, we say that a cut (S, V − S) is b-ex-
panding, if the edges crossing this cut have total weight at 
least b times min{|S|, |V − S|}. A graph H(V, F) is said to be 
a b-expander, for some constant b, if for every for subset S ⊆ 
V, the cut (S, V − S) is b-expanding. Expander graphs have no 
small graph separators. Here, we will be interested in traf-
fic graphs that are b-expanders for some constant b, and 
where the maximum degree of a node is at most d for some 
constant d. (The degree of a vertex is the sum of weights of 
all edges incident to it. We assume that the degree of each 
vertex is at least 1.) An important property of this class of 
graphs is that there is an efficient test to distinguish con-
stant degree expander graphs from graphs with small sepa-
rators. Indeed, this test is based on the spectral method, 
which works very well for constant degree expanders.

We said earlier that a clever choice of traffic graph will 
reveal a better way to partition the road network graph. 
How do we make this clever choice? The idea behind the 
new algorithm is to search for the best “expanding” traffic 
graph: which means among all expanding traffic graphs 
pick one that leads to the smallest traffic jams. This might 
seem counterintuitive. Shouldn’t locating the worst cut 
correspond to finding a traffic pattern that leads to the 
worst traffic jams?

To understand this point more clearly, let us introduce 
some notation. Let G(V, E) be the graph that we wish to 
partition, and H(V, F) be an expander graph on the same 
vertex set that we use as the traffic graph to route a traf-
fic flow in G. Recall that this means that one unit of flow 
must be shipped between each pair of nodes connected by 
an edge in F. (In fact, the algorithm must allow fractional 
edges in F, which our description will ignore.) Suppose a 
is such that the sparsest cut in G(V, E) separates the set of 
vertices S ⊆ V from V − S, by cutting only a|S| edges. Thus 
a is a measure of how sparse the optimum cut is. Now, re-
gardless of how the flow corresponding to H(V, F) is routed 
in G(V, E), at least |S| units of flow (traffic) must be routed 
between S and V – S. Since this must be routed through a 
bottleneck containing only a|S| edges, it follows that the 
worst edge-congestion must be at least 1/a. The real is-
sue in designing an approximation algorithm for sparsest 
cuts is this: how much larger can the edge-congestion be 
than this lower bound of 1/a? If it is no larger than C/a, 
then it will follow that we can approximate the sparsest 
cut (at least its numerical value) to within a factor of C in 
the worst case. To obtain the best results, we must try to 
minimize C. In other words, we wish to pick an expanding 
traffic graph which leads to the smallest traffic jams.

The main result in ARV6 on expander flows states that for 
any graph G(V, E) there is an expander graph H(V, F) that can 
be routed in G(V, E) with congestion at most ( )log /O n a . 
Moreover, using the powerful computational hammer of 
the ellipsoid algorithm for linear programming, the ex-
pander graph H(V, F) as well as its routing in G(V, E) mini-
mizing edge-congestion can be computed in polynomial 
time. This gives an algorithm for sparsest cuts, different 
from the geometric one presented earlier, yet achieves the 
same ( )logO n  approximation factor in the worst case. 
It also serves as a starting point for a new framework for 

designing very efficient algorithms for finding sparse cuts.
In the rest of this section, we will sketch the proof of 

the main expander flows result of ARV.6 To do so, we shall 
generalize the router/toll-collector game from Section 1.2 
to incorporate the selection of an expanding traffic graph. 
The existence of an expanding traffic graph that achieves 
the desired ( )logO n  bound will follow from understand-
ing the equilibrium of the game. Since we are interested in 
the equilibrium solution, rather than detailing an efficient 
procedure for getting to equilibrium, it is easier to formu-
late the game as lasting for a single round.

In the generalized game, the toll-collector not only spec-
ifies a toll for each edge (the sum of all edge tolls is n, the 
number of vertices in G), but also a set of prizes. Each prize 
is associated with a cut in the graph, and is collected when 
a path crosses the cut. The number of possible cuts is 2n of 
course, and the toll collector selects some subset of cuts to 
place prizes on, such that the sum of all cut prizes is 1. We 
associate with each pair of vertices the total prize for mov-
ing from one vertex to another—the sum of cut prizes for 
all cuts that separate the two vertices. The task of the rout-
ing player is to select a pair of vertices, separated by total 
cut prize of at least b (where b is a given constant), such 
that the total toll paid in moving between these vertices is 
as small as possible. The goal of the toll player is to assign 
edge tolls and cut prizes to maximize the toll paid by the 
routing player. It can be shown using linear programming 
duality that this payoff is essentially the congestion of the 
best expander flow. The main idea is that the flow player’s 
optimal strategy is specified by a probability distribution 
over pairs of vertices, which we may view as defining the 
desired expander graph (for any balanced cut, a random 
edge from this graph must cross the cut with probability 
at least b).

Let us consider how the toll player can maximize his 
take. Assume that G(V, E) has a balanced separator with an 
edges crossing the cut. Then by assigning a prize of 1 to this 
cut and a toll of 1/a on each edge of this cut, the toll player 
can force the routing player to pay at least 1/a, simply be-
cause the routing player is forced to route flow between two 
vertices on opposite sides of this optimal cut. Can the toll 
player force the route player to pay a lot more? We show 
that he cannot force him to pay more than ( )log /O n a : 
no matter how the toll player determines tolls and picks a 
set of cuts, the routing player can always pick a pair of verti-
ces which are separated by a b fraction of the cuts, and such 
that the cheapest path between them costs ( )log /O n a . 
The proof of this fact relies upon the geometric view from 
the previous section.

To make this connection, we start by viewing the set of 
cuts as defining a hypercube—each cut corresponds to a 
dimension, and each vertex gets a ±1 label depending upon 
which side of the cut it lies. It is natural to associate each 
vertex in the graph with a vertex of the d-dimensional hy-
percube, where d is the number of cuts. We observed in the 
previous section that the d-dimensional hypercube can be 
embedded on the surface of a unit sphere in ℜd and satisfy 
the triangle inequality. By the main geometric theorem of 
ARV, it follows that there are two large almost antipodal 
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sets S, T, each with O(n) vertices, such that every pair of ver-
tices x ∈ S and y ∈ T is at least 1/ log n  apart. In our exam-
ple, this means that there are large sets of vertices S, T such 
that every pair of vertices x ∈ S and y ∈ T lies on opposite 
sides of at least 1/ log n  fraction of the cuts. By a simple 
averaging argument, since every cut separating S from T 
has at least an edges, there must be a pair of vertices x and 
y which are connected by a path of cost at most 1/a.

We are not quite done yet, since we must actually exhibit 
a pair of vertices that lie on opposite sides of b fraction of 
cuts. So far, we have only exhibited a pair of closely vertices 
that lie on opposite sides of 1/ log n  fraction of the cuts. 
The last step in the proof is to piece together a sequence 
of ( )logO n  pairs to obtain a pair of vertices that lie on 
opposite sides of b fraction of the cuts, and which are con-
nected by a path of cost ( )log /O n a . To carry out this last 
step, we actually have to appeal to the internal structure of 
the proof establishing the existence of the antipodal sets S 
and T. This “chaining” argument has found other uses in 
other research in the last few years.

3.1. The duality connection
There is a notion of duality for SDP and an expander flow 
turns out to be a type of dual solution to the semidefinite 
program outlined in Figure 1. Thus as in all settings involv-
ing duality, a dual solution can be seen as “certifying” a 
lower bound on the optimal value of the primal. Thus, the 
expander flow is a way to certify a lower bound on the size 
of the optimal cut.

4. AHK ALGORITHM FOR FINDING EXPANDER FLOWS
Arora, Hazan, and Kale (AHK)2 managed to turn the 
1-round game described in the previous section into an 
efficient algorithm, specifically, by designing efficient 
strategies for the toll player and the routing player.

During the AHK algorithm, the routing player main-
tains a traffic graph and the toll player maintains edge 
tolls and cut prizes as above. At each round, the toll 
player does spectral partitioning on the current traffic 
graph, finds a sparse cut in it, and places some nonze-
ro prize on it. (This requires adjusting down the prizes 
on existing cuts because the net sum has to stay 1.) The 
routing player then finds pairs of nodes as mentioned in 
Section 3—namely, a pair whose prize money is at least 
b and whose edge-toll-distance is smallest—and adds 
the resulting paths to the traffic graph (again, this re-
quires adjusting the values of the existing edges in the 
traffic graph because the total degree of each node in 
the traffic graph is constant). The game finishes when 
the traffic graph is a b-expander, a condition that can be 
checked by the spectral methods mentioned earlier.

With some work, each round can be implemented 
to run in O(n2) time. The key to the performance of the 
algorithm lies in the fact that the readjustment of tolls 
can be done in a way so that the game finishes in O(log 
n) rounds, which results in a running time of O(n2 log 
n). This uses a feasible version of von Neumann’s min–
max theorem that Arora, Hazan, and Kale (in a separate 
survey paper 3) call the multiplicative weight update rule: 

the toll player updates tolls on the edges and cuts ac-
cordingly by always multiplying or dividing by a fixed 
power of the quantity (1 + e) where e is small. (This up-
dated rule has been around for five decades and been 
rediscovered in many settings including convex optimi-
zation and machine learning; see3 for a survey.) They set 
up the game with some care so that the toll on an edge 
at any time is an exponential function of the flow routed 
through it, which is where the logarithmic bound on the 
number of rounds comes from.

4.1. Faster algorithms for semidefinite programs
Motivated by the above discoveries, Arora and Kale4 have 
designed a new combinatorial approach for computing 
approximate solutions to SDPs. This is important because 
solving SDPs usually is quite slow in practice (though poly-
nomial time in theory). Their idea is to define a multipli-
cative weight update rule for matrices, which is used in a 
primal-dual fashion to get a quick approximation. The 
algorithm has some formal similarities to the “random 
walk” idea described in Section 5. They obtain the best 
running times known for a host of SDP-based approxima-
tion algorithms. For finding cuts, one may prefer the algo-
rithms of the next section on account of simplicity, though 
the Arora–Kale approach is comparable in running time 
and approximation factor. Again, we refer the reader to the 
survey.3

5. TOWARD PRACTICAL ALGORITHMS
So far, we have described a framework for improving the 
approximation factor or the quality of cut found by graph-
partitioning algorithms. In this section, we describe an 
algorithm of Khandekar, Rao, and Vazirani12 that modifies 
the framework to design a much faster algorithm for graph 
partitioning—its running time is bounded by a small num-
ber of calls to a single commodity max-flow subroutine. As 
in the AHK algorithm from the previous section, the new al-
gorithm may also be viewed as a contest between two play-
ers, though the underlying game, called the cut-matching 
game, is slightly different.

The object of the cut-matching game, played over a 
sequence of rounds, is to construct an expanding traffic 
graph. Initially, the traffic graph is the empty graph on n 
vertices. In each round, the cut player chooses a bisection 
of the vertex set, and the matching player specifies a per-
fect matching that pairs up vertices across the bisection. 
The edges of the perfect matching are added to the traffic 
graph, and the game continues until the traffic graph has 
expansion greater than 1. The goal of the cut player is to 
minimize the number of rounds before the game ends. The 
matching player, of course, tries to prolong the game.

How does the cut-matching game relate to partitioning a 
given graph G(V, E)? Given a bisection, the matching player 
tries to find a perfect matching that can be routed through 
G(V, E) with small congestion. This is accomplished by 
performing a single max-flow computation, and the cor-
responding min-cut is a candidate partition of G(V, E) (see 
Figure 5).

The cut player uses a novel spectral type algorithm, 
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described in the box below, to find a bisection in almost 
linear time. It can be shown that by following this strategy 
the cut player can limit the number of rounds of the game 
to O(log2 n). Now the best candidate partitioning among 
the O(log2 n) rounds is the output of the algorithm, and 
can be shown to be within a O(log2 n) factor of the optimal 
partition.

The total running time of the matching player is bound-
ed by O(log2 n) invocations of single commodity max-flow 
computations. This is the dominant term in the running 
time of the algorithm, since the cut player runs in nearly 
linear time.

The overall algorithm starts by invoking the cut player 
with the empty set of matchings and invokes the cut player 
and matching player for O(log2 n) rounds. Each invocation 
of the matching player results in a candidate partition of 
the graph given by the min-cut in the invocation of the 
max-flow procedure. The algorithm outputs the best candi-
date partition over all the rounds. It was shown in12 that the 
approximation factor achieved by this partition is O(log2 
n). As mentioned in Section 4, a different primal-dual algo-
rithm (with some formal similarity to the above algorithm) 
was used4 to improve the algorithm to yield an approxima-
tion factor of O(log n). This result was recently matched 
in16 by an algorithm that stays within the framework of 
the cut-matching game. They also showed that the best 

approximation factor that can be obtained within the cut-
matching framework is Ω( log n ). Designing a O( log n ) 
approximation algorithm in the cut-matching framework 
remains an intriguing open question.

It is instructive to compare the flow-based algorithm de-
scribed here to a clustering-based heuristic embodied in the 
widely used program METIS.11 That heuristic proceeds by 
collapsing random edges until the resulting graph is quite 
small. It finds a good partition in this collapsed graph, and 
successively induces it up to the original graph, using local 
search. The flow-based algorithm may be viewed as a con-
tinuous version of this heuristic since each matching may 
be thought of as “virtually collapsing” each matched pair. 
In particular, early iterations of the flow-based algorithm 
will select matchings that mostly consist of random edges. 
Moreover, the cuts provided by the cut player will rarely 
partition the resulting connected components. Thus, it 
will proceed very much like METIS. Indeed, this algorithm 
might have an advantage over METIS since the “virtual col-
lapsing” of edges in the actual sparse cut need not preclude 
finding this cut.

We point the reader interested in empirical results to 
Chris Walshaw’s graph-partitioning benchmark (http://
staffweb.cms.gre.ac.uk/ c.walshaw/partition/), which pro-
vides results of various heuristics on an interesting set 
of benchmarks. The impressive results for METIS can be 
compared to SDP (by Lang and Rao), which uses a simpli-
fied version of SDP with a max-flow cleanup. Though this 
resembles the max-flow-based algorithm described in this 
section, to  our  knowledge, the specific algorithms dis-
cussed in this paper have yet to be rigorously compared 
against METIS.

6. CORRECTNESS PROOF FOR THE  
GEOMETRIC APPROACH
In this section, we sketch a proof of the main geometric the-
orem of, 6 for any well-separated set of points on the surface 
of the unit sphere in ℜd that satisfy the triangle inequality, 
there are two linear-sized almost antipodal sets, S,T, that are 

1/ log ,n∆ =  separated. The sketch here also incorporates a 
simplification due to Lee.13

Recall that our procedure for identifying these two sets S, 
T was to project the points on a random line u→ through the 
origin, discard all points whose projection has absolute value 
less than 1/ d , and label the remaining points as being in 
P and N, according to whether their projection is positive or 
negative. We then discarded pairs of points from the two sets 
that were less than ∆ separated, to finally obtain sets S and T.

For the theorem to fail, for most choices of directions u→, 
most points must be paired and discarded. Recall that for a 
pair to be discarded, the points must be ∆-close to each other 
while their projection on u→ must be at least = 2

d
se  apart. 

These discarded pairs form a matching for that direction. Let 
us make a simplifying assumption that all n points are paired 
and discarded in each direction. (In the actual proof, we use 
an averaging argument to show that there are Ω(n) points 
such that in most directions a constant fraction of them is 
matched.)

The overall plan is, given a random direction u→, to piece 

Procedure: Matching Player

Input: Bisection (S and V – S), of graph G.

•  �Run a concurrent flow computation between S and V – S.

 � Formulate a flow problem where each node in S is a source and 

each node in V – S is the sink of one unit of flow.

 �T he goal is to satisfy each source and sink while minimizing the 

maximum integral flow across any edge of G.  This is a standard 

single commodity flow problem.

•  �Decompose the flow into n/2 source-sink paths to obtain the 

matching:

 � Greedily follow a path of positive flow arcs from a source node u to 

some sink. Remove this path from the flow, and repeat.

•  �Output the matching.

Procedure: Cut Player

Input: Set {M1, . . . , MT} of perfect matchings.

1. L et u0 be a random n-dimensional unit vector.

2.  For t = 1 to T

       For each edge {i, j} ∈ Mt

       −ut + 1 (i) = (ut (i ) + ut( j) )/2

3. O utput cut (S, V – S), where

              S = {i : uT(i) ≤ m},

   with m being the median value of the uT(i)’s.
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together a sequence of matched edges, each with a large pro-
jection onto u→, into a path., i.e., we find a sequence of points 
x1, . . . , xl with the property that on average (xi − xi+i, u) ≥ Œ/2 
and therefore (x1 − xl, u) ≥ l Œ/2. On the other hand, since  
|xi − xi+1|2 ≤ ∆, triangle inequality implies that |x1 − xl|

2 ≤ l∆, 
and therefore |x1 − xl| ≤ l∆ . Note that Œ was chosen to be 
(roughly) the standard deviation of the projection length 
of a unit vector. Therefore, the projection length of x1 − xl is 

/t l= ∆  many standard deviations from its mean. The prob-
ability that the projection is t standard deviations from its 
mean is at most e−t2/2. So if the number of hops l in the path is 

( )log nΩ , then the probability of this event is polynomially 
small. We get a contradiction by applying the union bound to 
the n2 pairs of points.

The main challenge then is to piece together such a path. 
To find a path for a direction u, we clearly cannot limit our-
selves to the matching in that direction. To understand how 
matchings for different directions relate to each other, we 
need two new ideas. Let us first introduce some notation.

Recall that each point u has a matched pair for half the di-
rections (i.e., either for u→ or −u→). We say that u is e-covered in 
these directions. And we say that u  is (e, d)-covered if, u is e-
covered for atleast d measure of directions.

The first idea is simple: if u is e covered in direction u→, then 
it is almost e-covered in every neighboring direction u→′. Quan-
titatively, let |u→ − u→′| ≤ g  then u is (e − 2g )-covered in direction 
u→′. This fact follows from elementary geometry.

The second idea is to use measure concentration. Con-
sider a set of points A on the surface of the unit ball in Rd. 
If the measure of A is at least d for some constant d, then the 
g -neighborhood of A (i.e., all points within distance at most g 
from some point in A) has measure almost 1. Quantitatively, 
the measure is approximately 1 − e−t2/2 if g = t/ d  (i.e., t stan-
dard deviations).

Returning to our proof, we have a point u that is e-covered 
for a set of directions A of measure d. Moreover, the covering 
points are within ∆ of u, and so we are working with a ball of 
radius ∆  rather than 1. So, a = ∆ /t dg  neighborhood of A 
has measure 1 − e−t2/2. So, u is also (e/2, d′)-covered for d′ very 
close to 1.

It might seem that we are almost done by the following in-
duction argument: u is covered in almost all directions. Pick 
a direction u→ at random and let u′ cover u in this direction. 
Now u′ is also almost covered in almost all directions. Surely, 
u′ has a good chance of being covered in direction u→ since it 
was chosen at random. Of course this argument, as it stands, 
is nonsense because the choice of u′ is conditioned by the 
choice of u→. Here is a potential fix: for random u→ with high-
probability u is covered both in direction u→ and −u→. If x and y 
are the covering points in these two directions, then x − y has 
a projection on u→ that is twice as long. This time the problem 
is that most nodes u might yield the same pair of points x and 
y thus making it impossible to continue with an induction. 
For example, in a k-dimensional hypercube with n = 2k, every 
point is ( )log nΘ  covered in almost all directions. Howev-
er, for a particular direction, most points are covered by only 
a few in the tails of the resulting Gaussian distribution.

To actually piece together the path, we perform a more 
delicate induction. For random direction u→, node u is covered 

with high probability by some node x. Also in direction −u→, 
with probability 1/2, u is matched to some node y (i.e., {u, y} 
formed a discarded pair). So with probability almost 1/2, y is 
now covered in direction u by x. Note that this time y takes 
this role only once for this direction, since {u, y} is a matched 
pair.

To actually carry out, the induction requires some work 
to ensure that boosting using measure concentration can be 
carried out. Moreover, the size of the covered set does indeed 
drop. Indeed, other ideas need to be included to allow the in-
duction to continue for log n  steps.

7. IMPLICATIONS FOR METRIC SPACE EMBEDDINGS
It is well known that there are different ways of measuring 
distances; for instance, l1, l2, and lp, as well as more exotic 
methods such as Kullback–Leibler divergence. It is an impor-
tant question in functional analysis to understand the inter-
relationship among these different measures. One frequent 
method of quantifying this is to look at the minimum distor-
tion required to realize one distance function with the other 
distance function.

Let (X1, d1) and (X2, d2) be two metric spaces, by which we 
mean that di is a distance function on Xi that is nonnegative, 
and satisfies triangle inequality. An embedding of X1 into X2 is 
a mapping f : X1 → X2. Its distortion is the minimum C such 
that

≤ ≤ ⋅ ∀ ∈1 1 2 2 1 2 1 1 2 1 2 1( , ) ( ( ), ( )) ( , ) ,d x x d f x f x C d x x x x X 	 (1)

The minimum distortion of X1 into X2 is the lowest distortion 
among all embeddings of X1 into X2. Though this notion had 
been studied extensively in functional analysis, its importance 
in algorithm design was realized only after the seminal 1994 
paper of Linial, London, and Rabinovich.15 Many algorithmic 
applications of this idea have been subsequently discovered.

It was realized before our work that the accuracy of the 
approach to cut problems involving SDPs (see Section 2) is 
closely related to analyzing the minimum distortion parame-
ter linking different metric spaces (see the survey17). Indeed, 
the ARV analysis can be viewed as an embedding with low 
“average” distortion, and subsequent work of Chawla, Gup-
ta, Raecke7 and Arora, Lee, and Naor5 has been built upon 
this observation. The final result is a near-resolution of an 
old problem in analysis: what is the minimum distortion 
required to embed an n-point l1 space (i.e., where the points 
are vectors and distance is defined using the l1 metric) into 
l2? It was known for a long time that this distortion is at least 

log n  and at most O(log n). The Arora–Lee–Naor paper 
shows that the lower bound is close to truth: they give a new 
embedding whose distortion is ( )log log logO n n .

We note here a connection to a general demand version 
of the sparsest cut problem: given a set of pairs of vertices 
(s1, t1)(sk, tk), find the cut that minimizes the ratio of number 
of cut edges and the number pairs that are separated. An il-
lustrative application is how to place few listening devices in 
a network to listen to many pairs of communicating agents; 
minimizing the ratio of listening devices to compromised 
pairs of agents.

The approximation ratio for the natural SDP relaxation 
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turns out to be equal to the distortion required to embed 
l2

2 metrics into l1. The embeddings of 5,7 actually embed  
l2

2 into l2 (which in turn embeds with no distortion into l1), 
thus implying an ( )log log logO n n  approximation algo-
rithm for this general form of graph partitioning.
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We are soliciting professors at various levels who can relocate, preferably for atleast 2-3 years. Professors who can stay for at least 12 months in India and 
teach a course for 2 semesters are also encouraged to apply. The positions are open to competent professors from the International academia with vast 
experience in academics and research.  NRI professors from other countries who wish to work in India for a period of 1 to 3 years are welcome to submit their 
applications.  Suitable work visas will be arranged by us wherever necessary.  Remuneration will commensurate with international standards and will not be a 
constraint for candidates who have excelled in their chosen academic fields. 
Interested candidates may send their latest resume to registrar@srmuniv.ac.in 

JJJOOOIIINNN      AAANNN      IIINNNTTTEEERRRNNNAAATTTIIIOOONNNAAALLL   
FFFAAACCCUUULLLTTTYYY   AAATTT   SSSRRRMMM   UUUNNNIIIVVVEEERRRSSSIIITTTYYY   

research program, supervise Master’s and Ph.D. 
students, obtain competitive grants, and teach 
courses at undergraduate and graduate levels. The 
compensation package will be commensurate to 
skills and rank, and will be highly competitive. 

Applications should include a resume and brief 
statements of research and teaching interests.

Saint Michael’s College
Assistant Professor of Information Technology 
& Computer Science

The American University of Afghanistan is seek-
ing interested candidates for faculty positions in 
the new department of Information Technology 
&amp; Computer Science. We offer a unique op-
portunity to teach and work in a newly formed 
university located in Kabul. Since our first stu-
dents enrolled in 2006 the University is growing 
steadily, enrolling a new group of entering un-
dergraduate students each semester. The ITCS 
department has expanded the curriculum and 
is seeking a wide range of new faculty members 
for the fall semester of 2009. The successful ap-
plicant will demonstrate a commitment to un-
dergraduate teaching and the ability to engage 
undergraduates in research and class projects. 
Teaching responsibilities include participation 
in our introductory courses as well as upper level 
courses in the applicant areas of interest and ex-
pertise, including but not limited to computer 
networks, databases, eCommerce & web devel-
opment, programming languages, or operating 
systems. The teaching load per semester is 3 to 4 

courses with no more than three course prepara-
tions. A Ph.D. or M.Sc. in a computer related area 
is required for this position. Salary and level of 
appointment commensurate with experience. 
Please see our website for descriptions of the fac-
ulty position and how to apply: www.auaf.edu.af

The Hong Kong Polytechnic University
Department Of Computing

The Department invites applications for Profes-
sors/Associate Professors/Assistant Professors in 
Database and Information Systems / Biometrics, 
Computer Graphics and Multimedia / Software 
Engineering and Systems / Networking, Parallel 
and Distributed Systems. Applicants should have 
a PhD degree in Computing or closely related 
fields, a strong commitment to excellence in 
teaching and research as well as a good research 
publication record. Applicants with extensive 
experience and a high level of achievement may 
be considered for the post of Professor/Associate 
Professor. 

Please visit the website at http://www.comp.
polyu.ed.hk/ for more information about the 
Department. Salary offered will be commensu-
rate with qualifications and experience. Initial 
appointments will be made on a fixed-term gra-
tuity-bearing contract. Re-engagement thereafter 
is subject to mutual agreement. Remuneration 
package will be highly competitive. 

Applicants should state their current and ex-
pected salary in the application. Please submit 
your application via email to hrstaff@polyu.edu.

hk. Application forms can be downloaded from 
http://www.polyu.edu.hk/hro/job.htm. 

Recruitment will continue until the positions 
are filled. Details of the University’s Personal Infor-
mation Collection Statement for recruitment can be 
found at http://www.polyu.edu.hk/hro/jobpics.htm. 

University of Montana
Tenure-track faculty position,  
Computer Science

Position Description: The Department of 
Computer Science seeks applications for a 
tenure-track assistant professor faculty position 
to start August 2009. 

Duties: The Department and the University 
require a commitment to a balanced mix of un-
dergraduate and graduate teaching, research 
productivity, and service in the discipline, De-
partment, and University. The Department and 
the University also strongly encourage collabora-
tive teaching and research efforts. Applicants in 
any area of computer science are encouraged to 
apply. We are also interested in candidates who 
can collaborate with researchers in a science or 
applied science area. The successful candidate 
will have the ability to effectively teach a variety 
of courses within the Computer Science Depart-
ment, work independently and collaboratively on 
research with faculty and students, and contrib-
ute to his/her specialty, the Department, and the 
University. 

The University of Montana is one of the na-
tion’s outstanding public universities, committed 

http://www.auaf.edu.af
http://www.polyu.edu.hk/hro/job.htm
http://www.polyu.edu.hk/hro/jobpics.htm
mailto:registrar@srmuniv.ac.in
mailto:hrstaff@polyu.edu.hk
http://www.comp.polyu.ed.hk/
http://www.comp.polyu.ed.hk/
mailto:hrstaff@polyu.edu.hk
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Ursinus College
Assistant Professor of Mathematics and 
Computer Science

Ursinus College seeks tenure-track Asst Prof in 
Math and Comp Sci. starting Fall 2009. PhD + 
teaching experience req’d. Commitment to 
teaching excellence in liberal arts setting. See full 
description at www.ursinus.edu/NetCommunity/
CompSci. 

University of Chicago
The Department of Computer Science at the 
University of Chicago

Invites applications from exceptionally qualified 
candidates in all areas of Computer Science for 
faculty positions at the ranks of Professor, Associ-
ate Professor, Assistant Professor, and Instructor. 
The University of Chicago has the highest stan-
dards for scholarship and faculty quality, and en-
courages collaboration across disciplines. 

The Chicago metropolitan area provides a di-
verse and exciting environment. The local econ-
omy is vigorous, with international stature in 
banking, trade, commerce, manufacturing, and 
transportation, while the cultural scene includes 
diverse cultures, vibrant theater, world-renowned 
symphony, opera, jazz, and blues. The University 
is located in Hyde Park, a pleasant Chicago neigh-
borhood on the Lake Michigan shore. 

Please send applications or nominations to:
Professor Stuart A. Kurtz, Chairman

to liberal arts education, research, and strong pro-
fessional programs. UM is located in Missoula, a 
cosmopolitan Rocky Mountain community, often 
singled out in national publications for its quality 
of life. Strongly collaborative and application fo-
cused, the Department continues to grow and gain 
both national and international attention for both 
research and education. The successful applicants 
will be supported, encouraged, and expected to 
contribute to both research and teaching efforts. 

Qualifications: A Ph.D. in Computer Science 
or a closely related field is required as is evidence 
of teaching excellence and research potential. All 
areas of specialization will be considered within 
Computer Science. 

Submission Deadline: Applications will be 
reviewed starting on November 1, 2008 with inter-
views to be done in early December. Applications 
will be accepted until the position is filled. 
Application Procedure: Applicants should submit 
a resume, graduate transcripts, a letter addressing 
both research and teaching interests, and three let-
ters of recommendation. Submission of the letter 
of application and vita by e-mail is encouraged. The 
University of Montana is an EEO/AA employer. 

Union College
Assistant Professor of Computer Science

We invite applications for two tenure-track assis-
tant professor positions beginning September, 
2009. A Ph.D. in computer science or a closely 
related field is required. Candidates must be 
strongly committed to undergraduate education 

and have a sustainable research program. We are 
interested in candidates who work in systems ar-
eas such as parallel and distributed computing, 
networking, and security, or in computer graph-
ics, robotics, or computer gaming, but all areas of 
computer science will be considered. 

The department offers a B.S. in computer 
science, a B.S. in computer engineering with the 
Electrical and Computer Engineering depart-
ment, and a digital art program with the Visual 
Arts department. We are developing programs 
in cognitive science and computational science. 
We offer introductory courses that encourage stu-
dents with a variety of interests to study CS. Fac-
ulty research areas include HCI, NLP, databases, 
software testing, software design, and computing 
history. Union College is a highly selective liberal 
arts and engineering college in New York State’s 
Capital Region, three hours from NYC and Bos-
ton. It emphasizes close collaborations between 
faculty and students and has a campus-wide ini-
tiative promoting interdisciplinary activities. 

Further information: http://cs.union.edu/ . 
Applicants should submit an application letter, 
CV, statements of teaching and research goals, 
and have three reference letters sent separately. 
Send applications and recommendations to: 
Search Committee, Computer Science Depart-
ment, Union College, Schenectady, NY 12308. 
Emailed recommendation letters only may be 
sent to cs-refletters@union.edu. 

Applications received by December 15, 2008, 
will receive full consideration. Union College is 
an equal opportunity employer and strongly com-
mitted to student and workforce diversity. 

Windows Kernel Source and Curriculum Materials for  
Academic Teaching and Research.
The Windows® Academic Program from Microsoft® provides the materials you 
need to integrate Windows kernel technology into the teaching and research 
of operating systems. 

The program includes:

•  Windows Research Kernel (WRK): Sources to build and experiment with a 
fully-functional version of the Windows kernel for x86 and x64 platforms, as 
well as the original design documents for Windows NT.

•  Curriculum Resource Kit (CRK): PowerPoint® slides presenting the details 
of the design and implementation of the Windows kernel, following the 
ACM/IEEE-CS OS Body of Knowledge, and including labs, exercises, quiz 
questions, and links to the relevant sources.

•  ProjectOZ: An OS project environment based on the SPACE kernel-less OS 
project at UC Santa Barbara, allowing students to develop OS kernel projects 
in user-mode.

These materials are available at no cost, but only for non-commercial use by universities.

For more information, visit www.microsoft.com/WindowsAcademic  
or e-mail compsci@microsoft.com. 

Hawai’i Pacific University
Assistant Professor of Computer Science 

and Information Systems

Hawai’i Pacific University’s College of Profes-
sional Studies invites applications for an 
Assistant Professor of Computer Science and 
Information Systems position starting in Spring 
2009. Applicants are expected to have an earned 
doctorate in Computer Science, Information 
Systems, or a closely related field; three years of 
teaching experience at the university level; and 
three years of experience as an I.S. professional. 
The successful candidate will be expected to teach 
various courses; provide guidance to students 
completing research; and provide professional 
development for students pursuing a career in 
Computer Science and Information Systems. 

HPU is the largest private university or college 
in Hawai‘i, with almost 8000 students from over 
100 countries, all 50 states, and all five major 
Hawaiian islands. Information about the College 
of Professional Studies can be found at http://
www.hpu.edu/index.cfm?contentID=3823. 

To apply, please send letter of application, official 
transcripts, curriculum vitae, and three letters of 
recommendation that include an assessment of 
the candidate’s teaching to: Human Resources, 
Assistant Professor of Computer Science and 
Information Systems, 1136 Union Mall, Suite 
208, Honolulu, HI 96813. Fax: (808) 544-1192. 
Email: hr@hpu.edu. HPU is an equal opportunity 
employer.

http://cs.union.edu/
mailto:cs-refletters@union.edu
http://www.microsoft.com/WindowsAcademic
mailto:compsci@microsoft.com
http://www.hpu.edu/index.cfm?contentID=3823
mailto:hr@hpu.edu
http://www.hpu.edu/index.cfm?contentID=3823
http://www.ursinus.edu/NetCommunity/CompSci
http://www.ursinus.edu/NetCommunity/CompSci
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strong research programs, including cross-de-
partmental and crosscollege multi-disciplinary 
activities. 

The Department offers a PhD degree as well 
as accredited undergraduate programs in Com-
puter Science and Computer Engineering. There 
are approximately seventy-five students in the 
PhD program and over one hundred majors in the 
undergraduate programs. Currently there are sev-
enteen tenure-track and six non-tenure track fac-
ulty. Active areas of research include algorithms, 
bioinformatics and computational biology, com-
puter architecture and nanotechnology, data 
mining / machine learning, computer vision / im-
age analysis, and networks / systems. The Gates 
Foundation recently awarded a $20 million grant 
to Biology and CSE faculty in the bioinformatics 
area, and the Semiconductor Research Corpora-
tion (SRC) together with the state of Indiana and 
the city of South Bend recently announced that 
the Midwest Institute for Nanoelectronics Dis-
covery, a nanoelectronics research consortium 
led by Notre Dame, has received $25 million in 
new funding. 

The University of Notre Dame is a private, 
Catholic university with a doctoral research uni-
versity (extensive) Carnegie classification. Notre 
Dame has an enrollment of over 11,000 students, 
and it is consistently ranked in USN&WR as a top-
twenty national research university. Notre Dame 
is located in South Bend, Indiana. South Bend is 
part of a metropolitan area of more than 300,000 
residents. It has a vibrant and diverse economy 
with affordable housing and excellent school 
systems. Recreational opportunities in the South 

Department of Computer Science
The University of Chicago
1100 E. 58th Street, Ryerson Hall
Chicago, IL. 60637-1581
or to: apply-080140@mailman.cs.uchicago.edu 

(attachments can be in pdf, postscript, or Word). 
Complete applications consist of (a) a curricu-

lum vitae, including a list of publications, (b) for-
ward-looking research and teaching statements. 
Complete applications for Assistant Professor and 
Instructor positions also require (c) three letters of 
recommendation, sent to recommend-080140@
mailman.cs.uchicago.edu or to the above postal 
address, including one that addresses teaching 
ability. Applicants must have completed, or will 
soon complete, a doctorate degree. We will begin 
screening applications on December 15, 2008. 
Screening will continue until all available posi-
tions are filled. The University of Chicago is an 
equal opportunity/affirmative action employer. 

University of Notre Dame
The Duda Family Chair in Engineering 
Department of Computer Science and 
Engineering 

The Department of Computer Science and Engi-
neering at the University of Notre Dame seeks to 
fill the newly-established Duda Family Chair in 
Engineering. The inaugural chair holder will have 
a distinguished record of achievement at the full 
professor level, and will be expected to work with 
the other chaired professors and faculty in the 
Department to further extend the Department’s 

Bend area include professional and collegiate 
sports, a thriving arts culture, close proximity to 
Lake Michigan and Chicago, and a variety of out-
door activities. 

Preferred areas of expertise for the inaugural 
holder of the Duda Chair are data mining /ma-
chine learning or systems / networks; however, 
outstanding applicants and nominees in all ar-
eas will be considered. Screening of applications 
will begin immediately. Applicants should send a 
statement of interest, CV, and list of references in 
PDF format to DudaChairSearch@cse.nd.edu. 

The University of Notre Dame is an Equal Op-
portunity, Affirmative Action Employer.

Universidad Javeriana Cali
Tenure track position in Computer Science & 
Software Engineering

The School of Engineering of Universidad Javeri-
ana Cali is offering tenure track positions in Com-
puter Science and Software Engineering. Annual 
Salaries plus benefits are US$40K to US$50K. 

For information: Dr. Jorge F Estela, Dean of 
the School, at jfe@javerianacali.edu.co 

University of Oregon
Department of Computer and Information 
Science
Faculty Position 

The CIS department seeks applicants for one or 
more full-time tenure-track faculty positions be-

Dean, College of Computing and Informatics
The University of North Carolina at Charlotte

The University of North Carolina at Charlotte invites applications and nominations for the position 
of Dean of the College of Computing and Informatics. Reporting to the Provost and Vice Chancellor 
for Academic Affairs, the Dean provides leadership for the Departments of Computer Science and 
Software & Information Systems, a growing interdisciplinary Bioinformatics program, and six 
affiliated research and community engagement units.

The College of Computing and Informatics continues to experience tremendous growth since its establishment in 2000. The College offers 
an interdisciplinary Ph.D. program in Information Technology with multiple tracks, including Computer Science, Software and Information 
Systems, and Bioinformatics; M.S. degrees in Computer Science and Information Technology; a Professional Science Master’s degree in 
Bioinformatics; B.S. and B.A. degrees; and certificate programs. 

The College has gained national recognition through research institutes, including the Charlotte Visualization Center, the Diversity in 
Information Technology Institute, and the Center for Digital Identity and Cyber Defense Research. The College is designated a National Center 
of Academic Excellence in Information Assurance Research by the National Security Agency. 

The College has taken a leadership role in developing bioinformatics programs in collaboration with the developers of the North Carolina 
Research Campus. A billion-dollar, 350-acre research park, less than 20 miles from UNC Charlotte, the N.C. Research Campus was founded to 
serve as home to research programs in metabolomics and plant genomics and a large number of biotech companies.

The College is housed in Woodward Hall, which opened in 2005. The Bioinformatics Research Center is scheduled to move in August 2009 to 
a new 75,000 sq. ft. building. 

UNC Charlotte is the only doctoral-granting institution in a dynamic urban region of 1.8 million people and offers unparalleled educational 
opportunities to a culturally diverse student body of more than 23,000. (University homepage: www.uncc.edu.)

The Dean is responsible for academic leadership, strategic planning, faculty appointments, budgetary and administrative oversight, 
development and alumni affairs, and external relations. Academic and community leadership; effective communication with faculty, staff, and 
students; consensus building; and fundraising are all part of the day-to-day activities of the Dean.

The Dean should possess an earned doctorate and an outstanding record of scholarly achievement that is appropriate for appointment as a 
tenured, full professor at a research university; an established national reputation; a proven ability to attract external funding; demonstrated results at 
leading and developing an academic unit and commitment to student success; experience engaging a diverse university community; and a successful 
record of establishing relationships within university, business and civic communities, and government agencies.

Charlotte is home to the world headquarters of nine Fortune 500 companies, with Bank of America and Wachovia making it the second 
largest banking center in the United States. The Charlotte region is consistently ranked as one of the fastest growing and most affordable regions 
in the United States and is home to over 750 foreign-owned firms representing more than 46 countries. 

Application Process: Information about the application process and further details on the position and the College of Computing and 
Informatics may be found atwww.provost.uncc.edu/Searches/DeanCCIU.

Confidential nominations may be submitted by mail to the Chair of the Search Committee, Dr. Owen Furuseth, Dean Search, c/o Office of 
Academic Affairs, UNC Charlotte, 9201 University City Blvd., Charlotte, N.C. 28223, or by email todeansearch@uncc.edu.

UNC Charlotte is committed to equality of educational opportunity and is an affirmative action employer. Minorities, women and individuals with 
disabilities are encouraged to apply. Finalists are subject to educational and criminal background checks.

mailto:apply-080140@mailman.cs.uchicago.edu
mailto:DudaChairSearch@cse.nd.edu
mailto:jfe@javerianacali.edu.co
http://www.uncc.edu
mailto:todeansearch@uncc.edu
mailto:recommend-080140@mailman.cs.uchicago.edu
mailto:recommend-080140@mailman.cs.uchicago.edu
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ginning fall, 2009. We anticipate appointments 
at the rank of Assistant Professor; however, in 
the case of exceptionally qualified candidates ap-
pointments at any rank may be considered. The 
University of Oregon is an AAU research universi-
ty located in Eugene, two hours south of Portland, 
and within one hour’s drive of both the Pacific 
Ocean and the snow-capped Cascade Mountains. 

The CIS department is housed within the Col-
lege of Arts and Sciences and part of the recently 
dedicated Lorry Lokey Science Complex. The Col-
lege appreciates the increasing role that comput-
er science plays in other disciplines and supports 
our goals of strengthening our ties with the other 
sciences. Applicants interested in interdisciplin-
ary research are encouraged to apply. We offer a 
stimulating and friendly environment for col-
laborative research both within the department 
and with other departments on campus. The CIS 
department is associated with the Cognitive and 
Decision Sciences Institute, the Computational 
Science Institute, the Neuro-Informatics Center, 
and the Computational Intelligence Research 
Laboratory. 

This department recognizes that computer 
science is undergoing rapid change as an aca-
demic discipline, and accordingly seeks to hire 
faculty in emerging areas of computer science 
as well as more established areas including dis-
tributed computing, data mining, networking, 
computational science (visualization, high per-
formance computing), and HCI (usability, acces-
sibility, interfaces). 

The CIS department offers B.S., M.S. and Ph.D. 
degrees. More information about the department, 

its programs and faculty can be found at http://
www.cs.uoregon.edu, or by contacting the search 
committee at faculty.search@cs.uoregon.edu. 

Applicants must have a Ph.D. in computer sci-
ence or a closely related field, a demonstrated re-
cord of excellence in research and a strong com-
mitment to teaching. The successful candidates 
are expected to conduct vigorous research pro-
grams, and to teach at both the undergraduate 
and graduate levels. Applicants should send their 
curriculum vitae, names of at least four referenc-
es, a statement of research and teaching inter-
ests, and selected publications to: Faculty Search 
Committee, Dept. of Computer and Information 
Science, University of Oregon, Eugene, OR 97403-
1202, email: faculty.search@cs.uoregon.edu. 

Review of applications will begin January 5, 
2009, and continue until the position is filled. 

The University of Oregon is an equal opportu-
nity/affirmative action institution committed to 
cultural diversity and compliant with the Ameri-
cans with Disabilities Act. We are committed to 
creating a more inclusive and diverse institution 
and seek candidates with demonstrated potential 
to contribute positively to its diverse community. 

University Of Pennsylvania
Department Of Computer And Information 
Science 
Faculty Positions

The University of Pennsylvania invites applicants 
for tenure-track appointments in both experi-
mental and theoretical computer science to start 

July 1, 2009. Tenured appointments will also be 
considered. Faculty duties include teaching un-
dergraduate and graduate students and conduct-
ing high-quality research. 

The Department of Computer and Informa-
tion Science has undergone a major expansion, 
including new faculty positions and a new build-
ing, Levine Hall, which was opened in April 2003. 
Over the last few years, we have successfully re-
cruited faculty in artificial intelligence, architec-
ture, databases, machine vision, programming 
languages, security and graphics. We are now es-
pecially interested in candidates in architecture 
and systems, although outstanding candidates in 
other areas might also be considered. Successful 
applicants will find Penn to be a stimulating envi-
ronment conducive to professional growth 

The University of Pennsylvania is an Ivy 
League University located near the center of Phil-
adelphia, the 5th largest city in the US. Within 
walking distance of each other are its Schools of 
Arts and Sciences, Engineering, Medicine, the 
Wharton School, the Annenberg School of Com-
munication, Nursing, Law, and Fine Arts. The 
University campus and the Philadelphia area sup-
port a rich diversity of scientific, educational, and 
cultural opportunities, major technology-driven 
industries such as pharmaceuticals, finance, and 
aerospace, as well as attractive urban and subur-
ban residential neighborhoods. Princeton and 
New York City are within commuting distance. 

To apply, please complete the form located on 
the Faculty Recruitment Web Site at:

http://www.cis.upenn.edu/departmental/ 
facultyRecruiting.shtml

Dean of the Faculty of Engineering
The Chinese University of Hong Kong, founded in 1963, aspires to be acknowledged
regionally and internationally as a first-class comprehensive research university.
The University offers a broad spectrum of programmes up to PhD level in various
disciplines organized under eight (8) Faculties (viz. Arts, Business Administration,
Education, Engineering, Law, Medicine, Science and Social Science), with a team
of over 2,000 full-time teaching and research staff. In 2007-08, undergraduate and
postgraduate enrolment in publicly-funded programmes stands close to 10,700
and 3,400 respectively (http://www.cuhk.edu.hk).

The Faculty of Engineering comprises the Departments of Computer Science
and Engineering, Electronic Engineering, Information Engineering, Mechanical
and Automation Engineering, and Systems Engineering and Engineering
Management. The Faculty has about 250 full-time teaching and research staff,
1,550 undergraduate and 430 postgraduate research students. Detailed
information on the Faculty is available at http://www.erg.cuhk.edu.hk/.

The Dean of Faculty will be a member of the University senior management
team reporting to the University Council via the Vice-Chancellor/President or
the Provost.  As the academic and executive head of the Faculty, the Dean will
provide academic leadership and discharge administrative responsibilities in
respect of academic, staff, financial and student matters.

Candidates should be academics with established scholarship appropriate for
appointment at professor level in an academic department, with an appreciation
of the breadth of research and educational developments in the fields relevant
to the Faculty. They should have demonstrated capability for academic
leadership and management at an appropriate level in higher education
institutions, long-term vision for the development of the Faculty, and excellent
interpersonal and communication skills.

Salary and fringe benefits for the post will be highly competitive, commensurate
with qualifications and experience.

Please send applications/nominations under confidential cover, to the Search
Committee for the Dean of the Faculty of Engineering, c/o Office of the Vice-
Chancellor/President, The Chinese University of Hong Kong, Shatin, N.T.,
Hong Kong  [fax: (852) 2603 5230; e-mail: SCDeanship@cuhk.edu.hk].  All
applications/nominations will be treated in strict confidence. The Personal
Information Collection Statement will be provided upon request.

Consideration of applications/nominations will begin in August 2008 and will
continue until the post is filled. The University reserves the right to fill the post
by invitation.

THE CHINESE UNIVERSITY OF HONG KONG

Advertising in Career 
Opportunities 

How to Submit a Classified Line Ad: Send an e-mail to  
jonathan.just@acm.org. Please include text, and indicate the 
issue/or issues where the ad will appear, and a contact name 
and number.

Estimates: An insertion order will then be e-mailed back to 
you. The ad will by typeset according to CACM guidelines.  
NO PROOFS can be sent. Classified line ads are NOT 
commissionable.

Rates: $295.00 for six lines of text, 40 characters per line. $80.00 
for each additional three lines. The MINIMUM is six lines.

Deadlines: Five weeks prior to the publication date of the issue 
(which is the first of every month). Latest deadlines: http://
www.acm.org/publications

Career Opportunities Online: Classified and recruitment 
display ads receive a free duplicate listing on our website at:  
	 http://campus.acm.org/careercenter 

Ads are listed for a period of six weeks.
For More Information Contact: 

JONATHAN JUST
Director of Media Sales

at 212-626-0687 or 
jonathan.just@acm.org

http://www.cs.uoregon.edu
mailto:faculty.search@cs.uoregon.edu
mailto:faculty.search@cs.uoregon.edu
mailto:jonathan.just@acm.org
http://www.acm.org/publications
http://campus.acm.org/careercenter
mailto:jonathan.just@acm.org
http://www.cuhk.edu.hk
mailto:SCDeanship@cuhk.edu.hk
http://www.cs.uoregon.edu/
http://www.acm.org/publications
http://www.cis.upenn.edu/departmental/facultyRecruiting.shtml
http://www.cis.upenn.edu/departmental/facultyRecruiting.shtml
http://www.erg.cuhk.edu.hk/


october 2008  |   vol.  51  |   no.  10  |   communications of the acm     111

students. Research awards to the Department 
average $600k per tenure/tenure-track faculty 
member. For more information, please visit our 
web site: http://eecs.vuse.vanderbilt.edu. 

Applications consisting of a cover letter speci-
fying the areas of particular interest in EE or CS, a 
statement of planned research activity and teach-
ing interests, a complete curriculum vitae, and 
the addresses of four references should be sent 
to Professor Daniel M. Fleetwood, Chair, EECS 
Department, Vanderbilt University, PO Box 92, 
Station B, Nashville, TN 37235-0092. Founded in 
1873, Vanderbilt is a private, coeducational uni-
versity with approximately 6,000 undergraduates 
and 5,000 graduate and professional students. 

Vanderbilt University is an equal-opportunity, 
affirmative-action employer.

Yeshiva University
Adjunct
Yeshiva College has the following adjunct posi-
tions available for the Fall 2008 semester:

Theory of Computation, Networking & Commu-
nication, Computer Organization and Assembly.

Contact Michael Breban at breban@yu.edu 
for further information.

York University
Assistant Professor
The Department of Computer Science and Engi-
neering invites faculty applications in computer 
graphics with emphasis on digital media, anima-
tion and/or interactive/3D systems at the Assis-
tant Professor level in the tenure track stream. 

The deadline for applications is November 
15, 2008. The full advertisement can be found at 
http://yorku.ca/acadjobs. 

York University is an Affirmative Action Employer.

University of Western Ontario
Postdoctoral Fellow
Applications are invited for a full time Postdoc-
toral Fellow position (up to 4 years) in the Bio-
computing Laboratory in the Department of 
Computer Science, the University of Western On-
tario, London, Ontario, Canada. The successful 
candidate will have a Ph.D. in computer science 
or mathematics, and experience in research in 
formal language theory, complexity theory, infor-
mation, coding theory or a related discipline. Sal-
ary will be competitive and commensurate with 
the applicant’s qualifications and experience. 
Please send your resume to Prof. Lila Kari, lila@
csd.uwo.ca 

Vanderbilt University
Assist. Professor, Dept. EECS
THE DEPARTMENT OF ELECTRICAL ENGI-
NEERING AND COMPUTER SCIENCE (EECS) AT 
VANDERBILT UNIVERSITY is seeking candidates 
for one or more potential faculty appointments 
each in CS and EE. Appointments at all ranks will 
be considered, with a preference for appointment 
at the assistant professor level. Search areas of 
emphasis in CS are software engineering, graph-
ics/human-computer interactions, artificial intel-
ligence, and/or web technologies. Search areas of 
emphasis in electrical engineering are nanoelec-
tronics/photonics, and/or signal/image process-
ing. In both CS and EE, we seek opportunities 
to add to department capabilities in high per-
formance computing/computational science. A 
Ph.D. in Computer Science, Computer Engineer-
ing, Electrical Engineering, or a closely related 
field is required, as is experience commensurate 
with the level of appointment sought. 

The EECS has 32 full-time faculty members, 
225 undergraduate students, and 170 graduate 

Electronic applications are strongly preferred, 
but hard-copy applications (including the names of 
at least four references) may alternatively be sent to: 

Chair, Faculty Search Committee
Department of Computer and Information 

Science
School of Engineering and Applied Science
University of Pennsylvania
Philadelphia, PA 19104-6389
Applications should be received by January 

15, 2009 to be assured full consideration.
Applications will be accepted until positions 

are filled.
Questions can be addressed to faculty-

search@central.cis.upenn.edu.
The University of Pennsylvania values diversity 

and seeks talented students, faculty and staff from 
diverse backgrounds. The University of Pennsylva-
nia does not discriminate on the basis of race, sex, 
sexual orientation, gender identity, religion, color, 
national or ethnic origin, age, disability, or status 
as a Vietnam Era Veteran or disabled veteran in the 
administration of educational policies, programs or 
activities; admissions policies; scholarship and loan 
awards; athletic, or other University administered 
programs or employment. 

University of Rochester 
Tenure Track Faculty Positions 
The Department of Computer Science at the 
University of Rochester invites applications for 
tenure track faculty positions. We seek PhD level 
candidates in networking, HCI, graphics, and/or 
machine learning. In addition, we invite appli-
cations for a joint Computer Science/Electrical 
and Computer Engineering position in computer 
systems and circuits. For full job descriptions 
and application procedures, see http://www.
cs.rochester.edu/recruit. 

The synthesis of logic and prob-
ability allows you to learn this type of 
holistic representation [of complex 
systems] from real-world data. It gives 
you the ability to learn higher-level 
patterns that talk about the relation-
ships between different individuals in 
a reusable way.

You’ve begun applying your tech-
niques to the field of biology.

Originally, it was a method in 
search of a problem. I had this tech-
nology that integrated logic and prob-
ability, and we had done a lot of work 
on understanding the patterns that 
underlay complex data sets. Initially, 
we were looking for rich data sets to 
motivate our work. But I quickly be-

came interested in the problem in 
and of itself.

What problem is that?
Biology is undergoing a transition 

from a purely experimental science—
where one studies small pieces of 
the system in a very hypothesis-driv-
en way—to a field where enormous 
amounts of data about an entire cellu-
lar system can be collected in a matter 
of weeks. So we’ve got millions of data 
points that are telling us very impor-
tant insights, and we have no idea how 
to get at them.

What have you learned about inter-
disciplinary collaboration from your 
work with biologists?

The important thing is to set up a 
collaborative effort where each side re-

spects the skills, insights, and evalua-
tion criteria of the other. For biologists 
to care about what you build, you need 
to convince them that it actually pro-
duces good biology. You have to train 
yourself to understand what things 
they care about, and at the same time 
you can train them in the methods of 
your community. 

So it’s not just learning a new scien-
tific language, but training yourself to 
respect a different research process.

It’s a question of finding people 
who are capable of learning enough 
of the other side’s language to make 
the collaboration productive.	

Leah Hoffmann is a Brooklyn, NY-based science and 
technology writer.

LAST BYTE

[continued     F ROM P.112]

http://eecs.vuse.vanderbilt.edu
mailto:breban@yu.edu
http://yorku.ca/acadjobs
mailto:facultysearch@central.cis.upenn.edu
mailto:lila@csd.uwo.ca
mailto:facultysearch@central.cis.upenn.edu
mailto:lila@csd.uwo.ca
http://www.cs.rochester.edu/recruit
http://www.cs.rochester.edu/recruit


112    communications of the acm    |   october 2008  |   vol.  51  |   no.  10

last byte

DOI:10.1145/1400181.1400205		  Leah Hoffmann

Q&A  
A Complex Thinker 
Daphne Koller discusses probabilistic relational modeling,  
artificial intelligence, and her new work with biologists.

objects and relations and add the abil-
ity to make probabilistic statements, 
which enables you to represent prob-
ability distributions over networks of 
interrelated individuals.

It also enables you to create mod-
els of considerably more complex sys-
tems.

Yes, and that’s been a focus of my 
work ever since. The world is very com-
plex: people interact with other people 
as well as with objects and places. If 
you want to describe what’s going on, 
you have to think about networks of 
things that interact with one another. 
We’ve found that by opening the lens 
a little wider and thinking not just 
about a single object but about every-
thing to which it’s tied, you can reach 
much more informed conclusions.

Which was an insight you brought 
to the field of artificial intelligence…

Well, I wasn’t the only one involved. 
There had been two almost opposing 
threads of work in artificial intelli-
gence: there were the traditional AI 
folks, who grew up on the idea of logic 
as the most expressive language for 
representing the complexities of our 
world. On the other side were people 
who came in from the cognitive rea-
soning and machine learning side, 
who said, “Look, the world is noisy 
and messy, and we need to somehow 
deal with the fact that we don’t know 
things with certainty.” And they were 
both right, and they both had impor-
tant points to make, and that’s why 
they kept arguing with each other.

How did probabilistic relational 
modeling help settle the dispute?

I n  A pril    ,  D aphne      Koller, a professor 
of computer science at Stanford Uni-
versity, received the first-ever ACM-Infosys 
Foundation Award in Computing Sci-
ences for her groundbreaking approach 
to artificial intelligence.

How did your interest in relational 
logic and probability first develop?

What really sparked my interest 
was when I went to UC-Berkeley for 
my post-doc, and I realized how useful 
probabilistic modeling methods are—
techniques like Bayesian networks—
but, on the other hand, how brittle  
they are.

Brittle?
[Probability is] a language that’s 

very restricted in its expressive power 
because it can only refer to specific, 
concrete entities.

At Berkeley, I remember speaking 
with a graduate student who was build-
ing a model for vehicle traffic on a free-
way. He had this wonderful model that 
was getting great results, but it only 
applied to a three-lane freeway. If he 
wanted to add another lane, it would 
take him two weeks to do the model.

And that’s where logic entered the 
picture.

The language of logic allows you 
to come up with much more general 
rules for describing the properties of 
objects and their interactions with 
each other. It’s a good way of extend-
ing the power of probability to some-
thing that’s more expressive and 
forceful.

That would be the synthesis known 
as probabilistic relational modeling.

What we did is take this language of [continued on p.111]
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