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ceo’s letter

On the 10th Anniversary  
of ACM’s Digital Library
When ACM launched its pioneering Digital Library  
a decade ago, it was one of the first professional societies 
to offer its members—and the broader computing 
community—a digital repository of its publications. 

At launch, the ACM Digital Library  
contained the full text of all articles 
published by ACM from 1991 forward, 
and the metadata for articles published 
back to 1985.

ACM’s Digital Library proved a suc-
cess from the outset. The decision to 
make the metadata for ACM’s digital 
collection freely available (with sub-
scriptions only required for download-
ing full text) allowed the computing 
community worldwide to use and ben-
efit from the Digital Library regardless 
of their relationship with ACM. That 
decision, combined with extremely af-
fordable pricing for individuals and 
institutions to access the full text of 
ACM articles, set the stage for early, 
enthusiastic engagement of the Digital 
Library.

Since its launch, ACM has main-
tained an ongoing commitment in 
time, talent, and investment to en-

sure the Digital Library continues to 
flourish and fulfill the needs of the 
community. Within a year of its debut 
(and earlier than other professional 
societies), ACM resolved to capture 
and host everything the organization 
had ever published. We also decided 
to raise the visibility and importance 
of The Guide to Computing Literature, 
ACM’s bibliographic database of the 
computing citations from a vast array 
of global publishers. And we elected 
to extract references from all publi-
cations (electronic and scanned) and 
treat them as first-class metadata. 
These decisions were at the core of a 
major reimplementation of the Digital 
Library released in 2001. That release 
included reference linking across all 
ACM publications, citation counts for 
ACM articles, and a significantly en-
hanced Guide.

The Digital Library, and the role 
it plays within the computing com-
munity, are top priorities for ACM. 
Throughout the last decade we have 
made significant investments in its 
content, features, performance, and 
worldwide reach. As a result, the Digi-
tal Library is now available at over 
2,500 institutions around the globe; 
26,000 professional members and 
14,000 student members hold indi-
vidual subscriptions. There are over 
2.5 million unique visits per month, 
one million articles downloaded each 
month, and 75,000 Digital Library 
searches  conducted each day.

ACM will continue investing in the 

Digital Library. New search technolo-
gy recently integrated has dramatical-
ly enhanced Digital Library searches 
and will enable a much richer, guided 
navigation experience of ACM (and 
other publishers’) content. A major 
effort has been completed to nor-
malize author and institution names 
so the community can easily and ac-
curately find the published work of 
specific authors and institutions. 
New bibliometrics are now associated 
with each article and aggregated for 
authors (and soon institutions). The 
new ACM Author Page shows the col-
lected works of an author, institution-
al affiliations, as well as individual 
and aggregate citation and download 
counts. With these new features, us-
ers can easily see not only who is pub-
lishing, but which articles are actually 
being downloaded (and presumably 
read).

The Digital Library has become 
ACM’s most significant product and 
service. More than anything else, the 
Digital Library reflects the dimensions, 
the brand, the quality—the essence—
of ACM.  The success of the Digital Li-
brary, however, doesn’t stop here. ACM 
will continue to invest resources and 
talent to ensure its Digital Library stays 
at the leading edge, is accessible and 
affordable to everyone, and remains 
the premier digital repository for the 
computing community.

John R. White 
	 Chief Executive Officer,  ACM

DOI:10.1145/1400214.1400215		  John R. White

More than anything 
else, the Digital 
Library reflects the 
dimensions, the 
brand, the quality—
the essence—of ACM.
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executive editor’s corner

Jim Gray: Humble Visionary

you to read how one person can influ-
ence so many lives.

Gray’s efforts on behalf of ACM’s 
magazines were equally stellar. He 
wore many hats throughout his ca-
reer, having been a scientist, scholar, 
researcher, and practitioner. He was 
quick to recognize the need for a pub-
lication to address the young practi-
tioner entering the IT field. He was a 
founding board member of ACM’s pi-
oneering Queue magazine, created to 
provide young professionals with the 
information they would need to stay 
ahead of the learning curve and un-
derstand the technologies that would 
come into focus over the next 12–18 
months.  

Gray was also instrumental in the 
initial discussions to reposition Com-
munications as a trusted source for 
research, as well as of practical and 
trend-setting editorial content. In-
deed, he was an early proponent of 
presenting computing research in a 
manner that could be appreciated by 
both scientists in the field and by a 
broad-based audience.  He understood 
the editorial interests of academics 
and practitioners intimately, believ-
ing there were ways to satisfy them all 
within ACM’s flagship publication. 
Just months before his disappear-
ance, he lent his support to Communi-
cations’ Research Highlights section, 
nominating a paper by Chris Stolte, 
Diane Tang, and Pat Hanrahan on the 
Polaris system for query, analysis, and 
visualization of multidimensional 
databases. So enthusiastic was Gray 
about the paper, he wrote the origi-

his absence these long months has also 
resonated deeply within the computer 
science community. 

“Visionary” and “humble” are 
words often used in the same breath 
by friends and colleagues to describe 
Gray. His contributions to computer 
science are too numerous to tackle on 
this page; indeed, even in this issue. He 
received the ACM A.M. Turing Award in 
1998 for his contributions to computer 
science, particularly his work in data-
base technologies and transaction pro-
cessing that paved the way for today’s 
global e-commerce markets. In later 
years, up to the time he went missing 
(Jan. 28, 2007), he would become deep-
ly fascinated and totally immersed in 
the world of astronomy, lending his 
scientific acumen to a new area of re-
search and wonder.

His loss has also been felt intensely 
in the publishing world. A quick search 
of the ACM Digital Library finds well 
over 100 articles and papers published 
under his byline. His contributions 
to ACM’s Special Interest Group on 
Management of Data (SIGMOD) are 
legendary throughout the association. 
Last May, ACM, along with the IEEE 
Computer Society and the University 
of California, Berkeley, hosted a trib-
ute to Gray where dozens of friends, 
family, and colleagues recalled their 
fondest memories of this gifted yet 
unassuming computer scientist, pio-
neer, teacher, astronomer, mentor, 
and friend. The June 2008 issue of SIG-
MOD Record (www.sigmod.org/record) 
included the full collection of talks and 
tributes from this event; I encourage 

nal Technical Perspective that would 
ultimately accompany it here; we are 
pleased to present both pieces in this 
issue, beginning on p. 74. We also are 
grateful to David Patterson, co-chair 
of the Research Highlights Board, for 
updating the work of his friend and 
colleague to reflect changes to the sys-
tem over the past two years. 

Also appearing in this issue, we 
present two especially memorable pre-
sentations from the Berkeley tribute. 
Fellow pioneers in database research 
Michael Stonebraker and David De-
Witt recall Gray as a distinguished 
computer scientist, listing his multiple 
contributions to the field of database 
systems and his memberships in the 
National Academy of Sciences, Nation-
al Academy of Engineering, American 
Academy of Arts and Sciences, Euro-
pean Academy of Science, as well as a 
fellow of both the ACM and IEEE (p. 
54).  And Alexander Szalay, a professor 
in the  Department of Physics and As-
tronomy at Johns Hopkins University, 
writes of Jim Gray the astronomer (p. 
58), noting how his own collaboration 
with Gray created some of the world’s 
largest astronomy databases, enabling 
astronomers to test many avant-garde 
ideas in practice and see the cosmos in 
ways never before possible. 

We hope you enjoy this collection of 
memories and work of and about Jim 
Gray. While the man and scientist is 
sorely missed, his legacy of work lives 
on in all of us. 

Diane Crawford   
	 Executive Editor

It’s been almost two years since Jim Gray set sail off the 
coast of Northern California headed for the Farallon 
Islands, never to be seen again. While we can only 
imagine the impact of his loss to family and close friends, 

DOI:10.1145/1400214.1400216		  Diane Crawford
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Even Science Would Benefit from Auctions
DOI:10.1145/1400214.1400217		

I
n  “ De  sign in g t he  Perfect Auc-
tion” (Aug. 2008), Hal R. Varian 
noted that such auctions have 
many practical and obvious ap-
plications, including in Web 

advertising, cooperative robotics, digi-
tal business ecosystems, digital pres-
ervation, and network management. 
Auctions, by means of complementary 
community currencies, can also radi-
cally shift the way we conceive scien-
tific cooperation. As we advocated in 
our paper “Selecting Scientific Papers 
for Publication via Citation Auctions” 
(IEEE Intelligent Systems, Nov./Dec. 
2007), replacing peer review with an 
auction-based approach would benefit 
science in general. The better a submit-
ted paper, the more complementary 
scientific currency its author(s) would 
likely bid to have it published. If the bid 
would truly reflect the paper’s quality, 
the author(s) would be rewarded in this 
new scientific currency; otherwise, the 
author(s) would lose the currency.

For all scientists, citations are a form 
of currency available worldwide, unlike 
the legal national currencies, which are 
scarce, especially in the third world. 
Auctions using citations as currency 
(“citation auctions”) would encourage 
scientists to better control the quality 
of their submissions, since those who 
are careless risk being dropped from 
the system. Scientists would also likely 
be more motivated to prepare worth-
while talks concerning their accepted 
papers and invite discussion of their 
results by their peers. Scientists would 
also likely focus on fewer papers and 
market them better. Citation auctions 
could thus greatly improve scientific 
research, helping it shift from peer re-
view as the reigning selection method 
toward a continuously improving pro-
cess of selection based on auctions.

Calculating the value of a work of art 
or historical document is clearly diffi-
cult, and projecting that value into the 
future is even more difficult. The same 
holds when trying to calculate the cur-
rent and possible future value of a sci-
entific work. In a sort of back-to-basics 
movement, like science in the 18th and 

19th centuries, that calculation could 
now be updated through citation auc-
tions. Peer review would continue, 
though in a more proper place in the 
scientific production chain—before 
selection for publication—rather than 
as the sole selection step.

This distributed-algorithmic mech-
anism would provide an interesting 
theoretical framework for incorporat-
ing incentives into algorithmic de-
sign, with bidding using an uncertain 
valuation of a work’s quality, senior 
scientists helping their younger coun-
terparts enter the scientific system, the 
marketing of scientific work through 
recommender systems, the avoidance 
of citation inflation, the creation of 
banks of citations, and improved auc-
tion mechanisms.

Josep L. de la Rosa and  
Boleslaw K. Szymanski, Troy, NY

Not Only in the U.S.A.
We all know about the internationaliza-
tion of computer applications, making 
them easily translatable into a variety 
of languages, dialects, and currencies. 
But what about the internationaliza-
tion of the editorial content of Commu-
nications?

The recent redesign (beginning July 
2008) prompts me to suggest another 
change to address something that has 
been niggling at me for years. Com-
munications articles often seem to as-
sume that all readers are in the U.S. 
An example is the otherwise excellent 
“Envisioning the Future of Computing 
Research” by Ed Lazowska (Aug. 2008) 
in which Lazowska referred to such 
institutions as “the National Science 
Foundation” and “the National Acade-
my of Engineering.” A couple of tweaks 
by an editor would have turned it into 
“the U.S. National Science Foundation” 
and “the U.S. National Academy of En-
gineering,” acknowledging that not all 
readers think of these bodies as their 
own national institutions. Lazowska 
also invited participation in the Com-
puting Community Consortium, which 
is funded by the U.S. NSF, all of whose 

current council members appear to be 
based in the U.S. It would be useful to 
know whether the invitation extends to 
all ACM members or just to those in the 
U.S.

“Internationalizing” Communica-
tions content would allow all readers to 
quickly evaluate its articles for person-
al relevance—yet another benefit from 
the magazine’s redesign.

Jamie Andrews, London, Ontario, Canada

Moaning About the Dearth 
of Native Talent
I must take issue with Eric Roberts’s 
straw-man argument in his “Counter-
point” in the “Viewpoint” “Technology 
Curriculum for the Early 21st Century” 
(July 2008). In the real world, Micro-
soft might hire a candidate from Ban-
galore, then wait for more candidates 
from Bangalore, even while whining 
that there are no qualified candidates 
in the U.S.

All companies look to control costs, 
especially fixed ones, even at the ex-
pense of short-term return, since, pro-
jecting into the future, the marginal 
return is less likely to stay positive for 
more highly compensated employees. 
The desire to control fixed costs also 
contributes to demand for consultant 
positions, as they are eliminated more 
easily.

I know from personal experience 
how different reality is from the picture 
Roberts painted. I have no problem 
with companies trying to find the low-
est-cost qualified labor but am disgust-
ed by disingenuous moaning about the 
dearth of native talent.

Wayne Warren, San Antonio, TX

A Message Even in 
Knuth’s Typography
I was introduced to Donald E. Knuth’s 
masterwork The Art of Computer Pro-
gramming in the late 1980s upon my ar-
rival at college, and while I never fully 
mastered it, I found it to be a handy 
tool for accomplishing things that just 
weren’t possible on the PC-based word 
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processors of the time.
I was struck by the irony of Knuth’s 

quote “I couldn’t stand to see my books 
so ugly” while spelling the name of his 
software “TeX” as he reminisced in 
the concluding part of Edward Feigen-
baum’s interview with him “Donald 
Knuth: A Life’s Work Interrupted” 
(Aug. 2008). Microsoft products have 
evolved to the point where it’s now pos-
sible to render the correct spelling—
“TEX”—with subscript capital E and 
condensed, kerned character spacing 
and still manage to email it intact.

Whenever I stumble across “TeX,” 
I recall being scolded about that spell-
ing in the introduction to its instruc-
tion manual.

Michael Pelletier, Merrimack, NH

Include These Programming 
Voices Too
Though Peter J. Denning’s take on pro-
gramming in his “Profession of IT” 
“Viewpoint” “Voices of Computing” 
(Aug. 2008) hit the mark, I’d like to ac-
knowledge the importance of two other 
roles (voices):

Maintainer. Tries to understand, 
correct, and improve the “product,” 
though years later may pay dearly for 
poorly designed coding and a lack of 
documentation; and

Operations manager. Ensures every-
day user service based on the availabili-
ty of programs—the point of producing 
programs in the first place.

Requiring programmers to serve 
some of their apprenticeship as main-
tainers would help them understand 
what is important in the conception, 
design, implementation, and operation 
of programs. College and university 
courses that more accurately reflect all 
aspects of a program’s lifespan—from 
conception to decommissioning—
would certainly contribute to their pro-
fessional development.

Brian Kirk, Painswick, U.K.

How to Know When Important 
Details Are Omitted
Though the issue explored by Mark 
Guzdial, in “Paving the Way for Compu-
tational Thinking” (Aug. 2008) was im-
portant, it carries an equally important 
caveat. There is no reason to assume, a 
priori, that every important concept in 

computation has a natural counterpart 
in precomputational thinking; some, 
indeed, do not.

This theme of making thinking 
about computation more natural has 
come up many times and, to my knowl-
edge, always carried a tacit assump-
tion that it can be taught in a way that 
is natural to newcomers. Guzdial’s ex-
amples of students’ propensity to omit 
an *else* clause in conditional state-
ments illustrate the point. This is a 
case of giving ambiguous instructions 
and assuming the instruction-follower 
will correctly infer and carry out the ap-
propriate action.

This cannot be fixed by making 
computers better at guessing how 
to resolve ambiguous or incomplete 
instructions. Developing the skill to 
recognize when important details are 
omitted and make them explicit is an 
indispensable part of computational 
thinking. Moreover, it is largely a new 
concept to students and thus not easily 
made natural to them.

There are, of course, aspects of com-
putational thinking that can be made 
more natural, and doing so is a valuable 
goal when achievable. But any such at-
tempt must be guided by constant vigi-
lance about what can and what cannot 
be made natural. Otherwise, the results 
degenerate into just dumbing-down 
the material, making it easier, perhaps, 
but also misleading.

Rodney M. Bates, Wichita, KS

.HK Danger ‘Under Control’
We were surprised by the McAfee, 
Inc. research findings reported in the 
“News” item “Dangerous Web Do-
mains” (Aug. 2008) and would like to 
add the following:

Old data. McAfee seemed to be de-
scribing the situation in 2008 but col-
lected its data in 2007. While it said 
that 9.9 million Web sites were tested, 
most of the malicious ones were test-
ed months before and may no longer 
exist;

New controls. Since March 2007, the 
Hong Kong Internet Registration Cor-
poration Limited (HKIRC) has worked 
closely with the Office of the Telecom-
munications Authority of the Govern-
ment of the Honk Kong Special Admin-
istrative Region, the Hong Kong Police, 
and the Hong Kong Computer Emer-

gency Response Team Coordination 
Centre to monitor and control suspi-
cious Web sites using the .hk domain; 
and

Less phishing. Beginning in 2007, 
HKIRC adopted measures against sus-
picious Web sites. The number of re-
ports of phishing and spamvertising 
using .hk thus decreased 92%, from an 
average of 38 per day in 2007 to three 
per day in 2008 (January to May).

In view of these measures, HKIRC 
deems the situation under control.

Hong Kong Internet Registration 
Corporation Limited and Hong Kong 
Domain Name Registration  
Company Limited; www.hkirc.hk/

The news item said malicious activity that 
might be associated with the .hk domain 
doesn’t necessarily take place in Hong 
Kong or China; “The owner of a domain 
name could theoretically situate his or her 
business anywhere.” McAfee declined to 
respond.—Ed.

No Best Way to Build 
a Mental Model
The six-bullet software design process 
Robert L. Glass outlined as a trial-and-
error activity in his “Practical Program-
mer” column “Software Design and the 
Monkey’s Brain” (June 2008) is better 
described as a sophisticated analysis-
and-design activity that includes a 
trial-and-error strategy, given that the 
purpose of the activity is to analyze a 
problem and create an automated so-
lution for it.

One root of the less-than-optimal 
progress in software (and software 
tools) lies in the column’s second bul-
let item—“Build a mental model of a 
proposed solution to the problem.” No-
body knows the one best way to build a 
mental model of a software solution. 
Supporting this conclusion are a large 
number of software strategies and ar-
tifacts, like structured programming, 
object-oriented programming systems, 
fourth-generation languages, network/
hierarchical/relational DBMSs, FOR-
TRAN, COBOL, C, C++, and Java, some 
of which endure and some of which 
simply go extinct.

Alex Simonelis, Montreal

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit your comments to 500 
words or less and send to letters@cacm.acm.org.

http://www.hkirc.hk/
mailto:letters@cacm.acm.org
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Here’s a first look at the 
revised Communications 
Web site. The design is 
mostly complete, and de-
velopment is in full swing. 
These images convey the 
site’s energy and abun-
dance, and suggest the 
site’s goal of being the de-
finitive source of comput-
ing news and information. 

Paths to Enlightenment 
A few things deserve spe-
cial mention. The site’s 
tabular design will pro-
vide pathways to Communications’ latest content, to archived issues, and to a daily 
stream of news and blogs. The site will also present articles from Communications 
and other ACM publications organized by topic. Though broad, the topics will 
give readers a shorter path to material that matches their interests. The site will 
also present career news and resources. Most of these features will be ready when 
the site launches early next year.

Calling all Volunteers
As for the blogs, some will be 
syndicated, but one will be 
created specifically for the 
Communications site and will 
be managed by a group of vol-
unteer bloggers. We are look-
ing for bloggers to join this 
team. Each volunteer should 
be prepared to share the spot-
light with other bloggers and 
to write several posts a week 
of interest to the CACM com-
munity. We’re still working 
on the details, but volunteers 

will likely rotate their roles over time. Please email your suggestions to us at  
cacm-participation@acm.org.  

And More...
The site will need other volunteers as well. Interested in beta testing the site? Or in 
moderating content? Get in touch. Like the bloggers, these volunteers will share 
different responsibilities over time. The plan—and hope—is to keep the work en-
gaging. Get in touch at cacm-participation@acm.org if you’d like to help.

ACM 
Member 
News
SIG Award Winners
A number of distinguished  
individuals were recently 
honored for their contribu-
tions to the computing field. 

At the 27th annual SIGACT-
SIGOPS symposium, Baruch 
Awerbuch, a professor of 
computer science at Johns 
Hopkins University, and David 
Peleg, a professor of computer 
science at the Weizmann 
Institute of Science, won the 
Edsger W. Dijkstra Prize in 
Distributed Computing. 

At SIGGRAPH, Ken Perlin, a 
professor of computer science at  
New York University, won the  
	C omputer Graphics  
	 Achievement Award;  
	 Maneesh Agrawala,  
	 an assistant professor  
	 of electrical  
	 engineering and  
	 computer science  
	 at the University  
	 of California at  
Berkeley, won the Significant  
New Researcher Award; and 
Stephen Spencer, a graphics 
system engineer at the University 
of Washington, won the 
Outstanding Service Award. 

Raghu Ramakrishnan, chief 
scientist for Audience, won 
the SIGKDD Innovation Award 
for “his contributions [that]
span foundational technical 
innovation on algorithmic and 
systems aspects of data mining.” 

Alexander L. Wolf, a pro-
fessor of computer science at 
Imperial College London, and 
David S. Rosenblum, a professor 
of software systems at Univer-
sity College London, won the 
SIGSOFT Impact Award for their 
paper “A Design Framework for 
Internet-Scale Even Observation 
and Notification.” 

SIGGRAPH ASIA 2008 
Conference
The first ACM SIGGRAPH 
Conference and Exhibition 
on Computer Graphics and 
Interactive Techniques in Asia 
will be held in Singapore from 
Dec. 10–13. The conference will 
include an art gallery, computer 
animation festival, educational 
courses and programs, emerging 
technologies, and other inno-
vative content and events. For 
more information, visit  
www.siggraph.org/asia2008.

A First Look at  
the Redesigned Site

DOI:10.1145/1400214.1400218	 David Roman

Maneesh  
Agrawala

mailto:cacm-participation@acm.org
mailto:cacm-participation@acm.org
http://www.siggraph.org/asia2008
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Damage Control 
The U.S. patent system is overdue for reform,  
but what needs fixing, and how, is a matter of some dispute.

Society  |  doi:10.1145/1400214.1400221	 Leah Hoffmann

I
n  2 0 0 6 ,  fac e d  with the threat 
of a court-ordered shutdown, 
Research In Motion (RIM), the 
Canadian manufacturer of 
BlackBerry phones, reached a 

settlement on a prolonged and vicious 
patent dispute with Virginia-based 
NTP. Although NTP’s threat of injunc-
tion was widely viewed as extortion in 
the IT industry (the company neither 
makes nor sells any products, and 
its primary assets are the patents of 
the late inventor Thomas Campana), 
RIM nonetheless agreed to pay $612.5  
million in a “full and final settlement 
of all claims.”

That figure sparked both disbelief 
and outrage among many members of 
the IT industry. It also increased calls 
for substantial legislative reform. Pat-
ent law in the U.S. has not been sub-
stantially updated since 1952, and is 
frequently thought to be out of sync 
with modern business practices. How-
ever, exactly what needs reforming, 
and how, is a matter of some dispute. 

Most companies and entrepreneurs 
agree with the principles that underlie 
the U.S. patent system, which fosters 
innovation by granting inventors an 
exclusive, though temporary, right to 
their creations in exchange for shar-
ing their work. But what constitutes a 
patentable invention, and how should 

it be protected? Critics complain that 
American patents are too easy to file—
the U.S. Patent and Trademark Office 
(USPTO) grants tens of thousands 
patents each year—and too easy to de-
fend in expensive legal suits. (The NTP 
patents that RIM was found to have in-
fringed upon might never have been 
granted in many countries.) Compa-
nies whose livelihoods depend on 
revenue from patent licenses, on the 

other hand, are loath to support any-
thing that might weaken the value of 
their portfolio. The Patent Reform Act 
of 2007, a reform bill introduced by 
Senators Patrick Leahy (D-VT) and Or-
rin Hatch (R-UT) and Representatives 
Howard Berman (D-CA) and Lamar 
Smith (R-TX), stalled last April as leg-
islators were unable to reconcile these 
competing interests.

Trolling for Dollars
It is impossible to make a piece of 
electronic technology without rely-
ing on dozens, if not thousands, of 
individually patented components. 
In 2003, one computer hardware firm 
told the U.S. Federal Trade Commis-

The headquarters of Research In Motion, which are almost shut down due to a patent dispute.P
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on resources? A cross-industry orga-
nization called the Coalition for Pat-
ent Fairness, with members such as 
Dell, Hewlett-Packard, and Intel, was 
created in 2006 to lobby for litigation 
reform; a handful of other organiza-
tions have taken up the cause, as well. 
Among the most interesting is the 
newly formed Allied Security Trust, 
which seeks to fight patent trolls by 
acquiring patents and granting mem-
ber companies nonexclusive rights 
to use them.

One thing reformers hope to see is 
a tightening of the standards used to 
determine patentability. The USPTO 
is overworked and understaffed, and 
examiners frequently grant patents to 
inventions that do not actually merit 
them, according to some critics. But 
the real battles happen in court, where 
a company’s best defense against a 
claim of infringement is usually to ar-
gue that the patent under question is 
invalid. To be patentable, an inven-
tion must be novel, useful, and “non-
obvious” to an expert in the field. It is 

this last requirement that has proven 
troublesome: what is obvious? Until re-
cently, the courts held an invention to 
be obvious only if it was explicitly pre-
figured by prior “teaching, suggestion, 
or motivation.” On the other hand, as 
critics point out, when something is 
obvious, few people write it down.

The stalled Patent Reform Act tried 
to address the problem through a con-
troversial post-grant review process 
that would have made it easier to chal-
lenge the validity of a patent. Currently, 
patents can be challenged through spe-
cial re-examination proceedings at the 
USPTO, which are widely seen as cum-
bersome and ineffectual, or by litigation. 
The Patent Reform Act would have cre-
ated a three-judge tribunal whose sole 
purpose would be to consider patent 
validity in a less costly and more ef-
ficient fashion than in court. Though 
many companies supported the tribu-
nal’s creation, others worried it would 
subject patents to potentially endless 
challenges unless temporal limits were 
applied to its jurisdiction. Just how 
many months or years after the grant-
ing of a patent the tribunal should be 
able to rule on a patent’s validity was 
the subject of fierce arguments.

Despite these legislative battles, the 
courts have begun to reconsider the is-
sue of obviousness on their own. The 
U.S. Supreme Court reset the bar last 
spring when it ruled that the combina-
tion of two existing technologies was 
not “non-obvious” and thus did not 
deserve a patent. Welcomed by many 
in the IT industry as an important 
step toward reform, the decision also 
granted examiners and courts more 
discretion to use “common sense” 
when determining the obviousness of 

sion that more than 90,000 patents, 
held by some 10,000 parties, were re-
lated to a single microprocessor. Most 
large IT companies, realizing that 
their products may regularly infringe 
on the patents of their rivals, and vice 
versa, have struck an implicit truce to 
keep themselves out of court. Increas-
ingly, however, they have come under 
fire from so-called “non-practicing 
entities” (known in the IT industry by 
the less-charitable moniker “patent 
trolls”), companies whose primary 
line of business is the litigation of pat-
ent lawsuits.

Trolls purchase patents from in-
ventors and other sources—such as 
bankrupt companies that are selling 
off their assets—then sue for infringe-
ment, hoping to cash in on settlements 
and royalties. It’s not clear how many 
patent trolls currently exist, but there’s 
no doubt they’ve had an impact on the 
IT industry. In 2005, Yahoo! was en-
gaged in four patent-related lawsuits; 
by 2008, the number had swollen to 
22. All are plaintiff-driven cases, and 
most of them were filed in the Eastern 
District of Texas (a jurisdiction widely  
considered friendly to patent hold-
ers), in spite of the fact that Yahoo! has 
neither offices nor servers nearby. Ac-
cording to Joseph Siino, Yahoo!’s vice 
president of intellectual property, each 
lawsuit costs the company an estimat-
ed $2 to $5 million to defend. Other IT 
firms report similar figures. Terry Al-
berstein, director of corporate affairs 
for Cisco, says that each of the 30 ac-
tive patent-related suits the company 
currently faces was brought by a non-
practicing entity. The cost of litigation: 
a staggering $30 to $50 million a year.

How to fight this dramatic drain 

In 2005, Yahoo! 
was engaged in 
four patent-related 
lawsuits; by 2008, the 
number had swollen 
to 22. All are plaintiff-
driven cases. 

A team of Japanese researchers 
has demonstrated a system 
that uses ultrasound waves 
to create “virtual” objects in 
mid-air, BBC News reports. The 
system, developed by Takayuki 
Iwamoto and colleagues from 
the University of Tokyo, uses 
ultrasonic transducers, which 
produce ultrasound. As sound is a 

pressure wave, once the inaudible 
sound waves from the transducers 
interfere, the waves create a 
focal point that is perceived as 
a solid object. A camera tracks 
the position of a user’s hand and 
shifts the transducers’ output 
to move the focus around with 
the movement of the hand. The 
result: a feeling of tracing the 

virtual object’s surface or edges in 
mid-air with one’s bare hands.

The system is “the first of its 
kind,” says Stephen Brewster, 
a haptics researcher at the 
University of Glasgow. “You can 
feel it with both hands, rather 
than having just a single point of 
contact, and multiple people can 
use it at the same time.”

Iwamoto’s team is currently 
adjusting how the transducers 
are driven in order to create 
realistic textures and shapes. 
The team plans to combine 
their system with 3D modeling 
software and video games, 
and has received proposals 
from several entertainment 
companies.

Virtual Reality

Creating ‘Virtual’ Objects With Ultrasound
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an invention. Yet it was a setback for 
the pharmaceutical industry, which 
often seeks new patents for the com-
bination of one drug with another.

Enter Big Pharma
Because drugs typically contain only 
one or two patented compounds, and 
the pharmaceutical industry relies far 
more heavily on patents than any tech 
company does, the battle over patent 
reform is frequently depicted as pit-
ting IT against Big Pharma. But the 
IT industry itself is far from unified. 
Companies like Qualcomm, Tessera, 
and Rambus are highly dependent 
on patent revenue, and are therefore 
deeply suspicious of the reforms pro-
posed by their peers. Another source 
of disagreement is the apportionment 
of patent-related damages, which 
many IT heavyweights complain have 
recently ballooned in a manner that’s 
disproportionate to the value of in-
fringed inventions.

“If you can’t cure the proliferation 
of questionable patents, you try to re-
duce their ramifications,” says Robert 
Barr, executive director of the Berkeley 
Center for Law & Technology.

An injured patent holder is entitled 
to pursue several different remedies. 
Injunctive relief prohibits the defen-
dant from continuing to use or sell the 
infringed invention. Once common, 
injunctions have become more dif-
ficult to obtain since 2006 when the 
Supreme Court ruled that they could 
not automatically be issued to non-
practicing entities. Lost profits dam-
ages, which are difficult to prove and 
expensive to analyze, have also fallen 
out of favor. Most plaintiffs thus opt 
to seek “reasonable royalties” from 
the defendant. As a matter of con-
venience, these royalties are often 
calculated as a percentage of overall 
product sales. This angers many in 
the high tech arena, who claim the 
calculations don’t correspond to the 
specific value of an infringed patent. 
Consider the earlier example of a mi-
crochip, with its thousands of patent-
ed components. If a company were to 
sue for the infringement of a single 
component and win, it could ask for 
damages representing a percentage 
of the sales of the entire chip.

The Patent Reform Act seeks to re-
define “reasonable royalties” to reflect 

only the economic value of a patent’s 
“specific contribution over prior art” or, 
as Senator Leahy described it, “the truly 
new ‘thing’ that the patent reflects.” It 
was one of the bill’s most hotly contest-
ed provisions, drawing criticism from 
both the pharmaceutical industry and 
certain IT segments. Their chief com-
plaint: the value of a product may not 
be separable from the value of an indi-
vidual component.

“It suggests that the whole is divorced 
from its parts,” asserts Brad Ditty, asso-
ciate general patent counsel at InterDig-
ital Communications. “And it artificially 
lowers the value of a patent.” Ditty and 
his peers prefer the flexibility of the cur-
rent system, and they see no need for re-
form. Nor do they believe an imbalance 
exists. “There’s this notion that we’re 
currently in the midst of a crisis as far 
as damage awards are concerned,” says 
Ditty. “We just don’t see it.”

One proposal that remains uncon-
troversial with the tech community 
is the Patent Reform Act’s third ma-
jor provision, which would change 
the way patents are granted from a 
first-to-invent to a first-to-file system. 
(Although some individual inventors 
have complained that this would put 
them at a disadvantage relative to larg-
er companies, studies have shown that 
the first person to file for a patent is al-
most always the first to invent.) Such 
a change would bring the U.S. system 
in line with the rest of the world, and 
would streamline the approval pro-
cess by eliminating messy debates 
about who first had an idea. In fact, 
it is one of the bill’s few provisions 
that the pharmaceutical industry also 
supports, and industry insiders regret 
that IT companies have not been able 
to use it to greater advantage to score 
concessions on other points.

At press time, there was no sched-
ule for the Patent Reform Act’s return. 
Senator Leahy has said he remains 
committed to patent reform, but a 
growing consensus surmises that sup-
porters of the legislation may need to 
wait until 2009, when there is a new 
Congress, a new President, and a new 
head of the USPTO. In the meantime, 
the battle will continue to be waged, at 
great expense, in the courts.	

Leah Hoffmann is a Brooklyn, NY-based science and 
technology writer.

Quantum Computing

Alexei 
Kitaev 
Wins 
MacArthur 
“Genius” 
Award

Alexei Kitaev, 
a professor of 
theoretical physics 
and computer 
science in the 
departments of 

physics and computer science 
at the California Institute 
of Technology, is one of 25 
recipients of a MacArthur 
Foundation $500,000 “genius” 
award. As a 2008 MacArthur 
Fellow, Kitaev will receive 
$100,000 a year for five years, 
with no strings attached.

Kitaev said in a statement 
that he was “very surprised” 
when he received  a call from 
MacArthur Fellows Program 
director Daniel Socolow,  
informing him of his selection. 

“I didn’t know what the award 
was at first,” said Kitaev. “But then 
I looked up the names of people 
who have previously received a 
MacArthur award and saw that 
they are very good scientists. I am 
excited and honored to be in the 
same group with them.”

 A physicist, Kitaev was 
cited by the MacArthur 
Foundation for his work in the 
nature of quantum systems 
and their implications for 
creating practical uses, such as 
quantum computers. “Though 
his work is focused mainly at 
the conceptual level, he also 
participates in efforts to develop 
working quantum computers,” 
the foundation noted. “Through 
his deep insights into the 
fundamental nature of quantum 
physics, Kitaev reveals a rich 
picture of this unfamiliar 
world, bringing us closer to the 
realization of the full potential 
of quantum computing.”

Kitaev conducted his 
undergraduate and graduate 
work in Russia, and came to 
Caltech as a visiting associate 
and lecturer in 1998 and was 
named a professor of theoretical 
physics and computer science 
in 2002. P
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T
he  on l in e  s ocial  network 
seems like a new kid on 
the online block. Actually, 
the online social network 
stretches back years before 

the dot-com bust. The first major so-
cial network site, SixDegrees.com, 
launched in 1997. The rapid growth 
has come more recently—MySpace in 
2003, Facebook in 2004, and Twitter 
in 2006—propelled by the ubiquity of 
broadband and cellular-messaging 
connections plus the golden touch of 
yet another Harvard dropout (Mark 
Zuckerberg of Facebook). Their expan-
sion set off a secondary growth market 
in analyzing social network sites. Social 
network analysis (or social networking 

analysis, take your pick) helps us un-
derstand why Facebook and Flickr suc-
ceeded while Friendster didn’t; shows 
how physical and online social net-
works can be alike and different; and 
attempts to predict how they’ll evolve 
and, for beneficiaries of the research, 
how someone might get rich off the 
next wave. There’s also a good deal of 
research about how honest people are 
in describing themselves online. 

The sites differ in who can join, who 
can see your profile and how much of 
it is visible, and their openness to Web 
crawlers and other applications. The 
sites also differ in their suitability for 
use on a cell phone and whether they 
can be universally accessed among the 

multitude of telecom companies. For 
instance, Twitter, the what-are-you- 
doing-now site, wouldn’t be a big hit if 
there wasn’t a mobile Web. 

Online social networks also differ 
in size. Facebook’s magnitude, with 
132 million unique visitors in June 
2008, seems to fly in the face of the con-
ventional wisdom that too much size 
makes a social networking site both 
impersonal and undesirable. (As Yogi 
Berra quipped, “Nobody goes there 
anymore; it’s too crowded.”) More 
than a few sites evolve in unpredict-
able ways, sometimes because their 
infrastructure couldn’t handle geo-
metric growth or because their rules 
annoyed existing members. Some died 

Analyzing Online  
Social Networks  
Social network analysis explains why some sites succeed and others 
fail, how physical and online social networks differ and are alike, and 
attempts to predict how they will evolve.

Technology  |  doi:10.1145/1400214.1400220	 Bill Howard

A detail from a painting of a Flickr network, consisting only of people with at least 50 mutual contacts, which reveals four distinct clusters.

http://SixDegrees.com
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and others took on second lives. In 
2002, Friendster was a dating service, 
competing against Match.com in the 
U.S., but it crashed and burned. Now, 
Friendster has re-emerged as a social 
network site, but its strongest markets 
are in Indonesia, Malaysia, the Philip-
pines, and Singapore. Orkut started 
in the U.S. as a social network site, but 
flared out; today, 80% of its users reside 
in Brazil or India. 

Social Networking Goes Online
Social network analysis, of course, pre-
dates online social networks. Some 
trace the roots of social network analy-
sis to the early 20th century when so-
ciologist Georg Simmel differentiated 
between social groups (a group with a 
specific focus such as a family, neigh-
borhood, or job) and a social network 
(a looser, larger collection of people 
and groups with connections among 
groups). Later, psychologist Abraham 
Maslow’s hierarchy of needs (physi-
ological, safety, love/belonging, es-
teem, and self-actualization) was used 
to understand social networks. Re-
search accelerated in the two decades 
after World War II as the availability of 
computers allowed the study of social 
networks with thousands of nodes. It 
remained for the Internet to provide 
networks with millions of nodes. As 
the size of networks grew, it became 
more difficult to display a network as a 
plot of dots connected by relationship 
lines, and the visual description be-
came points or formulas. 

Psychologist Stanley Milgram’s 
small world, or six degrees of separa-
tion, experiments in the 1960s helped 
explain some aspects of social net-
works, including the finding that most 
pairs of nodes passed through 5.5 
nodes to reach the targeted individual. 
(Don’t look for the phrase “six degrees 
of separation” in Milgram’s papers; it 
was coined by playwright John Guare 
in his 1992 book of the same name.) 
While six degrees of separation may be 
true offline, less than three degrees is 
more likely online.  

The Erdős-Rényi models for gener-
ating random graphs, which place con-
nections between pairs of nodes with 
equal probability, help explain some 
social networks, but later research in-
dicates that random graph models may 
not scale to larger online networks. 

Work in recent years finds intrigu-
ing similarities among social network 
sites as well as with traditional social 
networks. In the Barabási-Albert mod-
el, networks have power-law, scale-
free, growth and exhibit preferential 
attachment. A physics professor at 
Notre Dame University, Albert-László 
Barabási has applied the preferential 
attachment model to online social 
networks and found that future gains 
more often accrue to nodes with more 
connections.  In other worlds, a rising 
tide lifts all yachts, oft-cited academic 
papers are cited even more often, and 
a newbie to an online community 
connects more often to a well-known 
member. 

Ravi Kumar, Jasminie Novak, and 
Andrew Tomkins at Yahoo! Research 
studied growth patterns at the Flickr 
photo-sharing site and the Yahoo! 360 
social networking site. In both, they 
found the network density, or the in-
terconnections per person, followed 
similar patterns: rapid growth through 
early adopters, decline in the wake of 
fewer friendships developing relative 
to network growth, and slow and steady 
growth where both members and con-
nections grow. The trio segmented the 
network in three ways: “singletons” 
who don’t take part; a large core of 
connected users; and a middle region 
of isolated communities that keep to 
themselves and display a star structure. 
The stars make up a third of Flickr us-
ers and 10% of Yahoo! 360 users; these 
communities may have a single charis-
matic activist linked to other users who 
have few connections outside the star. 

Jure Leskovec of Carnegie Mellon, 
Lars Backstrom of Cornell, and Ravi 
Kumar and Andrew Tomkins of Yahoo! 
Research studied large datasets from 

While six degrees  
of separation may  
be true offline,  
less than three 
degrees is more  
likely online. 

Computer Science

Increasing 
Network 
Efficiency
Computer scientists at the 
University of California, San 
Diego (UCSD) have developed 
an algorithm that promises 
to significantly increase the 
efficiency of network routing. 
Known as XL, for approximate 
link state, the algorithm boosts 
network routing efficiency by 
suppressing system updates 
that force connected networks 
to continuously recalculate their 
paths in the Internet. 

“Being able to adapt to 
hardware failures is one of the 
fundamental characteristics 
of the Internet,” says Kirill 
Levchenko, a student member 
of the UCSF team. “Our routing 
algorithm reduces the overhead 
of route recomputation after 
a network change, making 
it possible to support larger 
networks. The benefits are 
especially significant when 
networks are made up of low-
power devices of slow links.”

Computer Security

Virus 
Cinch
Researchers at Tel Aviv 
University have developed 
Korset, an open source program 
designed to halt malware 
on Linux, the operating 
system used by the majority 
of the world’s Web and email 
servers. Instead of waiting for 
viruses and other malware 
to begin operating, Korset 
models the normal behavior 
of legitimate programs and 
instantly shuts down any 
program that veers away from 
expected activity.  Created by 
Avishai Wool, a professor of 
computer engineering at Tel 
Aviv University and his graduate 
student, Ohad Ben-Cohen, 
Korset’s code has been released 
at www.korset.org to promote 
further development of the 
program.  “It is our hope that 
this becomes mainstream and 
that this approach is adopted 
in standing distributions of 
operating systems,” said Wool 
in an interview with MSNBC.

http://Match.com
http://www.korset.org
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prises more than 10,000 servers on 
a Web tier, about 2,000 servers on a 
MySQL tier, and about 1,000 servers on 
a MemCache tier. Every second, the site 
gets 10 million requests, about 500,000 
of which are MySQL queries. Data vol-
ume was in the tens of gigabytes per 
day in early 2006, hit 1TB per day by 
mid-2007, and continues to grow. 

“I (almost) look like Brad Pitt”
What man doesn’t suck in his gut when a 
good-looking woman walks by? Online, 
a user posts his or her best picture, usu-
ally in a setting that evokes how the user 
wants to be perceived, such as placing 
the Newport Yacht Club or a funky bar 
in the background. Some users resort 
to deception. Catalina Toma and Jef-
frey Hancock of Cornell University and 
Nicole Ellison of Michigan State found 
that when it comes to online profiles on 
Match.com, Yahoo! Personals, Webdate, 
and American Singles, 81% of a survey 
group provided information that devi-
ated from reality. “Deviations tended to 
be ubiquitous but small in magnitude. 
Men lied more about their height, and 
women lied more about their weight, 
with participants farther from the mean 
lying more,” they noted. “Overall, par-
ticipants reported being the least accu-
rate about their photographs and the 
most accurate about their relationship 
information.” The fact that you can up-
date your profile if the misstatement 
becomes too pronounced may promote 
deception, although “a record of the 
presentation is preserved.” Because of 
the asynchronicity of social network-
ing sites, “[Users] can plan, create, and 
edit their self-presentation, including 
deceptive elements, much more delib-
erately than they would in face-to-face 
first encounters,” they noted. “The re-

Flickr, Delicious (social bookmark-
ing), Answers (reference), and LinkedIn 
(business contacts) to develop a model 
of network evolution following the 
preferential attachment model. For 
all, the number of connections among 
members drops off exponentially with 
more degrees of separation, particular-
ly beyond two hops. Two people with a 
common friend (two hops away) close 
a triangle and become friends them-
selves. There were notable differences 
in new members: Flickr grows expo-
nentially, LinkedIn grows quadratical-
ly, Delicious grows superlinearly, and 
Answers grows sublinearly. 

Anthropologist Robin Dunbar has 
argued a person can sustain about 150 
social relationships and that often was 
the comfortable size of settlements, 
farming villages, and the tactical unit 
of the Roman legion, the maniple. On-
line social networks with millions of 
users also work to keep human scale 
in mind. 

At Facebook, users strive to mask 
the immense number of nodes with 
privacy settings, filters such as People 
You May Know, and the News Feed that 
shows on your page what your friends 
are doing and posting (so you don’t 
have to search dozens or hundreds of 
individual pages). The News Feed ini-
tially set off howls of protest about pri-
vacy concerns, but it turned out to be a 
key element in making Facebook more 
manageable and fueling its explosive 
growth. Just as size and density makes 
cities vibrant and attractive up to a 
point, Facebook research scientist Jeff 
Hammerbacher says, “We’ve noticed 
that people are more likely to become 
active users if they enter a dense, active 
network.” 

The Facebook network now com-

duction of communication cues, espe-
cially nonverbal and visual cues (with 
the exception of photographs), spares 
online daters some of the common pre-
dicaments faced by traditional daters 
trying to make a good first impression.” 

According to Hancock, similar 
misstatements appear in email com-
munications, too, and they may show 
similarities in phrasing. “We’re look-
ing to see if there are any verbal features 
that might identify these lies,” he says. 
Which raises the question: Could a fu-
ture social networking applet be a pro-
file lie detector? 

Toma, Hancock, and Ellison found 
that the online photograph is the infor-
mation most likely to be less than accu-
rate. The more accurate the photo, the 
more honest the person is in his or her 
other profile information. And the more 
friends who are aware of the online dat-
er’s profile, the more accurate the photo. 
But beware of escalation once the first lie 
gets told. Hancock says, “There will be 
elevated lying if people suspect others 
are, too. Lying will still be constrained 
even in a ‘high-lie environment’—most 
people do not feel comfortable stating 
big lies.” 

Social networks can even make you 
a fitter, healthier person. Sometimes. 
Nicole Ellison of Michigan State, Re-
becca Heino of Georgetown University, 
and Jennifer Gibbs of Rutgers Univer-
sity found some respondents to social 
network and dating sites underreported 
their weight, then realized they’d bet-
ter start losing weight to match their 
ideal self. One woman lost 44 pounds 
and said, “I can thank online dating for 
that.” Take that, Jenny Craig. 	

Bill Howard writes about science and technology from 
Westfield, NJ.

For the first time, Japanese 
and U.S. cosmologists have 
reliably reproduced the 
formula of the universe’s 
first star in supercomputer 
experiments, Science reports, 
and the protostar they 
produced was the catalyst for 
a primordial sun that rapidly 

expanded to 100 times the 
mass of our sun.

Led by astrophysicist Naoki 
Yoshida of Nagoya University 
and a team of colleagues, the 
supercomputer simulations 
of the first primordial stars’ 
formation are partly based on 
data from NASA’s Wilkinson 

Microwave Anisotropy Probe. 
The NASA probe is analyzing 
the universe’s oldest light, 
which has been traveling across 
the universe for 13.7 billion 
years. 

Yoshida’s team spent nearly 
eight years on the experiment, 
and each simulation took a 

month of computer time. Even 
though the theoretical universe 
exists only as a set of equations 
operating in a supercomputer, 
it has provided critical 
information about the origins 
of early stars and may help 
scientists better understand 
early star formation. 

Theoretical Astrophysics

The Universe’s First Star 

http://Match.com
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degrees of difficulty. The most recalci-
trant form a subclass named NP-com-
plete, the salient property of which is 
that if you could find an efficient (that 
is, polynomial time) solution to any 
NP-complete problem, you would in 
effect have found an efficient solution 
to all NP problems. That’s because 
there are efficient algorithms that can 
turn any NP problem into a particular 

instance of an NP-complete problem. 
Therefore, a general solution to the 
NP-complete problem automatically 
includes solutions to NP problems 
related to it, but a solution to the NP 
problem solves only some cases of the 
NP-complete problem. 

As his “new favorite example” of an 
NP-complete problem, Avi Wigderson, 
a professor in the school of mathemat-
ics at the Institute of Advanced Study 
in Princeton, NJ, offers the familiar Su-
doku puzzle. That might come as a sur-
prise to anyone who has solved count-
less newspaper Sudokus in the time it 
takes to drink a mug or two of coffee, 
but Wigderson emphasizes that he is 
not talking about just the standard 9x9 
grids. Sudokus can be constructed on 

T
he theory of modern comput-
ing predates by a few years the 
modern computer itself. In 
1936, while studying for his 
Ph.D. at Princeton University, 

the British mathematician Alan M. Tur-
ing devised an idealized machine that, 
by executing a series of instructions and 
storing data, could perform any imagin-
able computational algorithm. Further 
work by Turing and others pointed to 
an intimate connection between com-
putability and calculability in a more 
conventional sense: If the solution to a 
problem can be written in the form of 
a finite mathematical recipe, then it is 
computable on a Turing machine.

But among computable problems, 
some (as George Orwell might have 
put it) are more computable than oth-
ers. A Turing machine can avail itself 
of a limitless amount of memory and 
take as long as it needs to produce an 
answer. Real computers, on the other 
hand, have finite storage, and theoreti-
cal computability isn’t of much practi-
cal comfort for an algorithm that takes 
a long time—longer than the age of the 
universe, say—to produce an answer. 
Encryption methods that rely on the 
difficulty of finding the prime factors of 
a “key”—a very large number—depend 
on precisely that point. A guaranteed 
factorization algorithm is the brute-
force strategy of testing all the smaller 
numbers in sequence until you find an 
exact divisor, but the size of that task in-
creases exponentially with the number 
of digits in the key. For large keys, fac-
torization is theoretically feasible but 
impossible in practice.

Complexity theory arose in the 
1960s as a way to classify the hardness 
of problems. Easy problems belong 
to complexity class P, for polynomial 
time, meaning that algorithms exist to 
produce an answer in a time that rises 
no faster than some power of the size of 
the input. Many everyday computation-
al tasks, such as list sorting and optimi-
zation by linear programming, belong 

to P. A wide variety of more demanding 
problems do not seem to fall into P, 
however, but belong to a class labeled 
NP. The distinguishing characteristic 
of these problems is that the validity 
of a proposed solution can be checked 
in polynomial time, even though there 
isn’t an algorithm for generating that 
solution in the first place. Factorization 
falls into this class; if you’re presented 

with two numbers purporting to be the 
factors of a larger number, it’s easy to 
check the truth of the assertion.

An alternative definition of NP 
problems is that they can be solved 
in polynomial time on what’s called 
a nondeterministic Turing machine. 
This hypothetical machine branches 
to different computational paths at ev-
ery step, giving rise to an exponentially 
growing tree of computations. If one 
path through that tree arrives at the de-
sired result, the machine has solved the 
problem. For example, a nondetermin-
istic Turing machine could perform 
factorization in polynomial time by 
testing the exponentially large number 
of possible divisors.

Even within NP, though, there are 

The Limits of Computability  
Computational complexity and intractability may help scientists better 
understand how humans process information and make decisions.

Science  |  doi:10.1145/1400214.1400219	 David Lindley
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any doubly square grid—16x16, 25x25, 
and so on—and the crucial point is 
that although many Sudokus may be 
easy to solve, no algorithm exists to 
solve an arbitrarily large Sudoku in 
polynomial time. 

Showing that a problem is NP-com-
plete means proving that no known 
algorithm can solve it in polynomial 
time. But does that mean no such al-
gorithm exists, or that no one has 
invented one yet? Is the class NP, in 
other words, truly different from P? So 
fundamental is this question that it 
has the distinction of being one of the 
seven Millennium Problems whose so-
lution the Clay Mathematics Institute 
in Cambridge, MA, has deemed worthy 
of a million-dollar prize. The majority 
opinion among mathematicians and 
computer scientists is that NP is not 
identical to P, says Sanjeev Arora, a pro-
fessor of computer science at Princeton 
University, which would mean that NP 
problems are genuinely hard and that 
in all likelihood no easy method for 
factorization exists. However, no proof 
currently exists.

Computational Complexity
Complexity theory has become im-
mensely sophisticated, to the point that 
there are now close to 500 distinct com-
plexity classes, distinguished by math-
ematical niceties of the methods that 
will solve them. This classification is far 
more than an abstract exercise, how-
ever. Understanding a task’s computa-
tional complexity can provide a novel 
perspective on real-world processes in 
which a task shows up.

One “hard” problem not in NP is the 
computation of so-called Nash equi-

libria, which arise in game theory and 
economics. A Nash equilibrium exists 
where each participant in a multi-play-
er game is using an optimal strategy, 
taking into account the strategies used 
by the other players. That is, no single 
player can make a unilateral change 
that will improve his or her outcome. 
It’s recently been proved that the com-
putation of Nash equilibria is complete 
for its class, known as PPAD, which 
means that a way to compute them ef-
ficiently would also solve other hard 
problems.

Nash equilibria crop up in the study 
of distributed decisionmaking, where 
parts of a system act as independent 
agents that determine the behavior of 
the system as a whole. As such, they 
are of great interest to economists, 
but their computational intractability 
raises the question of whether and how 
real markets actually compute Nash 
equilibria, or whether the types of Nash 
equilibria that arise in economics are of 
a simpler and more tractable kind. 

These notions of hardness rest on 
the assumption that the Turing ma-
chine is a universal model for all meth-
ods of computation. That seemed like a 
safe bet until quantum computing came 
along. The bits in a quantum computer, 
known as qubits, can exist in superpo-
sitions of many states at once, as the 
strange rules of quantum mechanics 
allow. The operation on a single qubit 
can, in effect, perform many computa-
tions at once, and in 1994, MIT math-
ematics professor Peter Shor made use 
of this property to devise a quantum 
computer algorithm for factoring num-
bers in polynomial time. 

It remains uncertain whether it is 
feasible to build quantum computers 
of sufficient size to do interesting fac-
torizations. Moreover, Wigderson says, 
a quantum computer is not a nonde-
terministic Turing machine, because 
purposeful manipulations of qubits 
are not equivalent to unrestricted ex-
ponential branching. Shor’s factoriza-
tion algorithm, which relies on certain 
properties of prime numbers in order 
to select the desired answer from the 
multiplicity of superposed computa-
tions, may be a special case. “There’s 
no hint that quantum computers can 
solve any NP-complete problem,” 
Wigderson adds.

Beyond its significance for computa-
tion in the formal sense, Wigderson says 
that complexity theory sheds light on our 
intuitive idea of what it means to call a 
problem hard. He suggests that the char-
acteristics of a NP problem—a solution 
cannot be obtained by any routine meth-
od, but when found is easily checked—are 
reminiscent of what happens when a sci-
entist hits on a theoretical innovation that 

Complexity theory 
has become 
sophisticated, to  
the point there  
are now close to  
500 distinct 
complexity classes.

China will significantly 
increase production of its 
Godson microprocessor and 
plans to build its first petaflop 
supercomputer in 2010, 
according to PC World.

China decided against 
investing in microprocessor 
development in the late 1980s, 
but changed course in 2001. Its 
chip technology currently lags 
behind that of AMD, IBM, and 

Intel, but China multiplied its 
investment in chip production in 
2006 and now has four different 
Godson processors. A deal was 
struck with STMicroelectronics 
last year to manufacture and sell 
the chips under the commercial 
name of Loongson, and the chips 
are being used by 40 companies 
in laptops, set-top boxes, and 
other devices. 

Due in 2009, the Godson 3 

chip will be China’s first 
multicore chip, with four 
general-purpose cores and four 
specialized cores for tasks such as 
scientific computing, advanced 
technologies, and national 
security. China plans to use the 
Godson 3 chip in its proposed 
one-petaflop supercomputer. 
If China succeeds, the Godson 
3-powered supercomputer will 
match the performance of the 

IBM Roadrunner system, which 
leads this year’s Top500 list of the 
world’s fastest supercomputers. 
Built for the U.S. Department of 
Energy’s National Nuclear Security 
Administration, the Roadrunner 
system has a processing speed  
of one quadrillion calculations  
per second and is used for 
research into astronomy, climate 
change, energy, and nuclear 
weapons simulations.

Information Technology

China Strives for Petaflop Supercomputer
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explains some mystifying experimental 
fact or when a sculptor suddenly grasps 
how to complete a work of art. Both expe-
rience an “aha!” moment that tells them 
they’ve found what they want, even if they 
can’t explain where it came from. 

Wigderson regards this analogy as 
more than a clever metaphor. If the 
brain is a computer—a fantastically 
complex computer, but a computer 
nonetheless—then leaps of intuition, 
creativity, and aesthetic judgments 
must ultimately be the results of rea-
sonably efficient computations. Under-
standing these mysterious processes 
in algorithmic terms remains a far-off 
goal, but computer scientists, neurosci-
entists, and evolutionary biologists are 
beginning to use the notions of compu-
tational complexity and intractability 
to understand how humans and other 
animals process information and make 
decisions. 

For example, Adi Livnat, a Miller 
Postdoctoral Fellow at the University 
of California at Berkeley, and Nicholas 
Pippenger, a mathematics professor at 
Harvey Mudd College, have developed a 
model that uses a sort of inverse of the 
Nash equilibrium to define conflict in 
neural systems trying to deal with war-
ring impulses. An animal that has to en-
dure electric shocks in order to obtain 
food, for instance, must balance desire 
for food against fear of physical harm. 
Regarding these two urges as separate 
agents within the animal’s brain, con-
flict arises, Livnat says, because each 
agent tells the other, “I want you to do 
something else.”

Evolutionary theorists have argued 
that the brain ought to develop systems 
to resolve warring impulses in an order-
ly manner, yet the fact that humans and 
other animals can be rendered help-
less by indecision suggests this isn’t so. 
Livnat and Pippenger mathematically 
demonstrated that conflicting agents 
in the brain, each independently pursu-
ing its own goal, can nevertheless con-
trive to produce a beneficial compro-
mise. Crucial to their model was that 
computing resources were limited: in 
that case, it turns out that internal con-
flict can produce an adequate solution 
where a perfect solution is beyond the 
system’s computational capacity.

In general, however, understanding 
neural systems from a computational 
perspective is a formidable task. As 

Luis von Ahn, a professor of computer 
science at Carnegie Mellon University, 
points out, many of the tasks that com-
puters can’t do are so easy for humans 
that we don’t think of them as requiring 
mental effort—recognizing the letter A 
no matter what style it is written in, for 
example, or being asked to say whether 
a picture has a cat in it. 

As an empirical way to explore 
the types of computation that are 
involved in processes such as image 
perception, researchers have built 
neural networks or other adaptable 
computer systems that can “learn” 
from a set of training examples. 
While these efforts can produce im-
provements in task performance, 
understanding that improvement in 
direct algorithmic terms is difficult. 
Training tends to produce systems 
that are “completely incomprehen-
sible” in algorithmic terms, says von 
Ahn. Knowing their structure doesn’t 
mean you know what they’re doing.

It’s far from clear, adds neurosci-
entist Larry Abbott of Columbia Uni-
versity, that knowing how computers 
cope with a task like pattern recogni-
tion would necessarily help in under-
standing how the brain does it. Abbott 
doesn’t doubt that the human brain 
works in an essentially algorithmic 
way, but “the hardware is very differ-
ent.” Compared to a computer, he says, 
the brain is “slow and unreliable,” yet it 
seems far more internally active in that 
it constantly tries out different ways of 
processing information rather than 
sticking to a preordained routine.

Although some philosophers and 
other researchers disagree, computer 
scientists and neuroscientists almost 
universally believe the brain does what 
does by performing extraordinarily 
elaborate computations. Millions of 
years of evolution have trained neural 
systems in a more or less ad hoc fash-
ion to perform numerous tasks. Neu-
roscientists are trying to tease out the 
essential features of these systems by 
comparing them to computational 
models and algorithms. The day might 
come, says Abbott, when it is possible 
to understand an organism’s behavior 
in terms of its neural circuitry. 	

David Lindley is a science writer and author based 
in Alexandria, VA. Richard M. Karp and Christos 
Papadimitriou, both of the University of California at 
Berkeley, contributed to the development of this article.

Telecommunications

Teens 
Who Text
For many teenagers, texting is 
replacing talking on cell phones, 
according to a new online poll of 
2,089 U.S. teenagers conducted 
by CTIA, the international 
wireless telecommunications 
association, and Harris Inter-
active. Teens say they spend 
nearly as much time talking 
as they do texting, and prefer 
texting as it “is all about 
multitasking, speed, privacy, 
and control,” says Joseph 
Porus, a Harris Interactive vice 
president. How pervasive is 
texting? Of the respondents, 
42% say they can text blind-
folded and 47% say that without 
texting their social life would 
deteriorate or simply end.

Teens’ suggestions for future 
cell phones include phones 
in the form of sunglasses and 
jewelry; a “dream device” that 
is software based and would 
enable “the user’s fingerprint 
to turn anything” into a mobile 
device; and a LEGO-like design 
so a user can “build just what he 
wants for every occasion.” 

As for landline phones, 40% 
of the teens say a cell phone is the 
only phone they will ever need.

Materials Science

A Paper 
Transistor
Elvira Fortunato, a professor 
of materials science at the 
New University of Lisbon, 
has developed a paper-
based transistor that might 
be suitable for disposable 
electronics, such as RFID tags 
and smart labels, New Scientist 
reports. Fortunato built the 
transistor by covering both 
sides of a sheet of paper with 
metal oxides before applying 
aluminum contacts. The 
transistor acts as a flexible 
substrate and as an integral 
part of a semiconductor by 
helping to amplify the electrical 
current that passes through  
the transistor. The transistors 
are vulnerable to tears or 
wetness, but both problems  
can be overcome by laminating 
the device.
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T
he long tail  is no secret to 
Internet users or vendors. 
Both Amazon and Cafepress, 
for example, have shown that 
it is possible to profit from 

providing many niche or unusual prod-
ucts that would take up expensive shelf 
space offline. Less appreciated is how 
the long tail alters advertising strate-
gies. In a recent research paper,1 we 
explored how, and how much, search 
engines can profit from providing ad-
vertising for niche or unusual popu-
lar products. The best way to deter-
mine this turns out to be an analysis 
of Internet advertising purchased by 
lawyers.

Industry Background
Search platforms enjoy a huge ad-
vantage over other online advertising 
platforms, because they can use a cus-
tomer’s own search terms to match 
customers’ interests with advertisers. 
Ads are displayed only when a Web user 
enters a search term, and the advertiser 
only pays when the user clicks on the 
ad and is redirected to the advertiser’s 
Web site. Offline companies find this 

kind of tailoring much more difficult, 
so Google can charge higher prices for 
these ads than for conventional non-
tailored ads. 

For example, lawyers specializing 
in computer crime lawsuits can use 
search engine advertising to ensure 
their ads are displayed only to people 
searching for “computer crime lawyer.” 

Their alternatives would be either: or-
dinary broadcast-style media like news-
papers, magazines, television, and ban-
ner ads; or contacting people directly 
via telephone, postal mail, email, or 
in person. 

Using broadcast media would waste 
eyeballs: Many of the people who saw 
the ad would have no interest in find-

Economic and Business 
Dimensions 
Search Engine Advertising 
Examining a profitable side of the long tail of advertising that  
is not possible under the traditional broadcast advertising model.

doi:10.1145/1400214.1400222	 Avi Goldfarb and Catherine Tucker
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that results from the fact that lawyers’ 
activities are regulated at the state 
level, by their state’s bar association. 
These state regulations mean that 
you can have two similar states, but in 
one state lawyers are permitted to do 
something, while in another state they 
are not. 

Specifically, many state bar asso-
ciations prohibit “ambulance chas-
ing” behavior. In 15 states, lawyers 
are not permitted to contact clients 
directly (electronically or in writing) 
for a period following “personal in-
jury or wrongful death.” This behav-
ior is permitted in the other 35 states. 
This restriction affects personal injury 
lawyers, but it does not affect others. 
When direct solicitation is banned, 
it is more difficult for personal injury 
lawyers to target clients. In the absence 
of search engine advertising, these law-
yers could only use broadcast media 
to find clients. A key point is that the 
restrictions do not affect the ability of 
other lawyers to find clients; only per-
sonal injury lawyers are affected.

We show that when personal injury 
lawyers are forbidden from directly 
contacting clients, they are willing to 
pay significantly more for search en-
gine advertising, all else equal. By “all 
else equal,” we mean we control for the 
fact the keyword string “truck accident 
attorney” generally costs more than the 
keyword string “employment attorney” 
and for the fact that search engine ads 
in Montgomery cost slightly more than 
search engine ads in Boise. Our analy-
sis therefore compares whether per-
sonal injury keywords in locations with 
restrictions cost more than other law 
keywords in those locations, compared 
to locations without restrictions. If we 
exclude all other reasonable explana-
tions for the price difference, then we 
can legitimately attribute the cost dif-
ference to the presence or absence of 
restrictions on lawyer behavior. We 
will spare you the complicated statisti-
cal details—you can read the full paper 
for those—but we worked out a way we 
could legitimately connect the restric-
tions and keyword prices.

We find that personal injury key-
words cost approximately $1 more per 
click (or 11%) in places where directly 
contacting clients is prohibited. By 
making targeting more difficult, the 
value of search engine advertising in-

ing a computer crime lawyer. Identify-
ing the right people to contact directly 
is much more expensive than using 
a search engine. There has been no 
real competitive response to the new 
phenomenon of search engine adver-
tising by the broadcast media. All this 
means that Google and other search 
engines can offer a uniquely strong 
value proposition. 

Google was not the first company to 
price and display ads based on search 
terms or “keywords” and to hold con-
tinuous automated auctions to price 
the advertising of these keywords 
(that was Goto.com in 1998). How-
ever, Google was the first large search 
engine to use this model, and Yahoo 
and MSN eventually followed. Google 
assigns top ad placements to top bid-
ders, but also uses a “quality score” 
to sort out undesirable advertisers. 
Besides ads based on keywords and 
automated auctions, a third unusual 
feature of search engine advertising is 
that advertisers pay only when a user 
clicks on their advertisement. This is 
not original to Google either—it was 
used by several different online pub-
lishers from 1996 on—but again this is 
a much more targeted and measurable 
advertising method than traditional 
broadcast media advertising where 
advertisers pay merely to be seen. 

Our Methodology 
In our research paper, we use data on 
lawyers’ advertising decisions to il-
lustrate that Google, Yahoo, and other 
search engines’ ability to capitalize on 
the long tail of advertising depends on 
how easy it is to make a match between 
advertiser and potential customer. This 
in turn depends on two things: The 
number of potential customers (fewer 
customers = more wasted eyeballs) and 
the difficulty of targeting niche custom-
ers using traditional broadcast media 
or banner ads.

To examine how match difficulty af-
fects advertiser decisions, we use data 
from a lawyer Web site portal. The 
data shows the ad prices that lawyers 
looking to advertise on Google would 
see for 139 different law-related key-
words in April 2007. A typical example 
of the variance in prices is that one 
click on an ad in a top spot on Google 
for “Truck accident attorney” in Boi-
se, ID costs the advertiser about $12. 

In contrast, the same string of words 
costs about $32 in Montgomery, AL. 
“Employment attorney” costs about 
$17 in Boise, but just $5 in Montgom-
ery. We combine this data with infor-
mation about the popularity of the 
search terms and about restrictions 
on lawyer behavior across locations. 

We find that search engine adver-
tising generates value through both 
of the drivers of match difficulty: the 
number of potential buyers and the 
difficulty of targeting niche customers. 
In particular, we show that, controlling 
for location and search term, firms bid 
more for keywords when there are few-
er customers and therefore a greater 
need for targeting. This result suggests 
a possible reason for the price differ-
ences between Boise and Montgom-
ery: when there are fewer searches for 
a string, firms want a way to find these 
niche customers and they bid the price 
of that string higher.

Establishing Causation
Correlation does not establish cau-
sation. Higher global temperatures 
are correlated with a lower incidence 
of piracy on the high seas, but that 
doesn’t mean that building pirate 
ships will reduce global warming. For 
empirical economists, one of their 
biggest challenges is working out how 
to establish causation from correla-
tions in the data. 

We found a raw correlation in the 
data between a lack of searches and 
higher prices, but of itself this does 
not establish a causal link between 
match difficulty and bids for search 
engine ads. To establish a causal link, 
we exploit a “natural experiment” 

There has been no 
real competitive 
response to the 
new phenomenon 
of search engine 
advertising from the 
broadcast media.

http://Goto.com
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creases substantially. Interestingly, we 
find the solicitation restrictions only 
matter when it is especially difficult to 
locate clients. These restrictions only 
affect prices when there are relatively 
few searches for that keyword in that lo-
cation. If there are many people search-
ing for that string, and therefore many 
potential customers, then the restric-
tion on offline targeting does not mat-
ter. Search engine advertising is most 
valuable when firms have just a few 
hard-to-reach customers. Therefore, 
it is match difficulty that is driving 
the relationship between ad prices and 
the regulation.

Checking our Results
To ensure our results were reliable, we 
performed a battery of statistical tests. 
We tried different definitions of per-
sonal injury. Also, it could be that the 
results are driven by the underlying, 
unobserved condition of commerce of 
a particular state, and not by people’s 
real advertising choices. For example, 
the state’s personal injury attorneys 
could be systematically more aggressive 
at pursuing customer leads than regu-
lar attorneys, which could lead both to 
their valuing leads more and their be-
ing regulated more by that state. So, 
to make sure our result is real, we per-
formed a “falsification test.” 

We chose a type of law that was sim-
ilarly motivated, but that would not in-
crease the price paid for ads. This was 
a type of law that set limits on lawyers 
taking cases on a contingency fee ba-
sis. In states with contingency fee lim-
its, personal injury lawyers paid rela-
tively less for personal injury keywords 
compared to other legal keywords. So, 
the falsification test reassures us that 
there was not something about states 

that enact lawyer regulations that can 
provide an alternative explanation of 
our results. 

What it Means
We show that targeting generates the 
most value in small markets, where 
the ability to target using traditional 
direct response media is limited. We 
provide clear empirical evidence of the 
extent to which advertisers value con-
text-based advertising’s ability to target 
very narrow markets. This enables a 
“long tail of advertising” that is not fea-
sible under the traditional broadcast 
advertising model. Whether custom-
ers are difficult to find because there 
are few of them or because it is costly 
to communicate with them, search 
engine advertising helps firms over-
come these challenges and therefore 
generates considerable value to firms, 
customers, and (of course) the search 
engines themselves. 

The profitability of search markets 
for search engines is highly dependent 
on the availability of alternative mar-
keting communications channels both 
online and offline. It is therefore not 
clear that extending electronic auctions 
to other advertising networks without 
context-based advertising in place will 
necessarily be profitable. For example, 
it is not clear that Google’s plans to 
bring online auctions to TV advertising 
and conduct these auctions on the ba-
sis of “daypart, geography and […] de-
mographic,” will prove as successful as 
its prior online search auctions that are 
conducted using specific context-based 
pricing and extreme micro-targeting. 

We have illustrated this process on 
lawyers because it is convenient to do 
so, but there is nothing to suggest the 
results are unique to legal advertising. 
We believe we will see similar spreads 
in prices for local market services in 
which online advertising permits a 
high level of targeting.	

Reference
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W
hen those of us who 
are now editors of 
this magazine were 
in graduate school, it 
was easy to believe that 

with the inevitable exception of auto-
mation, social implications of com-
puting technology could be ignored 
with impunity. Yes, before the public 
Internet, there was discussion of social 
impact—Joe Weizenbaum’s ELIZA, the 
Department of Health, Education, and 
Welfare report, Records, Computers, 
and the Rights of Citizens,a the estab-
lishment in Europe and Canada of data 
commissioners, the “I am a [person]. 
Please don’t bend, fold, spindle or mu-
tilate me,” joke that made the rounds 
in the 1970s,b the role of computers 
in President Reagan’s Star Wars pro-
gram—but it was easy to maintain the 
fiction that the machines we built and 
the code we wrote had as much social 
impact as the designers of John Deere 
tractors have on the migratory patterns 
of cliff swallows: minimal and not re-
ally significant.

Tom Lehrer once sarcastically char-
acterized a famous astronautics engi-
neer, “‘Once the rockets are up, who 
cares where they come down? That’s 

a	 This report, which recommended legislation 
supporting Fair Information Practices for 
automated data systems, was highly influen-
tial in both Europe and the United States; see 
http://aspe.hhs.gov/DATACNCL/1973privacy/
tocprefacemembers.htm.

b	 This was a takeoff on IBM’s instructions for 
the handling of punch cards.

not my department,’ says Wernher von 
Braun.”3 But while the view that scien-
tists bear responsibility for the social 
impact of their work was perhaps radi-
cal when it was espoused by Joseph Rot-
blat (a nuclear physicist who later won 
a Nobel Peace Prize for his work on nu-
clear disarmament) in the decade after 
Hiroshima and Nagasaki, this expecta-
tion is no longer unusual. It is also no 
less true for technologists now than for 
scientists.

This is part of the ACM code. The 
original ACM Code of Ethics and Pro-
fessional Conduct stated, “An ACM 
member shall consider the health, 
privacy and general welfare of the pub-
lic in the performance of the mem-

ber’s work.” It went on to say that, “An 
ACM member, when dealing with data 
concerning individuals, shall always 
consider the principle of individual 
privacy and seek the following: To 
minimize the data collection; To limit 
authorized access to the data; To pro-
vide proper security for the data; To de-
termine the required retention period 
of the data; To ensure proper disposal 
of the data.” (The current ACM code of 
ethics contains a similar set of princi-
ples, though it omits the requirement 
regarding proper disposal of data.) 
But observing current computer pri-
vacy and security practices leads one to 
question whether this code is honored 
more often in the breach.

Each week brings yet another news 
story of a major security breach, of the 
ability to do a cross-site scripting attack 
on the new favorite mailer, of the poly-
morphic virus code that changes its 
signature to evade detection. We aren’t 
getting privacy and security right. 

We aren’t even asking the right ques-
tions. A recent U.S. Department of De-
fense (DoD) effort to develop an Iraqi 
ID database of bad guys is one such 
example. The database includes not 
just names, but biometric identifiers: 
fingerprint records and iris scans; its 
purpose is to maintain records on the 
people who keep turning up in an area 
soon after an explosion has occurred.2 
As any developer knows, of course, this 
database will not be used only in this 
way. One such likely use will be at check-
points—and currently in Iraq, it can be 

doi:10.1145/1400214.1400223	 Susan Landau

Privacy and Security 
A Multidimensional 
Problem
It’s not just science or engineering that will be needed to address 
security concerns, but law, economics, anthropology, and more.
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quite dangerous to be a Sunni at a Shi-
ite checkpoint (and vice versa). Now, to 
its credit, the Defense Science Board, 
an independent board advising the 
DoD, recommended that the military 
“engage responsible advocates of pri-
vacy early in the design and application 
of identity management systems,”1 yet 
somehow this database system was 
developed for use in a place in which a 
name of the wrong ethnicity can lead to 
being murdered. Technologists did not 
stop to consider “once the rockets are 
up, where will they come down?”

One reason for our failure of cyber 
privacy and security is that these prob-
lems are difficult to resolve. Yes, over 
30 years ago we had the ideas of Multics 
and the Orange Book, but such solu-
tions have little traction in the current 
environment, especially when (almost) 
all users seek to mount their newest 
untrusted device on their (less than 
fully protected) systems. In the rush to-
ward releasing a product, there is little 
economic incentive to spend the time 
properly designing privacy and security 
into systems. 

We don’t ask: What system design 
for highway toll collection gives appro-
priate privacy protections? Do we really 
need to store the toll records any lon-
ger than a month after billing? Should 
we passively collect any data on a user 
as he or she visits an e-government 
site? How sensitive is an IP address? 
(Does it reveal any information about 
the user?) Is our organization’s sys-
tem for managing passwords usable? 
(Or are users finding an insecure 
workaround?) Is there a way that the 
digital-rights system can find cheat-
ing users without compromising ev-
eryone else’s privacy? What are the 
security risks of that CCTV surveil-
lance system? Can this database sys-
tem really help us find the bad guys, 
or does it risk the safety of ordinary 
citizens? As technologists, we have a 
responsibility to investigate such is-
sues before we build—not after.

No company wants to appear on the 
front page of the New York Times or in 
front of the Article 29 Data Protection 
Working Party of the EU Commission 
explaining how its system failed to pro-
tect important health care/financial/
personal data. But while there may be 
breach laws that require notification 
in the case of data exposure, there have 

been precious few liability suits against 
the companies whose technologies al-
lowed the problem to occur in the first 
place. Legal and policy systems simply 
haven’t kept up with technology. Mean-
while our technology keeps evolving 
at an ever-increasing pace. Our net-
worked, interconnected systems pose 
new threats and present new challenges; 
we need to find new ways of working.

The right technical answers are not 
always obvious; because the problems 
involve societal concerns, often the 
solutions are less than clear-cut. What 
is the way out of this mess? The sorry 
state of computer privacy and security 
is a state for which technologists bear 
part of the responsibility. We can—and 
must—be part of the solution. Yet there 
is another part of this story, namely that 
computer privacy and security are both 
technical concerns and social ones.

Solutions for computer privacy and 
security are not mathematical theo-
rems, but instead lie in the complexi-
ties of human behavior. One person’s 
good identity management scheme 
may violate another person’s view of 
adequate control of personal data; an-
other person’s method for securing a 
network may be simply too restrictive 
to permit appropriately private access 
by the network’s users. It is not just sci-
ence that will enable us to solve these 
problems, or engineering, or business 
acumen, or even anthropologic stud-
ies of what makes users tick. It will be a 
combination of all of these, and more.

Communications will publish arti-
cles on computer privacy and security 
in the Practice, Contributed, and Re-
search sections of the magazine. This 
column will present peoples’ opinions 
on privacy and security concerns—and 
their possible solutions. Because the 

problems are not only technical, this 
column will present a diversity of view-
points on the issues, soliciting respons-
es from lawyers, economists, political 
scientists—and computer scientists.

We will also seek geographic diver-
sity. The Internet knows no physical 
boundaries. As we know, its privacy and 
security breaches don’t either—consid-
er the ILUVU virus that apparently orig-
inated in the Philippines, the Nigerian 
419 scamc that can as easily originate 
in Russia as Nigeria, and a breach in 
a system designed in Mountain View, 
CA can cause serious problems in Mel-
bourne, Australia. People are as con-
cerned about data retention in Korea 
as they are in Europe (and apparently 
more so than they are in the U.S.). To 
solve the problems of computer privacy 
and security, we must look at the issues 
globally.

Protecting the privacy and security 
of data in networked computer systems 
is a major challenge of our age. The 
challenge of this column is to present 
ideas that stimulate the critical think-
ing needed to develop solutions to this 
multifaceted problem. Yours is to read, 
ruminate, and change the system—and 
systems—that currently harbor such 
poor protections of privacy and secu-
rity. Change is slow, and changes of this 
order of magnitude are very difficult. If 
this column has even a minor impact 
on improving the privacy and security 
of computer systems, it will have suc-
ceeded in its mission.	
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O
w n er s of patents  and 
copyrights have the right 
to control the manufacture 
and sale of products em-
bodying their creations, 

and that is as it should be. But do they 
have the right to control all downstream 
uses, reuses, and transactions as to 
products embodying their intellectual 
property (IP)? 

Common sense tells us that when we 
buy a patented machine or a copyright-
ed book, we have the right to use it for 
whatever purposes we choose and to re-
sell it. The law backs up this expectation 
by providing that the first authorized 
sale of products in the marketplace 
“exhausts” IP rights in those products. 

Quantifying the full value to society 
of IP exhaustion rules is not easy, but 
exhaustion clearly makes commerce 
flow more freely, reduces transaction 
costs, facilitates follow-on innovation, 
and promotes competition in primary 
and secondary markets. 

In June 2008 the U.S. Supreme Court 
in Quanta Computer, Inc. v. LG Electron-
ics, Inc. unanimously affirmed the con-
tinuing vitality of the exhaustion doc-
trine, reversing as erroneous a decision 
by the Court of Appeals for the Federal 
Circuit (CAFC) that had eroded this 
rule’s application. 

Quanta held (1) that the exhaustion 
rule applies to method as well as ap-
paratus claims and (2) because LGE’s 
license with Intel authorized the latter 
to sell components to customers such 
as Quanta, exhaustion shielded Quan-

ta from patent liability even though 
LGE’s license with Intel sought to limit 
uses that Intel’s customers could make 
of products purchased from Intel. 

Quanta was an important victory for 
the IT industry, as it thwarts efforts to 
claim royalties from all downstream 
users of patented inventions. In this 
column I will explain LGE’s theory 
about the exhaustion doctrine and 
why the Supreme Court rejected LGE’s 
analysis. I will also consider some im-
plications of Quanta for contractual 
restrictions on uses, reuses, and redis-
tributions of products embodying pat-
ented inventions. 

The LGE v. Quanta Dispute
Intel and LGE entered into cross-licens-
ing agreements as to their patent port-
folios. The LGE license allowed Intel to 
manufacture and sell microprocessors 
and chipsets that, when combined with 
other components, implemented some 
of LGE’s inventions. LGE’s license al-
lowed Intel to pass on the benefits 
of the LGE license to customers who 
purchased Intel-made components, 
but not to those who mixed Intel and 
non-Intel components in their sys-
tems. LGE’s license obliged Intel to 
notify its customers about this license 
limitation. After Quanta purchased 
Intel products and combined them 
with non-Intel components, LGE sued 
Quanta for patent infringement.

The LGE patents in Quanta involved: 
a method for ensuring that only the 
most current data would be retrieved 

from main memory; a method for coor-
dinating read and write requests within 
computer systems; and a method for 
managing data traffic on a bus connect-
ing computer components so that no 
one device could monopolize the bus. 

The microprocessors and chipsets 
that Quanta bought from Intel did 
not fully embody or practice LGE’s 
patented inventions for the obvious 
reason that the methods could not be 
practiced without combining the Intel 
products with other components (for 
example, main memory) capable of 
carrying out the processes. 

LGE claimed that because the Intel 
products did not and could not embody 
the patented inventions, the patent ex-
haustion doctrine did not apply. In its 
view, patent rights are only exhausted 
when the patentee has authorized the 
making and selling of a product that 
fully embodies the invention. 

The CAFC agreed with LGE that the 
Intel products were only components 
designed for use in the patented pro-
cesses, not implementations of those 
processes. More generally, the CAFC 
opined that method claims, by their very 
nature, were not subject to the exhaus-
tion rule. The CAFC thus gave LGE a 
green light to sue all of Intel’s micropro-
cessor customers for patent infringe-
ment unless they purchased Intel-only 
components for their systems. 

Why Quanta Won
Quanta won its appeal to the Supreme 
Court in large part because history was 

Legally Speaking 
Quantafying the Value 
of Patent Exhaustion 
Should patents confer power to restrict reuses and redistributions  
of products embodying the whole or essential parts of inventions?
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on its side. Indeed, the opening sen-
tence of the Quanta decision states: 
“For over 150 years, this Court has ap-
plied the doctrine of patent exhaustion 
to limit the patent rights that survive 
the initial authorized sale of a patented 
item.” The Court reviewed several cas-
es in which exhaustion defenses had 
succeeded, including the Univis case, 
which, like Quanta, involved method 
claims. 

Univis owned patents pertaining to 
eyeglass lenses. It licensed certain firms 
to make blank lenses; it also licensed 
wholesalers to grind the blanks to make 
finished lenses and retailers to sell the 
finished lenses to consumers. U.S. anti-
trust authorities challenged Univis’ ef-
fort to control the downstream market 
as an unreasonable restraint on trade. 
In 1942, the Supreme Court ruled that 
Univis’ patent rights had been exhaust-
ed by its authorization of the manu-
facture and sale of blank lenses. Even 
though the blanks did not embody the 
whole of Univis’ invention, they embod-
ied essential features of the invention 
and the intended use of the blanks was 
to practice the invention. This sufficed 
to exhaust Univis’ patent rights.

The Court in Quanta observed: “Just 
as the lens blanks in Univis did not fully 
practice the patents at issue because 
they had not been ground into finished 
lenses…the Intel products cannot prac-
tice the LGE patents—or indeed func-
tion at all—until they are combined 
with memory and buses in a computer 
system.” All that stood between the 
Intel components and completion of 
LGE’s patented processes was the addi-
tion of standard components, such as 
main memory.

The Court observed that the exhaus-
tion doctrine would be a “dead let-
ter unless it is triggered by the sale of 
components that essentially, even if 
not completely, embody an invention.” 
The “dead letter” danger was especially 
keen because of how simple it would 
be for “[p]atentees seeking to avoid the 
patent exhaustion doctrine [to] simply 
draft their patent claims to describe a 
method rather than an apparatus.” 

The CAFC’s ruling would allow pat-
entees to intrude deeply into the stream 
of commerce and upset settled expec-
tations about the consequences of 
purchasing authorized products from 
licensed manufacturers. The Supreme 

Court could not accept this “end run” 
around the exhaustion doctrine.

Implications of Quanta 
Quanta will certainly protect down-
stream customers from LGE-like at-
tempts to enforce license restrictions 
as to goods embodying the whole or 
material parts of patented inventions. 
However, the Supreme Court in Quan-
ta “express[ed] no opinion on whether 
contract damages might be available 
[to patent owners] even though ex-
haustion operates to eliminate patent 
damages.” 

Left unresolved was an important 
set of questions as to whether (or to 
what extent) contractual restrictions 
on customer uses or distributions of 
products embodying the invention are 
consistent with patent law’s exhaustion 
doctrine. 

Of particular significance is whether 
conditional sales of goods embodying 
patented inventions fall outside the 
exhaustion rule, as the CAFC opined in 
Mallinkrodt, Inc. v. Medipart, Inc. Mall-
inkrodt’s patents were for inventions 
embodied in medical devices. It sold 
these devices inscribed with a legend 
that they were “for single use only.” Ig-
noring this legend, certain customers 
(hospitals) contracted with Medipart 
to prepare the devices for reuse. When 
Mallinkrodt sued Medipart for patent 
infringement, Medipart asserted that 
the patent exhaustion doctrine shield-
ed it from liability. 

In Mallinkrodt, the CAFC treated 
exhaustion as a default rule that could 
be, and had been, overridden by sales 
made conditional on the purchaser’s 
acceptance of single-use-only terms. 
(The CAFC has also enforced restric-
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tive legends on bags of seeds that 
purport to forbid purchasers to plant 
second-generation seeds derived from 
purchased seeds.) Failure to abide by 
such restrictive legends, in the CAFC’s 
view, gives rise not only to liability for 
breach of contract, but also for patent 
infringement.

Certain statements in Quanta sug-
gest the patent exhaustion ruling in 
Mallinkrodt is wrong. Among other 
things, Quanta states that “[t]he long-
standing doctrine of patent exhaustion 
provides that the initial authorized sale 
of a patented item terminates all patent 
rights to that item.” Thus, when Mall-
inkrodt sold its medical devices to hos-
pitals, its patent rights were exhausted 
because these were “initial authorized 
sale[s]” under Quanta. 

It is, of course, a separate question 
whether Mallinkrodt could sue the 
hospitals for breach of a single-use-
only term of its sales contracts. Some 
Supreme Court and other precedents 
cast doubt on the notion that putting 
a restrictive legend on a product cre-
ates a contractual obligation to abide 
by the restriction. Yet, some cases have 
enforced restrictive terms of non-nego-
tiated mass market licenses. 

Even so, Medipart should not be lia-
ble for breach of contract, as it was not 
a party to the sale between Mallinkrodt 
and the hospitals. Contracts only bind 
those who entered into them, not all 
others in the world. 

License Versus Sale?
It is also a separate question whether 
exhaustion applies if patentees “li-
cense” rather than “sell” their products 
to customers. Negotiated license re-
strictions will likely be enforceable as 
between a patentee and its licensees, 
but should IP rights be exhausted as 
to mass-market software just because 
developers characterize their contrac-
tual arrangements with customers as 
“licenses” rather than as “sales”? 

The case law thus far is mixed 
about how much deference courts 
should give to such designations. Ver-
nor v. Autodesk, Inc. is the most recent 
U.S. case to consider this issue. The law-
suit arose because Autodesk objected 
to Vernor’s efforts to sell used copies 
of Autodesk software on eBay. Vernor 
sought a declaratory judgment that 
his sale of the software on eBay was 

protected by copyright’s exhaustion 
doctrine. 

Autodesk moved to dismiss Vernor’s 
lawsuit by arguing that the exhaustion 
doctrine didn’t apply because Autodesk 
doesn’t sell its software to custom-
ers, but only licenses it on terms that 
expressly forbid retransfer of the soft-
ware. (Remember, there must be “an 
initial authorized sale” to exhaust IP 
rights.) Autodesk further claimed that 
Vernor’s sale of the software infringed 
Autodesk’s copyright as an unauthor-
ized distribution of its software to 
members of the public.

The court in Vernor took note of 
Autodesk’s characterization of the 
transaction as a “license,” but did not 
consider this designation to be control-
ling. Instead, it examined the nature of 
Autodesk’s commercial dealings in this 
software and decided they were more 
aptly characterized as sales than licens-
es. Hence, exhaustion protected Vernor 
from copyright liability. Autodesk has 
appealed this ruling.

Conclusion
Quanta was an important step in pres-
ervation of IP exhaustion rules. The 
decision provides a sound basis for 
thwarting other end runs around IP 
exhaustion rules such as efforts to 
impose conditional sales and mass 
market license restrictions on custom-
ers. It remains to be seen whether the 
CAFC and other courts will recognize 
that the logic of Quanta should pro-
duce this result.	

Pamela Samuelson (pam@law.berkeley.edu) is the 
Richard M. Sherman Distinguished Professor of Law and 
Information at the University of California, Berkeley. 
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I
n  ea  r ly  A p r i l, the College 
Board announced the cancel-
lation of the Advanced Place-
ment (AP) Computer Science 
“AB” course, the more ad-

vanced of two AP computing courses 
that enable students to study college-
level content while still in high school. 
Citing low participation in the “AB” 
course, the College Board’s communi-
cation to AP teachers declared its in-
creased commitment to the Computer 
Science “A” course, stating, “Appropri-
ate College Board committees will 
focus their efforts on improving and 
supporting the AP Computer Science 
A program, which will be enhanced 
during the next five years to better rep-
resent a full-year, entry-level college 
computer science sequence.” This at-
tention toward rethinking college pre-
paratory computer science education 
calls critical attention to the educa-
tional crisis in this field. 

This announcement should not 
have come as a surprise to those who 
have been following computer science 
education. High school computing 
courses have shown signs of distress 
for the past several years. Even for 
the more popular “A” exam, student 
participation has declined 15% since 
the peak enrollment in 2002. Though 
these participation rates have flat-
tened out over the past two years, the 
number of exam-takers in AP Com-
puter Science has failed to mirror the 
increasing number of high school stu-
dents taking AP exams in other sub-

jects. In fact, since 2002, the average 
number of students taking AP exams 
across all subjects has increased by 
58%.

Part of the problem of low student 
enrollment in AP Computer Science 
can be attributed to the unique chal-
lenges teachers encounter in building 
and sustaining this course. As a for-
mer AP Computer Science teacher in 
a diverse urban high school, I experi-
enced a sense of isolation in teaching 
a subject with little collegial support 
and a steep learning curve. As a social 
science researcher, I have studied the 
obstacles in creating and maintaining 
rigorous computer science courses 
in complex school structures. Since 
2004, I have led professional devel-
opment programs for Los Angeles AP 
Computer Science teachers and have 

encountered numerous challenges 
to the recruitment and retention of 
teachers who possess the requisite 
knowledge to teach this course. Over 
the past 10 years, I have witnessed 
the official AP Computer Science pro-
gramming language change from Pas-
cal to C++ in 1999 and from C++ to 
Java in 2004. Last year, the case study 
accounting for up to 25% of the ques-
tions on the AP exam changed from 
the Marine Biology Simulation to the 
GridWorld Simulation.

For any high school teacher, even 
those with adequate foundational 
knowledge and collegial support, 
keeping up with these modifications 
is quite a challenge. Few other sub-
jects in the AP program, or in any high 
school course for that matter, encoun-
ter this level of fluctuation that has 

Education 
Reprogramming College 
Preparatory Computer Science
The college preparatory computer science education curriculum  
must be improved, beginning with the earliest phases of the process. 
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been demanded from AP Computer 
Science teachers. As a result, many 
teachers cannot or will not continue to 
teach this course and drop off as each 
adjustment to the course content is re-
vealed. Without course and instructor 
availability, fewer students have the 
opportunity to learn any foundational 
knowledge of computer science.

Another cause of this low partici-
pation can be attributed to the low 
numbers of females and minority stu-
dents who enroll in the course. Only 
17% of exam-takers in the two 2007 
AP Computer Science exams were fe-
males, representing the lowest rate of 
female participation in any AP course. 
Additionally, only a combined 11% of 
exam-takers were African Americans, 
American Indians, or Latinos. Clearly, 
it is difficult to maintain courses that 
attract such a low representation of 
the student body. 

My line of research has determined 
that these low participation rates can 
be attributed to a misunderstanding 
of the computer science discipline 
by students, parents, and educators 
alike; a minimal number of computer 
science role models who are females 
or minorities; a representation of the 
course as difficult and boring; a set of 
teacher and counselor belief systems 
that make assumptions about who 
would do well in this course; a defi-
ciency of student support outside of 
the classroom; a shortage of qualified 
teachers; a lack of availability of the 
course in high-minority and high-pov-
erty schools; and weak and even dis-
engaging pedagogical approaches in 
the classroom setting. Until we begin 
addressing these issues, the lack of 
diversity in computer science courses 
will continue to impact enrollment 
and limit the creativity that shapes the 
computing discipline.

A third cause of this low enrollment 
in the AP Computer Science program 
concerns the content of the courses 
themselves. The “A” course, for exam-
ple, has focused almost exclusively on 
object-oriented programming meth-
odology, algorithms, data structures, 
and abstraction. Though these topics 
are certainly at the core of many first-
year college courses, they are not nec-
essarily the most attractive topics to 
students who experience more excit-
ing applications of computing in their 

recreational and academic domains. 
The current AP program fails to make 
explicit the connections between com-
puter science and modern technolo-
gies that students are familiar with. 
Except for the most technologically 
engaged students, the AP Computer 
Science course falls short in captur-
ing the excitement of this discipline 
for 21st century youth. However, the 
College Board’s aim is to duplicate the 
most common type of introductory 
computer science content in higher 
education. Thus, university faculty 
must address this issue in their own 
curriculum to drive changes in the AP 
course and draw more students into 
the K–university computing pipeline. 

Of course, other non-AP computing 
courses are regularly offered in high 
schools, such as Web design, anima-
tion, robotics, and desktop publish-
ing. Students show more interest in 
these courses due to the easier entry 
points and the ability to integrate 
their own interests into the course 
content by designing Web pages, ani-
mations, and other creations of their 
own choosing. However, extensive 
qualitative research conducted by my 
colleagues and I demonstrates that 
the design of these courses typically 
focuses more on skill development 
and less on the theoretical underpin-
nings of computing. Correspondingly, 
these courses are often located in the 
vocational education department. 

These research findings, detailed 
in our recently published book, Stuck 
in the Shallow End: Education, Race, 
and Computing,a reveal how examples 
of assignments in these courses in-
clude utilizing illustration software to 
duplicate yellow-page advertisements, 
creating simple animated characters 
using drawing programs, and creating 
static Web pages with basic Web de-
velopment software layout templates. 
Rather than learning about the sci-
ence that underlies the technology, 
students  are directed to become users 
of preexisting software applications. 
As a result, these courses rarely qual-
ify as college-preparatory electives, so 
few college-bound students enroll. 

Recently, other promising courses 

a	 J. Margolis et al., Stuck in the Shallow End: Edu-
cation, Race, and Computing. MIT Press, Cam-
bridge, MA, 2008.
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have emerged that provide rigorous 
computing experiences using Alice 
software, media computation, and 
other innovative approaches to teach-
ing computer science. Though these 
courses are very promising, most have 
not yet become institutionalized as 
part of district or state college-prepa-
ratory curriculum. 

In Los Angeles, my colleagues and 
I, with support from the National Sci-
ence Foundation (NSF), have spent 
the past several years committed to 
broadening the participation in com-
puting among high school students, 
particularly minorities and female 
students. Due to the rigorous nature 
of AP Computer Science, and its sta-
tus as a college-preparatory course, we 
originally organized our professional 
development programs and student 
outreach efforts around this course. 
The initial results of our strategy were 
rapid and dramatic; in three years, the 
participation of girls tripled, the par-
ticipation of Latinos quadrupled, and 
the districtwide overall enrollment in 
the course doubled. But, due to the 
ongoing challenges with the AP course 
discussed previously, we are now 
changing directions and developing 
a new college-preparatory computer 
science course, “Exploring Computer 
Science.” This effort, also supported 
by the NSF, presents a more engaging 
introduction to major computing con-
cepts. 

Building upon the curricular top-
ics recommended by the ACM Model 
Curriculum for K–12 Computer Science, 
“Exploring Computer Science” blends 
major concepts relating to “Computer 
Science in the Modern World” (Level 
II) and “Computer Science as Analysis 
and Design” (Level III). This course in-
cludes units on human-computer in-
teraction, problem-solving methodol-
ogies, Web design, programming with 
Scratch software, data modeling, and 
robotics. The curriculum adopts an 
inquiry-based instructional approach 
and will engage students in unit proj-
ects so they can apply their emerging 
computing knowledge to real-world 
problems. Diverse representations of 
computing concepts and computer 
scientists are integrated throughout 
the course. In addition, career op-
tions that utilize major concepts will 
be highlighted to address concerns 

about the nature of the computer sci-
ence job market. 

Rather than attracting only a small 
subset of students, this course will be 
integrated into the college-prepara-
tory curriculum across district high 
schools as an academic elective and 
will thus enroll a much larger group 
of students than the AP course. On-
going professional development for 
teachers will accompany this new 
course and formative and summative 
research will document the strengths 
and weaknesses of this curriculum 
in introducing computing topics. We 
believe this comprehensive approach 
will help students and teachers un-
derstand and appreciate the multiple 
facets of computing instead of equat-
ing computer science solely with com-
puter programming. It is essential to 
point out that this course development 
would not have been possible without 
a strong district/university partner-
ship with Los Angeles Unified School 
District, particularly the district Direc-
tor of Secondary Science and his staff. 

This new course will also help pre-
pare students who are interested in 
enrolling in AP Computer Science. I 
am hopeful the committee selected 
to redesign the AP Computer Science 
“A” course will also broaden its con-
ception of what topics and pedagogi-
cal approaches should be integrated 
into the revised course outline in an 
effort to attract more students, partic-
ularly traditionally underrepresented 
groups of students, to the redesigned 
course. Maintaining the rigor of AP 

Computer Science is important, but 
the course should also be made rel-
evant, meaningful, and engaging for a 
diverse body of students. However, as 
noted earlier, this committee’s abil-
ity to reform the content of this AP 
course is constrained by the results of 
the College Board’s survey of college 
and universities first-year course cur-
riculum. 

Strengthening college preparatory 
computer science courses is essential 
for the health of the computer science 
discipline at the college level and be-
yond. The number of newly declared 
college majors in computer science 
dropped 44% from 2000 to 2006, likely 
due to a lack of representative expo-
sure to the field before college and 
misinformation regarding computing 
careers. Although the numbers of stu-
dents studying computer science in 
high school and college has decreased 
over several years and only recently 
flattened out, the Bureau of Labor Sta-
tistics lists computer science as the 
fastest-growing professional sector 
in the next 10 years. In fact, of the six 
fastest-growing professions that rely 
on a college education, five require 
computer science degrees. 

Given the importance of comput-
er science to academic, economic, 
and security sectors globally, it is 
imperative that we begin rethinking 
the computer science educational 
opportunities provided to students 
at the beginning of the computing 
pipeline—in middle school and high 
school. We must provide students an 
engaging curriculum that goes be-
yond programming and represents the 
imaginative, creative, collaborative, 
and complex character of computing. 
This will likely increase overall enroll-
ment, attract more diverse students to 
the field, and provide a much-needed 
image makeover to what it means to 
study computer science. However, this 
is certainly something that we cannot 
expect K–12 educators to do on their 
own. Reprogramming the computer 
science curriculum will require strong 
K–12/university partnerships, work-
ing the entire pipeline of computer 
science education.	

Joanna Goode (goodej@uoregon.edu) is an assistant 
professor in the Department of Teacher Education at the 
University of Oregon, Eugene, OR. 
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Software practition ers tod ay  could be forgiven if 
recent microprocessor developments have given them 
some trepidation about the future of software. While 
Moore’s Law continues to hold (that is, transistor 
density continues to double roughly every 18 months), 
due to both intractable physical limitations and 
practical engineering considerations, that increasing 
density is no longer being spent on boosting clock 
rate, but rather on putting multiple CPU cores on a 
single CPU die. From the software perspective, this 
not a revolutionary shift, but rather an evolutionary 
one: multicore CPUs are not the birthing of a new 
paradigm, but rather the progression of an old one 
(multiprocessing) into more widespread deployment.  
From many recent articles and papers on the subject, 
however, one might think that this blossoming of 
concurrency is the coming of the apocalypse that “the 
free lunch is over.”10

As practitioners who have long been at the coal 
face of concurrent systems, we hope to inject some 
calm reality (if not some hard-won wisdom) into a 
discussion that has too often descended into hysterics. 
Specifically, we hope to answer the essential question: 
what does the proliferation of concurrency mean for

doi:10.1145/1400214.1400227

What does the proliferation of concurrency 
mean for the software you develop?

by Bryan Cantrill and Jeff Bonwick

Real-World 
Concurrency 

the software that you develop? Perhaps 
regrettably, the answer to that ques-
tion is neither simple nor universal—
your software’s relationship to concur-
rency depends on where it physically 
executes, where it is in the stack of ab-
straction, and the business model that 
surrounds it. And given that many soft-
ware projects now have components in 
different layers of the abstraction stack 
spanning different tiers of the archi-
tecture, you may well find that even for 
the software that you write, you do not 
have one answer but several:  some of 
your code may be able to be left forever 
executing in sequential bliss, and some 
of your code may need to be highly par-
allel and explicitly multithreaded.  Fur-
ther complicating the answer, we will 
argue that much of your code will not 
fall neatly into either category: it will 
be essentially sequential in nature but 
will need to be aware of concurrency 
at some level.  While we will assert that 
less—much less—code needs to be par-
allel than some might fear, it is none-
theless true that writing parallel code 
remains something of a black art. We 
will also therefore give specific imple-
mentation techniques for developing 
a highly parallel system. As such, this 
article will be somewhat dichotomous: 
we will try to both argue that most code 
can (and should) achieve concurrency 
without explicit parallelism, and at the 
same time elucidate techniques for 
those who must write explicitly parallel 
code. Indeed, this article is half stern 
lecture on the merits of abstinence and 
half Kama Sutra.

Some Historical Context
Before discussing concurrency with re-
spect to today’s applications, it is help-
ful to explore the history of concurrent 
execution: even by the 1960s—when the 
world was still wet with the morning 
dew of the computer age—it was becom-
ing clear that a single central process-
ing unit executing a single instruction 
stream would result in unnecessar-
ily limited system performance. While 
computer designers experimented with 
different ideas to circumvent this limi-
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tation, it was the introduction of the 
Burroughs B5000 in 1961 that captured 
the idea that ultimately proved to be 
the way forward: disjoint CPUs concur-
rently executing different instruction 
streams, but sharing a common memo-
ry. In this regard (as in many) the B5000 
was at least a decade ahead of its time. 
But it was not until the 1980s that the 
need for multiprocessing became clear 
to a wider body of researchers, who over 
the course of the decade explored cache 
coherence protocols (for example, the 
Xerox Dragon and DEC Firefly), proto-
typed parallel operating systems (for 
example, multiprocessor Unix running 
on the AT&T 3B20A), and developed par-

allel databases (for example, Gamma at 
the University of Wisconsin).

In the 1990s, the seeds planted by re-
searchers in the 1980s bore the fruit of 
practical, shipping systems, with many 
computer companies (for example, Sun, 
SGI, Sequent, Pyramid) placing big bets 
on symmetric multiprocessing. These 
bets on concurrent hardware necessi-
tated corresponding bets on concurrent 
software: if an operating system cannot 
execute in parallel, not much else in the 
system can either. These companies 
came to the realization (independently) 
that their operating systems must be re-
written around the notion of concurrent 
execution. These rewrites took place in 

the early 1990s and the resulting sys-
tems were polished over the decade. In 
fact, much of the resulting technology 
can today be seen in open source oper-
ating systems like OpenSolaris, Free-
BSD, and Linux.  

Just as several computer companies 
made big bets around multiprocessing, 
several database vendors made bets 
around highly parallel relational data-
bases; upstarts like Oracle, Teradata, 
Tandem, Sybase and Informix needed 
to use concurrency to achieve a perfor-
mance advantage over the mainframes 
that had dominated transaction pro-
cessing until that time.5 As in operating 
systems, this work was conceived in the i
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DEC’s Piranha—for a detailed discus-
sion of this motivation.1) Were software 
not ready, these microprocessors would 
not be commercially viable today. So if 
anything, the “free lunch” that some de-
cry as being “over” is in fact, at long last, 
being served—one need only be hungry 
and know how to eat!

Concurrency is for Performance
The most important conclusion from 
our foray into the history of concurrency 
is that concurrency has always been em-
ployed for one purpose: to improve the 
performance of the system. This seems 
almost too obvious to make explicit. 
Why else would we want concurrency 
if not to improve performance? And yet 
for all its obviousness, concurrency’s 
raison d’être is seemingly forgotten, as 
if the proliferation of concurrent hard-
ware has awakened an anxiety that all 
software must use all available physical 
resources. Just as no programmer felt a 
moral obligation to eliminate pipeline 
stalls on a superscaler microprocessor, 
no software engineer should feel re-
sponsible for using concurrency simply 
because the hardware supports it. Rath-
er, concurrency should be considered 
and used for one reason only: because 
it is needed to yield an acceptably per-
forming system.

There are three fundamental ways 
in which concurrent execution can im-
prove performance: to reduce latency 
(that is, to make a unit of work execute 
faster); to hide latency (that is, to allow 
the system to continue doing work dur-
ing a long latency operation); or to in-
crease throughput (that is, to make the 
system able to perform more work). 

Using concurrency to reduce latency 
is highly problem-specific in that it re-
quires a parallel algorithm for the task 
at hand.  For some kinds of problems 
—especially those found in scientific 
computing—this is straightforward: 
work can be divided a priori, and mul-
tiple compute elements set on the task. 
But many of these problems are often 
so parallelizable they do not require the 
tight coupling of a shared memory—
and they are often able to more eco-
nomically execute on grids of small ma-
chines instead of a smaller number of 
highly concurrent ones. Further, using 
concurrency to reduce latency requires 
that a unit of work be long enough in its 
execution to amortize the substantial 

late 1980s and early 1990s, and incre-
mentally improved over the course of 
the decade.

The upshot of these trends was that 
by the end of the 1990s, concurrent sys-
tems had displaced their uniprocessor 
forebears as high-performance com-
puters. When the Top500 list of super-
computers was first drawn up in 1993, 
the highest-performing uniprocessor 
in the world was just #34, with over 80% 
of the Top 500 being multiprocessors of 
one flavor or another. By 1997, unipro-
cessors were off the list entirely. Beyond 
the supercomputing world, many trans-
action-oriented applications scaled 
with CPU, allowing users to realize the 
dream of expanding a system without 
revisiting architecture.

The rise of concurrent systems in the 
1990s coincided with another trend: 
while CPU clock rate continued to in-
crease, the speed of main memory was 
not keeping up. To cope with this rela-
tively slower memory, microprocessor 
architects incorporated deeper (and 
more complicated) pipelines, caches 
and prediction units. Even then, the 
clock rates themselves were quickly be-
coming something of a fib: while the 
CPU might be able to execute at the ad-
vertised rate, only a slim fraction of code 
could actually achieve (let alone surpass) 
the rate of one cycle per instruction—
most code was mired spending three, 
four, five (or many more) cycles per in-
struction.  Many saw these two trends—
the rise of concurrency and the futility of 
increasing clock rate—and came to the 
logical conclusion: instead of spending 
transistor budget on “faster” CPUs that 
weren’t actually yielding much in terms 
of performance gains (and had terrible 
cost in terms of power, heat, and area), 
why not take advantage of the rise of 
concurrent software and use transistors 
to effect multiple (simpler) cores per 
die? That it was the success of concur-
rent software that contributed to the 
genesis of chip multiprocessing is an in-
credibly important historical point, and 
bears reemphasis: there is a perception 
that microprocessor architects have—
out of malice, cowardice, or despair—
inflicted concurrency on software.7 In 
reality, the opposite is the case: it was 
the maturity of concurrent software that 
led architects to consider concurrency 
on the die.  (Readers are referred to one 
of the earliest chip multiprocessors—

costs of coordinating multiple com-
pute elements: one can envision using 
concurrency to parallelize a sort of 40 
million elements—but a sort of a mere 
40 elements is unlikely to take enough 
compute time to pay the overhead of 
parallelism. In short, the degree to one 
can use concurrency to reduce latency 
depends much more on the problem 
than those endeavoring to solve it—and 
many important problems are simply 
not amenable to it.

For long-running operations that 
cannot be parallelized, concurrent ex-
ecution can instead be used to perform 
useful work while the operation is pend-
ing. In this model, the latency of the 
operation is not reduced, but it is hid-
den by the progression of the system. 
Using concurrency to hide latency is 
particularly tempting when the opera-
tions themselves are likely to block on 
entities outside of the program—for 
example, a disk I/O operation or a DNS 
lookup. Tempting though it may be, one 
must be very careful when considering 
using concurrency to merely hide la-
tency: having a parallel program can be-
come a substantial complexity burden 
to bear for just improved responsive-
ness. Further, concurrent execution is 
not the only way to hide system-induced 
latencies: one can often achieve the 
same effect by employing non-blocking 
operations (for example, asynchronous 
I/O) and an event loop (for example, the 
poll()/select() calls found in Unix) 
in an otherwise sequential program. 
Programs that wish to hide latency 
should therefore consider concurrent 
execution as an option, not as a fore-
gone conclusion.

When problems resist paralleliza-
tion or have no appreciable latency to 
hide, there is a third way to use concur-
rent execution to improve performance: 
concurrency may also be used to in-
crease the throughput of the system. 
That is, instead of using parallel logic to 
make a single operation faster, one can 
employ multiple concurrent executions 
of sequential logic to be able to accom-
modate more simultaneous work. Im-
portantly, a system using concurrency 
to increase throughput need not consist 
exclusively (or even largely) of multi-
threaded code. Rather, those compo-
nents of the system that share no state 
can be left entirely sequential, with the 
system executing multiple instances 
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of these components concurrently. 
The sharing in the system can then be 
offloaded to components explicitly de-
signed around parallel execution on 
shared state, which can be ideally re-
duced to those elements already known 
to operate well in concurrent environ-
ments: the database and/or the operat-
ing system. To make this concrete, in a 
typical Model/View/Controller applica-
tion, the View (typically implemented 
in environments like JavaScript, PHP, or 
Flash) and the Controller (typically im-
plemented in environments like J2EE 
or Ruby on Rails) can consist purely of 
sequential logic and still achieve high 
levels of concurrency provided that the 
Model (typically implemented in terms 
of a database) allows for parallelism.  
Given that most don’t write their own 
database (and virtually no one writes 
their own operating system), it is pos-
sible to build (and indeed, many have 
built) highly concurrent, highly scalable 
MVC systems without explicitly creat-
ing a single thread or acquiring a single 
lock; it is concurrency by architecture 
instead of by implementation.

Illuminating the Black Art
But what if you are the one develop-
ing the operating system or database 
or some other body of code that must 
be explicitly parallelized? If you count 
yourself among the relative few who 
need to write such code, you presum-
ably do not need to be warned that writ-
ing multithreaded code is difficult.  In 
fact, this domain’s reputation for diffi-
culty has led some to (mistakenly) con-
clude that writing multithreaded code 
is simply impossible:  “no one knows 
how to organize and maintain large sys-
tems that rely on locking” reads one re-
cent (and typical) assertion.9 Part of the 
difficulty of writing scalable and correct 
multithreaded code is the scarcity of 
written wisdom from experienced prac-
titioners: oral tradition in lieu of formal 
writing has left the domain shrouded 
in mystery. So in the spirit of making 
this domain less mysterious for our fel-
low practitioners (if not to also demon-
strate that some of us actually do know 
how to organize and maintain large 
lock-based systems), we present some 
of our collective tricks for writing mul-
tithreaded code.

Know your cold paths from your hot 
paths. If there is one piece of advice to 

dispense to those that must develop par-
allel systems, it is to know which paths 
through your code you want to be able 
to execute in parallel (the “hot paths”) 
versus which paths can execute sequen-
tially without affecting performance 
(the “cold paths”). In our experience, 
much of the software we write is bone-
cold in terms of concurrent execution: 
it is only executed when initializing, in 
administrative paths, when unloading, 
and so on. It is not only a waste of time 
to make such cold paths execute with a 
high degree of parallelism, it is danger-
ous: these paths are often among the 
most difficult and error-prone to paral-
lelize. In cold paths, keep the locking as 
coarse-grained as possible. Don’t hesi-
tate to have one lock that covers a wide 
range of rare activity in your subsystem. 
Conversely, in hot paths—in those paths 
that must execute concurrently to de-
liver highest throughput—you must be 
much more careful: locking strategies 
must be simple and fine-grained, and 
you must be careful to avoid activity that 
can become a bottleneck.  And what if 
you don’t know if a given body of code 
will be the hot path in the system? In the 
absence of data, err on the side of assum-
ing that your code is in a cold path, and 
adopt a correspondingly coarse-grained 
locking strategy, but be prepared to be 
proven wrong by the data.

Intuition is frequently wrong—be 
data intensive. In our experience, many 
scalability problems can be attributed 
to a hot path that the developing engi-
neer originally believed (or hoped) to be 
a cold path. When cutting new software 
from whole cloth, some intuition will be 
required to reason about hot and cold 
paths. However, once your software is 
functional in even prototype form, the 
time for intuition is over: your gut must 
defer to the data. Gathering data on a 
concurrent system is a tough problem 
in its own right. It requires you have a 
machine that is sufficiently concurrent 
in its execution to be able to highlight 
scalability problems. Once you have the 
physical resources, it requires you put 
load on the system that resembles the 
load you expect to see when your system 
is deployed into production.  And once 
the machine is loaded, you must have 
the infrastructure to be able to dynami-
cally instrument the system to get to the 
root of any scalability problems.

The first of these problems has his-
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rearchitecting a subsystem to make it 
more parallel, we always strive to have 
the data in hand indicating the subsys-
tem’s lack of parallelism is a clear in-
hibitor to system scalability!

Know when—and when not—to break 
up a lock. Global locks can naturally be-
come scalability inhibitors, and when 
gathered data indicates a single hot 
lock, it is reasonable to want to break up 
the lock into per-CPU locks, a hash table 
of locks, per-structure locks, and so on. 
This might ultimately be the right course 
of action, but before blindly proceeding 
down that (complicated) path, carefully 
examine the work done under the lock: 
breaking up a lock is not the only way to 
reduce contention, and contention can 
be (and often is) more easily reduced by 
reducing the hold time of the lock. This 
can be done by algorithmic improve-
ments (many scalability improvements 
have been had by reducing execution 
under the lock from quadratic time to 
linear time!) or by finding activity that 
is needlessly protected by the lock. As 
a classic example of this latter case: if 
data indicates that you are spending 
time (say) deallocating elements from 
a shared data structure, you could de-
queue and gather the data that needs 
to be freed with the lock held, and defer 
the actually deallocation of the data un-
til after the lock is dropped.  Because the 
data has been removed from the shared 
data structure under the lock, there is 
no data race (other threads see the re-
moval of the data as atomic), and lock 
hold time has been reduced with only 
a modest increase in implementation 
complexity.

Be wary of readers/writer locks. If there 
is a novice error when trying to break up 
a lock, it is this: seeing that a data struc-
ture is frequently accessed for reads and 
infrequently accessed for writes, it can 
be tempting to replace a mutex guard-
ing the structure with a readers/writer 
lock to allow for concurrent readers. 
This seems reasonable, but unless the 
hold time for the lock is long, this solu-
tion will scale no better (and indeed, 
may well scale worse) than having a sin-
gle lock. Why? Because the state associ-
ated with the readers/writer lock must 
itself be updated atomically, and in the 
absence of a more sophisticated (and 
less space-efficient) synchronization 
primitive, a readers/writer lock will use a 
single word of memory to store the num-

torically been acute: there was a time 
when multiprocessors were so rare 
that many software development shops 
simply didn’t have access to one. Fortu-
nately, with the rise of multicore CPUs, 
this is no longer a problem:  there is no 
longer any excuse for not being able to 
find at least a two-processor (dual core) 
machine, and with only a little effort, 
most will be able (as of this writing) to 
run their code on an eight-processor 
(two socket, quad core) machine.

But if the physical situation has 
improved, the second of these prob-
lems—knowing how to put load on the 
system—has worsened: production 
deployments have become increas-

ingly complicated, with loads that are 
difficult and expensive to simulate in 
development. It is essential that load 
generation and simulation be treated as 
a first-class problem; the earlier this de-
velopment problem is tackled, the ear-
lier you will be able to get critical data 
that may have tremendous implications 
for the software. And while a test load 
should mimic its production equiva-
lent as closely as possible, timeliness is 
more important than absolute accuracy: 
the absence of a perfect load simulation 
should not prevent you from simulating 
load altogether, as it is much better to 
put a multithreaded system under the 
wrong kind of load than under no load 
whatsoever.

Once a system is loaded—be it in de-

velopment or in production—it is useless 
to software development if the impedi-
ments to its scalability can’t be under-
stood. Understanding scalability inhibi-
tors on a production system requires the 
ability to safely dynamically instrument 
its synchronization primitives, and in 
developing Solaris, our need for this was 
so historically acute that it led one of us 
(Bonwick) to develop a technology to do 
this (lockstat) in 1997. This tool became 
instantly essential—we quickly came to 
wonder how we ever resolved scalability 
problems without it—and it led the oth-
er of us (Cantrill) to further generalize 
dynamic instrumentation into DTrace, 
a system for nearly arbitrary dynamic 

instrumentation of production systems 
that first shipped in Solaris in 2004, and 
has since been ported to many other sys-
tems including FreeBSD and MacOS.3  
(The instrumentation methodology in 
lockstat has been reimplemented to be 
a DTrace provider, and the tool itself 
has been reimplemented to be a DTrace 
consumer.) 

Today, dynamic instrumentation 
continues to provide us with the data 
we need to not only to find those parts 
of the system that are inhibiting scal-
ability, but to gather sufficient data to 
understand which techniques will be 
best suited to reduce that contention. 
Prototyping new locking strategies is ex-
pensive, and one’s intuition is frequent-
ly wrong; before breaking up a lock or i
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ber of readers. Because the number of 
readers must be updated atomically, ac-
quiring the lock as a reader requires the 
same bus transaction—a read-to-own—
as acquiring a mutex, and contention 
on that line can hurt every bit as much. 
There are still many situations where 
long hold times (for example, perform-
ing I/O under a lock as reader) more than 
pay for any memory contention, but one 
should be sure to gather data to make 
sure that it is having the desired effect 
on scalability. And even in those situa-
tions where a readers/writer lock is ap-
propriate, an additional note of caution 
is warranted around blocking seman-
tics. If, for example, the lock implemen-
tation blocks new readers when a writer 
is blocker (a common paradigm to avoid 
writer starvation), one cannot recursively 
acquire a lock as reader: if a writer blocks 
between the inital acquistion as reader 
and the recursive acquisition as reader, 
deadlock will result when the recursive 
acquisition is blocked. None of this is to 
say that readers/writer locks shouldn’t 
be used, just that they shouldn’t be ro-
manticized.

Know when to broadcast—and when 
to signal. Virtually all condition variable 
implementations allow threads waiting 
on the variable to be awoken either via a 
signal (in which case one thread sleep-
ing on the variable is awoken) or via a 
broadcast (in which case all threads 
sleeping on the variable are awoken). 
These constructs have subtly different 
semantics: because a broadcast will 
awaken all waiting threads, it should 
generally be used to indicate state 
change rather than resource availability. 
If a condition broadcast is used when 
a condition signal would have been 
more appropriate, the result will be a 
thundering herd: all waiting threads will 
wake up, fight over the lock protecting 
the condition variable and (assuming 
that the first thread to acquire the lock 
also consumes the available resource) 
sleep once again when they discover 
that the resource has been consumed. 
This needless scheduling and lock-
ing activity can have a serious effect on 
performance, especially in Java-based 
systems, where notifyAll() (that is, 
broadcast) seems to have entrenched 
itself as a preferred paradigm; changing 
these calls to notify() (or signal) has 
been known to result in substantial per-
formance gains.6

Design your systems to be composable. 
Among the more galling claims of the 
detractors of lock-based systems is the 
notion that they are somehow uncom-
posable: “Locks and condition vari-
ables do not support modular program-
ming,” reads one typically brazen claim, 
“building large programs by gluing to-
gether smaller programs: locks make 
this impossible.”8 The claim, of course, 
is incorrect; for evidence one need only 
point at the composition of lock-based 
systems like databases and operating 
systems into larger systems that remain 
entirely unaware of lower-level locking.

There are two ways to make lock-
based systems completely composable, 
and each has its own place. First (and 
most obviously) one can make lock-
ing entirely internal to the subsystem. 
For example, in concurrent operating 
systems, control never returns to user-
level with in-kernel locks held; the locks 
used to implement the system itself are 
entirely behind the system call inter-
face that constitutes the interface to the 
system. More generally, this model can 
work whenever there is a crisp interface 
between software components: as long 
as control flow is never returned to the 
caller with locks held, the subsystem will 
remain composable.

Secondly, (and perhaps counterin-
tuitively), one can achieve concurrency 
and composability by having no locks 
whatsoever. In this case, there must be 
no global subsystem state; all subsystem 
state must be captured in per-instance 
state, and it must be up to consumers of 
the subsystem to assure that they do not 
access their instance in parallel. By leav-
ing locking up to the client of the sub-
system, the subsystem itself can be used 
concurrently by different subsystems 
and in different contexts. A concrete ex-
ample of this is the AVL tree implemen-
tation that is used extensively in the So-
laris kernel. As with any balanced binary 
tree, the implementation is sufficiently 
complex to merit componentization, 
but by not having any global state, the 
implementation may be used concur-
rently by disjoint subsystems—the only 
constraint is that manipulation of a sin-
gle AVL tree instance must be serialized.

The Concurrency Buffet
It’s difficult to communicate over a de-
cade of accumulated wisdom in a single 
article, and space does not permit us ex-

ploration of the more arcane (albeit im-
portant) techniques we have used to de-
liver concurrent software that are both 
high-performing and reliable. Despite 
our attempt to elucidate some of the 
important lessons that we have learned 
over the years, concurrent software re-
mains, in a word, difficult. Some have 
become fixated on this difficulty, view-
ing the coming of multicore computing 
as cataclysmic for software. This fear is 
unfounded, for it ignores the fact that 
relatively few software engineers need 
to actually write multithreaded code: 
for most, concurrency can be achieved 
by standing on the shoulders of those 
subsystems that are highly parallel in 
implementation. Those practitioners 
implementing a database or an oper-
ating system or a virtual machine will 
continue to sweat the details of writing 
multithreaded code, but for everyone 
else, the challenge is not how to imple-
ment those components but rather how 
to best use them to deliver a scalable 
system. And while lunch might not be 
exactly free, it is practically all-you-can-
eat. The buffet is open. Enjoy!	
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Tra nsactional memory  (TM)13 is a concurrency 
control paradigm that provides atomic and isolated 
execution for regions of code. TM is considered by 
many researchers to be one of the most promising 
solutions to address the problem of programming 
multicore processors. Its most appealing feature is 
that most programmers only need to reason locally 
about shared data accesses, mark the code region to 
be executed transactionally, and let the underlying 
system ensure the correct concurrent execution. This 
model promises to provide the scalability of fine-
grained locking while avoiding common pitfalls of 
lock composition such as deadlock. In this article, we 
explore the performance of a highly optimized STM 

and observe the overall performance of 
TM is much worse at low levels of paral-
lelism, which is likely to limit the adop-
tion of this programming paradigm.

Different implementations of 
transactional memory systems make 
tradeoffs that impact both performance 
and programmability. Larus and Ra-
jwar16 present an overview of design 
trade-offs for implementations of trans-
actional memory systems. We summa-
rize some of the design choices here:

Software-only (STM)˲˲ 7, 10, 12, 14, 18, 23, 25 is 
the focus here. While offering flexibility 
and no hardware cost, it leads to over-
head in excess of most users’ tolerance.

Hardware-only (HTM)˲˲ 2, 4, 9, 13, 19, 20, 35 
suffers from two major impediments: 
high implementation and verification 
costs lead to design risks too large to 
justify on a niche programming model; 
hardware capacity constraints lead to 
significant performance degradation 
when overflow occurs, and proposals for 
managing overflows (for example, sig-
natures5) incur false positives that add 
complexity to the programming model. 
Therefore, from an industrial perspec-
tive, HTM designs have to provide more 
benefits for the cost, on a more diverse 
set of workloads (with varying transac-
tional characteristics) for hardware de-
signers to consider implementation.a

Hybrid˲˲ 1, 6, 24, 28 is the most likely plat-
form for the eventual adoption of TM 
by a wide audience, although the exact 
mix of hardware and software support 
remains unclear. 

A special case of the hybrid systems 
are hardware-accelerated STMs. In this 
scenario, the transactional semantics 
are provided by the STM, and hardware 
primitives are only used to speed up 
critical performance bottlenecks in the 
STM. Such systems could offer an at-
tractive solution if the cost of hardware 
primitives is modest and may be further 
amortized by other uses in the system. 

Independent of these implementa-

a	 Reuse of hardware for other purposes can also 
justify its inclusion, as the case may be for 
Sun’s implementation of Scout Threading in 
the Rock processor.32
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The promise of STM may likely be undermined  
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state of the art STM runtime system and 
compiler framework, the freely avail-
able IBM STM.31 Here, we describe this 
experience, starting with a discussion of 
STM algorithms and design decisions. 
We then compare the performance of 
this STM with two other state of the art 
implementations (the Intel STM14 and 
the Sun TL2 STM7) as well as dissect the 
operations executed by the IBM STM 
and provide a detailed analysis of the 
performance hotspots of the STM. 

Software Transactional Memory
STM implements all the transactional 
semantics in software. That includes 
conflict detection, guaranteeing the 
consistency of transactional reads, pres-
ervation of atomicity and isolation (pre-
venting other threads from observing 
speculative writes before the transac-
tion succeeds), and conflict resolution 
(transaction arbitration). The pseudo-
code for the main operations executed 
by a typical STM is illustrated in Figure 
1. We show two STM algorithms, one 
that performs full validation and one 
that uses a global version number (the 
additional statements marked with the 
gv# comment).

The advantage of an STM for system 
programmers is that it offers flexibility 
in implementing different mechanisms 
and policies for these operations. For 

tion decisions, there are transactional 
semantics issues that break the ideal 
transactional programming model for 
which the community had hoped. TM 
introduces a variety of programming is-
sues that are not present in lock-based 
mutual exclusion. For example, seman-
tics are muddled by: 

Interaction with non-transactional ˲˲

codes, including access to shared data 
from outside of a transaction (tolerating 
weak atomicity) and the use of locks in-
side a transaction (breaking isolation to 
make locking operations visible outside 
transactions); 

Exceptions and serializability: how ˲˲

to handle exceptions and propagate 
consistent exception information from 
within a transactional context, and 
how to guarantee that transactional ex-
ecution respects a correct ordering of 
operations; 

Interaction with code that cannot ˲˲

be transactionalized, due to either com-
munication with other threads or a re-
quirement barring speculation; 

Livelock, or the system guarantee ˲˲

that all transactions make progress 
even in the presence of conflicts. 

In addition to the intrinsic semantic 
issues, there are also implementation-
specific optimizations motivated by 
high transactional overheads, such as 
programmer annotations for exclud-

ing private data. Furthermore, the non-
determinism introduced by aborting 
transactions complicates debugging—
transactional code may be executed and 
aborted on conflicts, which makes it dif-
ficult for the programmer to find deter-
ministic paths with repeatable behav-
ior. Both of these dilute the productivity 
argument for transactions, especially 
software-only TM implementations.

Given all these issues, we conclude 
that TM has not yet matured to the point 
where it presents a compelling value 
proposition that will trigger its wide-
spread adoption. While TM can be a 
useful tool in the parallel programmer’s 
portfolio, it is our view that it is not go-
ing to solve the parallel programming 
dilemma by itself. There is evidence 
that it helps with building certain con-
current data structures, such as hash ta-
bles and binary trees. In addition, there 
are anecdotal claims that it helps with 
workloads; however, despite several 
years of active research and publication 
in the area, we are disappointed to find 
no mentions in the research literature 
of large-scale applications that make 
use of TM. The STAMP30 and Lonestar17 
benchmark suites are promising starts, 
but have a long way to go to be represen-
tative of full applications.

We base these conclusions on our 
work over the past two years building a 

Figure 1: STM operations.

STM _ BEGIN()
read global version number /* gv# */

(a) Pseudo-code for STM begin

STM _ VALIDATE()
read global version number /* gv# */
if global version number changed /* gv# */
for each read set entry
if metadata changed return FALSE
return TRUE

(b) Pseudo-code for STM validate

STM _ READ(A)
if already written goto written path
read metadata of A
if metadata is locked goto conflict path
log A and its metadata in the read set
read value at A
if ! STM _ VALIDATE() goto conflict path
return val

(c) Pseudo-code for STM read barrier

STM _ END()
lock metadata for write set
if already locked goto conflict path
if ! STM _ VALIDATE() goto conflict path
/* Success guaranteed */
increment global version number /* gv# */
execute writes
update/unlock metadata for write set

(d) Pseudo-code for STM end
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end users, the advantage of an STM is 
that it offers an environment to trans-
actionalize (that is, porting to TM) their 
applications without incurring extra 
hardware cost or waiting for such hard-
ware to be developed.

Conversely, an STM entails nontriv-
ial drawbacks with respect to perfor-
mance and programming semantics:

Overheads:˲˲  In general, STM results 

in higher sequential overheads than tra-
ditional shared-memory programming 
or HTM. This is the result of the software 
expansion of loads and stores to shared 
mutable locations inside transactions 
to tens of additional instructions that 
constitute the STM implementation 
(for example, the STM_READ code in 
Figure 1c). Depending on the transac-
tional characteristics of a workload, 

these overheads can become a high 
hurdle for STM to achieve performance. 
The sequential overheads (that is, con-
flict-free overheads that are incurred re-
gardless of the actions of other concur-
rent threads) must be overcome by the 
concurrency-enabling characteristics of 
transactional memory.

Semantics:˲˲  In order to avoid incur-
ring high STM overheads, non-transac-
tional accesses (such as loads and stores 
occurring outside transactions) are typi-
cally not expanded. This has the effect 
of weakening—and hence complicat-
ing—the semantics of transactions, 
which may require the programmer 
to be more careful than when strong 
transactional semantics are supported. 
The following are some of the weakened 
guarantees that are usually associated 
with such STMs: 

Weak atomicity:˲˲  Typically the STM 
runtime libraries cannot detect conflicts 
between transactions and non-transac-
tional accesses. Thus, the semantics of 
atomicity are weakened to allow unde-
tected conflicts with non-transactional 
accesses (referred to as weak atomic-
ity3), or equivalently put the burden on 
the programmer to guarantee that no 
such conflicts can possibly take place. 

Privatization:˲˲  Some STM designs 
prohibit the seamless privatization of 
memory locations, that is, the transi-
tion from being accessed transaction-
ally to being accessed privately—or 
non-transactionally in general, by us-
ing locks. For some STM designs, once 
a location is accessed transactionally, 
it must continue to be accessed trans-
actionally. With some STM designs, the 
programmer can ease the transition by 
guaranteeing that the first access to the 
privatized location—such as after the 
location is no longer accessible by other 
threads—is transactional. 

Memory reclamation:˲˲  Some STM 
designs prohibit the seamless reclama-
tion of the memory locations accessed 
transactionally for arbitrary reuse, such 
as using malloc and free. With such 
STM designs, memory allocation and 
deallocation for locations accessed 
transactionally are handled differently 
from other locations. 

Legacy binaries:˲˲  STM needs to ob-
serve all memory activities of the trans-
actional regions to ensure atomicity and 
isolation. STMs that achieve this obser-
vation by code instrumentation gener-

Figure 2: . Scalability results for three STM runtimes on a quad-core 
Intel Xeon server: IBM, Intel STM v2, and Sun TL2.
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STM barely attains single thread perfor-
mance at 4 threads, while on vacation 
none of the STMs actually overcome the 
overhead of transactional memory even 
with 8 threads.

Compiler Instrumentation. The com-
piler is a necessary component of an 
STM-based programming environment 
that is to be adopted by mass program-
mers. Its basic role is to eliminate the 
need for programmers to manually in-
strument memory references to STM 
read- and write-barriers. While offering 
convenience, compiler instrumenta-
tion does add another layer of over-
heads to the STM system by introducing 
redundant barriers, often due to conser-
vativeness of compiler analysis, as also 
observed in Yoo.36

Figure 3 provides another baseline: 
the overhead of compiler instrumen-
tation. The performance is measured 
on a 16-way POWER5 running AIX 5.3. 
For the STMXLC curve, we use the un-
instrumented versions of the codes 
and annotate transactional regions and 
functions using the language exten-
sions provided by the compiler.31

ally cannot support transactions calling 
legacy codes that are not instrumented 
(for example, third-party libraries) with-
out seriously limiting concurrency, such 
as by serializing transactions. 

Evaluation
Here we use the following set of bench-
marks: 

b+tree˲˲  is an implementation of da-
tabase indexing operations on a b-tree 
data structure for which the data is 
stored only on the tree leaves. This im-
plementation uses coarse-grain trans-
actions for every tree operation. Each 
b+ tree operation starts from the tree 
root and descends down to the leaves. 
A leaf update may trigger a structural 
modification to rebalance the tree. A 
rebalancing operation often involves 
recursive ascent over the child-parent 
edges. In the worst case, the rebalanc-
ing operation modifies the entire tree. 
Our workload inserts 2,048 items in a 
b+tree of order 20. For this code we have 
only a transactional version that is not 
manually instrumented, therefore ex-
perimental results are presented only 
in configurations where we can use our 
compiler to provide instrumentation; 

delaunay ˲˲ implements the Delaunay 
Mesh Refinement algorithm described 
in Kulkarni et al.15 The code produces 
a guaranteed quality Delaunay mesh. 
This is a Delaunay triangulation with 
the additional constraint that no angle 
in the mesh be less than 30 degrees. 
The benchmark takes as input an un-
refined Delaunay triangulation and 
produces a new triangulation that sat-
isfies this constraint. In the TM imple-
mentation of the algorithm, multiple 
threads choose their elements from a 
work-queue and refine the cavities as 
separate transactions. 

genome˲˲ , kmeans, and vacation are 
part of the STAMP benchmark suite19 

version 0.9.4. For a detailed description 
of these benchmarks see STAMP.30 

Baseline Performance. In Figure 2 we 
present a performance comparison of 
three STMs: the IBM,31, 34 Intel,14 and 
Sun’s TL27 STMs. The runs are on a 
quad-core, two-way hyperthreaded Intel 
Xeon 2.3GHz box running Linux Fedora 
Core 6. In these runs, we used the manu-
ally instrumented versions of the codes 
that aggressively minimize the number 
of barriers for the IBM and TL2 STMs. 
Since we do not have access to low-level 
APIs for the Intel STM, the curves for the 
Intel STM are from codes instrumented 
by its compiler, which incur additional 
barrier overheads due to compiler in-
strumentation.36 The graphs are scal-
ability curves with respect to the serial, 
non-transactionalized version. There-
fore a value of 1 on the y-axis represents 
performance equal to the serial version. 
The performance of these STMs is most-
ly on par, with the IBM STM showing 
better scalability on delaunay and TL2 
obtaining better scalability on genome. 
However, the overall performance ob-
tained is very low: on kmeans the IBM 

Figure 3: Scalability results for manual and compiler instrumented benchmarks on AIX PowerPC with IBM XLCSTM compiler. 
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instrumentation and provides an accu-
rate breakdown of the STM overheads.

We study the performance of two 
STM algorithms: one that fully validates 
(“fv") the read set after each transac-
tional read and one that uses a global 
version number (“gv#") to avoid the full 
validation, while maintaining the cor-
rectness of the operations. The fv algo-
rithm provides more concurrency at a 
much higher price. The gv# is deemed 
as one of the best trade-offs for STM im-
plementations.

Figure 4 presents the single-thread-
ed overhead of these algorithms over 
sequential runs, illustrating again the 
substantial slowdowns that the algo-
rithms induce. Figure 5 breaks down 
these overheads into the various STM 
components. For both algorithms, the 
overhead of transactional reads domi-
nates due to the frequency of read op-
erations relative to all other operations. 
The effectiveness of the global version 
number in reducing overheads is shown 
in the lower read overhead of “gv#.”

Figure 6 gives a fine-grain breakdown 
of the overheads of the transactional 
read operation. As expected, the over-
head of validating the read set domi-
nates transactional read time in the “fv” 
configuration. For both algorithms, the 
isync operations (necessary for ordering 
the metadata read and data read as well 
as the data read and validation) form a 
substantial component. In applications 
that perform writes before reads in the 
same transaction (delaunay, kmeans), 
the time spent checking whether a loca-
tion has been written by prior writes in 
the same transaction forms a significant 
component of the total time. Interest-
ingly, reading the data itself is a negligi-
ble amount of the total time, indicating 
the hurdles that must be overcome for 
the performance of these algorithms to 
be compelling.

Figure 7 gives a similar breakdown 
of the transactional commit operation. 
As before, the “fv" configuration suf-
fers from having to validate the read set. 
Other dominant overheads for both con-
figurations are that of having to acquire 
the metadata for the write set (which in-
volves a sequence of load-linked/store-
conditional operations) and the sync 
operations that are necessary for order-
ing the metadata acquires, data writes, 
and metadata releases. Once again, the 
data writes themselves form a small 
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Figure 6: Percentage of time spent in STM read sub-operations.
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  return
  validate
  sync
  read data

  check read after write
  setup
  call
  other

  add metadata to read set 
  check if metadata is locked
  read metadata
  calculate metadata

Compiler over-instrumentation is 
more pronounced in traditional, un-
managed languages, such as C and C++, 
where a compiler instrumentation with-
out interprocedural analysis may end 
up instrumenting every memory refer-
ence in the transactional region (except 
for stack accesses). Indeed, our compil-
er instrumentation more than doubled 
the number of dynamic read barriers in 
delaunay, genome, and kmeans. Interpro-
cedural analysis can help improve the 
tightness of compiler instrumentation 
for some cases, but is generally limited 
by the accuracy of global analysis.

STM Operations Performance. Given 
this baseline, we now analyze in detail 
which operations in the STM cause the 
overhead. For this purpose, we use a 
cycle-accurate simulator of the Power-
PC architecture that provides hooks for 
instrumentation. The STM operations 
and suboperations are instrumented 
with these simulator hooks. The reason 
for this environment is that we want 
to capture the overheads at instruc-
tion level and eliminate any other non-
determinism introduced by real hard-
ware. The simulator eliminates all other 
bookkeeping operations introduced by 
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component of the total time.
Overhead Optimizations. There have 

been many proposals on reducing STM 
overheads through compiler or runtime 
techniques, most of which are comple-
mentary to STM hardware acceleration.

Redundant barrier elimination.˲˲  One 
technique is to eliminate barriers to 
thread-local objects through escape 
analysis. Such analysis is typically quite 
effective identifing thread-local access-
es that are close to the object allocation 
site. It can eliminate both read- and 
write-barriers, but is often more effec-
tive on write-barriers. For example, we 
observe that an intra-procedural escape 
analysis can eliminate 40–50% of write 
barriers in vacation, genome, and b+tree. 
However, its impact on performance is 
more limited: from negligible to 12%. 
To target redundant read-barriers, a 
whole-program analysis called Not-Ac-
cessed-In-Transaction analysis27 elimi-
nates some barriers to read-only objects 
in transactions;

Barrier strength reduction.˲˲  These op-
timizations do not eliminate barriers, 
but identify at runtime special locations 
that require only lightweight barrier 
processing, such as dynamic tracking of 
thread-local objects11, 27 and runtime fil-
tering of stack references and duplicate 
references;11

Code generation optimizations.˲˲  One 
common technique is to inline the fast 
path of barriers. It has the potential 
benefit of reducing function call over-
head, increasing ILP, and exposing re-
use of common sub-barrier operations. 
In our experiments, compiler inlining 
achieved less than 2% overall improve-
ment across our benchmark suite;

Commit sequence optimizations.˲˲  
Eliminating unnecessary global version 
number updates37 improves the overall 
performance of several micro-bench-
marks by up to 14%. 

Such optimizations have a positive 
impact on STM performance. However, 
the results presented here indicate how 
much further innovation is needed for 
the performance of STMs to become 
generally appealing to users.

Related Work
The first STM system was proposed by 
Shavit and Touitou26 and is based on 
object ownership. The protocol is static, 
which is a significant shortcoming that 
has been overcome by subsequently pro-

posed STM systems.7 Conflict detection 
is simplified significantly by the static 
nature because conflicts can be ruled 
out already when ownership records are 
acquired (at transaction start).

DSTM12 is the first dynamic STM 
system; the design follows a per-object 
runtime organization (locator object). 
Variables (objects) in the application 
heap refer to a locator object. Unlike 
in a design with ownership records (for 
example, Harris and Fraser10), the loca-
tor does not store a version number but 
refers to the most recently committed 
version of the object. A particularity of 
the DSTM design is that objects must be 
explicitly ‘opened’ (in read-only or read-
write mode) before transactional access; 
also DSTM allows for early release. The 
authors argue that both mechanisms fa-
cilitate the reduction of conflicts.

The design principles of the RSTM18 
system are similar to DSTM in that it as-
sociates transactional metadata with ob-
jects. Unlike DSTM however, the system 
does not require the dynamic allocation 
of transactional data but co-locates it 
with the non-transactional data. This 
scheme has two benefits: first, it facili-
tates spatial access locality and hence 
fosters execution performance and 
transaction throughput. Second, the dy-
namic memory management of trans-
actional data (usually done through a 
garbage collector) is not necessary and 

hence this scheme is amenable for use 
in environments where memory man-
agement is explicit.

Recent work explored algorithmic 
optimizations and/or alternative imple-
mentations of the basic STM algorithms 
described here. Riegel et al. propose the 
use of real-time clocks to enhance the 
STM scalability using a global version 
number.22 JudoSTM21 and RingSTM29 re-
duce the number of atomic operations 
that must be performed when commit-
ting a transaction at the cost of serial-
izing commit and/or incurring spurious 
aborts due to imprecise conflict detec-
tion. Several proposals have been made 
for STMs that operate via dynamic bina-
ry rewriting in order to allow the usage 
of STM on legacy binaries.8, 21, 33

Yoo et. al36 analyze the overhead in 
the execution of Intel’s STM.14, 23 They 
identify four major sources of overhead: 
over-instrumentation, false sharing, 
amortization costs, and privatization-
safety costs. False sharing, privatiza-
tion-safety, and over-instrumentation 
are implementation artifacts that can 
be eliminated by either using finer 
granularity bookkeeping, more refined 
analysis, or user annotations. Amortiza-
tion costs are inherent overheads in an 
STM that, as we demonstrated here, are 
not likely to be eliminated.

A large amount of research effort 
has been spent in analyzing the opera-

Figure 7: Percentage of time spent in STM end sub-operations.
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  return
  cleanup transactional state
  release metadata
  increment gv#

  write data
  validate
  sync
  acquire metadata

  check for read-only
  setup
  call
  other
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tions in TM systems. Recent software 
optimizations have managed to accel-
erate STM performance by 2%–15%. We 
believe such analysis is a good practice 
that should be extended to every piece 
of system software, especially open 
source. However, the gains are only a mi-
nor dent in the overheads we observed, 
indicating the challenge that lies before 
the community in making STM perfor-
mance compelling.

Conclusion
Based on our results, we believe that the 
road ahead for STM is quite challeng-
ing. Lowering the overheads of STM to 
a point where it is generally appealing 
is a difficult task and significantly bet-
ter results have to be demonstrated. If 
we could stress a single direction for 
further research, it is the elimination of 
dynamically unnecessary read and write 
barriers—possibly the single most pow-
erful lever toward further reduction of 
STM overheads. However, given the dif-
ficulty of similar problems explored by 
the research community such as alias 
analysis, escape analysis, and so on, this 
may be an uphill battle. And because 
the argument for TM hinges upon its 
simplicity and productivity benefits, we 
are deeply skeptical of any proposed so-
lutions to performance problems that 
require extra work by the programmer. 

We observed that the TM program-
ming model itself, whether implement-
ed in hardware or software, introduces 
complexities that limit the expected 
productivity gains, thus reducing the 
current incentive for migration to trans-
actional programming, and the justifi-
cation at present for anything more than 
a small amount of hardware support.
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This mo n th  we   present the second in a series of 
ACM CTO Roundtable forums. Overseen by the ACM 
Professions Board, the goal of the forums is to provide 
high-powered expertise to practicing IT managers to 
help inform their decisions when investing in new 
architectures and technologies. 

CTO 
Roundtable  
on 
Virtualization

doi:10.1145/1400214.1400229

Virtualization technology is hot again,  
but for the right reasons?

by Mache Creeger, Moderator

Participants
Mache Creeger (Moderator): Creeger 

is a longtime technology industry vet-
eran based in Silicon Valley. Along with 
being an ACM Queue columnist, he is 
the principal of Emergent Technology 
Associates, marketing and business 
development consultants to technol-
ogy companies worldwide.

Tom Bishop is CTO of BMC Soft-
ware. Prior to BMC, Bishop worked at 
Tivoli, both before and after their ini-
tial public offering and acquisition by 
IBM, and also at Tandem Computers. 
Earlier in his career Bishop spent 12 
years at Bell Labs’ Naperville, IL facil-
ity and then worked for UNIX Inter-
national. He graduated from Cornell 
University with both bachelor’s and 
master’s degrees in computer science. 

Simon Crosby is the CTO of the 
Virtualization Management Division 

The topic of this forum is virtualiza-
tion. When investing in virtualization 
technologies, IT managers must know 
what is considered standard practice 
and what is considered too leading- 
edge and risky for near-term deploy-
ment. For this forum we’ve assembled 
five leading experts on virtualization 
to discuss what those best practices 
should be. While the participants 
might not always agree with each oth-
er, we hope their insights will help IT 
managers navigate the virtualization 
landscape and make informed deci-
sions on how best to use the technol-
ogy. Next month we will present Part II  
of this forum, discussing such topics 
as clouds and virtualization, using 
virtualization to streamline desktop 
delivery, and how to choose appro-
priate virtual machine platforms and 
management tools.
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Simon Crosby: The power-savings 
issue is a big red herring because the 
CPU is a small portion of the total pow-
er consumption compared to spin-
ning all those disk drives in a storage 
array. I’ll be the first one to say that 
free, ubiquitous CPU virtualization is 
just an emergent property of Moore’s 
Law, just part of the box. Memory is 
another major power consumer and 
memory architectures are definitely 
not keeping up. When you’re talking 
about virtualizing infrastructure, you 
should be talking about what bits of it 
you virtualize and how: CPU, storage, 
and/or memory. You have to look at 
the whole thing. As for showing lower 
overall power consumption, I have yet 

to see a good calculation for that. 
Gustav: I support virtualization for 

a number of reasons, but cost savings 
isn’t one of them. What I typically see is 
that the server guy makes a decision to 
reduce his costs, but that significantly 
impacts storage and the network, mak-
ing their costs go up. 

To put eight software services on 
a single machine, instead of buying 
the $3,000 two-socket 4GB 1U blade, I 
bought the four-socket, 16GB system 
for $20,000. While that calculation 
provides an obvious savings, because 
I want to use VMotion I have to pur-
chase an additional storage array that 
can connect to two servers. The result 
is that I paid more money than the 
traditional architecture would cost to 
support the same service set. 

That’s why you see a large interest 
in virtualization deployment followed 

alization, virtualization management, 
and application virtualization. Stewart 
is a Microsoft Certified Architect and is 
on the Board of Directors of the Micro-
soft Certified Architect Program. 

Steve Herrod is the CTO of VMware, 
where he’s worked for seven years. 
Before VMware, Herrod worked in 
Texas for companies such as EDS and 
Bell Northern Research. Earlier in his 
career Herrod studied with Mendel 
Rosenblum, the founder of VMware, 
at Stanford and then worked for Trans-
Meta, a computer hardware and soft-
ware emulation company.

Steve Bourne is chair of the ACM 
Professions Board. He is also a past 
president of the ACM and Editor-in-

Chief of the ACM Queue editorial ad-
visory board. A fellow alumnus with 
Simon Crosby, Bourne received his 
Ph.D. from Trinity College, Cambridge. 
Bourne held management roles at Cis-
co, Sun, DEC, and SGI and currently is 
CTO at El Dorado Ventures, where he 
advises the firm on their technology 
investments.

Mache Creeger: Virtualization is a tech-
nology that everyone is talking about, 
and with the increased cost of energy 
the server consolidation part of the 
value proposition has become even 
more compelling. Let’s take that as a 
given and go beyond that. How do we 
manage large numbers of virtualized 
servers and create an integral IT archi-
tecture that’s extensible, scalable, and 
meets all the criteria that reasonable 
people can agree on?

at Citrix. He was one of the founders 
of XenSource and was on the faculty 
of Cambridge University, where he 
earned his Ph.D. in computer science. 
Crosby grew up in South Africa and has 
master degrees in applied probability 
and computer science. 

Gustav. This is a pseudonym due 
to the policies of his employer, a large 
financial services company where he 
runs distributed systems. Early in his 
career, Gustav wrote assembler code 
for telephone switches and did CAD/
CAM work on the NASA space station 
Freedom. He later moved to large sys-
tem design while working on a gov-
ernment contract and subsequently 
worked for a messaging and security 

startup company in Silicon Valley, tak-
ing it public in the mid-1990s. After 
starting his own consulting firm, he 
began working at his first large finan-
cial firm. Seven or eight years later, he 
landed at his current company. 

Allen Stewart is a Principle Program 
Manager Lead in the Window Server 
Division at Microsoft. He began his 
career working on Unix and Windows 
operating systems as a system pro-
grammer and then moved on to IBM, 
where he worked on Windows systems 
integration on Wall Street. After IBM, 
Stewart joined Microsoft, where for the 
first six years he worked as an architect 
in the newly formed Financial Services 
Group. He then moved into the Win-
dows Server Division Engineering or-
ganization to work on Windows Server 
releases. His primary focus is virtual-
ization technologies: hardware virtu-

Steve Bourne Mache Creeger Allen Stewart
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by this trough of disillusionment. 
Once deployed, people find out that a) 
it’s hard and b) oddly, they are spend-
ing all this money on storage. 

Simon Crosby: I agree with that. Solv-
ing storage is the hardest problem of 
all. It’s the big bear in the room. 

From an infrastructural cost per-
spective, you have to consider the hu-
man cost: The number of administra-
tors still grows linearly with the number 
of VMs (virtual machines). Server-con-
solidation costs are very real. However, 
as virtualization addresses the main-
stream production workload, costs are 
still going to be driven by the number 
of administrators. Unless the adminis-
trator problem is solved, IT has not re-

ally been transformed. 
Gustav: Fully using all the cores on 

the die is one of the biggest things that 
drive the need for virtualization. In the 
not-too-distant future we are going to 
be forced to buy eight-core CPUs. Be-
cause our computational problem has 
not grown as fast as the ability to throw 
CPU resources at it, we will not be able 
to keep all those cores fully utilized. 

It’s not an issue of power savings, 
as Intel will nicely power down the un-
used cores. The real benefit of multi-
core CPUs is to be able to address the 
huge legacy of single-threaded pro-
cesses in parallel. 

Simon Crosby: I think that should be 
the high-order bit. There are 35 million 
servers out there, all of which are sin-
gle threaded. So let’s just admit that, 
run one VM per core, and have a model 
that actually works. I don’t think multi-

amount of demand, and I want to satisfy 
that demand with my capacity, using an 
affordable cost equation in a way that is 
moment-to-moment optimal for hetero-
geneous systems. 

Gustav: The beauty of having a good 
working abstraction of an underlying 
function is that the operating system 
can give you less than you asked for 
and still provide acceptable results. 
Virtual memory is a good example. 

Mache Creeger: So how does this ap-
ply to the poor guy who’s struggling 
in a small to medium-size company? 
What is he supposed to take away from 
all this? 

Simon Crosby: The single-server 
notion of virtualization—server con-

solidation—is very well established 
and basically free. It will be part of 
every server, an emergent property of 
Moore’s Law, and multiple vendors 
will give it to you. 

The orchestrated assignment of re-
sources across the boundaries of mul-
tiple servers or even multiple different 
resources is a major problem and I 
don’t think we really have begun to un-
derstand it as yet.

Tom Bishop: Regarding vendor lock-
in, I think there is a body of experience, 
certainly in the companies I speak to, 
that says the heck with vendor lock-in. 
If my chance of getting a solution I can 
live with is better if I limit myself to a 
single vendor, I’m prepared to accept 
that trade-off.

Gustav: If you have a relatively small 
number of servers, there is no prob-
lem that you have that virtualization 

Tom Bishop

threaded has taken off at all. 
Tom Bishop: I think that is the ele-

phant in the room. We as an industry 
haven’t built the correct abstraction 
which can fungibly apply computing 
to a domain and allow dynamic ap-
portioning of computing capacity to 
the problems to be solved. Storage is 
a piece of it, but ultimately it’s more 
complex than just that. 

If you take virtual memory as an 
example, we spent approximately 20 
years trying to figure out the correct 
abstraction for memory. One can de-
fine memory consumption using one 
abstraction and build a set of automat-
ed mechanisms to dynamically allo-
cate a much smaller physical resource 

to a much larger virtual demand and 
still achieve optimal performance mo-
ment-to-moment. We have not found 
that same abstraction for the core IT 
mission of delivering application ser-
vices. 

Simon Crosby: But isn’t determining 
the biting constraint the fundamental 
problem with any one of these things? 
I don’t care about optimizing some-
thing that is not a biting constraint. It 
may be memory, CPU, storage, and/or 
power—I have no clue. Different points 
of the operating spectrum might have 
different views on what is or is not a 
biting constraint. The grid guys, the 
network guys—all have different views 
and needs. 

Tom Bishop: I predict we will devel-
op a workable abstraction for repre-
senting the basic IT mission: I’ve got 
a certain amount of capacity, a certain 

Simon Crosby Steve Herrod
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shops, because they look out and see a 
completely dissimilar range of applica-
tions without a common development 
framework. 

Gustav: I just built two data centers 
and fully populated them. If I look at 
the stereotypical cloud case right now, 
EC2 (www.amazon.com/ec2) is about 
$0.80 per hour per eight-CPU box. My 
cost, having bought the entire data 
center, is between $0.04 and $0.08. 

Having bought the entire data cen-
ter, I have the budget and scale to blow 
away that $0.80 EC2 pricing. SMBs 
(small- and medium-size businesses) 
probably do not have that option. The 
cloud guys can produce tremendous 
margin for themselves by producing 
the scale of an entire data center and 
selling parts of it to SMBs. 

Tom Bishop: The model that’s going 
to prevail is exactly the way the power 
companies work today. Every company 
that builds power-generation capacity 
has a certain model for their demand. 
They build a certain amount of capac-
ity for some base level demand and 
then they have a whole set of very so-
phisticated provisioning contracts. 

Mache Creeger: Or reinsurance.
Tom Bishop: Reinsurance to basically 

go get electricity off the grid when they 
need it. So the power we get is a com-
bination of locally generated capacity 
and capacity bought off the grid. 

Simon Crosby: As a graduate student, 
I read a really interesting book on con-
trol theory that showed mathematical-
ly that arbitrage is fundamental to the 
stability of a market and the determi-
nation of true market price. Based on 
that statement, virtualization is just an 
enabler of a relatively efficient market 
for data center capacity; it’s a provi-
sioning unit of resource. 

Virtualization allows for late bind-
ing, which is generally considered to 
be a good thing. Late binding means 
I can lazily (that is, just-in-time) com-
pose my workload (a VM) from the OS, 
the applications, and the other rele-
vant infrastructural components. I can 
bind them together at the last possible 
moment on the virtualized infrastruc-
ture, delaying the resource commit-
ment decision as long as possible to 
gain flexibility and dynamism. Virtu-
alization provides an abstraction that 
allows us to late bind on resources. 

Steve Herrod: The opportunity to 

can’t solve. However, there will be new 
things that you may choose to spend 
money on that in the past were not a 
problem, such as doing live migration 
between servers. But if you just want 
to run a shop that has up to around 20 
servers, unless you’re doing some-
thing really weird, you should do it. It 
is easy and readily available from any 
of the major vendors. This addresses 
the relatively easy problem of “Can I 
put three things on one server?” 

If you then realize you have new 
problems, meaning “Now that I have 
three things on one server, I want that 
server to be more available or I want 
to migrate stuff if that server fails,” 
this is a level of sophistication that the 
market is only beginning to address. 
Different vendors have different defi-
nitions. 

Simon Crosby: Once you achieve ba-
sic virtualization, the next big issue is 
increasing overall availability. If I can 
get higher availability for some key 
workloads, that transforms the busi-
ness. 

Steve Herrod: I agree. In fact, we cur-
rently have a large number of custom-
ers that buy one VM per box first and 
foremost for availability and second 
for provisioning. 

Tom Bishop: About two years ago, the 
best session at a conference I attended 
was “Tales from the Front, Disaster 
Recovery Lessons Learned from Hurri-
cane Katrina.” A large aerospace com-
pany had two data centers, one just 
south of New Orleans and another one 
about 60 miles away in Mississippi. 
Each center backed the other up and 
both ended up under 20 feet of water. 

The lesson they learned was to vir-
tualize their data center. In response 
to that experience they built a com-
plete specification of their data center 
where it could be instantiated instan-
taneously and physically anywhere in 
the world. 

Mache Creeger: Our target IT man-
ager is trying to squeeze a lot out of his 
budget, to walk the line between what’s 
over the edge and what’s realistic. Are 
you saying that all this load balancing, 
dynamic migration, that the market-
ing literature from Citrix, VMware, and 
Microsoft defines as the next big hur-
dle and the vision for where virtualiza-
tion is going are not what folks should 
be focusing on? 

Simon Crosby: Organizations to-
day build organizational structures 
around current implementations of 
technology, but virtualization changes 
all of it. The biggest problem we have 
right now is that we have to change the 
architecture of the IT organization. 
That’s people’s invested learning and 
their organizational structure. They’re 
worried about their jobs. That’s much 
harder than moving a VM between two 
servers. 

Mache Creeger: A while back I did a 
consulting job for a well-known data-
center automation company and they 
brought up this issue as well. When 
you change the architecture of the data 
center you blow up all the traditional 
boundaries that define what people 
do for a living—how they develop their 
careers, how they got promoted, and 
everything else. It’s a big impediment 
for technology adoption. 

Simon Crosby: One of the reasons 
I think that cloud-based IT is very in-
teresting is none of the cloud vendors 
have invested in the disaster of today’s 
typical enterprise IT infrastructure. 
It is horrendously expensive because 
none of it works together; it’s unman-
ageable except with a lot of people. 
Many enterprise IT shops have bought 
one or more expensive proprietary 
subsystems that impose significant 
labor-intensive requirements to make 
it all work. 

Clouds are way cheaper to oper-
ate because they build large, flat ar-
chitectures that are automated from 
the get-go, making the cost for their 
infrastructure much lower than most 
companies’ enterprise IT. If I’m Ama-
zon Web Services and I want to offer a 
disaster recovery service, the numbers 
are in my favor. I need only provide 
enough additional capacity to address 
the expected failure rate of my com-
bined customer set, plus a few spares 
and, just like an actuary, determine 
the risks and cost. A very simple and 
compelling business model. 

Allen Stewart: The thing that chal-
lenges the cloud environment and 
most enterprise data centers is the 
heterogeneity of the shop and the 
types of applications they run. To take 
advantage of the cloud, you have to de-
velop an application model that suits 
disconnected state and applications. 
I think that challenges enterprise IT 

http://www.amazon.com/ec2
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metadata about how much resource 
they need, how they’re interconnected, 
and how they should be instantiated. 

We started working on it because 
there was the potential for a “VHS ver-
sus Betamax” virtual-hard-disk format 
war and none of us wanted that to hap-
pen. It started out as a portable virtual-
machine format but is now emerging 
into more of an application descrip-
tion language. The container contains 
one instance of every component of the 
application, but when you roll it out at 
runtime you may request multiple cop-
ies. I think that’s a very important step 
forward in terms of standardization. 

Steve Herrod: Virtualization breaks 
up something that’s been unnaturally 
tied together. However, allowing late 
binding introduces new problems. If 
you cannot be more efficient with vir-
tualization, then you shouldn’t be us-
ing it. 

We do surveys every single year on 
the number of workloads per adminis-
trator. Our numbers are generally good 
but it is because we effectively treat 
a server like a document and apply 
well-known document-management 
procedures to gain efficiencies. This 
approach forces you to put processes 
around things that did not have them 
before. For smaller companies that 
don’t have provisioning infrastruc-
ture in place, it allows you much better 
management control. It’s not a substi-
tute for the planning part, but rather 
a tool that lets you wrap these proce-
dures in a better way. 

Mache Creeger: So how do people 
decide whether to choose VMware, 
Citrix, or Microsoft? How are people 
going to architect data centers with 
all the varying choices? Given that the 
vendors are just starting to talk about 
standards and that no agreements on 
benchmarking exist, on what basis are 
people expected to make architectural 
commitments? 

Gustav: I think this is a place where 
the technology is ready enough for 
operations, but there are enough dif-
ferent management/software theories 
out there that I fully expect to have 
VMware, Microsoft, and Xen in differ-
ent forms in my environment. That 
doesn’t concern me nearly as much as 
having both SuSE and RedHat in my 
environment. 

Tom Bishop: Every customer we talk 

have a VM and to put the policy around 
that VM for late binding is pretty pow-
erful. You create your application or 
your service, which might be a multi-
machine service, and you associate 
with it the security level you want, the 
availability level you want, and the 
SLAs (service level agreements) that 
should go with it. The beauty of this 
bubble, which is the workload and the 
policy, is it can move from one data 
center to another, or to an offsite third 
party, if it satisfies the demands that 
you’ve wrapped around it. 

Gustav: Our administrative costs 
generally scale in a nonlinear fashion, 
but the work produced is based on the 
number of operating-system instances 
more than the number of hardware 
instances. The number of servers may 
drive some capital costs, but it doesn’t 
drive my support costs. 

Tom Bishop: What you’re really man-
aging is state. The more places you 
have state in its different forms, the 
more complex your environment is 
and the more complex and more ex-
pensive it is to manage. 

Simon Crosby: I’ll disagree. You’re 
managing bindings. The more bind-
ings that are static, the worse it is, the 
more they are dynamic, the better it is. 

We have a large financial services 
customer that has 250,000 PCs that 
need to be replaced. They want to do it 
using VDI (virtual desktop infrastruc-
ture) running desktop OSes as VMs 
in the data center to provide a rich, 
remote desktop to an appliance plat-
form. 

Following the “state” argument, 
we would have ended up with 250,000 
VMs consuming a lot of storage. By 
focusing on bindings, given that they 
only support Windows XP or Vista, we 
really need only two VM images for the 
base OS. Dynamically streaming in the 
applications once the user has logged 
in allows us to provide the user with a 
customized desktop, but leaves us with 
only two golden-image VM templates 
to manage through the patch-update 
cycle. 

Steve Herrod, Mike Neil from Mi-
crosoft, and I have been working on an 
emerging standard called OVF to de-
fine a common abstraction to package 
applications into a container. Under 
this definition, an application is some 
number of template VMs, plus all the 

steve herrod

The opportunity 
to have a VM and 
to put the policy 
around that VM 
for late binding is 
pretty powerful. 
You create your 
application or 
your service. The 
beauty of this 
bubble, which is 
the workload and 
the policy, is it can 
move from one data 
center to another, 
or to an offsite third 
party, if it satisfies 
the demands that 
you’ve wrapped 
around it. 
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allen stewart

The thing that 
challenges the 
cloud environment 
and most enterprise 
data centers is the 
heterogeneity of the 
shop and the types 
of applications 
they run. To take 
advantage of 
the cloud, you 
have to develop 
to an application 
model that suits 
disconnected state 
and applications. 

to says they’ll have at least three. 
Mache Creeger: As a large enterprise 

customer, aren’t you worried about 
having isolated islands of function-
ality? 

Gustav: No, I have HP and Dell. 
That’s a desirable case. 

Mache Creeger: But that’s different. 
They have the x86 platform; it’s rela-
tively standardized. 

Simon Crosby: It’s not. You’ll never 
move a VM between AMD and Intel—
not unless you’re foolhardy. They have 
different floating point resolution and 
a whole bunch of other architectural 
differences. 

People tend to buy a set of serv-
ers for a particular workload, virtual-
ize the lot, and run that workload on 
those newly virtualized machines. If 
we treated all platforms as generic, 
things would break. AMD and Intel 
cannot afford to allow themselves to 
become undifferentiated commodi-
ties, and moreover, they have a legiti-
mate need to innovate below the “vir-
tual hardware line.”

Mache Creeger: So you are saying 
that I’m going to spec a data center for 
a specific workload—spec it at peak, 
which is expensive—and keep all 
those assets in place specifically for 
that load. Doesn’t that fly in the face 
of the discussions about minimizing 
capital costs, flexibility, workload mi-
gration, and high-asset utilization? 

Tom Bishop: You’re making an as-
sumption that every business defines 
risk in the same way. Gustav defines 
risk in a particular way that says “The 
cost of excess capacity is minuscule 
compared to the risk of not having the 
service at the right time.”

Mache Creeger: In financial services, 
that’s true, but there are other people 
that can’t support that kind of value 
proposition for their assets. 

Simon Crosby: That’s an availabil-
ity argument, where the trade-off is be-
tween having the service highly avail-
able on one end of the line, and lower 
capital costs, higher asset utilization, 
and lower availability at the other end. 
Virtualization can enhance availability. 

Gustav: You will tend to use the VM, 
because while there are differences 
now at the hypervisor level, those dif-
ferences are converging relatively rap-
idly and will ultimately disappear. 

If you’re worried about the long-

term trend of hypervisors, you’re wor-
ried about the wrong thing. Choose 
the VM that is most compatible today 
to the application you are going to 
run. If you’re doing desktop virtual-
ization, you’re probably going to use 
CXD (Citrix Xen Desktop). If you’re 
doing Windows server virtualization, 
you’re going to use either Veridian or, 
depending on what you’re trying to do 
regarding availability management, 
VMware.

The first question to ask is “What 
are you used to?” That’s going to de-
termine what you’re likely VM is. The 
second question is “What is the prob-
lem you’re trying to solve?” The more 
complex the management problem 
the more attractive an integrated tool 
suite from VMware becomes. If you are 
saying “I don’t have complex problems 
now but I’m going to have complex 
problems in three or four years,” the 
more attractive Microsoft becomes. If 
you are going to build it on your own 
and/or have your own toolsets to inte-
grate, which is most of the enterprise, 
you’re going to find the Xen/Citrix op-
tion more attractive. If you’re coming 
from the desktop side, you’re at the 
other side of Citrix, and that is back to 
Xen. Where you’re coming from is go-
ing to determine your VM product se-
lection much more than where you’re 
going to because they’re all heading to 
the same place. 

Simon Crosby: Looking at Microsoft 
Hyper-V/System Center and VMware 
VSX and Virtual Center (VC), both of 
these are complete architectures. Nei-
ther of them has a well-established 
ISV ecosystem significantly limiting 
customer choices. That said, I think 
the ecosystem around VMware is now 
starting to emerge due to the adoption 
of standards-based APIs. 

What worries me is whether the 
missing functionality in any vendor’s 
product needs to be developed by the 
vendor or whether the customer is OK  
with a solution composed of a vendor 
product and ISV add-ons. Both Stratus 
and Marathon offer fault-tolerant vir-
tual machine infrastructure products 
using Citrix XenServer as an embed-
ded component. That’s because they 
focus on how to build the world’s best 
fault tolerance whereas Citrix, VM-
ware, and Microsoft do not. We have 
an open architecture, and that allows 
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the world’s best talent to look at how 
to extend it and build solutions be-
yond our core competence. This is a 
very powerful model. 

From an architectural perspective, 
I am absolutely passionate about the 
fact that virtualization should be open 
because then you get this very power-
ful model of innovation. 

I have an ongoing discussion with 
one of the major analyst organizations 
because virtualization in their brains 
is shaped like VMware’s products are 
shaped today. They think of it as a 
thing called ESX Server. So if VMware’s 
ESX Server is viewed as a fully inte-
grated car, then Xen should be viewed 
as a single engine. I would assert that 
because we don’t know how virtual-
ization is going to be in five years, you 
do not want to bind your consump-
tion of virtualization to a particular car 
right now. As technology innovation 
occurs, virtualization will take differ-
ent shapes. For example, the storage 
industry is innovating rapidly in vir-
tualization and VMware cannot take 
advantage of it with their (current) 
closed architecture. Xen is open and 
can adapt: Xen runs on a 4,096 CPU su-
percomputer from SGI and it runs on 
a PC. That is an engine story; it is not 
a car story. 

It’s really critical we have an archi-
tecture that allows independent in-
novation around the components of 
virtualization. Virtualization is just a 
technology for forcing separation as 
far down the stack as you can—on the 
server, separated by the hypervisor, in 
the storage system—and then let’s see 
how things build. I’m not in favor of 
any architecture which precludes in-
novation from a huge ecosystem.

Steve Herrod: I actually agree on 
several parts. Especially for the middle 
market, the number-one thing that 
people need is something easy to use. I 
think there’s a reasonable middle road 
which can provide a very nice frame-
work or a common way of doing things, 
but also have tie in to the partner eco-
system as well. Microsoft has done this 
very well for a long time. 

Steve Bourne: These bindings may 
be ABIs or they may not be, but they 
sound like the analogue of the ABIs. 
ABIs are a pain in the neck. So are these 
bindings a pain in the neck? 

Simon Crosby: Bindings are a very hot 

available, but things will be a lot more 
cost effective with a lot more flexibil-
ity than would otherwise be available. 
Using their in-house expertise, large 
enterprises will build data centers 
to excess, and either sell that excess 
computing capacity like an indepen-
dent power generator or not, depend-
ing on their own needs for access to 
quick capacity. 

Gustav: The one point we talked 
around, that we all have agreement on, 
is that server administrators will have 
to learn a lot more about storage and 
a lot more about networks than they 
were ever required to do before. We are 
back to the limiting constraint prob-
lem. The limiting constraint used to 
be the number of servers you had and 
given their configuration, how they 
were limited in what they could do. 
Now with virtualized servers the limit-
ing constraint has changed. 

With cheap gigabit Ethernet 
switches a single box only consumes 
60 to 100 megabits. Consolidate that 
box and three others into a single box 
supporting four servers and suddenly 
I’m well past the 100 megabit limit. If 
I start pushing toward the theoretical 
limits with my CPU load, which is 40-
to-1 or an average of 2%, suddenly I’ve 
massively exceeded GigE. There is no 
free lunch. Virtualization pushes the 
limiting constraint to either the net-
work or to storage; it’s one of those two 
things. When we look at places that 
screw up virtualization, they generally 
over consolidate CPUs, pushing great 
demands on network and/or storage. 

You shouldn’t tell your management 
that your target is 80% CPU utilization. 
Your target should be to utilize the box 
most effectively. When I have to start 
buying really, really, high-end storage 
to make this box consolidatable, I have 
a really big problem. Set your target 
right. Think of it like cycle scavenging, 
not achieving maximum utilization. 
When you start by saying “I want 100% 
CPU utilization,” you start spending 
money in storage and networks to get 
there that you never needed to spend. 
That is a very bad bargain. 	

Mache Creeger (mache@creeger.com) is the principal of 
Emergent Technology Associates, marketing and business 
development consultants. 
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area. The hottest one for us right now 
is the VM you run on XenServer will 
run on Microsoft Hyper-V. This is a vir-
tual hardware interface, where, when 
you move a virtual machine from one 
product to the other, the VM will still 
think it has the same hardware under-
neath it. 

Right now if you take a VM from VM-
ware and try to run on Citrix you will 
get a blue screen. It’s just the same as if 
you took a hard disk out of a server and 
put it in another server and expected 
the OS to boot correctly. VMware and 
XenSource actually had discussions 
on how to design a common standard 
hardware ABI, but we couldn’t get oth-
er major vendors to play. 

If we actually were able to define 
an industry standard virtual hardware 
ABI, the first guys who’d try to break 
it would be Intel and AMD. Neither of 
those companies can afford for that 
line to be drawn because it would 
render all their differentiation mean-
ingless, making their products undif-
ferentiated commodities. Even if you 
move everything into the hardware, 
the ABIs would still be different. 

In the ABI discussion there are two 
things that count. There’s “Will the VM 
just boot and run?” Then it’s “If the 
VM is up and running can I manage it 
using anybody’s management tool?” 
I think we’re all in the same position 
on standards-based management in-
terfaces—DMTF (Distributed Manage-
ment Task Force) is doing the job.

Mache Creeger: Let’s take a moment 
to summarize. 

Server consolidation should not be 
a focus of VM deployment. One should 
architect their data center around the 
strengths of virtualization such as 
availability and accessibility to clouds. 

An IT architect should keep the 
operating application environment 
in mind as he makes his VM choices. 
Each of the VM vendors has particular 
strengths and one should plan deploy-
ments around those strengths. 

In discussing cloud computing we 
said the kind of expertise resident in 
large enterprises may not be avail-
able to the SMB. Virtualization will 
enable SMBs and others to outsource 
data center operations rather than re-
quiring investment in large, in-house 
facilities. They may be more limited 
in the types of application services 
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We knew him as both scholar and friend. 

by Michael Stonebraker and David J. DeWitt 

J im  (James Nicholas)  Gray  was born January 
12, 1944 and lost at sea off the coast of Northern 
California while sailing January 28, 2007. He was one 
of world’s most distinguished computer scientists. 
His numerous contributions to the field of database 
systems were recognized through memberships in the 
National Academy of Sciences, the National Academy 
of Engineering, the American Academy of Arts and 
Sciences, and the European Academy of Science. 
He was also a fellow of both ACM and IEEE. Jim was 
awarded the 1998 ACM a.m. Turing Award for his 
seminal contributions to our understanding of the 
concept of transactions and their implementation. 

At a tribute event at the University of California, 
Berkeley, last May 31, 700 of Jim’s friends, family, 
and colleagues met to discuss both his professional 
accomplishments and the effect he had on their 
lives. Speaker after speaker discussed what he did in 
transaction processing and science applications, as 
well as the ways he had been a friend, mentor, and 
research collaborator to all. 

Jim’s pioneering research on transactions at IBM  
in the 1970s is the foundation for today’s world of 

A Tribute  
to Jim Gray 
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e-commerce. Every time we use an 
ATM, reserve a seat on an airplane, or 
purchase an item on the Web, we are 
relying on the mechanisms Jim first 
developed 30-odd years ago. These 
techniques ensure that the “right” 
thing always happens—even in the 
presence of software and hardware 
failure. While they seem second-nature 
to us today, when Jim conceived them 

they required very deep insight into the 
complexities of concurrently executing 
queries and updates against a shared 
database system. 

Later in his career, Jim became in-
terested in helping natural scientists 
with their work. He pioneered putting 
astronomy observation data into a da-
tabase system. In this way scientists 
could query their data in SQL, rather 
than having to write custom programs 
in C++ or some other general-purpose 
language. Implementation of this idea 
for the Sloan Digital Sky Survey (www.
sdss.org/) has resulted in more than 
2,000 astronomy publications based 
on querying this data set through SQL. 

Jim received his bachelor’s and Ph.D. 
degrees from the University of Califor-
nia, Berkeley, in 1966 and 1969, respec-

tively. Soon after receiving his Ph.D. he 
joined the IBM San Jose Research Labo-
ratory (now known as the IBM Almaden 
Research Center) where he helped lead 
the design and development of System 
R, one of the first database systems to 
use the relational data model. In 1988, 
System R (along with INGRES, for the 
INteractive Graphics REtrieval System, 
project at Berkeley) was honored with 
the ACM Software Systems Award for 
pioneering development of relational 
database systems. It was as part of the 
System R project that Jim first devel-
oped the notion of what it means for 
transactions to be “serializable”; that is, 
they produce the same outcome as the 
serial ordering of the transactions. He 
also developed the connection between 
serializability and database consistency 
and how a simple protocol known as 
“two-phase locking” could be used to 
ensure that two or more transactions are 
serializable with respect to each other 
without the user having to understand 
the semantics of the transactions. 

From the time he left IBM in 1980 
to his joining Microsoft in 1995, 
Jim worked for Tandem Computers 
(1980–1990) on the parallel relational 
database system Non-Stop SQL and 
at Digital Equipment Corporation 
(1990–1995). Over the course of his 
career Jim also made numerous tech-
nical contributions beyond his work 
on transactions, including database 
system architectures and algorithms, 
fault tolerance, input/output architec-
tures, parallel database systems, data-
base system performance evaluation 
and benchmarking, multidimensional 
data analysis, and e-science, including 
the TerraServer (www.terraserver-usa.
com) and the Sloan Digital Sky Survey 
project. When he disappeared at sea in 
2007, he held the title of Technical Fel-
low at Microsoft. 

That disappearance spurred the 
computer science community to action, 
and a massive amateur search effort 
was pulled together to augment the pro-
fessional one launched by the U.S. Coast 
Guard. This effort entailed retargeting 
satellites to sweep the region of interest 
and posting the imagery on the Amazon 
Mechanical Turk site (www.mturk.com) 
so the distributed community could ex-
amine it in parallel to look for his sail-
boat, Tenacious. Possible sightings were 
then examined by experts in image rec-

ognition. It is the hope of the commu-
nity that this imagery workflow will be 
automated and performed in real time 
during future searches. Parallel efforts 
searched for wreckage along the entire 
length of the California coastline and 
posted flyers at every marina in Cali-
fornia. No trace of Jim’s boat was ever 
found. An extensive underwater search 
was equally unsuccessful. Hence, it is 

likely that we will never know what hap-
pened to Tenacious, and the loss of Jim 
Gray will remain a mystery. 

I (Michael) first met Jim while I 
was a struggling assistant professor at 
Berkeley in 1971. He was instrumen-
tal in helping me do the research that 
led to my first publication, which dealt 
with a simplification of Jay Forrester’s 
model of an urban area. I am forever 
grateful for his help motivating me in 
the publish-or-perish world of an assis-
tant professor. 

Jim was obviously brilliant, as any-
one who talked to him quickly realized. 
However, he also read widely and knew 
a lot about a lot of things. In fact, he is 
one of the few people I have found to be 
intellectually intimidating. Moreover, 
he was always willing to read papers 
that other researchers sent him and P

h
o

t
o

g
r

a
p

h
s

 (
f

r
o

m
 u

p
p

e
r

 l
e

f
t

) 
c

o
u

r
t

e
s

y
 o

f
 A

l
e

x
a

n
d

e
r

 S
z

a
l

a
y

, 
j

o
e

l
 b

a
r

t
l

e
t

t
, 

D
o

n
n

a
 C

a
r

n
e

s
 

http://www.mturk.com
http://www.sdss.org
http://www.sdss.org
http://www.terraserver-usa.com
http://www.terraserver-usa.com


contributed articles

november 2008  |   vol.  51  |   no.  11  |   communications of the acm     57

Anecdotes reflecting his special 
character are legendary. He refused 
to conform to social norms; we never 
saw him wearing a coat and tie. He 
was an unmanageable free spirit in the 
workplace who could write prodigious 
amounts of code and even more prodi-
gious research reports. It was reported 
at the Tribute that he had asked IBM to 
transfer him from its Thomas J. Wat-
son Jr. Research Laboratory in York-
town, NY, to its San Jose Research Lab-
oratory in California to work on System 
R. When his boss refused, Jim quit on 
the spot and drove cross-country to be 
hired by the San Jose Lab. He loved to 
take people sailing on his boat, and it 
seems as if half the database commu-
nity had this pleasure. Equally legend-
ary are anecdotes of his backpacking 
and hiking trips in the Sierras. 

Jim was a true scholar and friend. We 
will forever try to live up to the standard 
he set by his behavior. We can speak on 
behalf of the entire computer science 
community that we miss this moun-
tain of a man every day. Our hearts and 
thoughts go out to his wife, Donna, his 
daughter, Heather, and his sister, Gail, 
who must deal with the ambiguous loss 
of Jim up close and personal. 	

Michael Stonebraker (stonebraker@csail.mit.edu) is 
an adjunct professor in the Electrical Engineering and 
Computer Science Department at the Massachusetts 
Institute of Technology, Cambridge, MA, and the chief 
technology officer of Vertica Systems, Inc., and Byledge 
Corp. 

David J. DeWitt (dewitt@microsoft.com) is a technical 
fellow in the Microsoft Jim Gray Systems Lab, Madison, 
WI, and the John P. Morgridge Professor, Emeritus, in 
the Computer Sciences Department of the University of 
Wisconsin, Madison. 
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He was an 
unmanageable 
free spirit in 
the workplace 
who could write 
prodigious amounts 
of code and even 
more prodigious 
research reports.  

offer insightful comments. I routinely 
sent him my work in draft form and 
was always amazed by the breadth of 
knowledge reflected in his comments. 
They usually took the form: “Have you 
looked at System XYZ?; the people be-
hind it looked at the problem you are 
considering.” XYZ would, of course, be 
an effort I had never heard of. 

Jim was a mentor to many of the 
younger people in computer science 
and traveled widely to universities and 
research centers to interact with re-
searchers. He was always willing to give 
service to the field. I remember vividly 
the creation in 2003 of the Conference 
on Innovative Data Systems Research 
(CIDR, www.cidrdb.org). We (Michael 
and David) became frustrated that 
SIGMOD routinely turned down our 
practical papers. Reaching the boiling 
point, we asked Jim to help start a new 
conference as a venue for such work, 
and Jim, as always, was willing to help. 
Moreover, the night before the open-
ing session of the first CIDR confer-
ence in Asilomar, CA, we realized we 
did not have a data projector for show-
ing PowerPoint slides. Rather than risk 
compromising the success of the con-
ference, Jim made the five-hour round 
trip back to San Francisco to get a pro-
jector, returning to the Asilomar Con-
ference Center at 3 a.m. That was Jim. 
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Figure 1: Jim Gray and the Sloan Digital  
Sky Survey telescope, Apache Point, NM.
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J im  Gray worked  with astronomers for more than 
a decade, right up to the time he went missing in 
2007. My collaboration with him created some of the 
world’s largest astronomy databases and enabled us 
to test many unorthodox data-management ideas in 
practice. The astronomers collaborating with us have 
continued to be very receptive to them, embracing 
Jim as a card-carrying member of their community. 
Jim’s contributions have left a permanent mark on 
astronomy worldwide, as well as on e-science  
in general. 

Astronomy data has doubled in size every year 
for the past 20 years, due mostly to the emergence 
of electronic sensors. The largest sky survey of the 
past decade, the Sloan Digital Sky Survey, or SDSS 
(www.sdss.org), is often called the cosmic genome 
project. When it began in 1992, the size of the data 
set to be used for scientific analysis was measured in 
terabytes, shockingly large for the time. My group at 
Johns Hopkins University was selected by the SDSS 
Collaboration to build the science archive for the

SDSS, a task we quickly realized would 
require a powerful search engine with 
spatial search capabilities. Our experi-
mental system, based on object-ori-
ented technologies, was good enough 
to develop an understanding of how 
the eventual system should function, 
though we knew we would also need to 
do something different, most notably 
in terms of query performance. 

One SDSS collaboration meeting 
in the mid-1990s took me to Seattle 
where I had dinner with Charles Simo-
nyi, then at Microsoft, who recognized 
the similarities between our problem 
and the Microsoft TerraServer (www.
terraserver.com), which provides free 
online access to U.S. Geological Survey 
digital aerial photographs, and imme-
diately called Jim to arrange a meeting. 
A few weeks later I flew to San Fran-
cisco and visited him at the Bay Area 
Research Center. Thus began a lively 
discussion about the TerraServer, how 
it could be turned inside out for a new 
(astronomical) purpose, and how spa-
tial searches over the Earth were both 
similar to and different from spatial 
searches over the sky. We spent a full 
day dissecting the problem. 

Jim asked about our “20 queries,” 
his incisive way of learning about an 
application, as a deceptively simple 
way to jump-start a dialogue between 
him (a database expert) and me (an 
astronomer or any scientist). Jim said, 
“Give me your 20 most important ques-
tions you would like to ask of your data 
system and I will design the system for 
you.” It was amazing to watch how well 
this simple heuristic approach, com-
bined with Jim’s imagination, worked 
to produce quick results. 

Jim then came to Baltimore to look 
over our computer room and within 
30 seconds declared, with a grin, we 
had the wrong database layout. My 
colleagues and I were stunned. Jim 
explained later that he listened to 
the sounds the machines were mak-
ing as they operated; the disks rattled 
too much, telling him there was too 
much random disk access. We began 
mapping SDSS database hardware re-

doi:10.1145/1400214.1400231

How he helped develop the SkyServer, 
delivering computation directly to terabytes  
of astronomical data. 

by Alexander S. Szalay 

Jim Gray, 
Astronomer
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quirements, projecting that in order to 
achieve acceptable performance with 
a 1TB data set we would need a GB/sec 
sequential read speed from the disks, 
translating to about 20 servers at the 
time. Jim was a firm believer in using 
“bricks,” or the cheapest, simplest 
building blocks money could buy. We 
started experimenting with low-level 
disk IO on our inexpensive Dell serv-
ers, and our disks were soon much qui-
eter and performing more efficiently. 

Astronomy and the SkyServer 
Toward the end of 2000 data started 
arriving from the SDSS telescope in 
Apache Point, NM (see Figure 1), and 
Jim said simply, “Let’s get to work.” So 
during Christmas and the New Year’s 
holiday we converted the whole object-
oriented database schema to a Micro-
soft SQL Server-based schema. We 
modified many of our loading scripts 
by looking at Tom Barclay’s TerraServ-
er code and soon, with Jim’s guidance, 
had a simple SQL Server version of the 
SDSS database.24 

The SDSS project was at first reluc-
tant to even consider switching tech-
nologies, so for about a year the SQL 
Server database we had designed was a 
“cowboy” implementation, not part of 
the official SDSS data release. Coinci-
dentally, Intel gave us a pool of servers 
to use to experiment with the database, 
giving us a show-and-tell meeting in 
San Francisco a few months after the 
first bits of data started to come in 
from the telescope. We decided to cre-
ate a simple graphical interface on top 
of the database, similar to the one on 
the TerraServer, to enable astronomers 
and anyone else to visually browse the 
sky. My son, Tamas (13 at the time) 
came along for the Intel meeting and 
helped man the booth, telling us, “No 
self-respecting schoolkid would use 
such an interface,” that it had to be 
much more visually stimulating and 
interactive. 

Jim gave one of his characteristi-
cally big laughs; we then looked at one 
another and realized we had our target 
audience. Even if astronomers were 
not ready, we would design a database 
and integrated Web site for school-
children. This was the moment we set 
out to build the SkyServer to connect 
the database to the pixels in the sky. 
The name was an obvious play on Ter-

raServer, and we pitched it to the SDSS 
project as a tool for education and out-
reach, as well as for serious scientific 
investigation. When the first batch of 
SDSS data was officially declared pub-
lic in 2001, the SkyServer, then running 
on computers donated by Compaq, 
appeared side by side with the official 
database for astronomers. We wrote 
simple scripts to create false-color 
images from the raw astronomy data 
and adopted the TerraServer scheme 
to build an image pyramid consisting 
of successive sets of tiles at different 
magnifications. 

By the next year (2002), everyone 
realized that the SkyServer engine was 
much more robust and scalable than 
expected. Ani Thakar, a research sci-
entist at Johns Hopkins, made a su-
perhuman effort to convert the whole 
existing framework to SQL Server.22 
Jim insisted on “two-phase loading,” 
that is, we would load each new batch 
of data into its own separate little da-
tabase, then run data-cleaning code 
and accept the data only if it passed all 
the tests. This foresight turned out to 
be enormously useful; once the data 
started coming through the hose, we 
could recover from errors (there were 
lots of them) much more easily. We 
soon had the framework and the abil-
ity to load hundreds of GB of data in a 
reasonable amount of time, marking 
the transition of the SkyServer team 
from cowboys to “ranchers.” 

Curtis Wong, manager of the Micro-
soft Next Media Research Group, then 
redesigned the SkyServer’s interface. 
His seemingly minor modifications of 
our style sheets had a huge effect on the 
entire site’s look and feel; it suddenly 
came alive. Many volunteers, including 
former Johns Hopkins student Steve 
Landy and physics teacher Rob Sparks, 
helped add content. Jordan Raddick, a 
science writer, created a new section 
of the Web site, with educational exer-
cises and formal class materials for all 
students, from kindergarten to high 
school. Professional astronomers also 
appreciated the power of the visual 
tools, and the site quickly became pop-
ular, even in this community. 

The next major step came with the 
emergence of Microsoft’s .NET Web 
services. Jim invited our development 
team (at Johns Hopkins) to San Fran-
cisco to the VSLive Conference (Janu-

We soon had  
the framework  
and the ability  
to load hundreds 
of GB of data in a 
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the transition of the 
SkyServer team 
from “cowboys”  
to “ranchers.”  
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ary 2002) where .NET was introduced 
and where our students entered a 
worldwide .NET programming contest, 
eventually coming in second. They cre-
ated a set of services—called SkyQue-
ry3—that performed queries across 
geographically separate databases. At 
the same time, Jim built a prototype 
for the ImageCutout, a Web service 
building dynamic image mosaics, that 
became the core of the next-genera-
tion user interfaces we developed for 
the SkyServer to integrate images and 
database content.19 

Later, during a six-month sabbati-
cal, Jim picked up a few astronomy text-
books, took them along on his sailboat, 
Tenacious, and while sailing quickly 
turned into a “native astronomer,” un-
derstanding the important concepts 
of astronomy. He thus enabled him-
self to participate in the reformulation 
of research ideas into elegant SQL, 
working with us side-by-side not only 
on database-related problems but on 
major-league astronomy research. We 
subsequently wrote many papers to-
gether where his ideas were quite rel-
evant to astronomy.18 At the same time 
he taught us database design and com-
puter science and invited several of our 
students to be interns at BARC. 

As Jim spent more and more of his 
time in astronomy, he noted on one of 
his famous PowerPoint slides concern-
ing relational database design: “I love 
working with astronomers, since their 
data is worthless.” He meant it in the 
most complimentary sense, that the 
data could be freely distributed and 
shared, since there were no financial 
implications or legal constraints. He 
went on to participate in many SDSS 
meetings, becoming a much-beloved 
and highly respected member of the 
astronomical community. His contri-
butions are indeed very much appre-
ciated, and in recognition of his work 
an asteroid is about to be named for 

test focused on the dot-product of the 
Cartesian vector describing the point 
with the normal vector of the half-
space against the distance of the plane 
from the origin.9 The dual representa-
tion (in terms of arcs) formed the out-
lines of the polygons (see Figure 3). We 
built tools to perform the set algebra 
of spherical polygons, including mor-
phological operations over the sphere, 
a complex computational geometry li-
brary, all in SQL. I can think of no other 
person who would have thought of such 
an idea, much less been able to imple-
ment it. The library was subsequently 
converted to C# by Tamas Budavari 
and George Fekete of John Hopkins, 
though much of the code in SkyServer 
remains Jim’s original. 

Jim realized there are two different 
types of spatial problems: one related 
to a localized, relatively small region, 
the other to a fuzzy (probabilistic) 
spatial join over much of the celestial 
sphere. He came up with the idea of us-
ing latitude zones and wrote the whole 
query, joining two tables with hun-
dreds of millions of rows, as a single 
SQL statement, letting the optimizer 
do its magic in terms of parallelizing 

him by the International Astronomical 
Union. 

Soon after the SkyServer was 
launched in 2001, it was obvious that 
astronomers would want to perform a 
variety of spatial searches for objects 
in the sky. The survey also had a rather 
complex geometry, and in order to de-
scribe it we would need an extensive 
framework for spatial operations. Over 
the next few years (2002–2006), with 
several of my students and postdocs 
(particularly Peter Kunszt) we wrote, 
again with Jim’s guidance, a fast pack-
age for spatial searches called Hierar-
chical Triangular Mesh (see Figure 2).17 
We also built an interface to SQL Server 
and were soon performing blazingly 
fast searches over the sky. This emerged 
as one of the most notable features of 
the SkyServer. The tools eventually also 
made it into the shrink-wrap package 
of SQL Server 2005 as a demo on how to 
interface SQL to external software.4,8 

Jim was excited about these spatial 
computations, since they demonstrat-
ed one of his main convictions: that 
when you have lots of data, you take the 
computations to the data rather than 
the data to the computations. To Jim, 
there is nothing closer to the data than 
the database; thus the computations 
have to be done inside the database.9 

As spatial searches grew in complex-
ity, it became apparent that we would 
need even more extensive processing 
capabilities. Besides indexed searches, 
we needed better ways to represent 
complex polygons on the sphere. We 
ended up combining two complemen-
tary approaches. In one representation, 
polygons were represented as intersec-
tions of the unit sphere with a 3D poly-
hedral. The polyhedral was delimited 
by planes, so each convex polyhedron 
could be built from the intersection of 
a set of these half-spaces. This turned 
out to be handy for testing a point 
against a polygon in SQL. The inside 

Figure 2: The hierarchical subdivision of the sphere that forms the basis of the Hierarchical Triangular Mesh, starting with an octahedron.

Figure 3: Typical spherical polygon  
(orange) describing an area of uniform  
target selection for follow-up spectro-
scopic observation in the Sloan Digital  
Sky Survey arising from the intersection 
of geometries in the survey area. 
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the join10—one of the finest examples 
of SQL wizardry I have ever seen. He 
worked with Maria Nieto-Santisteban 
of Johns Hopkins to create parallel im-
plementations of this cross-matching 
operation across many servers; perfor-
mance is nothing short of stunning.6,12 
These ideas are the basis of the next-
generation SkyQuery engine we are 
building today. 

It was around 2001 that astrono-
mers began to explore the idea of a U.S. 
National Virtual Observatory (www.us-
vo.org/).10,21 Given the fact that most 
of the world’s astronomy data is pub-
lic (“worthless”) and online, the time 
seemed right to develop a framework 
where all of it would appear as part of 
a single system. Jim was an enthusi-
astic supporter of the idea and an ac-
tive participant in all the discussions 
about its design. His ideas are still at 
the heart of its service-based architec-
ture. His advice helped us avoid many 
computational and design pitfalls we 
would undoubtedly have fallen into. 
He helped many different groups from 
around the world bring their data into 
databases; his astronomy collabora-
tors are found everywhere, from Edin-
burgh to Beijing, Pasadena, Munich, 
and Budapest. He bought several 
sneakernet boxes, inexpensive servers 
that travel the world as an inexpensive 
way to transport data, and was highly 

amused by the fact that in spite of 
the delays due to postal services and 
customs checks the bandwidth still 
exceeds that of the scientific world’s 
high-speed networks.11

The SkyServer also turned out to be 
a groundbreaking exercise in publish-
ing and curating digital scientific data. 
We learned that once a data set is re-
leased, it cannot be changed and must 
be treated like an edition of a printed 
book, in the sense that one would not 
destroy an old copy just because a new 
one appears on the shelves. To date, 
we carry forward all the old releases of 
SDSS data. 

We also aimed to capture all rel-
evant information in the database. We 
created a framework for automatically 
supporting physical units and descrip-
tions by the database, using markup 
tags in the comments of our SQL 
scripts. We recently (2008) archived all 
email sent during the project in a free-
text searchable database. 

We were indeed anxious to see how 
scientists would interact with the da-
tabase. Analyses, we knew, must be 
done as close to the data as possible, 
but it is also difficult to allow general 
users to create and run their own func-
tions inside a shared, public database. 
Nolan Li, a graduate student at Johns 
Hopkins, and Wil O’Mullane, a senior 
programmer in the Johns Hopkins 

SDSS group, proposed giving users 
their own serverside databases (called 
MyDB/CasJobs) where they could do 
anything yet still link to the main da-
tabase as well. Jim embraced the idea 
and was instrumental in turning it into 
generic dataspace.13

Over the years, we also noticed an-
other interesting user pattern. Even 
though the MyDB interface gave us-
ers who wanted to run long jobs a way 
around our five-minute timeouts for 
anonymous queries, many astrono-
mers and non-astronomers alike 
were writing Python and Perl crawlers 
where a simple query template was re-
peatedly submitted with a different set 
of parameters, occasionally leading to 
problems. 

In one case someone was submit-
ting a query every 10 seconds that was 
less than optimally written and so 
took more than 10 seconds to execute. 
As a result, the requests kept piling 
up, and the server became extremely 
overloaded. As we noted this odd be-
havior and identified and isolated the 
“guilty” query, Jim quickly modified 
the stored procedure that executed 
the user-written free-form SQL que-
ries. He put in a statement conditional 
to the IP address of the user running 
the particular robot script, so, for that 
user alone, the query would not be ex-
ecuted but instead give the message: 
“Please contact Jim Gray at the fol-
lowing email address:…” The queries 
stopped immediately. We later learned 
they were coming from a CS graduate 
student in Tokyo who had the shock of 
his life from Jim’s email, which (for a 
student of CS) must have sounded like 
the voice of God. Jim followed up and 
sent the student an email that said: “It 
is OK to use the system and OK to send 
an email.” 

We logged all traffic from day one 
and were amazed to see how it grew 
(see Figure 4) and how a New York 
Times article on a new SDSS result 
caused a huge spike in user traffic. It 
was gratifying to see that afterward the 
traffic continued to stay higher than 
before, indicating that many people, 
astronomers and non-astronomers 
alike, liked what they saw. Our analysis 
of SkyServer traffic found that most of 
the one million users were non-astron-
omers and that there is a power law 
with no obvious breaks in any of the 
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usage statistics.15 Jim liked to say: “You 
have nothing to fear but success or fail-
ure” and, of course, he never intended 
to fail at anything. 

Beyond Astronomy 
It became clear from our SkyServer 
experience that virtual observatories 
are sure to emerge on every scale of 
the physical world, from high-energy 
physics to nanotech, molecular biol-
ogy, environmental observatories, 
planet Earth, even the entire universe. 
Many of the unknown issues related to 
managing huge amounts of data are 
common to all disciplines and revolve 
around our human, as well as our digi-
tal, inability to deal with increasing 
amounts of data.7 

As a result we’ve been considering 
the broader implications of our Sky-
Server work. The SDSS marked a tran-
sition to a new kind of science. Science 
itself has evolved over the centuries, 
from empirical to analytic, then to 
computational-X, where X represents 
many (if not all) scientific disciplines. 
With the emergence of large experi-
ments like SDSS, where even data col-
lection is via computer, a paradigm 
shift is under way. We are entering an 
era where there is so much data that 
the brute-force application of com-
putational hardware is not enough to 
collect and analyze it all. We need to 
approach even the design of our exper-
iments differently, taking an algorith-
mic perspective. Data management 
and enormous databases are inevitable 
in this new world, where business is e-
business and science is e-science.16 

SDSS data represents a wonderful 
opportunity to explore and experiment 
with how scientists adopt to new tools 
and new technologies. In the same 
spirit, Jim experimented with how tools 
and technologies carry over to other dis-
ciplines. For example, he consciously 
started (beginning in 2005) to develop 
relationships with molecular biologists 
and genomics researchers. I went along 
for some of his visits to the Whitehead 
Institute for Biomedical Research at 
MIT (www.wi.mit.edu) and the Nation-
al Center for Biotechnology Informa-
tion (www.ncbi.nlm.hih.gov/) and was 
amazed to find how similar many of 
the bioinformatics challenges were to 
those in astronomy. It was great to see 
Jim go native in biology with the same 

Figure 5: Charts of sensor measurements generated from the On Line Analytical  
Processing data-cube for sensor deployment at Johns Hopkins University.
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To Jim, there is 
nothing closer to 
the data than the 
database; thus the 
computations have 
to be done inside  
the database.9 

comfort he did in astronomy and how 
his “20 queries” cut through the com-
munication gap in the various commu-
nities. The same thing happened when 
he started to work with oceanographers 
from the Monterey Bay Aquarium Re-
search Institute (www.mbari.org/) and 
the North-East Pacific Time-Series Un-
dersea Networked Experiments project 
(www.neptuneproject.org/). 

He was among the first computer 
scientists to realize how the data ex-
plosion changes not only science but 
scientific computing as well. As the 
amount of data grows faster than our 
ability to transfer it through the net-
work, the only solution that promises 
to keep up is to take the computation 
directly to the data.20 This principle 
contrasts with recent trends in high-
performance computing where the 
machines are increasingly CPU-inten-
sive, while the ability to read and write 
data lags behind processing speed. 
Lively discussions with Jim and Gor-
don Bell of Microsoft Research about 
this problem resulted in a paper out-
lining what is wrong with today’s com-
puting architectures2; I am immensely 
proud of having been a co-author. Our 
group at Johns Hopkins is now imple-
menting the vision we outlined there, 
building a machine—called in Jim’s 
honor the GrayWulf (graywulf.org/)—
specially tailored for data-intensive 
computations. 

We realized that the data explosion 
in astronomy is due to the electronic 
charge-coupled device detectors that 
have replaced photographic plates. 
As semiconductor manufacturing 
matured, each year has brought a new 
generation of bigger and more sensi-
tive detectors that could be replaced 
without affecting the telescopes 
themselves. Much as gene chips and 
gene sequencers have industrialized 
molecular biology, the revolution in 
Earth-observing satellite imagery has 
also been the result of better imaging 
devices. The common theme is that 
whenever an inexpensive sensing de-
vice is on an exponential growth path, 
a scientific revolution is imminent. 

Such a revolution is taking place 
today with inexpensive wireless sen-
sor networks, sometimes called 
“smart dust” after the University of 
California, Berkeley, project that first 
developed them almost a decade ago. 

It is expected that within the next 
five years there will be more sensors 
online than computers worldwide. 
Intel’s Berkeley Lab was among the 
first to develop such devices. My wife, 
Kathy Szlávecz, is a soil biologist in-
terested in the soil ecosystem and has 
for years painstakingly sought and 
collected data involving environmen-
tal parameters. Jim connected her to 
the Berkeley lab, and after her seminar 
we came away with a shoebox full of 
Berkeley Motes (www.eecs.berke-
ley.edu/department/EECSbrochure/
c6-s1.html). At the same time Johns 
Hopkins hired Andreas Terzis, a com-
puter scientist specializing in wireless 
sensors, and thus a new collaboration 
(lifeunderyourfeet.org/) was formed. 
Despite having only a shoestring bud-
get, it still managed to build a small 
sensor network to study soil moisture 
and temperature. 

Jim realized that in this field of en-
viro-sensor networks, almost everyone 
focuses on the first phase of the prob-
lem—collecting data. In astronomy we 
have learned the hard way that with 
exponential data growth one should 
worry about data processing and anal-
ysis even at the beginning; otherwise, 
it will be difficult to catch up once the 
data stream really opens up.1 

He was also very interested in the 
flexibility of the SkyServer framework. 
Another aspect of the environmen-
tal work is how interested scientists 
are in long-term trends and averages, 
even as they want to retain all the raw 
data and dive in whenever they find 
something unusual. We again went to 
work, converting in a matter of weeks 
the SkyServer framework into an end-
to-end system to handle data from en-
vironmental science.23 We wrote code 
to handle time-series and in-database 
calibrations. Soon, we had help from 
Stuart Ozer from Microsoft Research 
who built an OLAP data cube for the 
sensor data, the first ever (as far as we 
know) in a scientific application (see 
Figure 5).14

Collaborator and Friend 
Over the years, as our collaboration 
intensified, our work days would start 
with Jim’s phone calls while he walked 
from home to BARC, followed by back-
and-forth calls until early morning on 
the east coast (of the U.S.). Very often 

http://www.mbari.org/
http://www.neptuneproject.org/
http://graywulf.org/
http://lifeunderyourfeet.org/
http://www.eecs.berkeley.edu/department/EECSbrochure/c6-s1.html
http://www.eecs.berkeley.edu/department/EECSbrochure/c6-s1.html
http://www.eecs.berkeley.edu/department/EECSbrochure/c6-s1.html
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we were still talking at 3 a.m. my time 
or 7 a.m. his time. We spent a lot of 
time together, chasing bugs and argu-
ing over code. 

Jim had an uncanny ability to go for 
the jugular, recognizing the critical is-
sue or bottleneck. I had the privilege 
of meeting some of the top physicists 
of the 20th century, including Richard 
Feynman and Yakov Zeldovich. Jim’s 
mind worked the same way as theirs; 
like them, he could solve a problem on 
the back of an envelope. 

He was also very good at getting re-
sults published. When he felt the time 
was right for us to write a paper, he 
would start with a quick draft, helping 
his collaborators (like me) with writer’s 
block get up to speed. He was very gen-
erous, often doing much more than 
his collaborators, yet still insisted on 
others, particularly young researchers, 
take the role of lead author. He men-
tored many students, always patient 
and encouraging, trying to get them 
excited and lead by example. 

He never gave up hands-on work. If 
he did not have time to write code or 
tinker with databases, it was not a good 
day for him. He had an inexhaustible 
source of energy; when everyone else 
was falling over, he kept going, pulling 
everyone along with him. Starting at 7 
a.m. one day at BARC we kept going at 
a spurious SQL bug and never stood up 
(except for coffee) until 11 p.m. (when 
we finally found it). By then, most res-
taurants were closed, but Jim led the 
way through San Francisco’s North 
Beach neighborhood until we found 
an inviting Italian restaurant and had 
a proper dinner. 

He once took a piece of paper and 
drew a rectangle for me, with two diag-
onals splitting it into four pieces, then 
said: “This is our life” with the vertical 
axis representing the arrow of time 
(see Figure 6) and asked: “Alex, where 
are we on this diagram?” He did all he 
could to ensure the work part occupied 
as big a piece as possible. 

Jim and I met rather late in our ca-
reers, a point in life when most people 
might perhaps be expected to establish 
good working relationships, but deep 
friendships generally come much earlier. 
For whatever reason, we connected, be-
came close friends and had amazing con-
versations where the bandwidth regularly 
went way beyond the spoken word. 

Jim’s love of life and work inspired 
anyone fortunate enough to spend 
time with him. My friendship and col-
laboration took my career in new, en-
tirely unexpected directions, away from 
astrophysics and into e-science. He af-
fected the lives of many others in the 
same way. All of us privileged enough 
to call Jim a friend will forever be trying 
to turn at least some of the projects we 
dreamed of together into reality. 
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The past decade has witnessed a coming-together of 
the technological networks that connect computers 
on the Internet and the social networks that have 
linked humans for millennia. Beyond the artifacts that 
have sprung from this development—sites such as 
Facebook, LinkedIn, MySpace, Wikipedia, digg, del.
icio.us, YouTube, and flickr—there is a broader process 
at work, a growing pattern of movement through 
online spaces to form connections with others, build 
virtual communities, and engage in self-expression. 

Even as these new media have led to changes in our 
styles of communication, they have also remained 
governed by longstanding principles of human social 

interaction—principles that can now 
be observed and quantified at unprec-
edented levels of scale and resolution 
through the data being generated by 
these online worlds. Like time-lapse 
video or photographs through a micro-
scope, these images of social networks 
offer glimpses of everyday life from 
an unconventional vantage point—
images depicting phenomena such 
as the flow of information through an 
organization or the disintegration of 
a social group into rival factions. Sci-
ence advances whenever we can take 
something that was once invisible and 
make it visible; and this is now taking 
place with regard to social networks 
and social processes.

Collecting social-network data has 
traditionally been hard work, requir-
ing extensive contact with the group 
of people being studied; and, given 
the practical considerations, research 
efforts have generally been limited to 
groups of tens to hundreds of indi-
viduals. Social interaction in online 
settings, on the other hand, leaves ex-
tensive digital traces by its very nature. 
At the scales of tens of millions of in-
dividuals and minute-by-minute time 
granularity, we can replay and watch 
the ways in which people seek out con-
nections and form friendships on a site 
like Facebook or how they coordinate 
with each other and engage in creative 
expression on sites like Wikipedia and 
flickr. We can observe a news story sud-
denly catching the attention of millions 
of readers or witness how looming 
clouds of controversy gather around 
a community of bloggers. These are 
part of the ephemeral dynamics of or-
dinary life, now made visible through 
their online manifestations. As such, 
we are witnessing a revolution in the 
measurement of collective human 
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Internet-based data on human interaction 
connects scientific inquiry like never before.
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The Nexus friend grapher application, created 
by Ivan Kozik, allows Facebook account holders 
to generate graphs illustrating their social 
network of friends. The resulting spheres not only 
demonstrate how friends are connected, but also 
indicate the interests shared by different groups 
of friends. For more information, or to create  a 
graph, visit http://nexus.ludios.net.

http://nexus.ludios.net
http://nexus.ludios.net
http://del.icio.us
http://del.icio.us
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vation period.26 The researchers found 
the average length of the shortest path 
between any two people on this system 
to be around 6.6—a number remark-
ably close to Milgram’s, and obtained 
by utterly different means.

Modeling the Phenomenon. Math-
ematical models of this phenomenon 
start by asking why social networks 
should be so rich in short paths. In 
an influential 1998 paper, Watts and 
Strogatz sought to reconcile this abun-
dance with the seemingly contrasting 
observation that the world is highly 
clustered, consisting of acquaintanc-
es who tend to be geographically and 
socially similar to one another.40 They 
showed that adding even a small num-
ber of random social connections to 
a highly clustered network causes a 
rapid transition to a small world, with 
short paths appearing between most 
pairs of people. In other words, the 
world may look orderly and structured 
to each of us—with our friends and 
colleagues tending to know each other 
and have similar attributes—but a few 
unexpected links shortcutting through 
the network are sufficient to bring us 
all close together.

There is a further aspect to the 
Milgram experiment that is striking 
and inherently algorithmic: the ex-
periment showed not just that the 
short paths were there but that people 
were able to find them.20 When you 
ask someone in Omaha, Nebraska, 
as Milgram did, to use his or her so-
cial network to direct a letter halfway 
across the country to Sharon, Massa-
chusetts, that person can’t possibly 
know the precise course it will follow 
or whether it will even get there. The 
fact that so many of the letters zeroed 
in on the target suggests something 
powerful about the social network’s 
ability to “funnel” information toward 
far-off destinations. The U.S. Postal 
Service does this when it delivers a 
letter, but it is centrally designed and 
maintained at considerable cost to do 
precisely this job; why should a social 
network, which has grown organically 
without any central control, be able to 
accomplish the same task with any re-
liability at all?

To begin modeling this phenom-
enon, suppose we all lived on a two-
dimensional plane, spread out with a 
roughly uniform population density, 

behavior and the beginnings of a new 
research area—one that analyzes and 
builds theories of large social systems 
by using their reflections in massive 
datasets.

This line of investigation repre-
sents a flow of ideas between comput-
ing and the social sciences that goes 
in both directions. Using datasets on 
collective human behavior, together 
with an algorithmic language for mod-
eling social processes, we can begin to 
make progress on fundamental social-
science questions, informed by a com-
putational perspective. Meanwhile, 
social scientists’ insights into these 
problems, which predate the Inter-
net, are essential to understanding the 
current generation of computing sys-
tems. Indeed, most of the high-profile 
Internet applications to emerge over 
the past half-decade are governed not 
just by technological considerations 
but also by recurring and quantifiable 
principles of human social interac-
tion; both technological and social 
forces, working together, shape the 
inherent operating constraints in such 
systems.

The resulting research questions 
arise from a coming-together of dif-
ferent styles of research, and it is im-
portant to recognize that analyses of 
truly massive social networks provide 
us with both more and less than we 
get from detailed studies at smaller 
scales. Massive datasets can allow us 
to see patterns that are genuine, yet 
literally invisible at smaller scales. But 
working at a large scale introduces its 
own difficulties. One doesn’t necessar-
ily know what any one particular indi-
vidual or social connection signifies; 
and the friendships, opinions, and 
personal information that are revealed 
online come in varying degrees of reli-
ability. One is observing social activity 
in aggregate, but at a fine-grained level 
the data is more difficult to interpret. 
The true challenge is to bridge this gap 
between the massive and the detailed, 
to find the points where these lines of 
research converge.

With that goal in mind, we discuss 
two settings where this research strat-
egy is being pursued. We begin with 
the “small-world phenomenon” in so-
cial networks—the principle that we 
are all connected by short chains of 
acquaintances—and then look at the re-

lated problem of how ideas spread con-
tagiously through groups of people.

The Small-World Phenomenon and 
Decentralized Search
When the playwright John Guare 
coined the term “six degrees of sepa-
ration,”15 describing the notion that 
we are all just a few steps apart in the 
global social network, he was referring 
to a series of experiments peformed 
by the social psychologist Stanley Mil-
gram in the 1960s.38  Milgram’s work 
provided the first empirical evidence 
for this idea, and it is useful to consid-
er the structure of his experiments and 
their significance.

Inspired in part by the work of the 
political scientist Ithiel de Sola Pool 
with the applied mathematician Man-
fred Kochen,7 Milgram asked each of a 
few hundred people in Boston and the 
Midwest to try directing a letter toward 
a designated “target” in the network—
a stockbroker who lived in Sharon, 
Massachusetts. The participants in the 
experiment were given basic personal 
information about the target, includ-
ing his address and occupation; but 
each participant could only mail the 
letter to someone he or she knew on a 
first-name basis, with the instructions 
to forward it on in this way toward the 
target as quickly as possible. The mail 
thus closed in on the town of Sharon, 
moving from friend to friend, with the 
successful letters reaching the target 
in a median of six steps.38 This kind 
of experiment, constructing paths 
through social networks to distant tar-
get individuals, has been repeated by a 
number of other groups in subsequent 
decades.9, 12, 23

Milgram’s experiment and its fol-
low-ups come with many caveats. In 
particular, they have tended to be most 
successful when the target is affluent 
and socially accessible; and even then, 
many chains fail to complete. Never-
theless, the striking fact at the heart of 
the results—that such short paths can 
be discovered in social networks—has 
been borne out by many subsequent 
analyses of large-scale network data. 
Quite recently, Leskovec and Horvitz 
built a social network from nearly a 
quarter-billion instant-messaging ac-
counts on MSN Messenger, connect-
ing two individuals if they engaged in a 
conversation over a one-month obser-
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and that we each knew our next-door 
neighbors for some distance in each 
direction. Now, following Watts and 
Strogatz, we add a small number of 
random connections—say, each of 
us has a single additional friend cho-
sen uniformly at random from the 
full population. Short paths appear, 
as expected, but one can prove that 
there is no procedure the people liv-
ing in this world can perform—using 
only local information and without a 
global “bird’s-eye view” of the social 
network—to forward letters to faraway 
targets quickly.20 In other words, in a 
structured world supplemented with 
purely random connections, the Mil-
gram experiment would have failed: 
the short paths would have been there, 
but they would have been unfindable 
for people living in the network.

By extending things a little bit, how-
ever, we can get the model to capture 
the effect Milgram saw in real life. To 
do this, we keep everyone living on a 
two-dimensional plane but revisit the 
random connections, which are sup-
posed to account for the unexpected 
far-flung friendships that make the 
world small. In reality, of course, these 
links are not completely random; 
they too are biased toward closer and 
more similar people. Suppose, then, 
that each person still has a random 
far-away friend, but that this friend 
is chosen with a probability that de-
cays with the individual’s distance 
in the plane—say, by a “gravitational 
law” in which the probability of being 
friends with a person at a distance d 
decays as d−r for some power r. Thus, 
as the exponent r increases, the world 
gets less purely random—the long-
range friendships are still potentially 
far away, but overall they are more 
geographically clustered. What effect 
does this have on searching for targets 
in the network?

Analyzing this model, one finds 
that the effectiveness of Milgram-style 
search with local information initially 
gets better as r increases—because the 
world is becoming more orderly and 
easy to navigate—and then gets worse 
again as r continues increasing—
because short paths actually start be-
coming too rare in the network. The 
best choice for the exponent r, when 
search is in fact very rapid, is to set it 
equal to 2. In other words, when the 

probability of friendship falls off like 
the square of the distance, we have a 
small world in which the paths are 
not only there but also can be found 
quickly by people operating without 
a global view.20 The exponent of 2 is 
thus balanced at a point where short 
paths are abundant, but not so abun-
dant as to be too disorganized to use. 

Further analysis indicates that this 
best exponent in fact has a simple 
qualitative property that helps us un-
derstand its special role: when friend-
ships fall off according to an inverse-
square law in two dimensions, then on 
average people have about the same 
proportion of friends at each “scale 
of resolution”—at distances 1–10, 10–
100, 100–1000, and so on. This prop-
erty lets messages descend gradually 
through these distance scales, find-
ing ways to get significantly closer to 
the target at each step and in this way 
completing short chains, just as Mil-
gram observed.

Validating and Applying the Model. 
When such models were first proposed, 
it was unclear not only how accurate 
they were in real life but also how to go 
about collecting data to measure the 
accuracy. To do so, you would have to 
convince thousands of people to report 
where they lived and who their friends 
were—a daunting task.

But of course, the public profiles 
on social-networking sites readily do 
just that, and as these sites began to 
grow explosively in 2003 and 2004, Li-
ben-Nowell et al. developed a frame-
work for using this type of data to test 
the predictions of the small-world 
models.30 In particular, they collected 
data from the friendship network of 
the public blogging site LiveJournal, 
focusing on half a million people who 
reported U.S. hometown locations 
and lists of friends on the site. They 
then had to extend the mathematical 
models to deal with the fact that real 
human population densities are high-
ly nonuniform. To do so, they defined 
the distance between two people in an 
ordinal rather than absolute sense: 
they based the probability that a per-
son v forms a link to a person w on the 
number of people who are closer to v 
than w is, rather than on the physical 
distance between v and w. Using this 
more flexible definition, the distribu-
tion of friendships in the data could 

A rumor, a political 
message, or a 
link to an online 
video—these are 
all examples of 
information that 
can spread from 
person to person, 
contagiously, in the 
style of an epidemic. 
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are built on the principle that there 
should not be a central index of the 
content being shared (in contrast, for 
example, to the way in which search 
engines like Google provide a central 
index for Web pages). As a result, look-
ing up content in a peer-to-peer sys-
tem follows a Milgram-style approach 
in which the hosts participating in the 
system must forward requests with 
only a local view.31 Mathematical mod-
els of small worlds—originally built 
with human networks in mind—can 
provide insights into the design of ef-
ficient solutions for this distributed 
search problem as well.

We’ve thus seen how viewing such 
models in the online domain can help 
us understand the global layout of so-
cial-networking sites, the flow of com-
munications within organizations, 
and the design of peer-to-peer systems. 
We now look at how the insights we’ve 
gained here can provide perspective 
on an important related problem—the 
spread of information through large 
populations.

Social Contagion and  
the Spread of Ideas
Milgram’s experiment was about fo-
cusing a message on a particular target, 
but much of the information that flows 
through a social network radiates out-
ward in many directions at once. A ru-
mor, a political message, or a link to an 
online video—these are all examples 
of information that can spread from 
person to person, contagiously, in the 
style of an epidemic. This is an impor-
tant process to understand because it 
is part of a broader pattern by which 
people influence one another over lon-
ger periods of time, whether in online 
or offline settings, to form new politi-
cal and social beliefs, adopt new tech-
nologies, and change personal behav-
ior—a process that sociologists refer to 
as the “diffusion of innovations.”35 But 
while the outcomes of many of these 
processes are easily visible, their inner 
workings have remained elusive.

Some of the basic mathematical 
models for the diffusion of innova-
tions posit that people’s adoption of 
new behaviors depends in a proba-
bilistic way on the behaviors of their 
neighbors in the social network: as 
more and more of your friends buy a 
new product or join a new activity, you 

then in fact be closely approximated 
by the natural generalization of the 
inverse-square law.

It was difficult not to be a bit sur-
prised by the alignment of theory and 
measurement. The abstract models 
were making very specific predictions 
about how friendships should depend 
on physical distance, and these predic-
tions were being approximately borne 
out on data arising from real-world 
social networks. And there remains a 
mystery at the heart of these findings. 
While the fact that the distributions 
are so close does not necessarily imply 
the existence of an organizing mecha-
nism (for example, see Bookstein5 for 
a discussion of this general issue in 
the context of social-science data), it is 
still natural to ask why real social net-
works have arranged themselves in a 
pattern of friendships across distance 
that is close to optimal for forwarding 
messages to faraway targets. Further, 
whatever the users of LiveJournal are 
doing, they are not explicitly trying to 
run versions of the Milgram experi-
ment—if there are selective pressures 
driving the network toward this shape, 
they must be more implicit, and it re-
mains a fascinating open question 
whether such forces exist and how they 
might operate.

Other research using online data 
has considered how friendship and 
communication depend on nongeo-
graphic notions of “distance.” For ex-
ample, the probability that you know 
someone is affected by whether you 
and they have similar occupations, 
cultural backgrounds, or roles within 
a large organization. Adamic and Adar 
studied how communication depends 
on one such kind of distance: they 
measured how the rate of email mes-
saging between employees of a corpo-
rate research lab fell off as they looked 
at people who were farther and farther 
apart in the organizational hierarchy.1 
Here too, this rate approximated an 
analogue of the inverse-square law—
in a form adapted to hierarchies21, 

39—although the messages in the re-
searchers’ data were skewed a bit more 
toward long-range contacts in the or-
ganization than short-range ones.

Finally, these models can rapidly 
turn into design principles for distrib-
uted computing systems as well. Mod-
ern peer-to-peer file-sharing systems 

are more likely to do so as well.13 Re-
cent studies of online data have pro-
vided some of the first pictures of what 
this dependence looks like over large 
populations. In particular, Leskovec, 
Adamic, and Huberman studied how 
the probability of purchasing books, 
DVDs, and music from a large online 
retailer increased with the number of 
email recommendations a potential 
customer received.25 Backstrom et al. 
determined the probability of joining 
groups in a large online community 
as a function of the number of friends 
who already belonged to the group.4 
And Hill, Provost, and Volinsky16 ana-
lyzed how an individual’s adoption 
of a consumer telecommunications 
service plan depended on his or her 
connections to prior adopters of the 
service.

While the probability of adopting 
a behavior increases with the number 
of friends who have already adopted it, 
there is a “diminishing returns” pat-
tern in which the marginal effect of 
each successive friend decreases.4,25 

In many cases, however, an interest-
ing deviation from this pattern is ob-
served—a “0–1–2 effect,” in which the 
probability of joining an activity when 
two friends have done so is significant-
ly more than twice the probability of 
joining when only one has done so.4 

The structure of cascading behavior. 
Beyond these local mechanisms of so-
cial influence, it is instructive to trace 
out the overall patterns by which influ-
ence propagates through a large social 
network. In recent work, David Liben-
Nowell and I investigated such global-
scale processes by gathering data on 
chain-letter petitions that had spread 
widely over the Internet.29 A particular-
ly pervasive chain letter, which spread 
in 2002 and 2003, purported to orga-
nize opposition to the impending inva-
sion of Iraq. Each copy of the petition 
contained the list of people who had 
received that particular copy, in the 
order in which they added their names 
and then passed it on to others in their 
email address books. In the process, 
several hundred of these copies had 
been sent to Internet mailing lists; by 
retrieving them from the mailing lists’ 
archives, we could reconstruct a large 
fragment of the branching tree-like 
trajectory by which the chain letter 
had spread.
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The structure of the tree was sur-
prising, as it challenged our small-
world intuitions. Rather than fanning 
out widely, reaching many people with 
only a few degrees of separation, the 
chain letter spread in a deep and nar-
row pattern, with many paths consist-
ing of several hundred steps. The short 
chains in the social network were still 
there, but the chain letter was getting 
to people by much more roundabout 
means. Moreover, we found a very sim-
ilar structure for the one other large-
scale chain letter on which we could 
find enough mailing-list data, this one 
claiming to be organizing support for 
National Public Radio.

Why this deep and narrow spread-
ing pattern arises in multiple settings 
remains something of a mystery, but 
there are several hypotheses for recon-
ciling it with the structure of a small 
world. In our work on chain letters, we 
analyzed a model based on the natural 
idea that people take widely varying 
amounts of time to act on messages 
as they arrive: when recipients forward 
the chain letter at different times to 
highly overlapping circles of friends, 
it can in effect “echo” through dense 
clusters in the social network, follow-
ing a snaking path rather than a direct 
one. Simulations of this process on 
real social networks such as the one 
from LiveJournal produce tree struc-
tures very similar to the true one we 
observed.29

It is also plausible that the nature 
of social influence—properties such 
as the 0–1–2 effect in particular—play 
an important role. Suppose that most 
people in the social network need 
to receive a copy of the letter at least 
twice before actually signing their 
name and sending it on. As Centola 
and Macy have recently argued, our 
long-range friendships may be much 
less useful for spreading information 
in situations such as these: you can 
learn of something the first time from 
a far-flung friend, but to get a second 
confirmatory hearing you may need 
to wait for the information also to ar-
rive through your more local contacts.6 
Such a pattern could slow down the 
progress of a chain letter, forcing it to 
slog through the dense structure of our 
local connections rather than exploit 
the long-range shortcuts that make 
the world small.

Contagion as a design principle. As 
with the decentralized search prob-
lem at the heart of the small-world 
phenomenon, the idea of contagion in 
networks has served as a design princi-
ple for a range of information systems. 
Early work in distributed computing 
proposed the notion of “epidemic al-
gorithms,” in which information up-
dates would be spread between hosts 
according to a probabilistic contagion 
rule.8 This has led to an active line of 
research, based on the fact that such 
algorithms can be highly robust and 
relatively simple to configure at each 
individual node.

More recently, contagion and cas-
cading behavior have been employed 
in proposals for social computing 
applications such as word-of-mouth 
recommendation systems,25 incentive 
mechanisms for routing queries to in-
dividuals possessing relevant informa-
tion,22 and methods to track the spread 
of information among Weblogs.2, 14 
Large-scale social contagion  data 
also provides the opportunity to iden-
tify highly influential sets of people 
in a social network—the set of people 
who would trigger the largest cascade 
if they were to adopt an innovation.11 
The search for such influential sets 
is a computationally difficult prob-
lem, although recent work has shown 
that when social influence follows the 
kind of “diminishing returns” pattern 
discussed here, it is possible to find 
approximate methods with provable 
guarantees.19, 32

Further Directions
Research on large-scale social-network 
data is proceeding in many further di-
rections as well. While much of what 
we have been discussing involves the 
dynamic behavior of individuals in so-
cial networks, an important and com-
plementary area of inquiry is how the 
structure of the network itself evolves 
over time.

Recent studies of large datasets have 
shed light on several important princi-
ples of network evolution. A central one, 
rooted in early work in the social sci-
ences, is the principle of “preferential 
attachment”—the idea that nodes that 
already have many links will tend to ac-
quire them at a greater rate.33 An active 
line of research has shown how prefer-
ential attachment can lead to the highly 

The availability 
of such rich and 
plentiful data on 
human interaction 
has closed an 
important feedback 
loop, allowing us 
to develop and 
evaluate models of 
social phenomena 
at large scales and 
to use these models 
in the design of 
new computing 
applications.
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skewed distributions of links that one 
sees in real networks, with certain nodes 
acting as highly connected “hubs.”3 

Another principle, also a key issue 
in sociology, is the notion of “triadic 
closure:” links are much more likely 
to form between two people when they 
have a friend in common.34 Recent 
work using email logs has provided 
some of the first concrete measure-
ments of the effect of triadic closure in 
a social-communication network.24

Further principles have begun to 
emerge from recent studies of social and 
information networks over time, includ-
ing “densification effects,” in which the 
number of links per node increases as 
the network grows, and “shrinking di-
ameters,” in which the number of steps 
in the shortest paths between nodes can 
actually decrease even as the total num-
ber of nodes is increasing.27

It is also intriguing to ask whether 
machine-learning techniques can be 
effective at predicting the outcomes 
of social processes from observations 
of their early stages. Problems here in-
clude the prediction of new links, the 
participation of people in new activ-
ities, the effectiveness of groups at 
collective problem-solving, and the 
growth of communities over time.4, 

16, 17, 18, 28, 37 Recent work by Salganik, 
Dodds, and Watts raises the interest-
ing possibility that the outcomes of 
certain types of social-feedback effects 
may in fact be inherently unpredict-
able.36 Through an online experiment 
in which participants were assigned 
to multiple, independently evolving 
versions of a music-download site—
essentially, a set of artificially con-
structed “parallel universes” in which 
copies of the site could develop inde-
pendently—Salganik et al. found that 
when feedback was provided to users 
about the popularity of the items being 
downloaded, early fluctuations in the 
popularities of different items could 
get locked in to produce very different 
long-term trajectories of popularity. 
Developing an expressive computa-
tional model for this phenomenon is 
an interesting open question.

Ultimately, across all these do-
mains, the availability of such rich 
and plentiful data on human interac-
tion has closed an important feedback 
loop, allowing us to develop and evalu-
ate models of social phenomena at 

large scales and to use these models 
in the design of new computing ap-
plications. Such questions challenge 
us to bridge styles of scientific inqui-
ry—ranging from subtle small-group 
studies to computation on massive 
datasets—that traditionally have had 
little contact with each other. And they 
are compelling questions in need of 
answers—because at their heart, they 
are about the human and technologi-
cal connections that link us all, and 
the still-mysterious rhythms of the 
networks we inhabit.
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porated as a commercial product—
the Tableau system—that can analyze 
high-dimensional data from flat files, 
spreadsheets, and SQL data sources. 
The data algebra and graph algebra de-
veloped here is key to the success of the 
visual query language and Tableau. 

Hence, this is a rare paper that ex-
plains both the basic premise and 
its real-world evaluation. The notion 
that a formal algebra of relationships 
between tables and visual encodings 
would help the exploratory nature of 
the system was indeed validated. How-
ever, they found that default values of 
the visual encodings were important 
since few users opted to choose the de-
tails of shape and color selection, since 
they were not trained graphic design-
ers nor psychologists and would rather 
spend their time exploring the data.	

dimensions or measurements in a data 
viewer. This combination makes it sim-
ple for users to ask “what if” questions 
for large multidimensional datasets. 

Here is the “Visual SQL” to create 
a map by U.S. ZIP code of fundraising 
by the U.S. presidential candidates 
through May 2008. It places the results 
on a map using the latitude and longi-
tude and lets the system pick the size 
of the circles representing the relative 
amounts of fundraising. It totals the 
amount of fundraising per candidate 
per ZIP code. 

In fact the research for this work was 
conducted several years ago and incor-

 SELECT  Latitude ON ROWS,
        ( [Candidate Name] * Longitude ) ON COLUMNS,
        [Candidate Name] ON COLOR,
        SUM(Amount) ON SIZE,
        [Zip Code] ON LEVEL_OF_DETAIL
FROM [Contributions View]
WHERE [Candidate Name] = {“John McCain”,”Barack Obama”}

The VizSQL code above results in the following SQL code to collect the data:
 
SELECT ([Contributions View].[Candidate Name]),
       ([Contributions View].[Zip Code]),
       (SUM([Contributions View].[Amount]))
FROM [dbo].[Contributions View]
WHERE ((([Contributions View].[Candidate Name]) IN (‘McCain, John S’, ‘Obama, 
Barack’)) 
GROUP BY ([Contributions View].[Candidate Name]), ([Contributions View].[Zip 
Code])

The graph here is the output of this query zoomed into Manhattan Island in New York City.

Technical Perspective
The Polaris Tableau System 
By Jim Gray

research highlights 

doi:10.1145/1400214.1400233

*Jim Gray nominated the Polaris paper for the Re-

search Highlights section and wrote the first draft 

of this Technical Perspective in November 2006. 

David Patterson revised the essay in August 2008.

Data-intensive applications  often 
have dozens of independent dimen-
sions with a set of measurements for 
each. Such high-dimensional datasets 
involving many variables and measure-
ments are increasingly common, but 
good tools to analyze them are not. If you 
have ever been frustrated when trying to 
plot a useful graph from a simple spread-
sheet, you would appreciate the value of 
a system that allows users to create stun-
ning graphs interactively and easily from 
large multidimensional datasets. 

Stolte, Tang, and Hanrahan have 
done that with Polaris, a declarative 
visual query language that unifies the 
strengths of visualization and database 
communities. It allows users to visual-
ize relationships between data using 
shape, size, orientation, color, and tex-
ture in all kinds of graphs, and lever-
ages the advances in database systems 
to optimize performance of accesses to 
large datasets. This combination lets 
you interactively explore the raw data 
or perform data analysis. It is a major 
improvement over how analysis is cur-
rently done.

Their work makes three advances 
in parallel: First, they show how to au-
tomatically construct graphs, charts, 
maps, and timelines as table visualiza-
tions. While these ideas are implicit in 
many graphing packages, the authors 
unified several approaches into a sim-
ple algebra for graphical presentation 
of quantitative and categorical informa-
tion.  The unification makes it easy to 
switch from one representation to an-
other and to change or add dimensions 
to a graphical presentation. Second, 
they unify this graphical language with 
the SQL query languages, producing 
a declarative visual query language in 
which a single “program” specifies both 
data retrieval and data presentation. 
The third advance is a GUI that “writes” 
the visual queries as you drag and drop 
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Polaris: A System for Query, 
Analysis, and Visualization of 
Multidimensional Databases
By Chris Stolte, Diane Tang, and Pat Hanrahan

Abstract
During the last decade, multidimensional databases have 
become common in the business and scientific worlds. 
Analysis places significant demands on the interfaces to 
these databases. It must be possible for analysts to easily 
and incrementally change both the data and their views of it 
as they cycle between hypothesis and experimentation.

In this paper, we address these demands by presenting 
the Polaris formalism, a visual query language for precisely 
describing a wide range of table-based graphical presenta-
tions of data. This language compiles into both the queries 
and drawing commands necessary to generate the visualiza-
tion, enabling us to design systems that closely integrate 
analysis and visualization. Using the Polaris formalism, we 
have built an interactive interface for exploring multidimen-
sional databases that analysts can use to rapidly and incre-
mentally build an expressive range of views of their data as 
they engage in a cycle of visual analysis.

1. Introduction
Nowadays, structured databases are widely used. Corpora
tions store every sales transaction in large data warehouses. 
International research projects such as the Human Genome 
Project and Digital Sky Survey are generating massive scien-
tific databases. Organizations such as the United Nations 
are making a wide range of global indicators on issues rang-
ing from carbon emission to the adoption of technology 
publicly available via the Internet.

Unfortunately, our ability to collect and store data has 
rapidly exceeded our ability to analyze it. A major challenge 
in computer science is how to extract meaning from data: 
to discover structure, find patterns, and derive causal rela-
tionships. An analytical session cycles between hypothesis, 
experiment, and discovery. Often the path of exploration is 
unpredictable, and thus analysts need to be able to rapidly 
change both what data they are viewing and how they are 
viewing that data. This exploratory analysis process places 
significant demands on the human–computer interfaces to 
these databases. Few good tools exist.

In this paper, we present a formal approach to build-
ing visualization systems that addresses these demands. 

The first contribution is the Polaris formalism, a declara-
tive visual query language that specifies a wide range of 2D 
graphic displays. The three key components of the formal-
ism are (1) a table algebra that captures the structure of 
tables and spatial encodings, (2) a graphic taxonomy that 
results in an intuitive specification of graphic types, and (3) 
a system for effective visual encoding. This language allows 
for easily changing between different graphic displays as 
well as adding or removing data.

The second main contribution is the combination of this 
visual query language with the underlying database queries 
needed. This allows us to combine both visualization as 
well as the underlying data transformations to support the 
exploratory process.

The final contribution is the Polaris interface that allows 
users to incrementally construct a visual specification by drag-
ging fields onto “shelves” (see Figure 1). Each intermediate 
specification is valid and corresponds to a graphical data dis-
play, giving the user quick visual feedback to support this anal-
ysis. This interface is built on top of the visual query language 
that specifies both the data and graphical transformations 
needed, thus combining statistical analysis and visualization. 
Polaris enables visual analysis by allowing an analyst to answer 
a question by composing a picture of what they want to see.

It has been 6 years since this work was originally published. 
In that time, the technology has been commercialized by 
Tableau Software as Tableau Desktop and is currently in use 
by thousands of companies and tens of thousands of users. 
As a result, we have gained considerable experience that has 
validated the effectiveness of the visual query language and 
interface and resulted in extensions and revisions to both.

2. OVERVIEW
Polaris has been designed to support the interactive explora-
tion of large multidimensional relational databases or data 
cubes. Relational databases organize data into tables where 
each row in a table corresponds to a basic entity or fact and 
each column represents a property of that entity.18 We refer 
to a row in a relational table as a tuple or record, and a col-
umn as a field. A single database will contain many hetero-
geneous but interrelated tables.

The authors dedicate this article to the memory of Jim Gray, 
whose pioneering work inspired this research.

A previous version of this paper was published in IEEE’s 
Transactions on Visualization and Computer Graphics, 
vol 8, issue 1 (Jan. 2002), pp. 52–65.
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We can classify fields in a database as nominal, ordi-
nal, quantitative, or interval.4,16 This classification is 
the field’s scale. Polaris reduces this categorization to 
ordinal and quantitative by treating intervals as quanti-
tative and assigning an ordering to the nominal fields 
to treat them as ordinal. A field’s scale affects its visual 
representation. Quantitative fields are continuous, and 
are shown as axes or smoothly varying values. Ordinal 
scales are represented discretely, as headers or different 
classes.

The fields within a relational table can also be parti-
tioned into two types: dimensions and measures. This 
classification is the field’s role. Dimensions and mea-
sures are similar to independent and dependent vari-
ables in traditional analysis. For example, a product 
name or type would be a dimension while the product 
price or size would be a measure. The field’s role deter-
mines how the query is generated. Measures are com-
puted using an aggregation function and dimensions 
form the groups to be aggregated.

Polaris originally treated ordinal fields as dimensions and 
quantitative fields as measures. With experience, however, 
we have found that a field’s scale and role are orthogonal, 
and may change depending on the question. For example, 
when asking the question “What is the average age of people 
purchasing a product?” the field Age is acting as a measure. 
However, when asking the question “What is the average 
amount spent classified by customer age?” then Age is act-
ing as a dimension. The current implementation of Tableau 
uses simple heuristics based on a field’s data type and 
domain cardinality to determine a field’s default role and 
scale, but allows both to be easily changed.

To effectively support the analysis process in large multi-
dimensional databases, an analysis tool must meet several 
demands:

•	 Exploratory interface: Analysts must be able to rapidly 
and incrementally change what data they are viewing 
and how they are viewing that data as they explore 
hypotheses.

•	 Multiple display types: Analysis consists of different 
tasks such as discovering correlations between vari-
ables, finding patterns, and locating outliers. An analy-
sis tool must be able to generate displays suited to these 
disparate tasks.

•	 Data-dense displays: The databases typically contain a 
large number of records and dimensions. Analysts need 
to be able to create visualizations that will simultaneously 
display many dimensions of large subsets of the data.

Polaris addresses these demands by providing an inter-
face for rapidly and incrementally generating table-based 
displays. In Polaris, a table consists of a number of rows, 
columns, and layers. Each table axis may contain multiple 
nested dimensions. Each table entry, or pane, contains a set 
of records that are visually encoded as a set of marks to cre-
ate a graphic.

Several characteristics of tables make them particularly 
effective for displaying multidimensional data:

•	 Multivariate: The table structure can encode multiple 
dimensions, enabling the display of high-dimensional 
data.

•	 Comparative: Tables generate small-multiple displays 
of information, which are easily compared to expose 
patterns and trends across dimensions.20

•	 Familiar: Table-based displays have an extensive his-
tory. Statisticians are accustomed to using tabular dis-
plays of graphs, such as scatterplot matrices and Trellis 
displays, for analysis.2,7,20

Figure 1 shows the Polaris user interface. In this example, 
the analyst has constructed a matrix of scatterplots show-
ing sales versus profit for different product types in different 
quarters. The primary interaction technique is to drag-and-
drop fields from the database schema onto shelves through-
out the display. We call a given configuration of fields on 
shelves a visual specification. The visual specification is 
converted into the language using simple operations. The 
specification determines the analysis and visualization 
operations to be performed by the system, defining:

•	 The mapping of data sources to layers. Multiple data 
sources may be combined in a single Polaris visualization. 
Each data source maps to a separate layer or set of layers.

•	 The number of rows, columns, and layers in the table 
and their relative orders (left to right as well as back to 
front). The database dimensions assigned to rows are 
specified by the fields on the y shelf, columns by fields 
on the x shelf, and layers by fields on the layer (z) shelf. 
Multiple fields may be dragged onto each shelf to show 
categorical relationships.

•	 The selection of records from the database and the par-
titioning of records into different layers and panes.

•	 The grouping of data within a pane and the computa-
tion of statistical properties, aggregates, and other 
derived fields. Records may also be sorted into a given 
drawing order.

•	 The type of graphic displayed in each table pane. Each 
graphic consists of a set of marks, one mark per record 
in that pane.

•	 The mapping of data fields to retinal properties of the 
marks in the graphics. The mappings used for any given 
visualization are shown in a set of automatically gener-
ated legends.

Analysts can interact with the resulting visualizations in sev-
eral ways. Each mark represents a tuple, so selecting a single 
mark in a graphic by clicking on it pops up a detail window 
that displays user-specified field values for the tuples cor-
responding to that mark. The tuples represented by a set of 
marks can be cut and pasted into a spreadsheet by selecting 
the marks representing the tuples. Analysts can draw rubber 
bands around a set of marks to brush or highlight related 
records, either within a single table or between multiple 
Polaris displays.

In Section 3, we describe how the visual specification is used 
to generate graphics. In Section 4, we describe the supported 
data transformations and how the visual specifications are 
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used to generate the database queries for statistical analysis.

3. GENERATING GRAPHICS
The visual specification consists of three components: (a) the 
specification of the table configuration, (b) the type of graphic 
inside each pane, and (c) the details of the visual encodings 
(for more details, see17). We discuss each of these in turn.

3.1. Table algebra
We define an algebra as a formal mechanism to specify table 
configurations. When analysts place fields on shelves, as 
shown in Figure 1, they are implicitly creating expressions 
in this algebra.

A complete table configuration consists of three separate 
expressions in this table algebra. Two of the expressions 
define the configuration of the x and y axes of the table, par-
titioning the table into rows and columns. The third expres-
sion defines the z-axis of the table, which partitions the 
display into layers. The x, y, and z expressions form clauses 
in the language.

The operands in this table algebra are the names of the 
ordinal and quantitative fields of the database. We will use 
A, B, and C to represent ordinal fields and P, Q, and R to rep-
resent quantitative fields. We assign sequences of values to 
each field symbol in the following manner: to ordinal fields 
we assign the members of the ordered domain of the field, 
and to quantitative fields we assign the single element set 
containing the field name.

Ordinal and quantitative fields generate tables with 

different structures. Ordinal fields partition the table into 
rows and columns using headers, whereas quantitative 
fields generate axes.

A valid expression in our algebra is one or more field sym-
bols with operators between each pair of adjacent symbols, 
and with parentheses used to alter the precedence of the 
operators. The operators in the algebra are cross (×), nest 
(/), and concatenation (+), listed in order of precedence. The 
precise semantics of each operator is defined in terms of its 
effects on sequences.
Concatenation: The plus operator concatenates two 
sequences:

Cross: The cross operator performs a Cartesian product of 
elements in the two sequences:
Nest: The nest operator is similar to the cross operator, but 
it only creates sequence entries for which there exist records 

A=domain(A)={a
1
,...,a

n
}

P ={P}

A+B ={a
1
,...,a

n
}+{b

1
,...,b

m
}

	 ={a
1
,...,a

n
,b

1
,...,b

m
}

A+P ={a
1
,...,a

n
}+{P}

	 ={a
1
,...,a

n
,P}

P+Q = {P}+{Q}
	 = {P,Q}

Figure 1: The Polaris user interface. Analysts construct table-based displays of data by dragging fields from the database schema onto 
shelves throughout the display. A given configuration of fields on shelves is called a visual specification. The specification unambiguously 
defines the analysis and visualization operations to be performed by the system to generate the display.
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with those domain values. If we define R to be the dataset 
being analyzed, r to be a record, and A(r) to be the value of 
the field A for the record r, then we can define the nest opera-
tor as follows:

A/B ={a
i
b
j
 | ∃r ∈R st A(r)= a

i
 & B(r)= b

j
} 

The intuitive interpretation of the nest operator is “B 
within A”. For example, given the fields quarter and month, 
the expression quarter/month would be interpreted as those 
months within each quarter, resulting in three entries for 
each quarter. In contrast, quarter × month would result in 
12 entries for each quarter. Data cubes represent hierar-
chies explicitly and there is no need to compute the nest 
relationship.

Using the above semantics for each operator, every expres-
sion in the algebra can be reduced to a single sequence, with 
each entry in the sequence being an ordered term consisting 
of zero or more ordinal values with zero or more quantitative 
field names. We call this set evaluation of an expression the 

normalized form. The normalized form of an expression 
determines one axis of the table: the table axis is partitioned 
into columns (or rows or layers) so that there is a one-to-one 
correspondence between set entries in the normalized set 
and columns. Figure 2 illustrates the configurations result-
ing from a number of expressions.

Analysts can also combine multiple data sources in a 
single Polaris visualization. When multiple data sources are 
imported, each data source is mapped to a distinct layer (or 
set of layers). While all data sources and all layers share the 
same configuration for the x and y axes of the table, each 
data source can have a different expression for partitioning 
its data into layers.

In retrospect, the Polaris table algebra is very similar to 
the operations in the MDX query language for data cubes.

3.2. Types of graphics
Given a table configuration, the next step is to specify the 
type of graphic in each pane. We have developed a tax-
onomy of graphics that results in an intuitive and concise 
specification of graphic types. This taxonomy is based on 
both the axes within each pane (implicitly specified from 
the table configuration via the role and scale of the inner-
most field in the sequence) as well as the mark type repre-
senting a tuple (e.g., text, shape, bar, etc.). We group this 
taxonomy into three families (illustrated in Figure 3) based 
on the axes: ordinal–ordinal, ordinal–quantitative, and 
quantitative–quantitative.

Each family contains a number of variants depending 
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Figure 2: The graphical interpretation of several expressions in the table algebra. Each expression in the table algebra can be reduced to a 
single sequence of terms, and that sequence can then be directly mapped into a configuration for an axis of the table.
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on how records are mapped to marks. For example, select-
ing a bar in an ordinal–quantitative pane will result in a bar 
chart, whereas selecting a line mark results in a line chart. 
The mark set currently supported in Polaris includes the 
rectangle, circle, glyph, text, Gantt bar, line, polygon, and 
image. There are two types of marks; single tuple marks and 
multituple marks. Multituple marks form a single graphi-
cal entity from a set of marks; an example is a polygon mark 
where each vertex of the polygon is a single tuple.

Following Cleveland,8 we further structure the space of 
graphics by the number of independent and dependent 
variables. For example, a graphic where both axes encode 
independent variables is different than a graphic where one 
axis encodes an independent variable and the other encodes 
a dependent variable ( y = f (x) ). By default, dimensions of 
the database are interpreted as independent variables and 
measures as dependent variables. We briefly discuss the 
defining characteristics of the three families within our cat-
egorization. It should be noted that these rules allow us to 
automatically choose a default mark given the types of the 
fields on the axes.
Ordinal–Ordinal Graphics: The characteristic member of 
this family is the table, either of numbers or of marks encod-
ing attributes of the source records.

In ordinal–ordinal graphics, the axis variables are typi-
cally independent of each other, and the task is focused on 
understanding patterns and trends in some function f (Ox,Oy) 
Æ R, where R represents the fields encoded in the retinal 
properties of the marks. This can be seen in the heatmap in 
Figure 3, where the analyst is studying gene expression as a 
function of experiment and gene. Figure 6(a) shows another 
example where lines of source code are color-encoded with 
the number of cache misses attributable to that line.
Ordinal–Quantitative Graphics: Well-known representatives 
of this family of graphics are the bar chart, the dot plot, and 
the Gantt chart.

In an ordinal–quantitative graphic, the quantitative vari-
able is often dependent on the ordinal variable, and the 

analyst is trying to understand or compare the properties of 
some set of functions f (O) Æ Q. The cardinality of the record 
set affects the structure of the graphics in this family: When 
the cardinality of the record set is one, the graphics are sim-
ple bar charts or dot plots. When the cardinality is greater 
than one, additional structure may be introduced to accom-
modate the additional records (e.g., a stacked or clustered 
bar chart).

The ordinal and quantitative values may be independent 
variables, such as in a Gantt chart. Here, each pane repre-
sents all events in a category; each event has a type as well as 
a beginning and end time. Figure 6(c) shows a table of Gantt 
charts, with each Gantt chart displaying the thread sched-
uling and locking activity on a CPU within a multiprocessor 
computer.
Quantitative–Quantitative Graphics: Graphics of this type 
are used to understand the distribution of data as a function 
of one or both quantitative variables and to discover causal 
relationships between the two quantitative variables, such 
as in a scatterplot matrix. Figure 3 illustrates another exam-
ple of a quantitative–quantitative graphic: the map. In this 
figure, the analyst is studying election results by county.

3.3. Visual mappings
Each record in a pane is mapped to a mark. There are two 
components to the visual mapping. The first component, 
described in Section 3.2, determines the type of graphic and 
mark. The second component encodes fields of the records 
into visual or retinal properties of the selected mark. The 
visual properties in Polaris are based on Bertin’s retinal 
variables:4 shape, size, orientation, color (value and hue), 
and texture.

Allowing analysts to explicitly encode different fields of 
the data to retinal properties of the display greatly enhances 
the data density and the variety of displays that can be gen-
erated. However, in order to keep the specification succinct, 
analysts should not be required to construct the mappings. 
Instead, they should be able to simply specify that a field be 

Figure 3: The families of graphics within our taxonomy with examples of well-known charts from each family. The taxonomy structures 
the space of graphics into three families by the types of fields assigned to their axes and then further structures each family by the  
number of independent and dependent variables. Using this taxonomy we can derive the type of graphic within each pane from the table  
axes expressions and the mark type.
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encoded as a visual property. The system should then gen-
erate an effective mapping from the domain of the field to 
the range of the visual property. While generating effective 
default mappings is not a fundamental aspect of the lan-
guage, it has proven to be important and is discussed in 
more detail in Section 7. Here, we briefly discuss how effec-
tive mappings are generated for each retinal property. The 
default mappings are illustrated in Figure 4.
Shape: Polaris uses the set of shapes recommended by 
Cleveland for encoding ordinal data.7 We have extended this 
set of shapes to include several additional shapes to allow a 
larger domain of values to be encoded.
Size: Analysts can use size to encode either an ordinal or 
quantitative field. When encoding a quantitative domain as 
size, a linear map from the field domain to the area of the 
mark is created. The minimum size is chosen so that all 
visual properties of a mark with the minimum size can be 
perceived.10 If an ordinal field is encoded as size, the domain 
needs to be small, at most four or five values, so that the ana-
lyst can discriminate between different categories.4

Orientation: A key principle in generating mappings of ordi-
nal fields to orientation is that the orientation needs to vary 
by at least 30° between categories,10 thus constraining the 
automatically generated mapping to a domain of at most six 
categories. For quantitative fields, the orientation varies lin-
early with the domain of the field.
Color: When encoding an ordinal domain, we use a pre-
defined palette to select the color for each domain entry. The 
colors in the palette are well separated in the color spectrum, 
predominantly on hue.19 We have ordered the colors to avoid 
adjacent colors with different brightness or substantially 
different wavelengths in an attempt to include harmonious 
sets of colors in each palette.4,10,19 We additionally reserve a 
saturated red for highlighting items that have been selected 
or brushed.

When encoding a quantitative variable, it is important to 
vary only one psychophysical variable, such as hue or value. 
The default palette we originally used for encoding quan-
titative data was the isomorphic colormap developed by 
Rogowitz.13 We have since had palettes hand-designed by a 
color expert in the HSV space that balance perceptual prop-
erties with aesthetics.

4. DATA TRANSFORMATIONS, VISUAL QUERIES, AND 
GENERATING DATABASE QUERIES
An important aspect of the Polaris formalism is the unifica-
tion of graphics and data transformations. A single visual 
specification must completely specify both the data retrieval 
and the data presentation. Thus, the formalism must sup-
port the complete range of data transformations possible in 
a query language such as SQL,17 including the common rela-
tional operators: selection, filtering, grouping and aggrega-
tion, and sorting. It can be shown that any query expressible 
in SQL can be expressed as a specification in the Polaris 
formalism.17

The Polaris interface exposes all capabilities of the 
underlying database query language: the state of the inter-
face generates both a visual specification and a statement in 
the visual query language. All fields on shelves are inserted 
into a select statement. Measure fields are aggregated while 
dimension fields are inserted into a GROUPBY statement, 
with additional dimension fields specified in a Level-of-
Detail shelf. Each dimension can also be sorted, and dif-
ferent aggregation functions can be associated with each 
measure; these options are chosen by drop-down menus on 
each field on the shelf. There is also a filter shelf that rep-
resents items in the WHERE clause. Finally, dialog boxes 
expose general calculations and joins.

Figure 5 shows the overall data flow in Polaris.
Step 1: Selecting the Records: The first phase of the data flow 
retrieves records from the database, applying user-defined 
filters to select subsets of the database and computing any 
user-defined calculations.

For an ordinal field A, the user may specify a subset of the 
domain of the field as valid. If filter(A) is the user-selected sub-
set, then a relational predicate expressing the filter for A is:

For a quantitative field P, the user may define a subset of the 
field’s domain as valid. If min(P) and max(P) are the user-
defined extents of this subset, then a relational predicate 
expressing the filter for P is:

We can define the relational predicate filters as the conjunc-
tion of all of the individual field filters. Then, the first stage 
of the data transformation network is equivalent to the SQL 
statement:

It is possible within the complete formalism to define more 
sophisticated filtering, such as filters on the cross-product 
of multiple fields or filters with ordering dependencies (fil-
ter A is computed relative to filter B).
Step 2: Partitioning the Records into Panes: The second 

A in filter(A)

Figure 4: The different retinal properties that can be used to encode 
fields of the data and examples of the default mappings that are 
generated when a given type of data field is encoded in each of the 
retinal properties.

(P ≥ min(P)and P ≤ max(P))

SELECT *
WHERE {filters}
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Figure 5: The transformations and data flow within Polaris. The visual specification generates queries to the database to select subsets of the 
data for analysis, then to filter, sort, and group the results into panes, and then finally to group, sort and aggregate the data within panes.

phase of the data flow partitions the retrieved records into 
groups corresponding to each pane in the table. As we dis-
cussed in Section 3.1, the normalized set form of the table axis 
expressions determines the table configuration. The table is 
partitioned into rows, columns, and layers corresponding to 
the entries in these sets.

The ordinal values in each set entry define the criteria by 
which records will be sorted into each row, column, and layer. 
Let Row(i) be the predicate that represents the selection crite-
ria for the ith row, Column( j ) be the predicate for the jth col-
umn, and Layer(k) the predicate for the kth layer. For example, 
if the y-axis of the table is defined by the normalized set:

then there are four rows in the table, each defined by an 
entry in this set, and Row would be defined as:

Given these definitions, the records to be partitioned into the 
pane at the intersection of the ith row, the jth column, and 
the kth layer can be retrieved with the following query:

To generate the groups of records corresponding to each 
of the panes, we must iterate over the table executing this 
SELECT statement for each pane, which is clearly nonopti-
mal. Various optimizations are discussed in.17

Step 3: Transforming Records within the Panes: The last 
phase of the data flow is the transformation of the records 
in each pane. If the visual specification includes aggre-
gation, then each measure in the database schema must 
be assigned an aggregation operator. If the user has not 

selected an aggregation operator for a measure, that mea-
sure is assigned the default aggregation operator (SUM). 
We define the term aggregates as the list of the aggre-
gations that need to be computed. For example, if the 
database contains the quantitative fields Profit, Sales, 
and Payroll, and the user has explicitly specified that the 
average of Sales should be computed, then aggregates is 
defined as:

Aggregate field filters (for example, SUM(Profit) > 500) 
could not be evaluated in Step 1 with all of the other filters 
because the aggregates had not yet been computed. Thus, 
those filters must be applied in this phase. We define the 
relational predicate filters as in Step 1 for unaggregated 
fields.

Additionally, we define the following lists:

G: the field names in the grouping shelf,
S: the field names in the sorting shelf, and
dim: the dimensions in the database.

The necessary transformation can then be expressed by the 
SQL statement:

If no aggregate fields are included in the visual specification, 
then the remaining transformation simply sorts the records 
into drawing order:

{a
1
b
1
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1
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2
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Row(1) = (A = a
1
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)
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)

Row(3) = (A = a
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)

Row(4) = (A = a
2
 and B = b

2
)

SELECT *
WHERE {Row(i) and Column(j) and  
	 Layer(k)}

aggregates =  
SUM(Profit),AVG(Sales),SUM(Payroll)

SELECT {dim},{aggregates}
GROUP BY {G}
HAVING {filters}
ORDER BY {S}

SELECT *
ORDER BY {S}
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5. RESULTS
Polaris is useful for performing the type of exploratory 
data analysis advocated by statisticians such as Bertin3 and 
Cleveland.8 We demonstrate the capabilities of Polaris as an 
exploratory interface to multidimensional databases by con-
sidering the following scenario.

At Stanford, researchers developing Argus,9 a paral-
lel graphics library, found that its performance had linear 
speedup when using up to 31 processors, after which its per-
formance diminished rapidly. Using Polaris, we recreate the 
analysis they performed using a custom-built visualization 
tool.5

Initially, the developers hypothesized that the diminish-
ing performance was a result of too many remote memory 
accesses, a common performance problem in parallel pro-
grams. They collected and visualized detailed memory 
statistics to test this hypothesis. Figure 6(a) shows a visual-
ization constructed to display this data. The visualization is 
composed of two linked Polaris instances. One displays a 
bird’s eye view of multiple source code files with each line of 
code represented by a single pixel height bar and the other 
displays the detailed source-code. In both views, the hue of 
each line of code encodes the number of cache misses suf-
fered by that line. Upon seeing these displays, they could tell 
that memory was in fact not the problem.

The developers next hypothesized that lock conten-
tion might be a problem, so they reran Argus and collected 
detailed lock and scheduling information. The data is shown 
in Figure 6(b) using a dashboard within Polaris to create a 
composite visualization with two linked projections of the 
same data. One projection shows a scatterplot of the start 
cycle versus cycle duration for the lock events (requests and 
holds). The second shows a histogram over time of initiated 
lock events. The scatterplot shows that toward the end of the 
run, the duration of lock events (both holds and requests) 
was taking an unexpectedly long time. That observation cor-
related with the histogram showing that the number of lock 
requests peaked and then tailed off towards the end of the 
run indicated that this might be a fruitful area for further 
investigation.

A third visualization, shown in Figure 6(c), shows the 
same data using Gantt charts to display both lock events and 
process-scheduling events. This display shows that the long 
lock requests correspond to descheduled periods for most 
processes. One process, however, has a descheduled period 
corresponding to a period during which the lock was held. 
This behavior, which was due to a bug in the operating sys-
tem, was the source of the performance issues.

This example illustrates several important points about 
the exploratory process. Throughout the analysis, both the 
data that users want to see and how they want to see it change 
continually. Analysts first form hypotheses about the data 
and then create new views to test those hypotheses. Certain 
displays enable an understanding of overall trends, whereas 
others show causal relationships. As the analysts better 
understand the data, they may want to drill-down in the vis-
ible dimensions or display entirely different dimensions.

Polaris supports this exploratory process through its 
visual interface. By formally categorizing the types of 

graphics, Polaris is able to provide a simple interface for rap-
idly generating a wide range of displays, allowing analysts to 
focus on the analysis task rather than interface.

Figure 6: A scenario demonstrating the use of Polaris to analyze the 
performance of a parallel graphics library.
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6. EXPERIENCE
In the 6 years since this work was originally published, we 
have gained considerable experience with the formalism 
and the interface. In that time, the technology has been com-
mercialized and extended by Tableau Software as Tableau 
Desktop and is used by thousands of companies and tens of 
thousands of users. The system has also been adapted to the 
web, so it is possible to perform analysis within a browser. 
The uses are diverse, ranging from disease research in the 
jungles of Central America to marketing analysis in Fortune 
50 companies to usability analysis by video game designers, 
and the data sizes range from small spreadsheets to billions 
of rows of data. The many types of users indicate the ubiq-
uity of data and the demand for new tools. This experience 
has emphasized three points to us: (1) the importance of a 
formal approach, (2) the importance of an architecture that 
leverages database technology rather than replaces it, and 
(3) the importance of building effective defaults into the 
graphical interface.

One question early on was: “do we need a formalism?” 
Most visualization systems have predefined types of charts 
and use wizards to help the user construct graphs. Having 
a language allows us to generate an unlimited number of 
different types of graphics. Restricting the set of views to 
a small set limits the power of visualization; this would be 
like building into a query language a small set of predefined 
queries. Experience has shown that this flexibility makes 
it possible to incrementally build new views, which is key 
to smoothly supporting the analysis process. Both of these 
aspects of Polaris are enabled by the formal nature of the 
algebra, where every addition or deletion leads to a new alge-
braic statement.

The formalism also enables us to unify the specifica-
tion of the visualization with the database query: users can 
change the query used to fetch the data and their view of it 
simultaneously. In subsequent work, we have proved that 
the language is complete; that is, it is possible to generate 
any statement in the relational algebra. A major problem 
with many visual interfaces is that they restrict the types of 
queries that can be formed.

This unification of visualization and database queries is 
also a key architectural decision that makes it possible to 
use our system as a front-end to large parallel database serv-
ers. This makes it easy to access important data in existing 
data sources, to leverage high performance database tech-
nology (e.g., database appliances, massively parallel com-
putation, column stores), and to avoid data replication and 
application-specific data silos. Why move a terabyte of data 
if you don’t have to?

One potential issue with a compositional language is 
that it creates a large space of possible visualizations. While 
many are effective and aesthetically pleasing, many are not. 
Thus, choosing default graphics is an important part of any 
production system and allows for additional succinctness in 
the language. However, the issue is not just with choosing 
default graphics. Generating effective visual mappings (e.g., 
color, shape) by default is not a fundamental aspect of the 
language, but is equally important. Effective defaults enable 
users to focus on their task and questions rather than the 

details of color or shape selection, especially since many 
users are not trained as graphic designers or psychologists.

7. RELATED WORK
The related work to Polaris can be divided into two catego-
ries: formal graphical specifications and database explora-
tion tools.

7.1. Formal graphical specifications
We have built on the work of several researchers’ insights 
into the formal properties of graphic communication, such 
as Bertin’s Semiology of Graphics,4 Cleveland’s experimen-
tal results on the perception of data,7,8 Wilkinson’s formal-
ism for statistical graphics,22 and Mackinlay’s APT system.12 
However, the Polaris formalism is innovative in several ways. 
One key aspect of our approach is that all specifications can 
be compiled directly into queries. Existing formalisms do 
not consider the generation of queries to be related to the 
presentation of information. Another innovation is the use 
of an algebra to describe table-based displays. Tables are 
particularly effective for displaying multidimensional data, 
as multiple dimensions of the data can be explicitly encoded 
in the structure of the table. Finally, our formalism is the 
basis for several interactive tools for analyzing and explor-
ing large data warehouses and this usage has affected the 
development of the formalism.

7.2. Database exploration tools
The second area of related work is visual query and data-
base exploration tools. Academic projects such as Visage,14 
DEVise,11 and Tioga-21 have focused on developing visualiza-
tion environments that support interactive database explo-
ration through visual queries. Users construct queries and 
visualizations through their interactions with the visualiza-
tion system interface. These systems have flexible mecha-
nisms for mapping query results to graphs, and support 
mapping database records to retinal properties. However, 
none of these systems is based on an expressive formal lan-
guage for graphics nor do they leverage table-based organi-
zations of their visualizations.

Finally, existing systems, such as XmdvTool,21 Spotfire,15 
and XGobi6 have taken the approach of providing a set of 
predefined visualizations, such as scatterplots and parallel 
coordinates. These views are augmented with interaction 
techniques, such as brushing and zooming, which can be 
used to refine the queries. We feel that this approach is much 
more limiting than providing the user with a set of building 
blocks that can be used to interactively construct and refine 
a wide range of displays to suit any analysis task.

8. CONCLUSIONS
We have presented Polaris, a visual query language for data-
bases and a graphical interface for authoring queries in the 
language. The Polaris formalism uses succinct visual specifi-
cations to describe a wide range of table-based visualizations 
of multidimensional information. Visual specifications can 
be compiled into both the queries and the drawing com-
mands necessary to generate the displays, thus unifying anal-
ysis and visualization into a single visual query language.
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Using the Polaris formalism, we have built the Polaris 
interface. The Polaris interface directly supports the cycle 
of analysis. Analysts can incrementally create sophisticated 
visualizations using simple drag-and-drop operations to 
construct a visual specification. This interface has been 
commercialized and extended by Tableau Software and is 
now in use by tens of thousands of users in thousands of 
companies.
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The Inte rn et is  increasingly the place 
where both users and organizations 
store their information. Storage is be-
coming a commodity; for example, 
consider the storage offerings by com-
panies such as Google and Amazon. 

A key benefit for individual users 
of commodity Internet storage is that 
they can access their information from 
anywhere at anytime from any device. 
Thus they no longer have to use their 
PC to access their files or their email. 
Furthermore, online information can  
easily be shared with others, giving rise 
to new applications based on support 
for collaboration.

However, the full benefit of online 
storage will be realized only if users 
can access their data whenever they 
want. Users need storage that is highly 
reliable (it is not lost) and highly avail-
able (accessible when needed). They 
will not be satisfied with less reliability 
or availability than they can get by stor-
ing their information locally. Providing 
these guarantees requires replication: 
by storing copies of information on 
multiple computers, it is possible to 
prevent loss and provide accessibility.

Replication has been the subject of 
research for over 20 years. The details 
of the replication protocols depend on 
the failure model, and two are in com-
mon use. The first is the crash model, 
in which either a computer is up and 
running as required by the protocol, 
or it has crashed and is doing nothing. 
The second is the Byzantine model, in 
which computers are allowed to fail in 
arbitrary ways. The Byzantine model is 
more general: in addition to crashes, it 
handles failures in which a faulty com-
puter continues to run the protocol 
while misbehaving. For example, a ma-
chine might indicate it has executed a 
command to update information, but 
discard the new information.

During the 1980s there was a great 
deal of research on replication proto-
cols that handle crash failures for two 
reasons: crashes were the most com-

mon failures at the time, and it is much 
easier to think about crashes than Byz-
antine failures. This work led to proto-
cols that survive f failures using 2f + 1 
replicas, which is the minimum need-
ed in an asynchronous setting like the 
Internet. Also, the protocols provide 
good performance, close to what an 
unreplicated system can provide.

However, these protocols are unable 
to handle arbitrary (Byzantine) failures, 
which are becoming more common. 
One source of Byzantine failures is 
software errors; typically these are non-
deterministic errors, because determin-
istic errors are much more likely than 
non-deterministic ones to be removed 
during testing. The second source, and 
one of increasing concern today, is ma-
licious attacks in which an adversary 
manages to get control of a computer 
and cause it to misbehave. To handle 
these problems, researchers have de-
veloped replication protocols that pro-
vide Byzantine fault tolerance.

Prior to the late 1990s, work on Byz-
antine-fault-tolerant replication was 
only of theoretical interest because 
the protocols were so costly or worked 
only in a synchronous network. This 
changed with the invention of PBFT, 
the first Byzantine-fault-tolerant rep-
lication protocol that could be used in 
practice in an asynchronous network. 
PBFT provides state machine replica-
tion; that is, it handles arbitrary opera-
tions on the service state. It requires the 
minimum of 3f + 1 replicas to tolerate f 
failures. 

The development of PBFT led to re-
newed interest in Byzantine-fault-toler-
ant replication protocols. Researchers 
have investigated a number of research 
questions, including:

Level of Consistency. At one extreme 
is a replication protocol like PBFT that 
appears to behave as if there were just 
one copy of the data. But performance 
can be improved by providing weaker 
guarantees.

Other Approaches. PBFT makes use 

of a primary replica to direct the pro-
tocol; researchers have invented pro-
tocols that avoid the use of a primary 
either completely or partially.

Failure Analysis. Replication proto-
cols like PBFT work correctly provided 
no more than f replicas are faulty. But if 
that bound is exceeded, can any guar-
antees be made?

Performance, performance, perfor-
mance. Improved protocols that have 
better performance (lower latency, high-
er throughput) are always of interest.

The work on Zyzzyva presented here 
is concerned with the last topic. Zyzzyva 
achieves excellent performance when 
all replicas are non-faulty. It pays for 
this gain in performance in the non-
failure case by offering reduced per-
formance when there are failures. Im-
portantly, its techniques should allow 
it to achieve performance that is close 
to that of an unreplicated system most 
of the time.

Today there are Byzantine-fault-
tolerant replication protocols efficient 
enough to be deployed in a real setting. 
But when might this happen? Here we 
can learn from the work on crash rep-
lication. Although developed in the 
1980s, these protocols weren’t used in 
real systems until around 2000. The 
reason for this delay was a perception 
that the reliability provided by these 
approaches wasn’t really needed in 
practice. This perception changed as 
more critical state was stored online. 
The concern about cost also changed, 
since computers are much cheaper, 
and the network is much faster.

I expect that someday there will be 
a practical deployment that tolerates 
Byzantine failures. The decision to take 
this step will depend on the criticality 
of the data. At some point incurring the 
cost of replication will be preferable to 
being liable should the data be lost or 
unavailable.	
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Abstract
A longstanding vision in distributed systems is to build reliable 
systems from unreliable components. An enticing formulation 
of this vision is Byzantine fault-tolerant (BFT) state machine 
replication, in which a group of servers collectively act as a cor-
rect server even if some of the servers misbehave or malfunc-
tion in arbitrary (“Byzantine”) ways. Despite this promise, prac-
titioners hesitate to deploy BFT systems at least partly because 
of the perception that BFT must impose high overheads.

In this article, we present Zyzzyva, a protocol that uses 
speculation to reduce the cost of BFT replication. In Zyzzyva, 
replicas reply to a client’s request without first running an 
expensive three-phase commit protocol to agree on the order 
to process requests. Instead, they optimistically adopt the 
order proposed by a primary server, process the request, and 
reply immediately to the client. If the primary is faulty, rep-
licas can become temporarily inconsistent with one anoth-
er, but clients detect inconsistencies, help correct replicas 
converge on a single total ordering of requests, and only rely 
on responses that are consistent with this total order. This 
approach allows Zyzzyva to reduce replication overheads to 
near their theoretical minima and to achieve throughputs of 
tens of thousands of requests per second, making BFT repli-
cation practical for a broad range of demanding services.

1. INTRODUCTION
Mounting evidence suggests that real systems must contend 
not only with simple crashes but also with more complex fail-
ures ranging from hardware data corruption22 to nondeter-
ministic software errors25 to security breaches. Such failures 
can cause even highly engineered services to become unavail-
able or to lose data. For example, a single corrupted bit in a 
handful of messages recently brought down the Amazon S3 
storage service for several hours,3 and several well-known e-
mail service providers have occasionally lost customer data.14

Byzantine fault-tolerant (BFT) state machine replication 
is a promising approach to masking many such failures and 
constructing highly reliable and available services. In BFT 
replication, n ≥ 3f + 1 servers collectively act as a correct serv-
er even if up to f servers misbehave or malfunction in arbi-
trary (“Byzantine”) ways.15,16

Today, three trends make real-world deployment of BFT 
increasingly attractive. First, as noted above, there is mount-
ing evidence of non-fail-stop behaviors in real systems, mo-
tivating the use of new techniques to improve robustness. 
Second, the growing value of data and the falling costs of 
hardware make it advantageous for service providers to 
trade increasingly inexpensive hardware for the peace of 

mind potentially provided by BFT replication. Third, im-
provements to the state of the art in BFT algorithms1,4,6,13,23,26 
have narrowed the gap between BFT replication costs and 
the costs already being paid for non-BFT replication by many 
commercial services. For example, by default, the Google 
file system uses three-way replication of storage,9 which is 
roughly the cost of tolerating one Byzantine failure by using 
three full replicas plus one additional lightweight node to 
help the replicas coordinate their actions.26

Unfortunately, practitioners hesitate to deploy BFT sys-
tems at least partly because of the perception that BFT must 
impose high overheads. This concern motivates our work, 
which seeks to answer a simple question: Can we build a sys-
tem that tolerates a broad range of faults while meeting the de-
mands of high-performance services?

To answer this question, this article presents Zyzzyva.† 
Zyzzyva seeks to make BFT replication deployable for the 
widest range of practical services by implementing the ex-
tremely general abstraction of a replicated state machine at 
an extremely low cost.

The basic idea of BFT state machine replication is sim-
ple: a client sends a request to a replicated service and the 
service’s distributed agreement protocol ensures that cor-
rect servers execute the same requests in the same order.24 
If the service is deterministic, each correct replica thus tra-
verses the same series of states and produces the same reply 
to each request. The servers send their replies back to the 
client, and the client accepts a reply that matches across a 
sufficient number of servers.

Zyzzyva builds on this basic approach, but reduces its 
cost through speculation. As is common in existing BFT rep-
lication protocols, an elected primary server proposes an or-
der on client requests to the other server replicas.4 However, 
unlike in traditional protocols, Zyzzyva replicas then imme-
diately execute requests speculatively, without running an 
expensive agreement protocol to definitively establish the 
order. As a result, if the primary is faulty, correct replicas’ 
states may diverge, and they may send different responses to 
a client. Nonetheless, Zyzzyva preserves correctness because 
a correct client detects such divergence and avoids acting 
on a reply until the reply and the sequence of preceding re-
quests are stable and guaranteed to eventually be adopted 

Zyzzyva: Speculative Byzantine 
Fault Tolerance
By Ramakrishna Kotla,* Allen Clement, Edmund Wong, Lorenzo Alvisi, and Mike Dahlin

* This work was mostly done when the author was at the University of Texas 
at Austin.

A previous version of this paper was published in Pro-
ceedings of 21st ACM Symposium on Operating Systems 
Principles (SOSP), October 2007, p. 45–58.

† Zyzzyva (ZIZ-uh-vuh) is the last word in most dictionaries.
According to dictionary.com, a zyzzyva is “any of various South American 
weevils of the genus Zyzzyva, often destructive to plants.”

http://dictionary.com


87    communications of the acm    |   november 2008  |   vol.  51  |   no.  11

research highlights 

 

by all correct servers. Thus, applications at correct clients 
observe the traditional abstraction of a replicated state ma-
chine that executes requests in a linearizable10 order.

Essentially, Zyzzyva “rethinks the sync”19 for BFT. Where-
as past BFT systems have pessimistically enforced the con-
dition that a correct server only emits replies that are stable, 
Zyzzyva recognizes that this condition is stronger than re-
quired. Instead, Zyzzyva enforces the weaker condition: 
a correct client only acts on replies that are stable. This change 
allows us to move the output commit from the servers to the 
client, which in the optimized case allows servers to avoid 
expensive all-to-all communication that they would other-
wise require to ensure the stronger condition.

Leveraging the client in this way allows us to minimize 
server overheads and maximize throughputs in the opti-
mized, failure-free case. As a result, Zyzzyva’s peak measured 
throughput of over 86K requests/second on 3.0 GHz 
Pentium-IV machines makes it feasible to utilize BFT repli-
cation in a broad range of demanding services. Despite this 
aggressive optimization to the fault-free case, Zyzzyva retains 
good performance of over 82K requests/second even when 
up to f backup replicas crash. In fact, Zyzzyva’s replication 
costs, processing overheads, and communication latencies 
approach their theoretical lower bounds.

2. SYSTEM MODEL
To maximize fault tolerance, BFT replication assumes what 
is essentially an adversarial failure model. Under this mod-
el, faulty nodes (servers or clients) may deviate from their 
intended behavior in arbitrary ways, representing problems 
such as hardware faults, software faults, node misconfigu-
rations, or even malicious attacks. This model further as-
sumes a strong adversary that can coordinate faulty nodes to 
compromise the replicated service. Note, however, that our 
model assumes the adversary cannot break cryptographic 
techniques like collision-resistant hashes, encryption, and 
signatures; we denote a message m signed by principal q’s 
public key as 〈m〉sq

. Zyzzyva ensures its safety and liveness 
properties if at most f replicas are faulty, and it assumes a 
finite client population, any number of which may be faulty.

It makes little sense to build a system that can tolerate Byz-
antine replicas/servers‡ and clients but that can be corrupted 
by an unexpectedly slow node or network link, hence we design 
Zyzzyva so that its safety properties hold in any asynchronous 
distributed system where nodes operate at arbitrary speeds 
and are connected by a network that may fail to deliver mes-
sages, corrupt them, delay them, or deliver them out of order.

Unfortunately, ensuring both safety and liveness for consen-
sus in an asynchronous distributed system is impossible if any 
server can crash,8 let alone if servers can be Byzantine. Zyzzyva’s 
liveness, therefore, is ensured only during intervals in which 
messages sent to correct nodes are processed within some ar-
bitrarily large fixed (but potentially unknown) worst-case delay 
from when they are sent. This assumption appears easy to meet 
in practice if broken links are eventually repaired.

Zyzzyva implements a BFT service using state machine rep-
lication.16,24 Traditional state machine replication techniques 

can be applied only to deterministic services. Zyzzyva copes with 
the nondeterminism present in many real-world applications 
such as file systems and databases using standard techniques 
to abstract the observable application state at the replicas and 
to resolve nondeterministic choices via the agreement stage.23

If a client of a service issues an erroneous or malicious re-
quest, Zyzzyva’s job is to ensure that the request is processed 
consistently at all correct replicas; the replicated service, it-
self, is responsible for protecting its application state from 
such erroneous requests. Services typically limit the damage 
by authenticating clients and enforcing access control. For 
example, in a replicated file system, if a client tries to write 
a file without appropriate credentials, correct replicas could 
all process the request by returning an error code.

3. AGREEMENT PROTOCOL
Zyzzyva is a state machine replication protocol executed by 
3f  + 1 replicas and based on three subprotocols: (1) agree-
ment, (2) view change, and (3) checkpoint. The agreement 
subprotocol orders requests for execution by the replicas. 
Agreement operates within a sequence of views, and in each 
view a single replica, designated the primary, is responsible 
for leading the agreement subprotocol. The view change sub-
protocol coordinates the election of a new primary when the 
current primary is faulty or the system is running slowly. The 
checkpoint subprotocol limits the state that must be stored by 
replicas and reduces the cost of performing view changes.

For simplicity, this article focuses on the agreement sub-
protocol. The view change and execution subprotocols are 
similar to those used previously.4,26 Interested readers may 
refer to Kotla et al.11 for the full protocol.

Figure 1 shows the communication pattern for a single in-
stance of Zyzzyva’s agreement subprotocol. In the fast, no-fault 
case (Figure 1a), a client simply sends a request to the primary, 
the primary forward the request to the replicas, and the replicas 

‡ We use the terms replica and server interchangeably.

Figure 1: Protocol communication pattern for agreement within a 
view for (a) the fast case and (b) the two-phase faulty replica case. 
The numbers refer to the main steps of the protocol in the text.
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execute the request and send their responses to the client.
A request completes at a client when the client has a suf-

ficient number of matching responses to ensure that all cor-
rect replicas will eventually execute the request and all pre-
ceding requests in the same order, thus guaranteeing that all 
correct replicas process the request in the same way, issue 
the same reply, and transition to the same subsequent sys-
tem state. To allow a client to determine when a request com-
pletes, a client receives from replicas responses that include 
both an application-level reply and the history on which the 
reply depends. The history is the sequence of all requests ex-
ecuted by a replica prior to and including this request.

As Figure 1 illustrates, a request completes at a client in 
one of two ways. First, if the client receives 3f + 1 matching 
responses (Figure 1a), then the client considers the request 
complete and acts on it. Second, if the client receives between 
2f + 1 and 3f matching responses (Figure 1b), then the client 
gathers 2f + 1 matching responses and distributes this com-
mit certificate to the replicas. A commit certificate includes 
cryptographic proof that 2f + 1 servers agree on a lineariz-
able order for the request and all preceding requests, and 
successfully storing a commit certificate to 2f + 1 servers 
(and thus at least f + 1 correct servers) ensures that no other 
ordering can muster a quorum of 2f + 1 servers to contradict 
this order. Therefore, once 2f + 1 replicas acknowledge re-
ceiving a commit certificate, the client considers the request 
complete and acts on the corresponding reply.

Zyzzyva then ensures the following safety condition:

saf � If a request with sequence number n and history hn 
completes, then any request that completes with a 
higher sequence number n� ≥ n has a history hn� that 
includes hn as a prefix.

If fewer than 2f + 1 responses match, then to ensure live-
ness the client retransmits the request to all replicas at in-
creasing intervals, and replicas demand that the primary or-
ders retransmitted requests. If the primary orders requests 
too slowly or orders requests inconsistently, a replica will 
suspect that the primary is faulty. If a sufficient number of 
replicas suspect that the primary is faulty, then a view change 
occurs and a new primary is elected.

Zyzzyva thereby ensures the following liveness condition 
assuming eventual synchrony§:

liv � Any request issued by a correct client eventually 
completes.

In the rest of this section, we detail Zyzzyva’s agreement 
subprotocol by considering three cases: (1) the fast case when 
all nodes act correctly and no timeouts occur, (2) the two-
phase case that can occur when a nonprimary replica is faulty 
or some timeouts occur, and (3) the view change case that can 
occur when the primary is faulty or more serious timeouts 
occur. Table 1 summarizes the labels we give to fields in mes-
sages. Most readers will be happier if on their first reading 
they skip the text marked “Additional Pedantic Details.”

3.1. Fast case
Figure 1a illustrates the basic flow of messages in the fast 
case. We trace these messages through the system to explain 
the protocol, with the numbers in the figure corresponding 
to the numbers of major steps in the text. As the figure illus-
trates, the fast case proceeds in four major steps:

To ensure correctness, the messages are carefully con-
structed to carry sufficient information to link these steps 
with one another and with past system actions. We now 
detail the contents of each message and describe the steps 
each node takes to process each message.

3.1.1. Message processing details

1.  Client sends request to the primary.

A client c requests an operation o be performed by the repli-
cated service by sending a message 〈request, o, t, c〉sc

 to the 
replica it believes to be the primary (i.e., the primary for the 
last response the client received).

§ In practice, eventual synchrony7 can be achieved by using exponentially in-
creasing timeouts.4

1.  Client sends request to the primary.

2.  Primary receives request, assigns sequence 
number, and forward ordered request to replicas.

3.  Replica receives ordered request, speculatively 
executes it, and responds to the client.

4a.  Client receives 3f + 1 matching responses and 
completes the request.

Table 1: Labels given to fields in messages.

Label  Meaning

c Client ID

CC Commit certificate

d Digest (cryptographic one-way hash) of client request message: 

d = H(m)

i, j Server IDs

hn History through sequence number hn encoded as cryptographic 

one-way hash: hn = H(hn−1, d)

m Message containing client request

maxn Maximum sequence number accepted by replica

n Sequence number

ND Selection of nondeterministic values needed to execute a 

request

o Operation requested by client

OR Order request message

POM Proof of misbehavior

r Application reply to a client operation

t Time stamp assigned to an operation by a client

u View number
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Additional Pedantic Details: If the client guesses the wrong 
primary, the retransmission mechanisms discussed in step 
4c below forward the request to the current primary. The cli-
ent’s time stamp t is included to ensure exactly once seman-
tics of execution of requests.4

2.  Primary receives request, assigns sequence 
number, and forwards ordered request to replicas.

A view’s primary has the authority to propose the order in 
which the system should execute requests. It does so by pro-
ducing order-req messages in response to client request 
messages.

In particular, when the primary p receives message m = 
〈request, o, t, c〉sc

 from client c, the primary assigns to the 
request a sequence number n in the current view u and re-
lays a message 〈〈order-req, u, n, hn, d, ND〉sp

, m〉 to the back-
up replicas where n and u indicate the proposed sequence 
number and view number for m, digest d = H(m) is the cryp-
tographic one-way hash of m, hn = H(hn−1, d) is a cryptographic 
hash summarizing the history, and ND is a set of values for 
nondeterministic application variables (time in file systems, 
locks in databases, etc.) required for executing the request.

Additional Pedantic Details: The primary only takes the above 
actions if t > tc where tc is the highest time stamp previously 
received from c.

3.  Replica receives ordered request, speculatively 
executes it, and responds to the client.

When a replica receives an order-req message, it opti-
mistically assumes that the primary is correct and that other 
correct replicas will receive the same request with the same 
proposed order. It therefore speculatively executes requests 
in the order proposed by the primary and produces a spec-
response message that it sends to the client.

In particular, upon receipt of a message 〈〈order-req, u, 
n, hn, d, ND〉sp

, m〉 from the primary p, replica i accepts the 
ordered request if m is a well-formed request message, d 
is a correct cryptographic hash of m, u is the current view, 
n = maxn + 1 where maxn is the largest sequence number in 
i’s history, and hn = H(hn−1, d). Upon accepting the message, 
i appends the ordered request to its history, executes the re-
quest using the current application state to produce a reply 
r, and sends to c a message 〈〈spec-response, u, n, hn, H(r), c, 
t〉si

, i, r, OR〉 where OR = 〈order-req, u, n, hn, d, ND〉sp
.

Additional Pedantic Details: A replica may only accept and 
speculatively execute requests in sequence-number order, but 
message loss or a faulty primary can introduce holes in the 
sequence number space. Replica i discards the order-req 
message if n ≤ maxn. If n > maxn + 1, then i discards the message, 
sends a message 〈fill-hole, u, maxn + 1, n, i〉si

 to the primary, 
and starts a timer. Upon receipt of a message 〈fill-hole, u, k, 
n, i〉si

 from replica i, the primary p sends a 〈〈order-req, u, n', 
hn', d, ND〉sp

, m'〉 to i for each request m’ that p ordered in k ≤ n’ ≤ 
n during the current view; the primary ignores fill-hole requests 
from other views. If  i receives the valid order-req messages 

needed to fill the holes, it cancels the timer. Otherwise, the rep-
lica broadcasts the fill-hole message to all other replicas and 
initiates a view change when the timer fires. Any replica j that 
receives a fill-hole message from i sends the corresponding 
order-req message, if it has received one. If, in the process of 
filling in holes in the replica sequence, replica i receives conflict-
ing order-req messages, then the conflicting messages form a 
proof of misbehavior (POM) as described in protocol step 4d.

4a.  Client receives 3f + 1 matching responses and 
completes the request.

In the absence of faults and timeouts, the client receives 
matching spec-response messages from all 3f + 1 replicas. 
The client can then consider the request and its history to be 
complete and delivers the reply r to the application.

3f + 1 identical replies with identical histories suffice to en-
sure that a client can rely on a response. In particular, 3f + 1 
matching responses means all correct servers have executed 
the request and all preceding requests in the same order, so 
correct servers can always form a majority to vote to keep this 
response, even across view changes.11 In particular, the view 
change subprotocol executes across 2f + 1 responsive servers, 
but any group of 2f + 1 servers must include at least  f + 1 correct 
servers and at most f faulty servers. Thus, the correct servers 
are always able to vote to keep this response, including both 
the application reply and the history of previous actions.

Therefore, upon receiving 3f + 1 distinct messages 
〈〈spec-response, u, n, hn, H(r), c, t〉si

, i, r, OR〉, where i iden-
tifies the replica issuing the response, a client determines 
if they match. spec-response messages from distinct rep-
licas match if they have identical u, n, hn, H(r), c, t, OR, and r 
fields.

3.2. Two-phase case
If the network, primary, or some replicas are slow or faulty, the 
client c may not receive matching responses from all 3f + 1 rep-
licas. The two-phase case applies when the client receives be-
tween 2f + 1 and 3f matching responses. As Figure 1b illustrates, 
steps 1–3 occur as described above, but step 4 is different:

4b.  Client receives between 2f + 1 and 3f matching 
responses, assembles a commit certificate, and 
transmits the commit certificate to the replicas.

The commit certificate is cryptographic proof that a ma-
jority of correct servers agree on the ordering of requests up 
to and including the client’s request. Protocol steps 5 and 6 
complete the second phase of agreement by ensuring that 
enough servers have this proof.

5.  Replica receives a commit message from a client 
containing a commit certificate and acknowledges 
with a local-commit message.

6.  Client receives a local-commit messages from 
2f + 1 replicas and completes the request.

Again, the details of message construction and processing 
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are designed to allow clients and replicas to link the system’s 
actions together into a single linearizable history.

3.2.1. Message processing details

4b.  Client receives between 2f + 1 and 3f matching 
responses, assembles a commit certificate, and 
transmits the commit certificate to the replicas.

A client c sets a timer when it first issues a request. When 
this timer expires, if c has received matching speculative 
responses from between 2f + 1 and 3f replicas, then c has a 
proof that a majority of correct replicas agree on the order in 
which the request should be processed. Unfortunately, the 
replicas, themselves, are unaware of this quorum of match-
ing responses—they only know of their local decision, which 
may not be enough to guarantee that the request completes 
in this order.

Figure 2 illustrates the problem. A client receives 2f + 1 
matching speculative responses indicating that a request req 
was executed as the nth operation in view u. Let these respons-
es come from  f + 1 correct servers C; and  f faulty servers F; and 
assume the remaining  f correct servers C' received an order-
req message from a faulty primary proposing to execute a dif-
ferent request req’ at sequence number n in view u. Suppose 
a view change occurs at this time. The view change subproto-
col must determine what requests were executed with what 
sequence numbers in view u so that the state in view u + 1 is 
consistent with the state in view u. Furthermore, since up to 
f  replicas may be faulty, the view change subprotocol must be 
able to complete using information from only 2f + 1 replicas. 
Suppose now that the 2f + 1 replicas contributing state to a view 
change operation are one correct server from C, f faulty servers 
from F, and f correct but misled servers from C'. In this case, 
only one of the replicas initializing the new view is guaranteed 
to vote to execute req as operation n in the new view, while as 
many as 2f replicas may vote to execute req’ in that position. 
Thus, the system cannot ensure that view u + 1’s state reflects 
the execution of req as the operation with sequence number 
n.

Before client c can rely on this response, it must take addi-
tional steps to ensure the stability of this response. The client 

therefore sends a message 〈commit, c, CC〉sc
 where CC is a com-

mit certificate consisting of a list of 2f + 1 replicas, the replica-
signed portions of the 2f + 1 matching spec-response mes-
sages from those replicas, and the corresponding 2f + 1 replica 
signatures.

Additional Pedantic Details: CC contains 2f + 1 signatures on 
the spec-response message and a list of 2f + 1 nodes, but, 
since all the responses received by c from replicas are iden-
tical, c only needs to include one replica-signed portion of 
the spec-response message. Also note that, for efficiency, 
CC does not include the body r of the reply but only the hash 
H(r).

5.  Replica receives a commit message from a client 
containing a commit certificate and acknowledges 
with a local-commit message.

When a replica i receives a message 〈commit, c, CC〉sc
 

containing a valid commit certificate CC proving that a re-
quest should be executed with a specified sequence number 
and history in the current view, the replica first ensures that 
its local history is consistent with the one certified by CC. If 
so, replica i (1) stores CC if CC’s sequence number exceeds 
the stored certificate’s sequence number and (2) sends a 
message 〈local-commit, u, d, h, i, c〉si

 to c.

Additional Pedantic Details: If the local history simply has 
holes encompassed by CC’s history, then i fills them as de-
scribed in 3. If, however, the two histories contain different 
requests for the same sequence number, then i initiates the 
view change subprotocol. Note that as the view change pro-
tocol executes, correct replicas converge on a single com-
mon history, and those replicas whose local state reflect the 
“wrong” history (e.g., because they speculatively executed 
the “wrong” requests) restore their state from a cryptograph-
ically signed distributed checkpoint.11

6.  Client receives a local-commit messages from 
2f + 1 replicas and completes the request.

The client resends the commit message until it receives 
corresponding local-commit messages from 2f + 1 dis-
tinct replicas. The client then considers the request to be 
complete and delivers the reply r to the application.

2f + 1 local commit messages suffice to ensure that a 
client can rely on a response. In particular, at least f + 1 cor-
rect servers store a commit certificate for the response, and 
since any commit or view change requires participation by at 
least 2f + 1 of the 3f + 1 servers, any subsequent committed re-
quest or view change includes information from at least one 
correct server that holds this commit certificate. Since the 
commit certificate includes 2f + 1 signatures vouching for 
the response, even a single correct server can use the com-
mit certificate to convince all correct servers to accept this 
response (including the application reply and the history.)

Additional Pedantic Details: When the client first sends the 
commit message to the replicas it starts a timer. If this timer 
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Figure 2: Example of a problem that could occur if a client were to 
rely on just 2f + 1 matching responses without depositing a commit 
certificate with the servers.
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expires before the client receives 2f + 1 local-commit mes-
sages then the client moves on to protocol steps described in 
the next subsection.

3.2.2. Client trust
At first glance, it may appear imprudent to rely on clients to 
transmit commit certificates to replicas (4b): what if a faulty 
client sends an altered commit certificate (threatening safety) 
or fails to send a commit certificate (imperiling liveness)?

Safety is ensured even if clients are faulty because com-
mit certificates are authenticated by 2f + 1 replicas. If 
a  client alters a commit certificate, correct replicas will 
ignore it.

Liveness is ensured for correct clients because commit cer-
tificates are cumulative: successfully storing a commit cer-
tificate for request n at 2f + 1 replicas commits those replicas 
to a linearizable total order for all requests up to request n. 
So, if a faulty client fails to deposit a commit certificate, that 
client may not learn when its request completes, and a rep-
lica whose state has diverged from its peers may not imme-
diately discover this fact. However, if at any future time a cor-
rect client issues a request, that request (and a linearizable 
history of earlier requests on which it depends) will either 
(1) complete via 3f + 1 matching responses (4a), (2) complete 
via successfully storing a commit certificate at 2f + 1 replicas 
(4b–6), or (3) trigger a view change (4c or 4d below).

3.3. Timeout and view change cases
Cases 4a and 4b allow a client c’s request to complete with 
2f + 1 to 3f + 1 matching responses. However, if the primary 
or network is faulty, c may not receive matching spec-re-
sponse or local-commit messages from even 2f + 1 repli-
cas. Cases 4c and 4d therefore ensure that a client’s request 
either completes in the current view or that a new view with 
a new primary is initiated. In particular, case 4c is triggered 
when a client receives fewer than 2f + 1 matching responses 
and case 4c occurs when a client receives responses indicat-
ing inconsistent ordering by the primary.¶

4c.  Client receives fewer than 2f + 1 matching 
spec-response messages and resends its request to 
all replicas, which forward the request to the pri-
mary in order to ensure that the request is assigned 
a sequence number and eventually executed.

A client sets a second timer when it first issues a request. 
If the second timer expires before the request completes, 
the client suspects that the primary may not be ordering 
requests as intended, so it resends its request message 
through the remaining replicas so that they can track the re-
quest’s progress and, if progress is not satisfactory, initiate a 
view change. This case can be understood by examining the 
behavior of a nonprimary replica and of the primary.

Replica. When nonprimary replica i receives a message 
〈request, o, t, c〉sc

 from client c, then if the request has a 
higher time stamp than the currently cached response for 

that client, i sends a message 〈confirm-req, u, m, i〉si
 where 

m = 〈request, o, t, c〉sc
 to the primary p and starts a timer. If 

the replica accepts an order-req message for this request 
before the timeout, it processes the order-req message as 
described above. If the timer fires before the primary orders 
the request, the replica initiates a view change.

Primary. Upon receiving the message 〈confirm-req, u, 
m, i〉si

 from replica i, the primary p checks the client’s time 
stamp for the request. If the request is new, p sends a new 
order-req message using a new sequence number as de-
scribed in step 2.

Additional Pedantic Details: If replica i does not receive the 
order-req message from the primary, the replica sends the 
confirm-req message to all other replicas. Upon receipt 
of a confirm-req message from another replica j, replica 
i sends the corresponding order-req message it received 
from the primary to j; if i did not receive the request from the 
client, i acts as if the request came from the client itself. To 
ensure eventual progress, a replica doubles its current tim-
eout in each new view and resets it to a default value if a view 
succeeds in executing a request.

Additionally, to retain exactly once semantics, replicas main-
tain a cache that stores the reply to each client’s most recent 
request. If a replica i receives a request from a client and the 
request matches or has a lower client-supplied time stamp than 
the currently cached request for client c, then i simply resends 
the cached response to c. Similarly, if the primary p receives an 
old client request from replica i, p sends to i the cached order-
req message for the most recent request from c. Furthermore, 
if replica i has received a commit certificate or stable check-
point for a subsequent request, then the replica sends a local-
commit to the client even if the client has not transmitted a 
commit certificate for the retransmitted request.

4d.  Client receives responses indicating inconsis-
tent ordering by the primary and sends a proof of 
misbehavior to the replicas, which initiate a view 
change to oust the faulty primary.

If client c receives a pair of spec-response messages 
containing valid messages OR = 〈order-req, u, n, hn, d, ND〉
sj for the same request (d = H(m) ) in the same view u with dif-
fering sequence number n or history hn or ND, then the pair 
of order-req messages constitutes a proof of misbehavior2 
(POM) against the primary. Upon receipt of a POM, c sends a 
message 〈pom, u, POM〉sc

 to all replicas. Upon receipt of a valid 
pom message, a replica initiates a view change and forward 
the pom message to all other replicas.

4. EVALUATION
This section examines the performance of Zyzzyva and com-
pares it with existing approaches. We run our experiments 
on 3.0 GHz Pentium-4 machines with the Linux 2.6 kernel. 
We use MD5 for hashing and UMAC4 for message authen-
tication codes (MACs). MD5 is known to be vulnerable, but 
we use it to make our results comparable with those in the 
literature. Since Zyzzyva uses fewer MACs per request than 
any of the competing algorithms, our advantages over other 

¶ Note that cases 4b and 4c are not exclusive of 4d; a client may receive mes-
sages that are both sufficient to complete a request and also a proof a misbe-
havior against the primary.
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algorithms would be increased if we were to use the more 
secure, but more expensive, SHA-256.

For comparison, we run Castro and Liskov’s implemen-
tation of Practical Byzantine Fault Tolerance (PBFT)4 and 
Cowling et al.’s implementation of hybrid quorum (HQ)6; we 
scale-up HQ’s measured throughput for the small request/
response benchmark by 9% to account for their use of SHA-
1 rather than MD5. We include published throughput mea-
surements for Q/U1; we scale Q/U’s reported performance up 
by 7.5% to account for our use of 3.0 GHz rather than 2.8GHz 
machines. We also compare against the measured perfor-
mance of an unreplicated server.

To stress-test Zyzzyva we use the microbenchmarks de-
vised by Castro and Liskov4 In the 0/0 benchmark, clients 
send null requests and receive null replies. In the 4/0 bench-
mark, clients send 4KB requests and receive a null replies. 
In the 0/4 benchmark, clients send null requests and re-
ceive 4KB replies. In all experiments, we configure all BFT 
systems to tolerate f = 1 faults; we examine performance for 
other configurations elsewhere.11

In the preceding sections, we describe a simplified ver-
sion of the protocol. In our extended paper,12 we detail a 
number of optimizations, all implemented in the prototype 
measured here, that (1) reduce encryption costs by replac-
ing public key signatures with MACs,4 (2) improve through-
put by agreeing on the order of batches of requests,4 (3) re-
duce the impact of lost messages by caching out-of-order 
messages, (4) improve read performance by optimizing 
read-only requests,4 reduce bandwidth by allowing most 
replicas to send hashes rather than full replies to clients,4 
(5) improve the performance of Zyzzyva’s two-phase case by 
using a commit optimization in which replicas use a client 
hint to initiate and complete the second phase to commit 
the request before they execute the request and send the re-
sponse (with the committed history) back to the client, and 
(6) reduce overheads by including MACs only for a preferred 
quorum.6 In the extended paper we also describe Zyzzyva5, 
a variation of the protocol that requires 5f + 1 agreement 
replicas but that improves performance in the presence of 
faulty replicas by completing in three one-way message ex-
changes as in Figure 1a even when up to f nonprimary rep-
licas are faulty.

In the following experiments, unless noted otherwise, we use 
all of the optimizations other than preferred quorums for Zyzzy-
va. PBFT4 does not implement the preferred quorum optimiza-
tion, but HQ does.6 We do not use the read-only optimization 
for Zyzzyva and PBFT unless we state so explicitly.

4.1. Cost model
Our evaluation focuses on three metrics that BFT replica-
tion must optimize to be practical for a broad range of 
services: replication cost, throughput, and latency. Before 
we dive into experimental evaluation in the following sec-
tions, Table 2 puts our results in perspective by providing 
a high-level analytic model of Zyzzyva and of several other 
recent BFT protocols. The table also shows lower bounds on 
BFT state machine replication overheads for each of these 
dimensions.

In the first row of the table body, replication cost refers 
to the number of replicas required to construct a system 
that tolerates f Byzantine faults. The importance of mini-
mizing this metric for practical services is readily appar-
ent. We show two values: replicas with application state in-
dicates the number of replicas that must both participate 
in the coordination protocol and also maintain application 
state for executing application requests. Conversely, total 
replicas indicates the total number of machines that must 
participate in the protocol including, for some protocols, 
“witness nodes” that do not maintain application state or 
execute application requests. This distinction is important 
because witness nodes may be simpler or less expensive 
than nodes that must also execute requests to run the rep-
licated service.

Zyzzyva and PBFT (with Yin et al.’s optimization for sepa-
rating agreement and execution26) meet the replication cost 
lower bounds of 2f + 1 application replicas (so a majority of 
nodes are correct)24 and 3f + 1 total replicas (so agreement 
on request order can be reached).21

In the next row of the table body, throughput is deter-
mined by the processing overhead per request. Our simple 
model focuses on CPU intensive cryptographic operations. 
All of the systems we examine use Castro’s MAC authentica-
tor construct4 to avoid using expensive asymmetric cryptog-
raphy operations.

Table 2: Properties of state-of-the-art and optimal Byzantine fault-tolerant (BFT) service replication systems tolerating f faults, using MACS for 
authentication,4 assuming preferred quorum optimization, and using a batch size of b.4

PBFT4 Q/U1 HQ6 Zyzzyva

State Machine 

Replication 

Lower Bound

Cost Total replicas 3f + 1 5f + 1 3f + 1 3f + 1 3f + 121

Replicas with application state 2f + 126 5f + 1 3f + 1 2f + 1 2f + 124

Throughput MAC ops at bottleneck server 2 + (8f + 1)/b 2 + 8f 4 + 4f 2 + 3f/b 2a

Latency NW one-way latencies on critical path 4 2 4 3 2 or 3b

Bold entries denote protocols that match known lower bounds or those with the lowest known cost.
a It is not clear that this trivial lower bound is achievable.
b �The distributed systems literature typically considers three one-way latencies to be the lower bound for agreement on client requests17; two one-way laten-
cies is achievable if no request contention is assumed.
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The (trivial) lower bound on processing overhead is for 
each server to process two MAC operations per client re-
quest: one to verify the client’s request and one to authen-
ticate its reply. Zyzzyva and PBFT approach this bound by 
using a  batching optimization in which the primary accu-
mulates a batch of b client requests and leads agreement on 
that batch rather than on each individual request. Zyzzyva’s 
speculative execution allows it to avoid several rounds of all-
to-all communication among servers, so it requires fewer 
MAC operations per batch than PBFT.

In the last row of the table body, latency counts the num-
ber of one-way message delays from when a client issues a re-
quest until it receives a reply. In the general case, agreement 
requires three message delays,17 and Zyzzyva matches this 
bound by having requests go from the client to the primary 
to the replicas to the client. Q/U circumvents this bound by 
optimizing for the case of no request contention so that re-
quests go directly from the client to the replicas to the cli-
ent. We chose to retain the extra hop through the primary in 
Zyzzyva because it facilitates batching, which we consider to 
be an important throughput optimization.

The models described in this subsection focus on what 
we regard as important factors for understanding the perfor-
mance trade-offs of different algorithms, but they necessarily 
omit details present in implementations. Also, as is custom-
ary,1,4,6,23,26 Table 2 compares the protocols’ performance dur-
ing the optimized case of fault-free, timeout-free execution. In 
the rest of this section we experimentally examine these proto-
cols’ throughput, latency, and performance during failures.

4.2. Throughput
Figure 3 shows the throughput measured for the 0/0 bench-
mark for Zyzzyva, Zyzzyva5,11 PBFT, and HQ (scaled as noted 
above). For reference, we also show the peak throughput re-
ported for Q/U1 in the f = 1 configuration, scaled to our envi-
ronment as described above.

Zyzzyva executes over 50K requests/second without 
batching, and this number rises to 86K requests/second 
when batching is activated with 10 requests per batch. As the 

figure illustrates, Zyzzyva enjoys a significant throughput ad-
vantage over the other protocols.

It is also worth noting that when batching is enabled, 
Zyzzyva’s throughput is within 35% of the throughput of an 
unreplicated server that simply replies to client requests 
over an authenticated channel. Furthermore, this gap would 
fall if the service being replicated were more demanding 
than the null service examined here. Overall, we speculate 
that Zyzzyva’s throughput is sufficient to support BFT repli-
cation for a broad range of demanding services.

4.3. Latency
Figure 4 shows the latencies of Zyzzyva, Zyzzyva5, HQ, and 
PBFT for the 0/0, 0/4, and 4/0 workloads with a single client is-
suing one request at a time. We examine both the default read/
write requests that use the full protocol and read-only requests 
that can exploit Zyzzyva and PBFT’s read-only optimization.4

We did not succeed in getting Abd-El-Malek et al.’s im-
plementation of Q/U running in our environment. However, 
because Table 2 suggests that Q/U may have a latency advan-
tage over other protocols, for comparison we implement an 
idealized model of Q/U designed to provide an optimistic 
estimate of Q/U’s latency in our environment. In our ideal-
ized implementation, a client simply generates and sends 
4f + 1 MACs with a request, each replica verifies 4f + 1 MACs 
(1 to authenticate the client and 4f + 1 to validate the report-
ed state), each replica in a preferred quorum6 generates and 
sends 4f + 1 MACs (1 to authenticate the reply to the client 
and 4f to authenticate the new state) with a reply to the cli-
ent, and the client verifies 4f + 1 MACs.

For the read/write 0/0 and 4/0 benchmarks, Q/U does 
have a modest latency advantage over Zyzzyva as predicted 
by Table 2. For the read-only benchmarks, the situation is re-
versed with Zyzzyva exhibiting modestly lower latency than 
Q/U because Zyzzyva’s read-only optimization completes 
read-only requests in two message delays (like Q/U) but uses 
fewer cryptographic operations.

Figure 5 shows latency and throughput as we vary offered 
load for the 0/0 benchmark. As the figure illustrates, batching in 
Zyzzyva, Zyzzyva5, and PBFT increases latency but also increases 
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peak throughput. Adaptively setting the batch size in response 
to workload characteristics is an avenue for future work.

Overall, all of the BFT protocols do add service latency 
compared to an unreplicated server, but Zyzzyva is generally 
competitive with the best protocols by this metric. We spec-
ulate that the additional 120 to 250 microseconds that Zyzzy-
va requires compared to an unreplicated server will be a sig-
nificant barrier for only the most demanding services, and 
we note that the relative gap would shrink for services that 
do more than execute the null request.

4.4. Performance during failures
Zyzzyva guarantees correct execution with any number of 
faulty clients and up to f faulty replicas. However, its perfor-
mance is optimized for the case of failure-free operation, 
and a single faulty replica can force Zyzzyva to execute the 
slower two-phase protocol.

One solution is to buttress Zyzzyva’s fast one-phase path 
by employing additional servers. Zyzzyva511 uses a total of 
5f + 1 servers (2f + 1 full replicas and 3f additional witnesses) 
to allow the system to complete requests via the fast commu-
nication pattern shown in Figure 1a when the client receives 
4f + 1 (out of 5f + 1) matching replies.

Surprisingly, however, even when running with 3f + 1 rep-
licas, Zyzzyva remains competitive with existing protocols 
even when it falls back on two-phase operation. In particu-
lar, Zyzzyva’s cryptographic overhead at the bottleneck rep-
lica increases from 2 + ( (3f + 1)/b) to 3 + ( (5f + 1)/b) operations 
per request if we simply execute the two-phase algorithm 
described above.** Furthermore, our implementation also 
includes a commit optimization12 that reduces cryptographic 
overheads to 2 + ( (5f + 1)/b) cryptographic operations per re-
quest by having replicas that suspect a faulty primary initi-
ate and complete the second phase to commit the request 
before they execute the request and send the response (with 

the committed history) back to the client.
Figure 6 compares throughputs of Zyzzyva, Zyzzyva5, 

PBFT, and HQ in the presence of f nonprimary-server fail-
stop failures. We do not include a discussion of Q/U in this 
section as the throughput numbers of Q/U with failures are 
not reported,1 but we would not expect a fail-stop failure by 
a replica to significantly reduce the performance shown for 
Q/U in Figure 3. Also, we do not include a line for the unrep-
licated server case as the throughput falls to zero when the 
only server suffers a fail-stop failure.

As Figure 6 shows, without the commit optimization, 
falling back on two-phase operation reduces Zyzzyva’s maxi-
mum throughput from 86K requests/second (Figure 3) to 
52K requests/second. Despite this extra overhead, Zyzzyva’s 
“slow case” performance remains within 13% of PBFT’s per-
formance, which is less highly tuned for the failure-free case 
and which suffers no slowdown in this scenario. Zyzzyva’s 
commit optimization repairs most of the damage caused by a 
fail-stop replica, maintaining a throughput of 82 K requests/
second which is within 5% of the peak throughput achieved 
for the failure-free case. For systems that can afford extra 
witness replicas, Zyzzyva5’s throughput is not significantly 
affected by the fail-stop failure of a replica, as expected.

5. RELATED WORK
Zyzzyva stands on the shoulders of recent efforts that have 
dramatically cut the costs and improved the practicality of 
BFT replication. Castro and Liskov’s PBFT protocol4 devised 
techniques to eliminate expensive signatures and poten-
tially fragile timing assumptions, and it demonstrated high 
throughputs of over 10K requests/second. This surprising 
result jump started an arms race in which researchers re-
duced replication costs,26 and improved performance1,6,13 
of BFT service replication. Zyzzyva incorporates many of the 
ideas developed in these protocols and folds in the new idea 
of speculative execution to construct an optimized fast path 
that significantly outperforms existing protocols and that 
has replication cost, processing overhead, and latency that 
approach the theoretical minima for these metrics.

Figure 5: Latency versus throughput for the 0/0 benchmark. Q/U 
throughput is scaled from1. Q/U best latency is the measured latency 
for our idealized model implementation of Q/U under low offered load.
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Numerous BFT agreement protocols4,6,13,18,23,26 have used 
tentative execution to reduce the latency experienced by cli-
ents. This optimization allows replicas to execute a request 
tentatively as soon as they have collected the equivalent of a 
Zyzzyva commit certificate for that request. This optimiza-
tion may appear similar to Zyzzyva’s support for speculative 
execution, but there are two fundamental differences. First, 
Zyzzyva’s speculative execution allows requests to complete 
at a client after a single phase, without the need to compute 
a commit certificate: this reduction in latency is not possible 
with traditional tentative executions. Second, and more im-
portantly, in traditional BFT systems a replica can execute a re-
quest tentatively only after the replica knows that all previous 
requests have been committed. In Zyzzyva, replicas continue 
to execute requests speculatively, without waiting to know 
that requests with lower sequence numbers have completed. 
This difference is what lets Zyzzyva leverage speculation to 
achieve not just lower latency but also higher throughput.

Speculator20 allows clients to speculatively complete op-
erations at the application level and perform client-level roll-
back. A similar approach could be used in conjunction with 
Zyzzyva to support clients that want to act on a reply optimis-
tically rather than waiting on the specified set of responses.

Zyzzyva’s focus is on maximizing the peak performance of 
BFT replication. Conversely, Clement et al.5 argue that BFT 
systems should seek not only to ensure safety but also good 
performance in the presence of Byzantine faults, and their 
Aardvark system eliminates fragile optimizations that maxi-
mize best-case performance but that can allow a faulty client 
or server to drive the system down expensive execution paths.

6. CONCLUSION
By systematically exploiting speculation, Zyzzyva exhibits 
significant performance improvements over existing BFT 
protocols. The throughput overheads and latency of Zyzzyva 
approach the theoretical lower bounds for any BFT state ma-
chine replication protocol.

Looking forward, although we expect continued progress 
in improving the performance (for example, by making ad-
ditional assumptions about the application characteristics) 
and robustness (in the presence of broader range of failure 
scenarios) of BFT replication, we believe that Zyzzyva dem-
onstrates that BFT overheads should no longer be regarded 
as a barrier to using BFT replication for even many highly 
demanding services. acknowledgments
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Department of Computer Science
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Duke University
Department of Computer Science
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ciplinary foundation and demonstrate promise of 
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Applications should be submitted online at 
www.cs.duke.edu/facsearch. A Ph.D. in computer 
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Durham, Chapel Hill, and the Research Tri-
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Drake University 
Department of Mathematics and  
Computer Science
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2009. Ph.D. or near completion in computer science 
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Drake University is an  
equal-opportunity employer.

Fairfield University
Department of Mathematics and Computer 
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candidate with demonstrated excellence in and 
enthusiasm for teaching, a desire to contribute to 
the culture and development of a small program, 
and evidence of research potential. A doctorate in 
computer science is required. The teaching load 
is 3 courses/9 credit hours per semester.

The successful candidate will have a strong 
background in software design/languages and 
will be expected to teach a wide variety of courses 
including: Introduction to Computer Science, 
Data Structures, Software Design, Theory of Pro-
gramming Languages, and Compiler Design.

Fairfield University, founded by the Jesuits, 
is a comprehensive university with about 3,200 
undergraduates and a strong emphasis on liberal 
arts education. The department has an active fac-
ulty of 14 full-time tenured or tenure track mem-
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     



     
   
   

Faculty Positions  
in Computer Science  

Ecole polytechnique fédérale de Lausanne

the Howard Hughes Medical Institute awarded the 
College a substantial grant to launch a bioinfor-
matics program. The successful candidate will—
together with colleagues in Computer Science and 
Biology—design, implement, and sustain new ma-
jors in Computer Science and Bioinformatics.

Our teaching load is 3/2 and includes partici-
pation in the College’s general education require-
ment, “Foundations,” and/or our First-Year Semi-
nar program. A course release is available in each 
of the first two years for work on program devel-
opment. Salary will be competitive with computer 
science salaries at other liberal arts institutions, 
and significant support is provided for students 
to collaborate on research.

Teaching experience, evidence of scholarly 
achievement, and demonstrated interest in collab-
orating with colleagues from other disciplines are 
all required. Candidates should submit the follow-
ing to Barbara Nimershiem, Chair, Computer Sci-
ence Search Committee, Franklin & Marshall Col-
lege, P.O. Box 3003, Lancaster PA 17604-3003 USA:

a letter of application;˲˲
a curriculum vitae;˲˲
teaching and research statements;˲˲
�teaching evaluations (by students and/ ˲˲
or supervisors);
a graduate transcript; and˲˲
�three letters of recommendation, including at ˲˲
least one that addresses the applicant’s teach-
ing ability.

We will not accept application materials elec-
tronically. Completed applications received by 
December 1, 2008, are guaranteed full consider-

ation, although review of applications will contin-
ue until the position is filled. Direct any questions 
to cssearch@fandm.edu or call Barbara Nimer-
shiem at 717-291-3932.

Franklin & Marshall College is a highly selec-
tive liberal arts college located in Lancaster, Penn-
sylvania, about one and one half hours from both 
Philadelphia and Baltimore. For more information 
about the College, see our web site at www.fandm.
edu. Franklin & Marshall College has a demon-
strated commitment to cultural pluralism. EOE

Hong Kong University of Science & 
Technology
Assistant/Associate Professor

The Department of Computer Science and Engi-
neering is expected to have two faculty positions 
open at Assistant/Associate Professor level for the 
2009-2010 academic year. The Department cur-
rently has 40 faculty members recruited from ma-
jor universities and research institutions around 
the world, about 600 undergraduate students, and 
about 160 postgraduate students. The medium of 
instruction is English. More information on the De-
partment can be found at http://www.cse.ust.hk. 

The Department is looking for faculty candi-
dates with interests in multidisciplinary research 
in the areas of computational science, such as 
financial engineering, bioinformatics, and com-
putational modeling and simulation. Additional 
research areas including embedded systems, pro-
gramming languages and compiler, and multi-
core computing will be considered. Applicants 

should have a PhD degree and demonstrated po-
tential in teaching and research. 

Initial appointment will be made on contract 
terms for 3 years which is renewable subject to 
mutual agreement. Salary is highly competitive 
and will be commensurate with qualifications and 
experience. A gratuity will be payable upon satis-
factory completion of contract. Fringe benefits in-
cluding medical/dental benefits, annual leave and 
housing will be provided where applicable.

Applications should be sent through e-mail 
including a cover letter, curriculum vitae (includ-
ing the names and contact information of at least 
three referees), a research statement and a teach-
ing statement (all in PDF format) to csrecruit@
cse.ust.hk. Priority will be given to applications 
received by 31 January 2009. Applicants will be 
promptly acknowledged through e-mail upon re-
ceiving the electronic application material.

Helsinki Institute for Information 
Technology (HIIT)
Director

Applications for the position of DIRECTOR of the 
Helsinki Institute for Information Technology 
HIIT are now welcomed. 

HIIT conducts world-class research on future 
information technology. It is a joint research in-
stitution of Helsinki University of Technology 
TKK and the University of Helsinki (UH).

Please visit www.hiit.fi/jobs to see a full job 
description and to know how to apply. 

The application deadline is 13 October 2008. 

mailto:cssearch@fandm.edu
http://www.cse.ust.hk
http://www.hiit.fi/jobs
http://www.fandm.edu
http://www.fandm.edu
mailto:csrecruit@cse.ust.hk
mailto:csrecruit@cse.ust.hk
http://www.cis.cornell.edu/apply
http://www.cis.cornell.edu/apply
mailto:frecruit@cs.cornell.edu
http://chronicle.com/jobs/profiles/2377.htm
http://icrecruiting.epfl.ch
mailto:recruiting.ic@epfl.ch
http://www.epfl.ch
http://ic.epfl.ch
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Kansas State University
Department of Computing and  
Information Sciences

The Department of Computing and Information 
Sciences seeks a dynamic individual for its depart-
ment head. The successful candidate will be a senior 
scholar/researcher who possesses a Ph.D. degree in 
Computer Science or in a closely related field, has 
excellent management abilities, and possesses 
effective interpersonal skills. The new head is an-
ticipated to be tenured at full professor; candidates 
from all areas of computing are invited to apply.

The new head will administer teaching, re-
search, scholarship, outreach, and service activi-
ties in a diverse and dynamic department consist-
ing of 17 tenure-track faculty and 3 instructors, 
who lead research programs in bioinformatics 
and data mining, embedded and distributed sys-
tems, programming languages, security, and soft-
ware engineering. Information about the depart-
ment can be found at www.cis.ksu.edu.

To apply, email a cover letter, vita, and contact 
information for four references to recruiting@
cis.ksu.edu or mail hard copy to:

David Schmidt, Chair, Department Head 
Search Committee

Computing and Information Sciences Dept.
234 Nichols Hall, Kansas State University
Manhattan, KS 66506
(telephone: 785-532-7912)

Electronic submission (pdf, ps, doc, or txt) is pre-
ferred. Review of applications commences January 
1, 2009 and continues until the position is filled.

KANSAS STATE UNIVERSITY IS AN EQUAL 
OPPORTUNITY/AFFIRMATIVE ACTION EM-
PLOYER. QUALIFIED WOMEN AND MINORITIES 
ARE ENCOURAGED TO APPLY. Paid for by Kansas 
State University.

Max Planck Institute for Software 
Systems (MPI-SWS)
Tenure-track faculty openings

Applications are invited for tenure-track and 
tenured faculty positions in all areas related to 
the design, analysis and engineering of software 
systems, including programming languages, for-
mal methods, security, distributed, networked 
and embedded systems, databases and informa-
tion systems, and human-computer interaction. 
A doctoral degree in computer science or related 
areas and an outstanding research record are 
required. Successful candidates are expected to 
build a team and pursue a highly visible research 
agenda, both independently and in collaboration 
with other groups. Senior candidates must have 
demonstrated leadership abilities and recog-
nized international stature. 

MPI-SWS, founded in 2005, is part of a net-
work of eighty Max Planck Institutes, Germany’s 
premier basic research facilities. MPIs have an 
established record of world-class, foundational 
research in the fields of medicine, biology, chem-
istry, physics, technology and humanities. Since 
1948, MPI researchers have won 17 Nobel prizes. 
The new MPI-SWS aspires to meet the highest 
standards of excellence and international recog-
nition with its research in software systems. 

To this end, the institute offers a unique envi-
ronment that combines the best aspects of a uni-

Saarland University is 
seeking to establish several
Junior Research Groups (W1/W2)

within the recently established Cluster of Excellence “Multimodal Computing 
and Interaction” which was established by the German Research Foundation 
(DFG) within the framework of the German Excellence Initiative. 

The term “multimodal” describes the different types of digital information 
such as text, speech, images, video, graphics, and high-dimensional data, and 
the way it is perceived and communicated, particularly through vision, hear-
ing, and human expression. The challenge is now to organize, understand, and 
search this multimodal information in a robust, efficient and intelligent way, 
and to create dependable systems that allow natural and intuitive multimodal 
interaction. We are looking for highly motivated young researchers with a back-
ground in the research areas of the cluster, including algorithmic foundations, 
secure and autonomous networked systems, open science web, information 
processing in the life sciences, visual computing, large-scale virtual environ-
ments, synthetic virtual characters, text and speech processing and multimodal 
dialog systems. Additional information on the Cluster of Excellence is available 
on http://www.mmci.uni-saarland.de. Group leaders will receive junior faculty 
status at Saarland University, including the right to supervise Bachelor, Master 
and PhD students. Positions are limited to five years.

Applicants for W1 positions (phase I of the program) must have completed an 
outstanding PhD. Upon successful evaluation after two years, W1 group leaders 
are eligible for promotion to W2. Direct applicants for W2 positions (phase II of 
the program) must have completed a postdoc stay and must have demonstrated 
outstanding research potential and the ability to successfully lead their own re-
search group. Junior research groups are equipped with a budget of 80k to 100k 
Euros per year to cover research personnel and other costs.

Saarland University has leading departments in computer science and computa-
tional linguistics, with more than 200 PhD students working on topics related to 
the cluster (see http://www.informatik-saarland.de for additional information). 
The German Excellence Initiative recently awarded multi-million grants to the 
Cluster of Excellence “Multimodal Computing and Interaction” as well as to the 
“Saarbrücken Graduate School of Computer Science”. An important factor to this 
success were the close ties to the Max Planck Institute for Computer Science, the 
German Research Center for Artificial Intelligence (DFKI), and the Max Planck 
Institute for Software Systems which are co-located on the same campus.

Candidates should submit their application (curriculum vitae, photograph, 
list of publications, short research plan, copies of degree certificates, copies of 
the five most important publications, list of five references) to the coordinator 
of the cluster, Prof. Hans-Peter Seidel, MPI for Computer Science, Campus E1 
4, 66123 Saarbrücken, Germany. Please, also send your application as a single 
PDF file to applications@mmci.uni-saarland.de. 

The review of applications will begin on January 15, 2009, and applicants are 
strongly encouraged to submit applications by that date; however, applications 
will continue to be accepted until January 31, 2009. Final decisions will be made 
following a candidate symposium that will be held during March 9 – 13, 2009.

Saarland University is an equal opportunity employer. In accordance with its pol-
icy of increasing the proportion of women in this type of employment, the Uni-
versity actively encourages applications from women. For candidates with equal 
qualification, preference will be given to people with physical disabilities. 

http://www.cis.ksu.edu
http://www.mmci.uni-saarland.de
http://www.informatik-saarland.de
mailto:applications@mmci.uni-saarland.de
mailto:recruiting@cis.ksu.edu
mailto:recruiting@cis.ksu.edu
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versity department and a research laboratory: 
a) �Faculty receive generous base funding to build 

and lead a team of graduate students and post-
docs. They have full academic freedom and 
publish their research results freely. 

b) �Faculty have the opportunity to supervise doc-
toral theses, teach graduate and undergradu-
ate courses, and have the flexibility to incorpo-
rate teaching into their research agenda. 

c) �Faculty are provided with outstanding techni-
cal and administrative support facilities as 
well as internationally competitive compensa-
tion packages. 

Funds have been committed to grow the insti-
tute to a strength of 17 tenured and tenure-track 
faculty, and about 100 doctoral and post-doctoral 
positions. Additional growth through outside 
funding is expected. We maintain an open, in-
ternational and diverse work environment and 
seek applications from outstanding researchers 
regardless of national origin or citizenship. The 
working language is English; knowledge of the 
German language is not required for a successful 
career at the institute. 

The institute is located in Kaiserslautern and 
Saarbruecken, in the tri-border area of Germany, 
France and Luxembourg. The area offers a high 
standard of living, beautiful surroundings and 
easy access to major metropolitan areas in the 
center of Europe, as well as a stimulating, com-
petitive and collaborative work environment. In 
immediate proximity are the MPI for Informatics, 
Saarland University, the Technical University of 
Kaiserslautern, the German Center for Artificial 

Intelligence (DFKI), and the Fraunhofer Insti-
tutes for Experimental Software Engineering and 
for Industrial Mathematics. 

Qualified candidates should apply online at 
http://www.mpi-sws.org/application. 

The review of applications will begin on Janu-
ary 12, 2009, and applicants are strongly encour-
aged to apply by that date; however, applications 
will continue to be accepted until February 27, 
2009. 

The Max Planck Society is committed to in-
creasing the representation of minorities, women 
and individuals with physical disabilities in Com-
puter Science. We particularly encourage such 
individuals to apply. 

Mississippi State University
Faculty Positions in Computer Science or 
Software Engineering

The Department of Computer Science and Engi-
neering (http://www.cse.msstate.edu) is seeking 
to fill an open position for a tenure-track faculty 
member at the Assistant/Associate Professor lev-
els. Evidence of strong potential for excellence in 
research (including the ability to attract external 
funding) and teaching at the graduate and un-
dergraduate levels is required. The primary area 
of interest for this position is Software Engineer-
ing, but applicants in the areas of artificial intel-
ligence, scientific computing, networking and 
high performance computing, computer secu-
rity, and graphics and visualization will also be 
considered. Mississippi State University is the 

largest university in the State of Mississippi with 
approximately 1000 faculty and 18,000 students. 
The Department of Computer Science and Engi-
neering has 18 tenure-track faculty positions and 
offers academic programs leading to the bach-
elor’s, master’s and doctoral degrees in computer 
science and bachelor’s degrees in software engi-
neering and computer engineering. The Depart-
ment also cooperates with the Department of 
Electrical and Computer Engineering in offering 
master’s and doctoral degrees in computer engi-
neering, and participates in the interdisciplinary 
program in computational engineering leading 
to master’s and doctoral degrees. Faculty mem-
bers and graduate students work with a number 
of on-campus research centers including the 
Center for Computer Security Research, the High 
Performance Computing Collaboratory, the Insti-
tute for Neurocognitive Science and Technology, 
the Institute for Digital Biology, the Center for Ad-
vanced Vehicular Systems and the GeoResources 
Institute. Seven faculty members in the depart-
ment have been recognized by NSF CAREER 
awards, and faculty members within the depart-
ment currently hold grants from the NSF, NASA, 
Department of Defense, Department of Justice, 
industry, as well as others. Department research 
expenditures total around three million dollars 
per year. Mississippi State is ranked in the top 100 
among public universities in the nation by the Na-
tional Science Foundation for total institutional 
research expenditures.

Applicants should submit a letter of appli-
cation, curriculum vita, teaching statement, 
research statement, and names and contact in-
formation of at least three references online at 
http://www.jobs.msstate.edu/. Review of applica-
tions will begin not earlier than November 2008 
and continue until the position is filled. MSU is an 
Affirmative Action/Equal Opportunity Employer.

New Jersey Institute of Technology
Assistant Professor/Software,  
Software Engineer

The Computer Science Dept. at New Jersey In-
stitute of Technology (NJIT) seeks to hire faculty 
for a tenure-track position beginning Fall 2009. 
Applications are invited from candidates with 
research & teaching interests in multiple aspects 
of software, such as Software Engineering & Web 
Technologies & Services. Experience with practi-
cal software building and/or Open Source proj-
ects a plus. 

Applicant should have a PhD (or expect to re-
ceive one by summer 2009) in computer science. 
Applicant should have demonstrated potential 
for original research, a commitment to excellence 
in teaching & familiarity with practical aspects of 
software. Salary is competitive & commensurate 
with appointment rank & qualifications.

NJIT is a public research university. The dept. 
offers programs at the undergraduate, masters & 
PhD levels in Computer Science. The dept. also of-
fers undergraduate & graduate degree programs 
in Bioinformatics. NJIT is located in Newark’s 
University Heights, a multi-institutional campus 
shared with Rutgers University at Newark, the 
University of Medicine & Dentistry of New Jersey 
& Science Park. NJIT’s location in the NY metro 
area is ideal for research collaboration. The area 
is home to other universities & research labora-
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Tenure-Track Full Professor
in Embedded Security

Department of Electrical and Computer Engineering
The Department of Electrical and Computer Engineering at the University of Massachusetts 
Amherst invites applications from candidates for a tenure-track position in Embedded 
Security at the Full Professor level starting September 2009. We seek to aggressively grow 
our expertise in Embedded Security which spans Communications, Networking, 
Microelectronics, Cryptography and Embedded Systems Engineering. In collaboration
with various government and industry organizations as well as faculty in Computer Science 
and Transportation Engineering, we are currently establishing a new research center
in Embedded Security. Information about the ECE Department can be found at
http://www.ecs.umass.edu/ece

Candidates should have a well-established track record of research excellence in the areas 
of interest for this search, which include but are not limited to: applied cryptography, RFID, 
embedded systems, cryptanalysis, and secure system prototyping. In addition to a 
demonstrated commitment to teaching at both the undergraduate and graduate levels, 
candidates should have an understanding of diversity issues and their educational importance, 
a strong publication record, demonstrated leadership and vision in their field, and a 
demonstrated ability to attract significant external research support.

Rank and salary will be commensurate with qualifications and experience. The committee 
will begin reviewing applications on November 1, 2008. The search will continue until
the position is filled. Interested applicants should send a CV, statement of research
and teaching interests, and the names and addresses of at least four references to: 
embeddedsecuritysearch@ecs.umass.edu, or printed copy to: Search Committee,
Embedded Security, Electrical and Computer Engineering, University of Massachusetts, 
Knowles Engineering Building, 151 Holdsworth Way, Amherst, MA 01003. 

The University, College, and Department are committed to increasing diversity of the 
faculty, student body, and curriculum, and welcome applications from women and other 
underrepresented groups. UMASS is an Affirmative Action/Equal Opportunity Employer. 

http://www.mpi-sws.org/application
http://www.cse.msstate.edu
http://www.jobs.msstate.edu/
http://www.ecs.umass.edu/ece
mailto:embeddedsecuritysearch@ecs.umass.edu
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tories, as well as major financial, telecommuni-
cations & pharmaceutical companies, offering 
excellent opportunities for collaboration, con-
sulting & industry sponsored research.

New Jersey enjoys a high standard of living & 
quality of life. Newark is minutes from New York 
City & close to the Jersey Shore, providing a wide 
range of cultural & leisure activities. To apply, visit 
njit.jobs & must use posting #0600306. Please in-
clude the following: 

CV ˲˲
research statement ˲˲
teaching statement cover letter ˲˲

Please also ask at least three references to send 
letters of recommendation to faculty-search@
cs.njit.edu. For more info. about the Computer 
Science Dept., visit: cs.njit.edu .

NJIT is an equal opportunity, affirmative ac-
tion, equal access employer & especially encour-
ages applications from minorities, women & per-
sons with disabilities. 

New Mexico State University
Assistant Professor

The Computer Science Department at New Mex-
ico State University invites applications for a ten-
ure-track position at the assistant professor level, 
with appointment starting in the Fall semester 
2009. We are particularly interested in candidates 
with expertise in computer networks and related 
areas. Applications from women and members 
of traditionally under-represented groups are 

particularly encouraged. Salary and start up pack-
age will be competitive and commensurate with 
qualifications and experience. 

The minimum qualifications are a Ph.D. de-
gree in Computer Science or in a closely-related 
discipline by the time of appointment, along with 
demonstrated evidence of excellence in teaching 
and research. We particularly solicit applications 
from candidates with experience in inter-disci-
plinary research activities and candidates whose 
research foci complement and integrate the exist-
ing research activities in the Department, in areas 
like knowledge representation and software engi-
neering. The successful candidate will be expect-
ed to develop an independent research program 
and teach graduate and undergraduate courses in 
Computer Science. 

The Department has strong research and 
educational programs, extensive computing in-
frastructure (which includes several parallel and 
distributed platforms), and various computing 
and research laboratories. The Department of-
fers B.S, M.S., and Ph.D. degrees in Computer 
Science; it actively participates in several inter-
disciplinary educational programs. The Depart-
ment has received extensive funding for support 
of its instructional and research activities from a 
broad spectrum of agencies, including a $4.5M 
grant from NSF to establish a Center for Research 
Excellence in Bioinformatics. 

NMSU is located in southern New Mexico, the 
“Land of Enchantment”, just 50 miles from the 
El Paso airport. NMSU is a land grant institution, 
with strong research programs and a tradition in 
serving a diverse student population (NMSU is a 

Minority-serving Institution). The NMSU cam-
pus houses the Physical Science Laboratory and 
has close ties to Sandia and Los Alamos National 
Laboratories, the White Sands Missile Range, 
and the National Center for Genomics Research. 
For more information, please visit http://www.
cs.nmsu.edu/. 

Applicants should submit a letter of intent, 
complete curriculum vitae, a research and teach-
ing statement, and at least three letters of refer-
ence to: 

Dr. Son Cao Tran, CS Faculty Search Chair
Department of Computer Science,
New Mexico State University
P.O. Box 30001, MSC CS
Las Cruces, NM 88003, USA 

Enquiries by email (faculty_search@cs.nmsu.
edu) are welcome. Screening will begin November 
17th, 2008. Applications will be accepted until the 
position is filled.

New Mexico State University is an EEO/AA Em-
ployer. Offer of employment is contingent upon 
verification of individual’s eligibility for employ-
ment in the United States. All university positions 
are contingent upon availability of funding.

New York University
Faculty Openings

The department expects to have several regular 
faculty positions beginning in September 2009 
and invites candidates at all levels. We will con-
sider outstanding candidates in any area of com-

        
          
        
         
             
          
         
       
         
         
       
        
       
       
           
       
       
         
     
          
      

 

   
   

http://cs.njit.edu
http://www.cs.nmsu.edu/
mailto:faculty-search@cs.njit.edu
mailto:faculty-search@cs.njit.edu
http://www.cs.nmsu.edu/
mailto:faculty_search@cs.nmsu.edu
mailto:faculty_search@cs.nmsu.edu
http://www.eecs.ku.edu
http://www.eecs.ku.edu/recruitment
http://www.ntu.edu.sg/sce
mailto:vd-sce-acad@ntu.edu.sg
mailto:vd-sce-acad@ntu.edu.sg
http://www.ntu.edu.sg/ohr/career/submitapplications/pages/faculty.aspx
http://www.ntu.edu.sg
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puter science with systems and machine learning 
being high-priority areas. 

Faculty members are expected to be outstand-
ing scholars and to participate in teaching at all 
levels from undergraduate to doctoral. 

New appointees will be offered competitive 
salaries and startup packages, with affordable 
housing within a short walking distance of the 
department. New York University is located in 
Greenwich Village, one of the most attractive resi-
dential areas of Manhattan.

The department has 34 regular faculty mem-
bers and several clinical, research, adjunct, and 
visiting faculty members. The department’s cur-
rent research interests include algorithms and 
theory, computational biology, computer vision, 
cryptography, distributed and parallel comput-
ing, graphics and multimedia, machine learning, 
natural language processing, networking, scien-
tific computing, and verification and program-
ming languages.

Collaborative research with industry is facili-
tated by geographic proximity to computer sci-
ence activities at AT&T, Google, IBM, Bell Labs, 
NEC, Siemens and Telcordia.

Please apply online at http://webern.cs.nyu.
edu/faculty_applications/

To guarantee full consideration, applications 
should be submitted no later than Jan. 2, 2009; 
however, this is not a hard deadline, as all candi-
dates will be considered to the extent feasible, un-
til all positions are filled. Visiting positions may 
also be available.

New York University is an equal opportunity/
affirmative action employer.

North Carolina State University
Department of Computer Science 
Faculty Positions

The Department of Computer Science at NC State 
University (NCSU) seeks to fill multiple tenure 
track faculty positions starting August 16, 2009. 
Successful candidates must have a strong com-
mitment to academic and research excellence, 
and an outstanding research record commen-
surate with the expectations of a major research 
university. Required credentials include a doctor-
ate in Computer Science or a related field. While 
the department expects to hire faculty primarily 
at the Assistant Professor level, candidates with 
exceptional research records are encouraged to 
apply for senior positions.

Exceptional candidates in all areas of Com-
puter Science will be considered, but of particular 
interest are candidates specializing in Computer 
Games and in Software Engineering. New Games 
faculty will play an active role in the Digital Games 
Research Center. New Software Engineering fac-
ulty will play an active role in the Center for Open 
Software Engineering and in the Secure Open Sys-
tems Initiative. 

The Department is one of the largest and old-
est in the country. It is placed in the NCSU’s Col-
lege of Engineering, which has recently received 
significant increases in private and public fund-
ing, faculty positions, and facilities that will assist 
the Department in attaining its goals. The depart-
ment’s research expenditures and recognitions 
are growing steadily. For example, we have one of 
the largest concentrations of the prestigious NSF 

Early Career Award winners (18 total). 
NCSU is located in Raleigh, capital of North 

Carolina, which forms one vertex of the world-
famous Research Triangle Park (RTP). RTP is an 
innovative environment, both as a metropolitan 
area with one of the most diverse industrial bases 
in the world, and as a center of excellence promot-
ing technology and science. The Research Tri-
angle area is routinely recognized in nationwide 
surveys as one of the best places to live in the U.S. 
We enjoy outstanding public schools, affordable 
housing, and great weather, all in the proximity of 
the mountains and the seashore.

Applications will be reviewed as they are 
received. The positions will remain open until 
suitable candidates are identified. Applicants 
will receive consideration starting December 15, 
2008. Applicants should submit the following 
online at http://jobs.ncsu.edu (reference posi-
tion number 04-69-0808): cover letter, curriculum 
vitae, research statement, teaching statement, 
and names and complete contact information of 
four references, including email addresses and 
phone numbers. Candidates can obtain informa-
tion about the department and its research pro-
grams, as well as more detail about the positions 
advertised here at http://www.csc.ncsu.edu/jobs. 
Inquiries may be sent via email to: facultyhire@
csc.ncsu.edu. 

North Carolina State University is an equal op-
portunity and affirmative action employer. In ad-
dition, NC State University welcomes all persons 
without regard to sexual orientation. Individuals 
with disabilities desiring accommodations in the 
application process should contact the Depart-
ment of Computer Science at (919) 515-2858.

Northern Arizona University
Sustainable Systems/ 
Advanced Engineering Design

The College of Engineering, Forestry, and Natu-
ral Sciences at Northern Arizona University in 
Flagstaff, Arizona invites applications for one 
(1) tenure-track faculty position in the areas of 
Sustainable Systems and/or Advanced Engineer-
ing Design. This is a new position created to 
support our recently implemented Master of Sci-
ence Engineering (MSE) program. The success-
ful candidate will start his or her duties at the 
beginning of the fall 2009 semester in August. 
Minimum qualifications are an earned doctor-
ate in civil engineering, computer science, elec-
trical engineering, environmental engineering, 
or mechanical engineering; or a closely allied 
engineering or computational science field. 
Preferred qualifications include experience or 
demonstrable interests in: teaching courses 
related to design processes, interdisciplinary 
approaches, and sustainable systems engineer-
ing; a research agenda compatible with the MSE 
themes that supports the research and funding 
needs of MSE students; supporting one or more 
of our existing engineering and computer sci-
ence undergraduate programs; collaborating 
across the disciplines of the College; and work-
ing with diverse populations. Previous experi-
ence in industry, consulting, non-governmental 
organizations, or the public sector is also desir-
able. Please see http://www.nau.edu/hr for full 
position announcement. NAU is an AA/EEO/
MWDV Employer. 

Windows Kernel Source and Curriculum Materials for  
Academic Teaching and Research.
The Windows® Academic Program from Microsoft® provides the materials you 
need to integrate Windows kernel technology into the teaching and research 
of operating systems. 

The program includes:

•  Windows Research Kernel (WRK): Sources to build and experiment with a 
fully-functional version of the Windows kernel for x86 and x64 platforms, as 
well as the original design documents for Windows NT.

•  Curriculum Resource Kit (CRK): PowerPoint® slides presenting the details 
of the design and implementation of the Windows kernel, following the 
ACM/IEEE-CS OS Body of Knowledge, and including labs, exercises, quiz 
questions, and links to the relevant sources.

•  ProjectOZ: An OS project environment based on the SPACE kernel-less OS 
project at UC Santa Barbara, allowing students to develop OS kernel projects 
in user-mode.

These materials are available at no cost, but only for non-commercial use by universities.

For more information, visit www.microsoft.com/WindowsAcademic  
or e-mail compsci@microsoft.com. 

http://jobs.ncsu.edu
http://www.csc.ncsu.edu/jobs
http://www.microsoft.com/WindowsAcademic
mailto:compsci@microsoft.com
http://www.nau.edu/hr
http://webern.cs.nyu.edu/faculty_applications
http://webern.cs.nyu.edu/faculty_applications
mailto:facultyhire@csc.ncsu.edu
mailto:facultyhire@csc.ncsu.edu
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careers

Ohio Northern University
Assistant Professor

The Electrical & Computer Engineering and Com-
puter Science (ECCS) Department at Ohio North-
ern University seeks applicants for a tenure-track 
faculty position at the rank of Assistant Professor 
to start September 1, 2009. Appointee must have 
a keen interest in undergraduate education with 
a strong commitment to teaching. Ph.D. in com-
puter science, computer engineering, or related 
field by date of employment is required. Appli-
cants in the final stages of a Ph.D. program may 
be considered for appointment as an Instructor. 
Candidates with expertise in the area of micro-
controllers and/or teaching experience in intro-
ductory computer programming will be given 
preference. The department offers B.S. degrees 
in computer engineering, computer science, 
and electrical engineering. The 160+ students in 
the three programs are well prepared and highly 
motivated. The facilities are well equipped and 
maintained by a full-time technician. Our nine 
faculty members are enthusiastic and dedicated 
to undergraduate teaching. 

Founded in 1871, Ohio Northern University, 
located in West Central Ohio, is a private uni-
versity offering a diverse, dynamic and unique 
learning community, with rigorous professional 
programs in partnership with the arts and the sci-
ences. Its 3,600 students study for graduate and 
undergraduate degrees in five colleges: Arts and 
Sciences, Engineering, Business Administration, 
Pharmacy, and Law. Ohio Northern takes pride in 
being a student-centered, service-oriented, val-

Rice University
Department of Computer Science
Faculty and/or Research Positions

The Department of Computer Science at Rice 
University seeks applications for several tenure-
track faculty appointments to start in July 2009. 
We welcome outstanding candidates in all areas 
of computer science. We are particularly looking 
for candidates with interests and experience in 
any aspect of one of the following two areas:

Analyzing, designing, and verifying com-
plex systems. These systems maybe biological, 
mechanical or information-based. Examples of 
complex systems include but are not limited to 
swarm-based robotics, multi-agent artificial in-
telligence, social networks and synthetic biology. 
This search is part of a larger School of Engineer-
ing search in complex systems involving multiple 
positions in multiple departments. 

Biomedical informatics, including but not 
limited to work in bio-informatics, computational 
biology, imaging informatics, clinical informatics 
and public health informatics. This search is in an-
ticipation of furthering Rice University’s collabora-
tion with the Baylor College of Medicine and Texas 
Children’s Hospital. These positions are designed 
to facilitate joint research between Rice faculty and 
members of the Texas Medical Center.

We anticipate hiring at all ranks including As-
sistant Professor, Associate Professor and Full Pro-
fessor. The Department and its associated research 
groups also have openings for research positions, 
including research faculty, research scientists, and 
postdoctoral researchers. The availability of re-

ues-based institution. Further information about 
the University is available at http://www.onu.edu. 

Applicants should submit a letter of applica-
tion, vita, transcripts, and three letters of recom-
mendation to: Dr. John K. Estell, Chair, Electrical 
& Computer Engineering and Computer Science 
Department, Ohio Northern University, 525 S. 
Main St., Ada, Ohio 45810. Ohio Northern Univer-
sity is an Affirmative Action / Equal Opportunity 
Employer, and women and minority candidates 
are encouraged to apply. The search will continue 
until the position is filled.

Polytechnic Institute of New York 
University
Postdoctoral Position in  
Computer Engineering

The Department of Electrical and Computer En-
gineering at the Polytechnic Institute of New York 
University is seeking applicants for a post doctor-
ate position in the area of parallel computing. 
Among the position requirements are a PhD in 
computer science, electrical engineering or com-
puter engineering and a background in multi-
processor architectures, embedded systems, mi-
croarchitectural design and operating systems.. 
The successful candidate will participate in the 
research and development and integration of a 
high performance computing system being devel-
oped within our department. The position is for 
two years starting immediately. To apply send an 
email with your resume and cover letter to eces-
earch@poly.edu. 

http://http://www.neu.edu
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Northeastern University
Faculty Opening in Computer Engineering
The Computer Engineering group of the ECE department at Northeastern 
University in Boston, MA, invites applications from candidates for several 
open positions. The CE group at NEU is a dynamic group of 11 faculty with 
established strengths in several areas including computer architecture, 
computer networks, VLSI design and testing, reliable computing, computer 
vision, machine learning, embedded systems and information assurance. 
We anticipate hiring strong candidates at the Assistant Professor level, 
although exceptional applicants at other ranks will be considered. We have 
a particular interest in attracting candidates with expertise in computer 
security, computer networking, embedded systems, parallel/multi-core 
computer architecture, nanoscale VLSI design (scaled CMOS and beyond), 
robotics, and software engineering.
Computer Engineering is just one area of strength in the ECE Department 
at Northeastern University (http://www.ece.neu.edu), which has over
40 faculty members. The ECE department has established areas of 
excellence in sensing and imaging (NSF Center), nanomanufacturing (NSF 
Center), communications and digital signal processing, power and control 
systems, power electronics, microwave magnetic materials and device 
technology.  
A Ph.D. in Computer Engineering, Computer Science or a closely related 
field is required. Successful candidates will be expected to develop strong 
independent research programs and to excel in teaching in both our 
undergraduate and graduate programs.
To apply, please submit complete curriculum vitae, research and 
teaching statements, and names and contact information for at least four 
references. All materials should be clearly marked with the applicant’s 
name. Screening for the applications will start on January 1, 2009 
and will continue until the position is filled. Materials should be sent 
electronically (all in PDF) to cefachire@ece.neu.edu.        
Northeastern University is an Equal Opportunity/Affirmative Action,
Title IX, educational institution and employer. For additional information 
visit http://www.neu.edu. 
 

Boston University 
Department of Computer Science
Assistant Professor

Applications are invited for two tenure-track assistant professorships 
beginning September 2009 (pending approval). Qualifications required of 
all applicants include a Ph.D. in Computer Science or related discipline, a 
strong research record, and a commitment to teaching. All research areas 
of Computer Science will be considered. Particular attention will be given to 
candidates pursuing research in Computing Systems, Trustworthy Comput-
ing, and/or Informatics (e.g., databases, data mining, machine learning). 

Currently, the Department comprises 17 faculty members, and offers pro-
grams leading to B.A., M.A., and Ph.D. degrees. In recent years the Depart-
ment has expanded in research strength with current research interests 
including databases, fault-tolerant computing, image and video computing, 
network protocols and services, operating systems, performance evaluation, 
programming languages, real-time systems, security, and theory of computa-
tion and algorithms. In addition, the Department maintains a close associa-
tion with other university groups working in various applied computing areas 
including scientific computing, computer engineering, and bioinformatics. 

The Department maintains a state-of-the-art computing environment and 
has full access to the university’s supercomputing facilities, high-speed 
campus networks, and Internet2. Recently, the Department has received 
significant government and industry grants for research, research infrastruc-
ture, and for graduate student support. We anticipate that this period of 
growth will continue based on our recent successes and the continued strong 
support of the University. 

Additional information on the Department is available from  
http://www.cs.bu.edu.

Qualified applicants should apply by filling out the application form available 
at http://www2.cs.bu.edu/faculty-app/, or by sending their resume, a cover 
letter stating one’s areas of specialization, and at least three letters of recom-
mendation to: 

Faculty Search Committee
Computer Science Department

111 Cummington Street
Boston University
Boston, MA 02215 

Boston University is an Equal Opportunity/Affirmative Action employer. 

http://www.onu.edu
http://www.cs.bu.edu
http://www2.cs.bu.edu/faculty-app/
http://www.ece.neu.edu
mailto:cefachire@ece.neu.edu
http://www.neu.edu
http://www.neu.edu
mailto:ecesearch@poly.edu
mailto:ecesearch@poly.edu
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search positions is contingent on external funding.
Applicants for both tenure-track faculty and 

research positions should hold a Ph.D. degree or 
equivalent in computer science or a related disci-
pline, or expect to complete such requirements 
prior to assuming an appointment. A commit-
ment to excellence in both research and teaching 
is required for a tenure-track appointment. Early 
applications will be appreciated.

The Department has access to superb research 
facilities, including parallel and multiprocessor 
systems laboratories, three terascale computers, 
large networks of workstations, and a high-speed 
network test bed. The university is located across 
the street from the Texas Medical Center, one of 
the premiere centers for medical research in the 
country. Houston’s oil, medical, aerospace, and 
technology communities all combine to make 
it a center for many kinds of computation, from 
high-performance computing through real-time 
and embedded systems.

Rice University is a private university with a 
strong reputation for academic excellence in both 
undergraduate education and in research. Rice 
attracts outstanding undergraduate and graduate 
students from across the nation and around the 
world. Rice provides a stimulating environment 
for research, teaching, and joint projects with in-
dustry. Teaching loads are low to accommodate 
faculty research.

Please submit a resume, a statement of research 
and teaching interests, and the names and addresses 
of at least three references through the Computer 
Science website http://csfacultyapplications.rice.edu

The deadline for applications is January 15, 

2009, but earlier submissions are appreciated. 
Please specify whether you are applying for a tenure-
track faculty position or a research position. More 
information can be found on our web site, http://
www.cs.rice.edu or by contacting Ms. Darnell Price 
at 713-348-5200 or by email at darnell@rice.edu.

Rice University is an Equal Opportunity/Affir-
mative Action Employer.

Santa Clara University
Department of Operations & Management 
Information Systems

The Department of Operations and Management 
Information Systems of the Leavey School of Busi-
ness is seeking a qualified candidate for Fall 2009 
tenure-track appointment in Management Infor-
mation Systems. 

The department offers a graduate degree in 
IS (MSIS) and undergraduate major and minor 
degrees in MIS. In keeping with the University’s 
teacher-scholar model, the department seeks 
candidates who are highly committed to teaching 
and actively engaged in research in their fields of 
specialization in areas of Information Systems. 
We are seeking individuals with a Ph.D. in MIS, or 
a related field, and a specialization in MIS, Large 
Enterprise Systems (ERP, CRM), or Information 
Systems for Financial and Managerial Reports. A 
record of high quality scholarship and superior 
teaching is required.

Santa Clara University is an equal opportu-
nity/affirmative action employer and welcomes 
applications from women, persons of color, and 

members of historically under-represented U.S. 
ethnic groups.

Application Deadline: Open until position is 
filled.

Please send a letter of application, vita, three 
letters of reference and teaching evaluations to:

Chair, MIS Search Committee
Operations and MIS Department
Leavey School of Business
Santa Clara University
Santa Clara, CA 95053-0382
or email to: eturner@scu.edu

Seattle University
Tenure-track faculty position

The Department of Computer Science and 
Software Engineering invites applications for 
a tenure-track faculty position at the assistant 
professor rank to begin in September of 2009. Ap-
plicants are required to have a Ph.D. in Computer 
Science, Software Engineering, or a closely allied 
field, and should be capable of teaching a broad 
range of computer science and/or software engi-
neering courses. Seattle University offers Bach-
elor of Arts and Bachelor of Science degrees in 
Computer Science and a Master of Software En-
gineering degree (the country’s first MSE degree, 
now in its 30th year).

Applications must include a curriculum vita, 
statements of teaching philosophy and research 
plans, and a separate statement addressing how 
you could contribute to the Seattle University mis-
sion. We also require three letters of reference 
sent directly to the Department. Please send your 
application to Dr. Richard LeBlanc, Faculty Search 
Committee Chair, Department of Computer Sci-
ence and Software Engineering, Seattle Univer-
sity, 901 12th Avenue P.O. Box 222000, Seattle, WA 
98122-1090. Information about Seattle University, 
a statement of its mission, and job announcement 
can be found at www.seattleu.edu/home/about_
seattle_university/ and www.seattleu.edu/scieng/
comsci/. Applications preferred by December 1st 
and will close on December 31, 2008.

Seattle University, founded in 1891, contin-
ues a more than four hundred and fifty year tra-
dition of Jesuit Catholic higher education. The 
University’s Jesuit Catholic ideals underscore its 
commitment to the centrality of teaching, learn-
ing and scholarship, of values-based education 
grounded in the Jesuit and Catholic traditions, 
of service and social justice, of lifelong learning, 
and of educating the whole person. Located in the 
heart of dynamic Seattle, the University enrolls 
approximately 7,700 undergraduate and graduate 
students in eight colleges and schools. Students 
enjoy a university ethos characterized by small 
classes, individualized faculty attention, a strong 
sense of community, a commitment to diversity, 
and an outstanding faculty.

Seattle University is an equal opportunity em-
ployer.

St. Lawrence University
Department of Mathematics, Computer Science 
and Statistics
Assistant Professor

St. Lawrence University invites applications for a 
tenure-track position in computer science in the 

Founded in 1911, The University of Hong Kong is committed to the highest international standards of excellence 
in teaching and research, and has been at the international forefront of academic scholarship for many years.  Of a 
number of recent indicators of the University’s performance, one is its ranking at 18 among the top 200 universities 
in the world by the UK’s Times Higher Education Supplement.  The University has a comprehensive range of study 
programmes and research disciplines, with 20,000 undergraduate and postgraduate students from 50 countries, 
and a complement of 1,200 academic members of staff, many of whom are internationally renowned.

Associate Professors/Assistant Professors
in the Department of Computer Science

(Ref.: RF-2008/2009-207)
Applications are invited for appointments as Associate Professor/Assistant Professor (2 posts) in the Department 
of Computer Science, tenable from as soon as possible on a three-year fi xed-term basis, with consideration for 
tenure during the second three-year contract.
The Department offers programmes at both undergraduate and postgraduate levels, and has excellent computing 
resources, well-equipped teaching and research facilities and support. Information about the Department can 
be obtained at http://www.cs.hku.hk/.
Applicants should have a Ph.D. degree in Computer Science, Computer Engineering, or related fi elds, and a strong 
interest in research and teaching.  A solid track record in research is essential.  Applicants should be active and 
committed to research in bioinformatics, theoretical computer science, data engineering, computer graphics and 
vision, and systems or computer security.  Those in other research areas will be considered exceptionally.
Applicants should indicate clearly which level (preferably with reference number) they wish to be considered for.  
Successful applicants with higher qualifi cations and experience will be appointed at a higher level.  Those who 
have responded to the previous exercise (Ref.: RF-2007/2008-21) need not re-apply, as they will be reconsidered 
together with the new applicants.
Annual salaries will be in the following ranges (subject to review from time to time at the entire discretion 
of the University):
Associate Professor : HK$622,740 – 963,060 
Assistant Professor : HK$474,600 – 733,440 (approximately US$1 = HK$7.8)

The appointments will attract a contract-end gratuity and University contribution to a retirement benefi ts scheme, 
totalling up to 15% of basic salary.  At current rates, salaries tax does not exceed 15% of gross income.  The 
appointments carry leave, and medical/dental benefi ts.  Housing benefi ts will be provided as applicable.
Further particulars and application forms (152/708) can be obtained at https://www.hku.hk/apptunit/; or 
from the Appointments Unit (Senior), Human Resource Section, Registry, The University of Hong Kong, 
Hong Kong (fax: (852) 2540 6735 or 2559 2058; e-mail: senrappt@hkucc.hku.hk).  Applications will 
be accepted until the positions are filled. Candidates who are not contacted within 6 months may 
consider their applications unsuccessful.

The University is an equal opportunity employer and is committed to a No-Smoking Policy

http://csfacultyapplications.rice.edu
http://www.cs.rice.edu
mailto:darnell@rice.edu
mailto:eturner@scu.edu
http://www.cs.hku.hk/
https://www.hku.hk/apptunit/
mailto:senrappt@hkucc.hku.hk
http://www.cs.rice.edu
http://www.seattleu.edu/home/about_seattle_university
http://www.seattleu.edu/home/about_seattle_university
http://www.seattleu.edu/scieng/comsci
http://www.seattleu.edu/scieng/comsci
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Department of Mathematics, Computer Science 
and Statistics at the assistant professor level to 
begin in August 2009. Qualifications include a 
Ph.D. in computer science, a strong commitment 
to teaching undergraduates in a liberal arts set-
ting, evidence of excellence in teaching, and evi-
dence of research potential. The teaching load is 
three courses per semester with a reduced load 
possible for supervising senior research projects. 
Please visit the University’s webpage at http://
www.stlawu.edu/ for more information about our 
students and programs. 

Review of applications will begin on Novem-
ber 15, 2008, and will continue until the position 
is filled. Candidates should send a letter of appli-
cation, a CV, a statement of teaching philosophy, 
and arrange for three letters of recommendation 
to be sent to: Ed Harcourt, Computer Science 
Search Committee Chair, Department of Math-
ematics, Computer Science, and Statistics, St. 
Lawrence University, Canton, NY 13617.

St. Lawrence University is an Affirmative Ac-
tion/Equal Employment Opportunity employer. 
Women, minorities, veterans, and persons with 
disabilities are encouraged to apply.

Stanford University
Department of Computer Science
Faculty Opening

The Department of Computer Science at Stanford 
University invites applications for a tenure-track 
faculty position at the junior level (Assistant or 
untenured Associate Professor). We give high pri-
ority to the overall originality and promise of the 
candidate’s work rather than the candidate’s sub-
area of specialization within Computer Science.

We are seeking applicants from all areas of 
Computer Science, including Foundations, Sys-
tems, Artificial Intelligence, Graphics, Computer 
Vision and Perception, Databases, and Human-
Computer Interaction. We are also interested 
in applicants doing research at the frontiers of 
Computer Science with other disciplines, such 
as Biology, Neuroscience, Economics, Educa-
tion, and Art, with potential connections to Stan-
ford’s main multidisciplinary initiatives: Human 
Health, Environment and Sustainability, the Arts 
and Creativity, and the International Initiative.

An earned Ph.D., evidence of the ability to pur-
sue a program of research, and a strong commit-
ment to graduate and undergraduate teaching are 
required. A successful candidate will be expected to 
teach courses at the graduate and undergraduate 
levels and to build and lead a team of graduate stu-
dents in Ph.D. research. Further information about 
the Computer Science Department can be found at 
http://cs.stanford.edu/. The School of Engineering 
website may be found at http://soe.stanford.edu/.

Applications should include a curriculum 
vita, brief statements of research and teaching in-
terests, and the names of at least four references. 
Candidates are requested to ask references to 
send their letters directly to the search committee. 
Applications and letters should be sent to: Search 
Committee Chair, c/o Laura Kenny-Carlson, via 
electronic mail to search@cs.stanford.edu.

The review of applications will begin on Janu-
ary 2, 2009, and applicants are strongly encour-
aged to submit applications by that date; howev-
er, applications will continue to be accepted until 
February 1, 2009 or until the position is filled. 

information disciplines. With 71 regular-rank 
faculty members, seven full-time lecturers, ap-
proximately 275 doctoral, 130 masters, and 1000 
undergraduate students, ICS is one of the largest 
computing programs in the country. Many fac-
ulty in the school engage in interdisciplinary re-
search through various organizations such as the 
California Institute for Telecommunications and 
Information Technology (Calit2), the Institute for 
Genomics and Bioinformatics (IGB), ACE (Arts 
Computation Engineering), to name but a few. The 
Bren School of ICS just dedicated a contemporary 
high-tech building designed to enhance collab-
orative research and education, and continues to 
grow. Outstanding candidates in all relevant areas 
and at other ranks are encouraged to contact us.

UC Irvine (http://www.uci.edu) is targeted as 
a growth campus for the University of California. 
It is one of the youngest UC campuses, yet consis-
tently ranks among the nation’s best public univer-
sities. UCI is located three miles from the ocean in 
southern California with an excellent year-round 
Mediterranean climate. The area surrounding 
campus offers numerous outdoor and fine arts op-
portunities and the public school system in Irvine 
is ranked one of the highest in the nation.

UCI is an equal opportunity employer com-
mitted to excellence through diversity and strong-
ly encourages applications from all qualified can-
didates, including women and minorities. UCI is 
responsive to the needs of dual career couples, is 
dedicated to work-life balance through an array 
of family-friendly policies, and is the recipient of 
a National Science Foundation ADVANCE award 
for gender equity.

Stanford University is an equal opportunity 
employer and is committed to increasing the 
diversity of its faculty. It welcomes nominations 
of and applications from women and members 
of minority groups, as well as others who would 
bring additional dimensions to the university’s 
research and teaching missions.

University of California, Irvine
Endowed, Distinguished Faculty Positions
Donald Bren School of Information & Computer 
Sciences

The Donald Bren School of Information and 
Computer Sciences was endowed with a trans-
formational gift that included ten “Bren Chairs” 
to be filled with scholars who are internationally-
recognized as leaders in emerging issues of any 
area of information and computer sciences, in-
cluding cross-disciplinary research integrating 
information and computer sciences with other 
disciplines. The Bren Professors are some of the 
most distinguished appointments at UC Irvine.

Candidates should bring an integrative out-
look to the discipline, enthusiasm in engaging 
with professional and business communities and 
the general public, collaborating with UCI schol-
ars who study issues of information and comput-
ing technology, and support for the development 
of innovative technologies and applications. 
We envision Bren chair-holders to serve as cata-
lysts on campus to establish educational and re-
search programs that foster an interdisciplinary 
perspective. Accordingly, candidates should not 
only have a strong disciplinary background with 
a distinguished record of scholarly publications 
and extramural funding, but also a proven track 
record of innovation, collaboration, stimulation 
and leadership in both education and research.

Appointments will be in the Department of 
Computer Science, Informatics, or Statistics 
at the rank of senior, distinguished professor. 
Scholars doing truly cross-disciplinary research 
may be jointly appointed with another school at 
UC Irvine. Four chairs are currently filled. 

Candidate screening will begin immediately 
upon receipt of materials. Applications or nomi-
nations should include a cover letter indicating 
the area of primary research, a CV, up to five re-
cent publications, and identification of five or 
more references. Electronic submission is pre-
ferred; please refer to the following web site for 
instructions: 

http://www.ics.uci.edu/employment/ 
employ_faculty.php

Paper applications should be sent to:
ATTN: Faculty Recruiting – Bren Chair
Donald Bren School of Information and 

Computer Sciences
University of California, Irvine
Irvine, CA 92697-3425

The Bren School of ICS has excellent faculty, 
innovative programs, high quality students and 
outstanding graduates as well as strong relation-
ships with local and national high tech industry. 
As one of eleven academic units at UC Irvine. an in-
dependent school with three departments– Com-
puter Science, Informatics, and Statistics– the 
Bren School has a unique perspective that provides 
a broad foundation from which to build initiatives 
that explore the full extent of the computing and 

Advertising in Career 
Opportunities

How to Submit a Classified Line Ad: Send 
an e-mail to jonathan.just@acm.org. 
Please include text, and indicate the issue/
or issues where the ad will appear, and a 
contact name and number.

Estimates: An insertion order will then 
be e-mailed back to you. The ad will by 
typeset according to CACM guidelines.  
NO PROOFS can be sent. Classified line 
ads are NOT commissionable.

Rates: $295.00 for six lines of text, 40 
characters per line. $80.00 for each addi- 
tional three lines. The MINIMUM is six lines.

Deadlines: Five weeks prior to the 
publication date of the issue (which is the 
first of every month). Latest deadlines: 
http://www.acm.org/publications

Career Opportunities Online: Classified 
and recruitment display ads receive a free 
duplicate listing on our website at: 

http://campus.acm.org/careercenter 
Ads are listed for a period of six weeks.

For More Information Contact: 

JONATHAN JUST
Director of Media Sales

at 212-626-0687 or 
jonathan.just@acm.org

http://www.stlawu.edu/
http://cs.stanford.edu/
http://soe.stanford.edu/
mailto:search@cs.stanford.edu
http://www.uci.edu
mailto:jonathan.just@acm.org
http://www.acm.org/publications
http://campus.acm.org/careercenter
mailto:jonathan.just@acm.org
http://www.stlawu.edu/
http://www.ics.uci.edu/employment/employ_faculty.php
http://www.ics.uci.edu/employment/employ_faculty.php
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portunities across departments and colleges are 
available. Particularly exciting opportunities for 
collaboration exist with faculty in Computer Sci-
ence, Information Sciences, Health Informatics 
and Nursing Informatics. Candidates must have 
the interest and ability to teach at undergraduate, 
MBA and Ph.D. levels. 

Further details and application instructions 
are provided at our website http://www.biz.uiowa.
edu/mansci. Applicants should submit a cover 
letter, curriculum vita, summary of research 
interests, contact information for three refer-
ences, and 1-3 research papers online at http://
www.biz.uiowa.edu/mansci/recruit. Salary will be 
commensurate with qualifications. Applications 
screening will begin by January 1, 2009.

The University of Iowa is an Equal Opportuni-
ty/Affirmative Action Employer; Women, minority 
applicants, veterans and persons with disabilities 
are strongly encouraged to apply. 

University of Iowa
Computer Science Department
Assistant Professor Position, Fall 2009

The Computer Science Department seeks appli-
cations for one tenure-track assistant professor 
position commencing August 2009. Applications 
from all areas of computer science and informat-
ics are invited. We welcome applicants doing 
research at the frontiers of computing in connec-
tion with other disciplines. 

The Department and the College of Liberal 
Arts and Sciences are strongly committed to gen-
der and ethnic diversity; the strategic plans of the 
University, College, and Department reflect this 
commitment. 

The Department offers BA, BS, MCS, and PhD 
degrees in Computer Science, and in Fall 2007 
added BA and BS degrees in Informatics (see 
http://www.cs.uiowa.edu/Informatics). 

Candidates must hold a PhD in computer sci-
ence, informatics, or a closely related discipline. 
Applications received by January 15, 2009, are as-
sured of full consideration. Applications should 
contain a CV and research and teaching state-
ments. 

URL for additional information and on-line 
application: http://www.cs.uiowa.edu/hiring/ 

The University of Iowa is an equal opportu-
nity/affirmative action institution. Women and 
minorities are encouraged to apply.

University of Kentucky
Computer Science Positions
Assistant Professor Level

The University of Kentucky Computer Science 
Department invites applications for two tenure-
track positions beginning August 15, 2009 at the 
assistant professor level in bio/medical informat-
ics and in vision/graphics. Specific information 
about each position and the application process 
are available at http://www.cs.uky.edu/employ-
ment/positions.php. 

Candidates must have a PhD in Computer Sci-
ence.

The University of Kentucky Computer Science 
Doctoral Program recently ranked in the top 20% 
of such programs (30 out of 157) in a nationwide 
analysis. The rankings -- produced by Academic 

is part of the College of Engineering, which is 
ranked among the top 20 in the nation by the 
2008 US News and World Report. Additional in-
formation about the department and our gradu-
ate program can be found at http://www.cs.ucsb.
edu. Applicants are expected to hold a doctoral 
degree in Computer Science or a related field, 
show outstanding research potential, and have a 
strong commitment to teaching. 

Primary consideration will be given to appli-
cations received by December 15, 2008; however, 
the position will remain open until filled. Applica-
tions should be submitted electronically as PDF 
documents to: http://www.cs.ucsb.edu/recruit. 
Applications must include a detailed resume, re-
search and teaching statements, and the names 
and addresses of four references. 

The Department is especially interested in 
candidates who can contribute to the diversity and 
excellence of the academic community through 
research, teaching, and service. We are an Equal 
Opportunity/Affirmative Action employer.

University of Cincinnati
College of Engineering

The University of Cincinnati’s College of Engi-
neering invites applications for the position of 
the Head of the Department of Computer Science 
(CS). The Head is expected to have a strong com-
mitment to advancing research and education, to 
lead the development of innovative programs, es-
pecially joint ventures with other academic units, 
and to foster and strengthen external research 
support of the faculty from national funding agen-
cies and academic partnerships with industry.

Min. Quals.: Qualifications for the Head posi-
tion include a doctoral degree in computer sci-
ence or a closely related field; a distinguished re-
cord in research and education; a clear vision for 
the future of the discipline; and established lead-
ership and interpersonal skills. The Head is re-
sponsible for the overall program administration, 
including taking a leadership role in directing the 
growth and development of the Department. The 
Head is also expected to play an active role in fos-
tering the recruitment of high quality students 
and faculty, and overseeing the implementation 
of the ongoing revitalization of the curriculum. 

To apply for position (28UC1398), please see 
www.jobsatuc.com

The University of Cincinnati is an affirma-
tive action/equal opportunity employer. UC is a 
smoke-free work environment.

University of Iowa 
Assistant Professor

The department of Management Sciences is re-
cruiting for a tenure track faculty position at the 
Assistant Professor level starting in fall 2009. We 
invite applications in the area of Management In-
formation Systems, which includes but is not lim-
ited to the following: database, machine learning, 
data and text mining, knowledge management 
and other similar areas. 

Candidates for this tenure track assistant 
professor position should have a Ph.D. in MIS, 
Informatics, Information Sciences, Computer 
Science or a related field and exhibit exceptional 
research promise. Extensive collaborative op-

University of California, Santa Barbara
Tenure-Track Assistant Professor
Media Arts and Technology Graduate Program

The Media Arts and Technology Program at the 
University of California, Santa Barbara, invites 
applications for a tenure-track position at the as-
sistant professor level, starting July 1, 2009. The 
department seeks candidates who will establish 
a vigorous research and teaching program in 
computer graphics, scientific/information visu-
alization, or a related field applicable to immer-
sive, interactive, and distributed environments, 
working with high-dimensional data generated 
in scientific and artistic domains. The success-
ful candidate will be expected to collaborate with 
artists, engineers, and scientists in an interdisci-
plinary environment of research, creative work, 
and teaching.

Media Arts and Technology (MAT) is a trans-
disciplinary graduate program at UCSB in both 
the College of Letters and Science (Division of 
Humanities and Fine Arts) and the College of En-
gineering. MAT offers Master’s and PhD degrees 
and has approximately 40 graduate students 
and 10 faculty, several with joint appointments 
in engineering and arts departments. Areas of 
expertise include human-computer interaction, 
electronic music and sound design, computa-
tional visual and spatial arts, and multimedia 
signal processing. Offices and labs are housed in 
the new California Nanosystems Institute build-
ing at UCSB, which includes a unique research 
facility called the Allosphere, a three-story spheri-
cal immersive environment. Additional informa-
tion about the department can be found at http://
www.mat.ucsb.edu.

Applicants are expected to hold a doctoral 
degree in Media Arts and Sciences, Computer Sci-
ence, or a closely related field, have demonstrated 
excellence in research, and have a strong commit-
ment to teaching and interdisciplinary scholar-
ship and/or creative activity.

The department is especially interested in 
candidates who can contribute to the diver-
sity and excellence of the academic community 
through research, teaching, and service. Primary 
consideration will be given to applications re-
ceived by December 15, 2008; however, the posi-
tion will remain open until filled. Applications 
must include a CV, research and teaching state-
ments, and at least three letters of reference. See 
http://www.mat.ucsb.edu/recruit for information 
on how to apply.

The University of California is an Equal Op-
portunity / Affirmative Action Employer.

University of California, Santa Barbara
Faculty Position in Computer Science 

The Department of Computer Science at the Uni-
versity of California, Santa Barbara, has an open 
position in Computer Science for the forthcom-
ing academic year 2009-10. We seek applications 
from outstanding candidates in all areas of com-
puter science to fill this tenure-track position ef-
fective July 2009. 

The Department of Computer Science has 
grown rapidly, both in size and stature, over the 
past 10 years, accompanied by a five-fold increase 
in extramural funding. The department, with 
30 faculty and more than 100 doctoral students, 

http://www.mat.ucsb.edu
http://www.mat.ucsb.edu/recruit
http://www.cs.ucsb.edu/recruit
http://www.jobsatuc.com
http://www.biz.uiowa.edu/mansci/recruit
http://www.cs.uiowa.edu/Informatics
http://www.cs.uiowa.edu/hiring/
http://www.mat.ucsb.edu
http://www.mat.ucsb.edu
http://www.mat.ucsb.edu
http://www.biz.uiowa.edu/mansci
http://www.biz.uiowa.edu/mansci
http://www.biz.uiowa.edu/mansci/recruit
http://www.cs.uky.edu/employment/positions.php
http://www.cs.uky.edu/employment/positions.php
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Analytics -- are based on the Faculty Scholarly Pro-
ductivity Index(tm), a measure of actual faculty 
publication, citation, and funding rates. Among 
doctoral programs at public universities, UKCS 
was ranked 16th.

The University of Kentucky is an equal op-
portunity employer and encourages applications 
from minorities and women.

University of Kwazulu-Natal
Durban, South Africa
School of Computer Science
Westville Campus
Professor/Associate Professor
Reference number: SA36/2008

The University of KwaZulu-Natal (UKZN) is one 
of the top 3 universities in South Africa and ranks 
amongst the top 500 universities in the world. The 
Westville campus is located in Durban on the east 
coast of South Africa. UKZN strives to attract and 
retain top quality academic staff. If you are look-
ing for an opportunity to grow and develop profes-
sionally in a vibrant, supportive and challenging 
workplace, then a career at UKZN is the answer. 
MINIMUM REQUIREMENTS:  
FOR BOTH LEVELS:

A PhD or equivalent degree in Computer Sci-˲˲
ence •Experience in supervision of postgraduate 
students or mentoring of junior staff •Experience 
in curriculum development and teaching at ter-
tiary level in Computer Science.
PROFESSOR:

10 years work experience at tertiary institution/s ˲˲
OR 10 years in appropriate industry/ies or re-
search institute/s 

Current substantial and sustained research re-˲˲
cord in Computer Science evidenced by publica-
tions in accredited peer-reviewed journals •Suc-
cessful supervision of doctoral students.
ASSOCIATE PROFESSOR:

5 years work experience at tertiary institution/s ˲˲
OR 5 years in appropriate industry/ies or research 
institute/s; •Independent research competence 
in Computer Science evidenced by international 
peer-reviewed conference and journal publica-
tions •Successful supervision of masters and/or 
doctoral students.
CLOSING DATE: 28 November 2008.

Apply via e-mail at: recruitment-agsc@ukzn.
ac.za quoting the relevant reference number. 
For full details of the post, advantages and ap-
plication procedures, please access the Univer-
sity website at http://hr.ukzn.ac.za/StaffVac9344.
aspx. For further details about the School of Com-
puter Science, including research focus areas, 
please access the school web site at http://www.
cs.ukzn.ac.za

University of Michigan, Ann Arbor
Department of Electrical Engineering and 
Computer Science
Computer Science and Engineering Division
Faculty Positions

Applications and nominations are solicited for 
faculty positions in the Computer Science and 
Engineering (CSE) Division and as part of an in-
terdisciplinary cluster hire funded by the Univer-
sity President to strengthen expertise in the area 
of Data Mining, Learning, and Discovery with 

August 2009. Applicants must hold a Ph.D. in Com-
puter Science or a closely-related discipline. The 
department seeks candidates able to participate 
widely in the Computer Science curriculum, with 
preference given to candidates able to teach cours-
es in Software Engineering or Computer Systems.

Detailed information about the position and 
the department are available at

http://www.cs.uni.edu/

Applicants should submit a letter of applica-
tion, a curriculum vitae, statements of research 
and teaching philosophies, and the names and 
contact information of at least three references to 
Eugene Wallingford, Search Chair, Department 
of Computer Science, University of Northern 
Iowa, Cedar Falls, Iowa 50614-0507, wallingf@
cs.uni.edu.

Applications received by January 15, 2009, 
will be given full consideration. EOE/AA. UNI is a 
smoke-free campus.

University of Oregon
Department of Computer and Information 
Science
Faculty Position

The CIS department seeks applicants for one or 
more full-time tenure-track faculty positions be-
ginning fall, 2009. We anticipate appointments 
at the rank of Assistant Professor; however, in 
the case of exceptionally qualified candidates ap-
pointments at any rank may be considered. The 
University of Oregon is an AAU research universi-
ty located in Eugene, two hours south of Portland, 
and within one hour’s drive of both the Pacific 
Ocean and the snow-capped Cascade Mountains. 

The CIS department is housed within the Col-
lege of Arts and Sciences and part of the recently 
dedicated Lorry Lokey Science Complex. The Col-
lege appreciates the increasing role that comput-
er science plays in other disciplines and supports 
our goals of strengthening our ties with the other 
sciences. Applicants interested in interdisciplin-
ary research are encouraged to apply. We offer a 
stimulating and friendly environment for col-
laborative research both within the department 
and with other departments on campus. The CIS 
department is associated with the Cognitive and 
Decision Sciences Institute, the Computational 
Science Institute, the Neuro-Informatics Center, 
and the Computational Intelligence Research 
Laboratory. 

This department recognizes that computer 
science is undergoing rapid change as an aca-
demic discipline, and accordingly seeks to hire 
faculty in emerging areas of computer science 
as well as more established areas including dis-
tributed computing, data mining, networking, 
computational science (visualization, high per-
formance computing), and HCI (usability, acces-
sibility, interfaces). 

The CIS department offers B.S., M.S. and Ph.D. 
degrees. More information about the department, 
its programs and faculty can be found at http://
www.cs.uoregon.edu, or by contacting the search 
committee at faculty.search@cs.uoregon.edu. 

Applicants must have a Ph.D. in computer sci-
ence or a closely related field, a demonstrated re-
cord of excellence in research and a strong com-
mitment to teaching. The successful candidates 
are expected to conduct vigorous research pro-

Massive Datasets, for interdisciplinary faculty 
positions within the Computer Science and En-
gineering Division, the Medical School, School of 
Information, Astronomy, Ecology and Evolution-
ary Biology, and Statistics Departments.

Qualifications include an outstanding aca-
demic record, a doctorate or equivalent in com-
puter engineering or computer science, and a 
strong commitment to teaching and research.

Candidates with a focus in the areas of artifi-
cial intelligence, security, programming languag-
es and parallel computing, and cyber-physical 
systems are encouraged to apply. However, all 
computer science and engineering applications 
will be considered. Applications must be received 
by January 12, 2009.

To apply please complete the form at: http://
www.eecs.umich.edu/eecs/jobs/csejobs.html

Electronic applications are strongly preferred, 
but you may alternatively send resume, teach-
ing statement, research statement and names of 
three references to:

Professor Karem A. Sakallah, Chair, CSE 
Faculty Search

Department of Electrical Engineering and 
Computer Science

University of Michigan
2260 Hayward Street
Ann Arbor, MI 48109-2121

The University of Michigan is a Non-Discrim-
inatory/Affirmative Action Employer with an 
Active Dual-Career Assistance Program. The col-
lege is especially interested in candidates who 
can contribute, through their research, teaching, 
and/or service, to the diversity and excellence of 
the academic community.

University of Nebraska-Lincoln
Assistant Professor

We invite applications for a tenure track faculty 
position at the rank of Assistant Professor. We are 
looking for a faculty member who can establish 
a strong research and teaching program that will 
strengthen our programs in the area of Human 
Computer Interfaces and/or Software Engineer-
ing. Candidates must hold an earned doctorate in 
Computer Science or a closely related discipline 
by the date of employment.

To apply, visit http://employment.unl.edu and 
complete a Faculty/Administrative application for 
requisition number 080713. Attach a cover letter, 
a CV, and statements describing your proposed 
research and teaching to your application. The 
cover letter must include names and contact in-
formation for at least three references. Review of 
applications will begin on December 1, 2008, and 
will continue until the position has been filled. 
A more detailed advertisement can be viewed at 
http://cse.unl.edu/search. The University of Ne-
braska is committed to a pluralistic campus com-
munity through affirmative action, equal oppor-
tunity, work-life balance, and dual careers.

University of Northern Iowa
Tenure-track Assistant Professor

The Department of Computer Science at the Uni-
versity of Northern Iowa invites applications for a 
tenure-track assistant professor position to begin 

mailto:recruitment-agsc@ukzn.ac.za
http://hr.ukzn.ac.za/StaffVac9344.aspx
http://www.cs.ukzn.ac.za
http://www.eecs.umich.edu/eecs/jobs/csejobs.html
http://employment.unl.edu
http://cse.unl.edu/search
http://www.cs.uni.edu/
mailto:wallingf@cs.uni.edu
http://www.cs.uoregon.edu
mailto:faculty.search@cs.uoregon.edu
http://www.eecs.umich.edu/eecs/jobs/csejobs.html
mailto:recruitment-agsc@ukzn.ac.za
http://hr.ukzn.ac.za/StaffVac9344.aspx
http://www.cs.ukzn.ac.za
mailto:wallingf@cs.uni.edu
http://www.cs.uoregon.edu
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Questions can be addressed to faculty-
search@central.cis.upenn.edu.

The University of Pennsylvania values diver-
sity and seeks talented students, faculty and staff 
from diverse backgrounds. The University of 
Pennsylvania does not discriminate on the basis 
of race, sex, sexual orientation, gender identity, 
religion, color, national or ethnic origin, age, dis-
ability, or status as a Vietnam Era Veteran or dis-
abled veteran in the administration of education-
al policies, programs or activities; admissions 
policies; scholarship and loan awards; athletic, 
or other University administered programs or 
employment. 

The Penn CIS Faculty is sensitive to “two - 
body problems” and would be pleased to assist 
with opportunities in the Philadelphia region. 

University of Rochester 
Tenure Track Faculty Positions 

The Department of Computer Science at the 
University of Rochester invites applications for 
tenure track faculty positions. We seek PhD level 
candidates in networking, HCI, graphics, and/or 
machine learning. In addition, we invite appli-
cations for a joint Computer Science/Electrical 
and Computer Engineering position in computer 
systems and circuits. For full job descriptions 
and application procedures, see http://www.
cs.rochester.edu/recruit. 

University of South Carolina
Faculty Position in Computer Science and 
Engineering

Applications are invited for a tenure-track posi-
tion with a research emphasis in signal process-
ing and data mining as applied to biological and 
ecological data. This is a tenure-track appoint-
ment in the Department of Computer Science 
and Engineering with a joint appointment in the 
School of the Environment. Candidates should 
have a doctorate in computer science, computer 
engineering, or a related discipline by fall 2009. 
Candidates for assistant professor positions are 
expected to have strong research potential as well 
as an interest in teaching at both the undergradu-
ate and graduate level. For those embarking on 
their professional careers, department support 
will include low teaching loads, competitive sal-
ary and generous start-up funds. Candidates for 
associate or full professor positions must possess 
an exceptional record of high-quality funded re-
search, teaching, and scholarship. This position 
is part of a cluster of interdisciplinary faculty hires 
in the area of forecasting ecological responses to 
climate change in coastal regions. Candidates 
will be expected to form strong research collabo-
rations with other hires in the cluster in geogra-
phy, biology, and environmental science while 
establishing a research record suitable for a posi-
tion in Computer Science and Engineering.

The Department of Computer Science and 
Engineering is in the College of Engineering and 
Computing and offers bachelor’s, master’s, and 
doctoral degrees. We have had twelve hires since 
2000 among the current faculty of 21, and our 
recent hires include seven CAREER award recipi-
ents. The University of South Carolina is located 
in Columbia, South Carolina’s capital and tech-

Information Science, University of Oregon, Eugene, 
OR 97403-1202, email: faculty.search@cs.uoregon.
edu. Alternatively (and preferably) applications can 
be made on-line at <http://www.cs.uoregon.edu/Em-
ployment/application.cgi>.

Review of applications will begin January 5, 
2009, and continue until the position is filled. 

The University of Oregon is an equal opportu-
nity/affirmative action institution committed to 
cultural diversity and compliant with the Ameri-
cans with Disabilities Act. We are committed to 
creating a more inclusive and diverse institution 
and seek candidates with demonstrated potential 
to contribute positively to its diverse community.

University of Pennsylvania
Department of Computer and  
Information Science 
Faculty Positions 

The University of Pennsylvania invites applicants 
for tenure-track appointments in both experi-
mental and theoretical computer science to start 
July 1, 2009. Tenured appointments will also be 
considered. Faculty duties include teaching un-
dergraduate and graduate students and conduct-
ing high-quality research. 

The Department of Computer and Informa-
tion Science has undergone a major expansion, 
including new faculty positions and a new build-
ing, Levine Hall, which was opened in April 2003. 
Over the last few years, we have successfully re-
cruited faculty in artificial intelligence, architec-
ture, databases, machine vision, programming 
languages, security and graphics. We are now es-
pecially interested in candidates in architecture 
and systems, although outstanding candidates in 
other areas might also be considered. Successful 
applicants will find Penn to be a stimulating envi-
ronment conducive to professional growth 

The University of Pennsylvania is an Ivy 
League University located near the center of Phil-
adelphia, the 5th largest city in the US. Within 
walking distance of each other are its Schools of 
Arts and Sciences, Engineering, Medicine, the 
Wharton School, the Annenberg School of Com-
munication, Nursing, Law, and Fine Arts. The 
University campus and the Philadelphia area sup-
port a rich diversity of scientific, educational, and 
cultural opportunities, major technology-driven 
industries such as pharmaceuticals, finance, and 
aerospace, as well as attractive urban and subur-
ban residential neighborhoods. Princeton and 
New York City are within commuting distance. 

To apply, please complete the form located on 
the Faculty Recruitment Web Site at:

http://www.cis.upenn.edu/departmental/ 
facultyRecruiting.shtml 

Electronic applications are strongly preferred, 
but hard-copy applications (including the names of 
at least four references) may alternatively be sent to: 

Chair, Faculty Search Committee
Department of Computer and Information 

Science
School of Engineering and Applied Science
University of Pennsylvania
Philadelphia, PA 19104-6389 

Applications should be received by January 
15, 2009 to be assured full consideration.

Applications will be accepted until positions 
are filled.

grams, and to teach at both the undergraduate 
and graduate levels. Applicants should send their 
curriculum vitae, names of at least four referenc-
es, a statement of research and teaching inter-
ests, and selected publications to: Faculty Search 
Committee, Dept. of Computer and Information 
Science, University of Oregon, Eugene, OR 97403-
1202, email: faculty.search@cs.uoregon.edu. 

Review of applications will begin January 5, 
2009, and continue until the position is filled. 

The University of Oregon is an equal opportu-
nity/affirmative action institution committed to 
cultural diversity and compliant with the Ameri-
cans with Disabilities Act. We are committed to 
creating a more inclusive and diverse institution 
and seek candidates with demonstrated potential 
to contribute positively to its diverse community. 

University of Oregon
Department of Computer and Information 
Science
Faculty Position

The CIS department seeks applicants for one or 
more full-time tenure-track faculty positions be-
ginning fall, 2009. We anticipate appointments 
at the rank of Assistant Professor; however, in 
the case of exceptionally qualified candidates ap-
pointments at any rank may be considered. The 
University of Oregon is an AAU research universi-
ty located in Eugene, two hours south of Portland, 
and within one hour’s drive of both the Pacific 
Ocean and the snow-capped Cascade Mountains.

The CIS department is housed within the Col-
lege of Arts and Sciences and part of the recently 
dedicated Lorry Lokey Science Complex. The Col-
lege appreciates the increasing role that computer 
science plays in other disciplines and supports our 
goals of strengthening our ties with the other sci-
ences. Applicants interested in interdisciplinary 
research are encouraged to apply. We offer a stim-
ulating and friendly environment for collaborative 
research both within the department and with oth-
er departments on campus. The CIS department is 
associated with the Cognitive and Decision Scienc-
es Institute, the Computational Science Institute, 
the Neuro-Informatics Center, and the Computa-
tional Intelligence Research Laboratory.

This department recognizes that computer 
science is undergoing rapid change as an aca-
demic discipline, and accordingly seeks to hire 
faculty in emerging areas of computer science 
as well as more established areas including dis-
tributed computing, data mining, networking, 
computational science (visualization, high per-
formance computing), and HCI (usability, acces-
sibility, interfaces). 

The CIS department offers B.S., M.S. and Ph.D. 
degrees. More information about the department, 
its programs and faculty can be found at http://
www.cs.uoregon.edu, or by contacting the search 
committee at faculty.search@cs.uoregon.edu.

Applicants must have a Ph.D. in computer sci-
ence or a closely related field, a demonstrated record 
of excellence in research and a strong commitment 
to teaching. The successful candidates are expected 
to conduct vigorous research programs, and to teach 
at both the undergraduate and graduate levels. Ap-
plicants should send their curriculum vitae, names 
of at least four references, a statement of research 
and teaching interests, and selected publications to: 
Faculty Search Committee, Dept. of Computer and 

mailto:faculty.search@cs.uoregon.edu
http://www.cs.uoregon.edu
mailto:faculty.search@cs.uoregon.edu
mailto:faculty.search@cs.uoregon.edu
http://www.cs.uoregon.edu/Employment/application.cgi
http://www.cs.uoregon.edu/Employment/application.cgi
http://www.cis.upenn.edu/departmental/facultyRecruiting.shtml
http://www.cis.upenn.edu/departmental/facultyRecruiting.shtml
mailto:facultysearch@central.cis.upenn.edu
http://www.cs.rochester.edu/recruit
http://www.cs.uoregon.edu
mailto:faculty.search@cs.uoregon.edu
mailto:facultysearch@central.cis.upenn.edu
http://www.cs.rochester.edu/recruit
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nology center, and is the comprehensive gradu-
ate institution in the state, with an enrollment 
of more than 25,000 students. For more informa-
tion, see http://www.cse.sc.edu/.

Applicants should apply to the Chair of the 
Search Committee, Department of Computer Sci-
ence and Engineering, University of South Caro-
lina, Columbia, SC 29208 or to clustersearch@
cse.sc.edu and clearly indicate the cluster search 
in their cover letter. A curriculum vita, research 
and teaching statement, and the names and ad-
dresses of three references should be included. 
Applications will be accepted until the position 
is filled. The University of South Carolina does 
not discriminate in educational or employment 
opportunities or decisions for qualified persons 
on the basis of race, color, religion, sex, national 
origin, age, disability, sexual orientation or vet-
eran status.

University of South Carolina
Department Chair – Computer Science and 
Engineering

The Department of Computer Science and En-
gineering in the College of Engineering and 
Computing, University of South Carolina, seeks 
nominations and applications for the position of 
Department Chair. The Department offers bach-
elor’s degrees in computer engineering, comput-
er information systems, and computer science, 
M.S./M.E. and Ph.D. degrees in Computer Sci-
ence and Engineering, a Master of Software Engi-
neering, and a Certificate of Graduate Studies in 
Information Assurance and Security. The Depart-
ment has 22 full-time faculty, an undergraduate 
enrollment of 313, a graduate enrollment of 88 
students, and over $1.5 million in research expen-
ditures. New leadership in the College has made 
growth of the Department a high priority.

Qualified applicants are expected to have out-
standing leadership and administrative skills, a 
strong record of research performance, dedica-
tion to education, and credentials (including a 
Ph.D. in computer science, computer engineer-
ing, or related field) commensurate with ap-
pointment as a full professor with tenure in the 
Department. Nomination letters should include 
statements regarding the nominee’s relevant cre-
dentials. Applications should include a current 
resume, a statement of professional interests 
and vision, and the names, affiliations, and con-
tact information (including email address and 
telephone number) of at least three references. 
Nominations and applications will be accepted 
until the position is filled and should be sent to 
Computer Science and Engineering Chair Search 
Committee, Office of the Dean, College of Engi-
neering & Computing, University of South Caro-
lina, Swearingen Engineering Center, 301 Main 
Street, Columbia, SC 29208. Applications may be 
sent by email to CSE-search@engr.sc.edu. The 
University of South Carolina is an Affirmative Ac-
tion/Equal Opportunity Institution. Women and 
minorities are encouraged to apply.

University of Tennessee at Chattanooga
Assistant/Associate Professor

UTC invites applications for a full-time, tenure 
track appointment in Computer Science and 

University of Texas at Austin
Department of Computer Sciences
Tenure-track Positions at All Levels

The Department of Computer Sciences of the 
University of Texas at Austin invites applications 
for tenure-track positions at all levels. Excellent 
candidates in all areas will be seriously consid-
ered, especially in Computer Architecture. All 
tenured and tenure-track positions require a 
Ph.D. or equivalent degree in computer science 
or a related area at the time of employment.

Successful candidates are expected to pur-
sue an active research program, to teach both 
graduate and undergraduate courses, and to 
supervise graduate students. The department is 
ranked among the top ten computer science de-
partments in the country. It has 46 tenured and 
tenure-track faculty members across all areas of 
computer science. Many of these faculty partici-
pate in interdisciplinary programs and centers in 
the University, including those in Computational 
and Applied Mathematics, Computational Biol-
ogy, and Neuroscience.

Austin, the capital of Texas, is located on the 
Colorado River, at the edge of the Texas Hill Coun-
try, and is famous for its live music and outdoor 
recreation. Austin is also a center for high-technol-
ogy industry, including companies such as IBM, 
Dell, Freescale Semiconductor, Advanced Micro 
Devices, National Instruments, AT&T, Intel and 
Samsung. For more information please see the de-
partment web page: http://www.cs.utexas.edu/

The department prefers to receive applica-
tions online, beginning November 15, 2008. 
To submit yours, please visit http://services.
cs.utexas.edu/recruit/faculty/

If you do not have internet access, please send 
a curriculum vita, home page URL, description 
of research interests, and selected publications, 
and ask three referees to send letters of reference 
directly to:

Faculty Search Committee
Department of Computer Sciences
The University of Texas at Austin
1 University Station C0500
Austin, Texas 78712-0233 USA

Inquiries about your application may be di-
rected to faculty-search@cs.utexas.edu. For full 
consideration of your application, please apply by 
January 15, 2009. Women and minority candidates 
are especially encouraged to apply. The University 
of Texas is an Equal Opportunity Employer.

University of Waterloo
David R. Cheriton School of Computer Science
Chair in Software Systems

Applications are invited for one or two David R. 
Cheriton Chairs in Software Systems. These are 
senior positions and include substantial research 
support and teaching reduction. Candidates with 
outstanding research records in software systems 
(very broadly defined) are encouraged to apply. 
Successful applicants who join the University of 
Waterloo are expected to be leaders in research, 
have an active graduate student program and con-
tribute to the overall development of the School. 
A Ph.D. in Computer Science, or equivalent, is 
required, with evidence of excellence in teaching 
and research. Rank and salary will be commen-

Engineering, beginning January 1, 2009. The de-
partment seeks applicants with a Ph.D. in Com-
puter Science or Computer Engineering, and 
experience/interest in high performance comput-
ing and interdisciplinary teaching and research. 
The CSE department (www.cs.utc.edu), part of the 
College of Engineering and Computer Science, 
offers an ABET accredited B.S. degree, a M.S. de-
gree, and has received certification by the CNSS, 
NSA, and DHA as a National Center of Academic 
Excellence in Information Assurance Education. 
The College is also home to the SimCenter and its 
graduate programs (MS/Ph.D.) in Computational 
Engineering.

To apply, please e-mail in Word or pdf format 
an application letter, resume and descriptions 
of teaching and research philosophies to Dr. 
Jack Thompson, Jack-Thompson@utc.edu. Also, 
please arrange for 3 letters of recommendation 
and a copy of your transcript listing the comple-
tion of your doctoral degree to:

Faculty Search Committee
Computer Science, Dept. 2302
The University of Tennessee at Chattanooga
615 McCallie Avenue
Chattanooga, TN 37403-2598

Screening of applicants who have provided 
complete information will begin immediately 
and continue until the position is filled. The Uni-
versity of Tennessee at Chattanooga is an equal 
employment opportunity/affirmative action/Title 
VI & IX/Section 504 ADA/ADEA institution, and, 
as such, encourages the application of qualified 
women and minorities.

University of Tennessee, Knoxville
Tenure-track Faculty Positions

The Min Kao Department of Electrical Engineer-
ing and Computer Science (EECS) at The Univer-
sity of Tennessee, Knoxville seeks applications 
for tenure-track faculty positions in all areas of 
computer engineering, including but not limited 
to dependable and secure systems, wireless and 
sensor networks, embedded systems, and VLSI. 
The department is starting a new growth phase 
thanks to gifts from alumnus Dr. Min Kao and 
other donors plus additional state funding total-
ing over $47.5 M for a new building and endow-
ments for the department. Information about the 
EECS Department can be found at http://www.
eecs.utk.edu/.

Candidates should have an earned Ph.D. in 
Electrical Engineering, Computer Engineering, 
Computer Science, or equivalent. Interested 
candidates should apply through the depart-
mental web site at http://www.eecs.utk.edu/jobs/
faculty and submit a curriculum vitae, research 
and teaching statement, and provide contact in-
formation for three references. Consideration of 
applications will begin on December 10, 2008, 
and the position will remain open until filled. 
The University of Tennessee is an EEO/AA/Title 
VI/Title IX/Section 504/ADA/ADEA institution in 
the provision of its education and employment 
programs and services. All qualified applicants 
will receive equal consideration for employment 
without regard to race, color, national origin, 
religion, sex, pregnancy, marital status, sexual 
orientation, age, physical or mental disability, or 
covered veteran status.

http://www.cse.sc.edu/
mailto:clustersearch@cse.sc.edu
mailto:CSE-search@engr.sc.edu
http://www.cs.utc.edu
mailto:Jack-Thompson@utc.edu
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http://www.eecs.utk.edu/jobs/
http://www.cs.utexas.edu/
http://services.cs.utexas.edu/recruit/faculty/
mailto:faculty-search@cs.utexas.edu
mailto:clustersearch@cse.sc.edu
http://www.eecs.utk.edu/
http://services.cs.utexas.edu/recruit/faculty/
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search and houses a diverse research program of 
international stature. Because of its recognized 
capabilities, the School attracts exceptionally 
well-qualified students at both undergraduate 
and graduate levels. In addition, the University 
has an enlightened intellectual property policy 
which vests rights in the inventor: this policy 
has encouraged the creation of many spin-off 
companies including iAnywhere Solutions Inc., 
Maplesoft Inc., Open Text Corp and Research in 
Motion. Please see our website for more informa-
tion: http://www.cs.uwaterloo.ca/ 

Applications should be sent by electronic mail 
to cs-recruiting@cs.uwaterloo.ca 

or by post to:
Chair, Advisory Committee on Appointments 
David R. Cheriton School of Computer  

Science 
200 University Avenue West 
University of Waterloo 
Waterloo, Ontario 
Canada N2L 3G1 

An application should include a curriculum 
vitae, statements on teaching and research, and 
the names and contact information for at least 
three referees. Applicants should ask their refer-
ees to forward letters of reference to the address 
above. Applications will be considered as soon as 
possible after they are complete, and as long as 
positions are available. 

The University of Waterloo encourages appli-
cations from all qualified individuals, including 
women, members of visible minorities, native 
peoples, and persons with disabilities. All quali-
fied candidates are encouraged to apply; however, 
Canadian citizens and permanent residents will 
be given priority. 

University of Waterloo
David R. Cheriton School of Computer Science
Faculty Position in Software Engineering

The University of Waterloo invites applications 
for a tenure-track or tenured faculty position in 
the David R. Cheriton School of Computer Sci-
ence, in the area of software engineering. Candi-
dates at all levels of experience are encouraged 
to apply. Preference will be given to those who 
focus on health informatics as an application 
area. Successful applicants who join the Uni-
versity of Waterloo are expected to develop and 
maintain a productive program of research, at-
tract and develop highly qualified graduate stu-
dents, provide a stimulating learning environ-
ment for undergraduate and graduate students, 
and contribute to the overall development of the 
School. A Ph.D. in Computer Science, or equiva-
lent, is required, with evidence of excellence in 
teaching and research. Rank and salary will be 
commensurate with experience, and appoint-
ments are expected to commence during the 
2009 calendar year. 

With over 70 faculty members, the University 
of Waterloo’s David R. Cheriton School of Com-
puter Science is the largest in Canada. It enjoys 
an excellent reputation in pure and applied re-
search and houses a diverse research program of 
international stature. Because of its recognized 
capabilities, the School attracts exceptionally 
well-qualified students at both undergraduate 
and graduate levels. In addition, the University 

With over 70 faculty members, the University 
of Waterloo’s David R. Cheriton School of Com-
puter Science is the largest in Canada. It enjoys 
an excellent reputation in pure and applied re-
search and houses a diverse research program of 
international stature. Because of its recognized 
capabilities, the School attracts exceptionally 
well-qualified students at both undergraduate 
and graduate levels. In addition, the University 
has an enlightened intellectual property policy 
which vests rights in the inventor: this policy 
has encouraged the creation of many spin-off 
companies including iAnywhere Solutions Inc., 
Maplesoft Inc., Open Text Corp and Research in 
Motion. Please see our website for more informa-
tion: http://www.cs.uwaterloo.ca/ 

Applications should be sent by electronic mail 
to cs-recruiting@cs.uwaterloo.ca 

or by post to:
Chair, Advisory Committee on Appointments 
David R. Cheriton School of Compute  

Science 
200 University Avenue West 
University of Waterloo 
Waterloo, Ontario 
Canada N2L 3G1 

An application should include a curriculum 
vitae, statements on teaching and research, and 
the names and contact information for at least 
three referees. Applicants should ask their refer-
ees to forward letters of reference to the address 
above. Applications will be considered as soon as 
possible after they are complete, and as long as 
positions are available. 

The University of Waterloo encourages appli-
cations from all qualified individuals, including 
women, members of visible minorities, native 
peoples, and persons with disabilities. All quali-
fied candidates are encouraged to apply; however, 
Canadian citizens and permanent residents will 
be given priority. 

University of Waterloo
David R. Cheriton School of Computer Science
Faculty Position in Information Systems

The University of Waterloo invites applications 
for one or two tenure-track or tenured faculty 
positions in the David R. Cheriton School of 
Computer Science, in the area of information 
systems. Candidates at all levels of experience are 
encouraged to apply. Preference will be given to 
those who focus on health informatics as an ap-
plication area. Successful applicants who join the 
University of Waterloo are expected to develop 
and maintain a productive program of research, 
contribute to a newly-created Master’s program 
in health informatics, attract and develop highly 
qualified graduate students, provide a stimulat-
ing learning environment for undergraduate and 
graduate students, and contribute to the overall 
development of the School. A Ph.D. in Computer 
Science, or equivalent, is required, with evidence 
of excellence in teaching and research. Rank and 
salary will be commensurate with experience, and 
appointments are expected to commence during 
the 2009 calendar year. 

With over 70 faculty members, the University 
of Waterloo’s David R. Cheriton School of Com-
puter Science is the largest in Canada. It enjoys 
an excellent reputation in pure and applied re-

surate with experience, and appointments are 
expected to commence during the 2009 calendar 
year. The Chairs are tenured positions. 

With over 70 faculty members, the University 
of Waterloo’s David R. Cheriton School of Com-
puter Science is the largest in Canada. It enjoys 
an excellent reputation in pure and applied re-
search and houses a diverse research program of 
international stature. Because of its recognized 
capabilities, the School attracts exceptionally 
well-qualified students at both undergraduate 
and graduate levels. In addition, the University 
has an enlightened intellectual property policy 
which vests rights in the inventor: this policy 
has encouraged the creation of many spin-off 
companies including iAnywhere Solutions Inc., 
Maplesoft Inc., Open Text Corp and Research in 
Motion. Please see our website for more informa-
tion: http://www.cs.uwaterloo.ca/ 

Applications should be sent by electronic mail 
to cs-recruiting@cs.uwaterloo.ca 

or by post to:
Chair, Advisory Committee on Appointments 
David R. Cheriton School of Computer Sci-

ence 
200 University Avenue West 
University of Waterloo 
Waterloo, Ontario 
Canada N2L 3G1 

An application should include a curriculum 
vitae, statements on teaching and research, and 
the names and contact information for at least 
three referees. Applicants should ask their refer-
ees to forward letters of reference to the address 
above. Applications will be considered as soon as 
possible after they are complete, and as long as 
positions are available. 

The University of Waterloo encourages appli-
cations from all qualified individuals, including 
women, members of visible minorities, native 
peoples, and persons with disabilities. All quali-
fied candidates are encouraged to apply; however, 
Canadian citizens and permanent residents will 
be given priority. 

University of Waterloo
David R. Cheriton School of Computer Science
Faculty Position - Information Retrieval will be 
given High Priority

The University of Waterloo invites applications 
for a tenure-track or tenured faculty positions in 
the David R. Cheriton School of Computer Sci-
ence. The area of information retrieval (broadly 
defined) will be given high priority: other areas 
will be considered if the School is unable to re-
cruit a very strong candidate in information re-
trieval. Candidates at all levels of experience are 
encouraged to apply. Successful applicants who 
join the University of Waterloo are expected to 
develop and maintain a productive program of 
research, attract and develop highly qualified 
graduate students, provide a stimulating learn-
ing environment for undergraduate and graduate 
students, and contribute to the overall develop-
ment of the School. A Ph.D. in Computer Science, 
or equivalent, is required, with evidence of excel-
lence in teaching and research. Rank and salary 
will be commensurate with experience, and ap-
pointments are expected to commence during 
the 2009 calendar year. 

http://www.cs.uwaterloo.ca/
mailto:cs-recruiting@cs.uwaterloo.ca
http://www.cs.uwaterloo.ca/
mailto:cs-recruiting@cs.uwaterloo.ca
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has an enlightened intellectual property policy 
which vests rights in the inventor: this policy 
has encouraged the creation of many spin-off 
companies including iAnywhere Solutions Inc., 
Maplesoft Inc., Open Text Corp and Research in 
Motion. Please see our website for more informa-
tion: http://www.cs.uwaterloo.ca/ 

Applications should be sent by electronic mail 
to cs-recruiting@cs.uwaterloo.ca 

or by post to: 
Chair, Advisory Committee on Appointments 
David R. Cheriton School of Computer  

Science 
200 University Avenue West 
University of Waterloo 
Waterloo, Ontario 
Canada N2L 3G1 

An application should include a curriculum 
vitae, statements on teaching and research, and 
the names and contact information for at least 
three referees. Applicants should ask their refer-
ees to forward letters of reference to the address 
above. Applications will be considered as soon as 
possible after they are complete, and as long as 
positions are available. 

The University of Waterloo encourages appli-
cations from all qualified individuals, including 
women, members of visible minorities, native 
peoples, and persons with disabilities. All quali-
fied candidates are encouraged to apply; however, 
Canadian citizens and permanent residents will 
be given priority. 

Vassar College
Department of Computer Science
Two Year Visiting Assistant Professor,  
Fall, 2009

Vassar College seeks applications for a two-year, 
full-time Visiting Assistant Professor position 
starting Fall, 2009. A commitment to excellence 
in undergraduate teaching and research is ex-
pected. The Ph.D. in computer science is re-
quired. Applicants with background in any area 
of Computer Science will be considered, but spe-
cial consideration will be given to applicants with 
interest and expertise in Computer Organization, 
Computer Architecture, Operating Systems, and/
or the “TeachScheme, ReachJava” curriculum. All 
candidates must be able to cover courses in the 
core areas of Computer Science.

Vassar College is an equal opportunity/affir-
mative action employer and is actively committed 
to diversity within its community. Applications 
from members of historically under-represented 
groups are especially encouraged to apply.

Vassar College has been successfully building 
a strong undergraduate program in Computer 
Science. Introductory courses are taught using 
Scheme and Java. The department has Linux lab-
oratories for introductory and advanced instruc-
tion. Faculty are provided with Unix workstations 
and personal computers. For more information 
see http://www.cs.vassar.edu.

Review of applications will begin January 1, 
2009 and continue until the position is filled. 
Send vita and three letters of reference to Nancy 
Ide, Chair, Department of Computer Science, 
124 Raymond Avenue, Box 732, Vassar College, 
Poughkeepsie, New York 12604-0732. E-mail: cs-
dept@cs.vassar.edu.

Wayne State University
Faculty Positions in Bioinformatics/
Computational Biology

The College of Liberal Arts and Sciences antici-
pates up to three tenure-track openings in bioin-
formatics/computational biology that will build 
on our existing strengths in computer sciences 
and life sciences. The new faculty will be housed 
in the Department of Computer Science or De-
partment of Biological Sciences according to their 
background and preference. Rank will be depen-
dent upon qualifications. As part of this cluster 
hire, we anticipate the creation of a Center for 
Computational Biology and Bioinformatics. Joint 
appointments in other Schools/Colleges/Centers/
Institutes will be available, as appropriate.

Areas of interest include, but not limited to, 
development of high throughput data analysis 
methods and techniques (e.g., microarray, se-
quence analysis), systems biology, data mining, 
and bioinformatics/computational biology appli-
cations (e.g., genomics, proteomics, ribonomics, 
metabolomics, genomic medicine and disease). 

Wayne State University is a, comprehensive, 
nationally ranked research institution that of-
fers generous start-up packages. Applicants must 
have a Ph.D. degree or equivalent and an out-
standing research record. Successful applicants 
are expected to establish and maintain vigorous, 
externally funded research programs and par-
ticipate in education at both the undergraduate 
and graduate levels. In addition, successful ap-
plicants will be expected to exploit and expand 
the existing collaborative culture in the campus 
among faculty members of Biological Sciences, 
Computer Science, the School of Medicine’s Kar-
manos Cancer Institute, the Center for Molecular 
Medicine and Genetics, the Institute of Environ-
mental Health Sciences, the Mott Center for Hu-
man Growth and Development, Detroit Regional 
Institute for Clinical and Translational Research 
and the Henry Ford Health System. 

Applications must be submitted online 
at http://jobs.wayne.edu, referring to Posting 
#035531. Include a letter of intent, 2-page state-
ment of research interests, 1-page statement of 
teaching interests, curriculum vitae, and contact 
information for at least three references. All ap-
plications will be strictly confidential and refer-
ences will be requested only for applicants who 
are shortlisted. Applicants must indicate the 
position(s) for which they are applying by mark-
ing the corresponding Position Number(s). Only 
those application materials that are submitted 
to this site will be considered. The search will 
remain open until the positions have been filled. 
Wayne State University is an equal opportunity/
affirmative action employer.

Wayne State University
Department of Computer Science
Tenure-Track Faculty Positions

The Department of Computer Science of Wayne 
State University invites applications for two ten-
ure-track faculty positions, subject to administra-
tive approval, at the Assistant/Associate Professor 
level. Continuing our recent growth, we are seek-
ing applicants in the areas of Software Engineer-
ing and Services Computing. Outstanding appli-
cations in other areas will also be considered. 

Washington University in Saint Louis
Multiple Tenure-track/Tenured Faculty 
Positions

The Department of Computer Science and Engi-
neering (CSE) and the School of Medicine (WUSM) 
are jointly searching for multiple tenure-track facul-
ty members with outstanding records of computing 
research and long term interest in scientific and/or 
biomedical problems. Appointments may be made 
wholly within CSE or jointly with the Departments 
of Medicine or Pathology & Immunology. 

A key initiative in the CSE department’s stra-
tegic plan is Integrating Computing and Science. 
As part of that initiative, we expect to make syn-
ergistic hires with a combined research portfolio 
spanning the range from fundamental computer 
science/engineering to applied research focused 
on science or medicine. Specific areas of interest 
include, but are not limited to: 

�Databases, medical informatics, clinical or ˲˲
public-health informatics 
�Theory/Algorithms with the potential for bio-˲˲
medical applications 
�Analysis of complex genetic, genomic, pro-˲˲
teomic, and metabolomic datasets 
�Image analysis or visualization with the poten-˲˲
tial for biomedical applications 
�Computer engineering with applications to ˲˲
medicine or the natural sciences 
�Other areas of computational biology or com-˲˲
putational science 

These positions will continue a successful, 
ongoing strategy of collaborative research be-
tween CSE and the School of Medicine, which 
is consistently ranked among the top 3 medi-
cal schools in the United States. CSE currently 
consists of 24 tenured and tenure-track faculty 
members, 71 Ph.D. students, and a stellar group 
of undergraduates with a history of significant 
research contributions. The Department seeks to 
build on and complement its strengths in biologi-
cal sequence analysis, biomedical image analysis, 
and biomedical applications of novel computing 
architectures. 

Washington University is a private university 
with roughly 6,000 full-time undergraduates and 
6,000 graduate students. It has one of the most 
attractive university campuses anywhere, and is 
located in a lovely residential neighborhood, ad-
jacent to one of the nation’s largest urban parks, 
in the heart of a vibrant metropolitan area. St. 
Louis is a wonderful place to live, providing ac-
cess to a wealth of cultural and entertainment 
opportunities without the everyday hassles of the 
largest cities. 

We anticipate appointments at the rank of 
Assistant Professor; however, in the case of ex-
ceptionally qualified candidates appointments at 
any rank may be considered. Qualified applicants 
should submit a complete application (cover let-
ter, curriculum vita, research statement, teaching 
statement, and names of at least three referenc-
es) electronically to recruiting@cse.wustl.edu. 
Other communications may be directed to Prof. 
Michael Brent, Department of Computer Science 
and Engineering, Campus Box 1045, Washington 
University, One Brookings Drive, St. Louis, MO 
63130-4899. 

Applications will be considered as they are 
received. Washington University is an equal op-
portunity/affirmative action employer. 

http://www.cs.uwaterloo.ca/
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Candidates should have a Ph.D. in computer 
science or related area. The successful candidate 
will have a strong commitment to research and 
teaching, a strong publication record, and po-
tential for obtaining external research funding. 
Senior applicants should have strong publication 
and funding records.

We offer B.S., M.S. and Ph.D. degrees with 
enrollment of over 80 Ph.D. students. Our total 
annual R&D expenditures average between $2-3 
million. 

Wayne State University is a premier institu-
tion of higher education offering more than 350 
undergraduate and graduate academic programs 
through 11 schools and colleges to more than 
33,000 students. Wayne State ranks in the top 
50 nationally among public research universi-
ties. As Michigan’s only urban university, Wayne 
State fulfills a unique niche in providing access 
to a world-class education. The University offers 
excellent benefits and a competitive compensa-
tion package.

Submit applications online at http://jobs.
wayne.edu. Please include a letter of intent, state-
ment of research and teaching interests, CV, and 
contact information for at least three references. 
All applications received by December 1, 2008 will 
receive full consideration. However, applications 
will be accepted until the position is filled. Wayne 
State University is an equal opportunity/affirma-
tive action employer.

Willamette University
Assistant Professor

We invite applications for a tenure-track posi-
tion at a small, select liberal arts college, located 
in Salem, Oregon, one hour from the Pacific, the 
Cascades, and the Silicon Forest. The position will 
complete a department of four full-time faculty. 
The teaching load is two courses and two labs per 
term. Startup funding, junior sabbaticals and con-
ference travel are available. Qualifications include 
a Ph.D. in Computer Science, a commitment to 
high-quality teaching, an interdisciplinary focus 
in teaching and scholarship, and an ability to con-
duct research with students. Please send a letter 
of application, a statement of teaching philosophy 
and vitae (including names of three references) 
to: cs-search@willamette.edu. Applications will 
be reviewed starting 11/21/08. Believing that di-
versity contributes to academic excellence and to 
rich and rewarding communities, Willamette Uni-
versity is committed to recruiting and retaining a 
diverse faculty, staff and student body. We seek 
candidates, particularly those from historically 
under-represented groups, whose work furthers 
diversity and who bring to campus varied experi-
ences, perspectives and backgrounds.

www.acm.org/dl

ACM Digital Library

The UltimateOnline
INFORMATIONTECHNOLOGY

Resource!
• Over 40 ACM publications, plus conference
proceedings
• 50+ years of archives
• Advanced searching capabilities
• Over 2 million pages of downloadable text

Plus over one million bibliographic
citations are available in the

ACM Guide to Computing Literature

To join ACM and/or subscribe to the Digital Library, contact ACM:

Phone: 1.800.342.6626 (U.S. and Canada)
+1.212.626.0500 (Global)

Fax: +1.212.944.1318
Hours: 8:30 a.m.-4:30 p.m., Eastern Time

Email: acmhelp@acm.org
Join URL: www.acm.org/joinacm

Mail: ACMMember Services
General Post Office
PO Box 30777
NewYork, NY 10087-0777 USA
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last byte

Readers are encouraged to submit prospective puzzles for future columns to puzzled@cacm.acm.org. 

Peter Winkler (puzzled@cacm.acm.org) is Professor of Mathematics and of Computer Science and Albert Bradley Third 
Century Professor in the Sciences at Dartmouth College, Hanover, NH. 

Puzzled: Circular Food
Welcome to three new challenging mathematical puzzles. Solutions to the first two will be published  
next month; the third is as yet unsolved, so you may need extra luck with that one. Here, I concentrate  
on circular food, so you might want to eat something before jumping in. 

DOI:10.1145/1400214.1413439		  Peter Winkler

1.Two hungry Icelanders, Alta and Baldur, are 
sharing a pizza that is radially sliced into pieces 

of various sizes. To start, Alta chooses any slice to 
eat; thereafter, she and Baldur alternate taking slices 
(Baldur first) but must always take a slice that is 
adjacent to some previously taken slice. I call this the 
“polite pizza protocol”; the uneaten portion is always 
connected, thus, in theory, staying hot longer. Is it 
possible for the pizza to be cut in such a way that, no 
matter what Alta does, Baldur can get more than half 
the pie?

2.A cylindrical ice-cream cake with the most 
scrumptious chocolate frosting on top is sitting on 

a table. As an expert cake cutter, you choose an arbitrary 
angle x and proceed to cut one wedge after another, 
counterclockwise, around the cake, each of angle exactly 
x. However, each time you cut a wedge, you turn that 
piece upside-down and slide it back into the cake. This 
puts the frosting on the bottom at first, but as you work 
your way around and around the cake, the frosting 
comes back up to the top, then returns to the bottom, 
and so forth. Your mission is to prove that after some 
finite number of slices, all the frosting will be back on 
top of the cake.

3.You need to bake circular tarts of various sizes and 
total area 1. Can you always fit them into a circular 

pie pan of area 2? Amazingly, no one knows. 
(This puzzle is from Alexander Soifer of the University of Colorado, Colorado Springs; related work, including a proof for 
square tarts in a square pan, can be found in the journal Geombinatorics, www.uccs.edu/~geombina/.) 

http://www.uccs.edu/~geombina/
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introducing...

3,000+ Online Courses from SkillSoft

The ACM Online Course Collection features unlimited access to 3,000+ online courses from SkillSoft,
a leading provider of e-learning solutions. This new collection of courses offers a
host of valuable resources that will help tomaximize your learning experience.
Available on a wide range of information technology and business subjects,
these courses are open to ACM Professional and Student Members.

SkillSoft courses offer a number of valuable features, including:
• Job Aids, tools and forms that complement and support course content
• Skillbriefs, condensed summaries of the instructional content of a course topic
• Mentoring via email, online chats, threaded discussions - 24/7
• Exercises, offering a thorough interactive practice session appropriate to
the learning points covered previously in the course

• Downloadable content for easy and convenient access
• Downloadable Certificate of Completion

“The course Certificate
of Completion is
great to attach to
job applications!”

ACM Professional Member

600 Online Books from Safari 500Online Books fromBooks24x7

The ACM Online Books Collection includes
unlimited access to 600 online books from
Safari® Books Online, featuring leading
publishers including O’Reilly. Safari puts a
complete IT and business e-reference library
right on your desktop. Available to ACM
Professional Members, Safari will help you
zero in on exactly the information you need,
right when you need it.

All Professional and Student Members also
have unlimited access to 500 online books
from Books24x7®, in ACM’s rotating collection
of complete unabridged books on the hottest
computing topics. This virtual library puts
information at your fingertips. Search, book-
mark, or read cover-to-cover. Your bookshelf
allows for quick retrieval and bookmarks let
you easily return to specific places in a book.
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