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VMware Sponsored  
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Virtualized Environments are proliferating in the 
IT industry. They are becoming a foundation 
of many computing and communication 
environments from large enterprises and 
multi-tenant clouds to virtualized desktops, as 
well as mobile endpoints. The management of 
performance in such virtualized environments 
provides many interesting challenges.

In this RFP, we are requesting proposals that 
cover but are not limited to any of the following 
areas:
•	 Development of large-scale statistics 

gathering and analysis in scalable virtualized 
environments. Specific areas of interest 
include but are not limited to health models for 
multi-tier applications as well as correlations 
application, VM and host performance.

•	 Improvements in coordinated resource 
management across applications, VMs and 
hosts. For example, transparent solutions for 
the double-swapping problem and elimination 
of redundant disk I/O across VM and host, 
as well as better management of runtime 
systems such as JVMs and databases in 
overcommitted situations in VM and host.

•	 Performance improvements of an emerging 
class of distributed, latency-sensitive 
programming and middleware frameworks, 
such as Hadoop, Memcached, GemFire Data 
Fabric and traditional HPC. This includes 
but is not limited to performance studies, 
performance optimizations, virtualization 
enhancements, and explorations of novel 
approaches that increase the value of these 
new frameworks through integration with 
virtualization.

•	 Performant and scalable handling of all 
virtualized environment management data, 
including data consistency, data distribution 
and levels of coupling between management 
and managed elements. For example, design 
of a scalable management and monitoring 
infrastructure for millions of VMs.

Theme: Performance Management  
Challenges in Virtualized Environments

Award Information

Funding Award up to $250,000 

Duration of  
Proposed Research 

One to three years (preference for 1 year 
projects, renewable based on results) 

Funding Type Gift or Grant (to be determined on  
a case by case basis) 

Student Internships One summer internship for each  
summer for each student for the  
duration of the project 

Submission and 
Correspondence 

funding@vmware.com

Program URL http://vmware.com/go/vmap-rfp

Proposal Evaluation

Phase 1

Preliminary Proposal 
Page Length 

One page short technical proposal  
with coarse grain deliverables

Preliminary Proposal 
Due Date 

January 10, 2011 

Preliminary Proposal 
Notification 

February 4, 2011 

Phase 2

Optional Exploratory 
Virtual Workshop 

Principal Investigators chosen for Phase 2 are 
invited to an optional ½ day virtual workshop 
on Performance Management Challenges in 
Virtualized Environments

Workshop Date February 18, 2011 

Full Proposal Page 
Length 

10-20 pages 

Full Proposal Content Technical approach, preliminary results, 
deliverables, milestones, budget, CVs 

Full Proposal Deadline April 8, 2011 

Award Results 
Announcement

April 29, 2011

Project Start May 27, 2011
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Springer References & Key Library Titles
Handbook of  
Ambient 
Intelligence 
and Smart 
Environments
H. Nakashima, Future 
University, Hakodate, 
Hokkaido, Japan;  

H. Aghajan, Stanford University, Stanford, 
CA, USA; J. C. Augusto, University of Ulster at 
Jordanstown, Newtownabbey, UK (Eds.)

Provides readers with comprehensive, up-to-
date coverage in this emerging field. Organizes 
all major concepts, theories, methodologies, 
trends and challenges into a coherent, unified 
repository. Covers a wide range of applications 
relevant to both ambient intelligence and 
smart environments. Examines case studies 
of recent major projects to present the reader 
with a global perspective of actual develop-
ments.

2010. XVIII, 1294 p. 100 illus. Hardcover
ISBN 978-0-387-93807-3 7 $229.00

Handbook of 
Multimedia 
for Digital 
Entertainment 
and Arts
B. Furht, Florida Atlantic 
University, Boca Raton, 
FL, USA (Ed.)

The first comprehensive handbook to cover 
recent research and technical trends in the field 
of digital entertainment and art. Includes an 
outline for future research directions within 
this explosive field. The  main focus targets 
interactive and online games, edutainment, 
e-performance, personal broadcasting, innova-
tive technologies for digital arts, digital visual 
and other advanced topics.

2009. XVI, 769 p. 300 illus., 150 in color. Hardcover
ISBN 978-0-387-89023-4 7 $199.00

Handbook 
of Natural 
Computing
G. Rozenberg, T. Bäck,  
J. N. Kok, Leiden Univer-
sity, The Netherlands 
(Eds.)

We are now witnessing 
an exciting interaction between computer 
science and the natural sciences. Natural 
Computing is an important catalyst for this 
interaction, and this handbook is a major 
record of this important development.

2011. Approx. 1700 p. (In 3 volumes, not available 
seperately) Hardcover
ISBN 978-3-540-92909-3 7 $749.00

eReference
ISBN 978-3-540-92910-9 7 $749.00

Print + eReference
2011. Approx. 1700 p.
ISBN 978-3-540-92911-6 7 $939.00

Handbook of 
Biomedical 
Imaging
N. Paragios, École 
Centrale de Paris, France; 
J. Duncan, Yale Univer-
sity, USA; N. Ayache, 
INRIA, France (Eds.)

This book offers a unique guide to the entire 
chain of biomedical imaging, explaining how 
image formation is done, and how the most 
appropriate algorithms are used to address 
demands and diagnoses. It is an exceptional 
tool for radiologists, research scientists, senior 
undergraduate and graduate students in health 
sciences and engineering, and university 
professors.

2010. Approx. 590 p. Hardcover
ISBN 978-0-387-09748-0 7 approx. $179.00

Encyclopedia of  
Machine 
Learning
C. Sammut, G. I. Webb 
(Eds.)

The first reference work 
on Machine Learning 
Comprehensive A-Z 

coverage of this complex subject area makes 
this work easily accessible to professionals and 
researchers in all fields who are interested in a 
particular aspect of Machine LearningTargeted 
literature references provide additional value 
for researchers looking to study a topic in more 
detail.

2010. 800 p. Hardcover
ISBN 978-0-387-30768-8 7 approx. $549.00

eReference
2010. 800 p. 
ISBN 978-0-387-30164-8 7 approx. $549.00

Print + eReference
2010. 800 p.
ISBN 978-0-387-34558-1 7 approx. $689.00

Handbook of 
Peer-to-Peer 
Networking
X. Shen, University of 
Waterloo, ON, Canada;  
H. Yu, Huawei Technolo-
gies, Bridgewater, NJ, 
USA; J. Buford, Avaya 

Labs Research, Basking Ridge, NJ, USA;  
M. Akon, University of Waterloo, ON,  
Canada (Eds.)

Offers elaborate discussions on fundamentals 
of peer-to-peer computing model, networks 
and applications. Provides a comprehensive 
study on recent advancements, crucial design 
choices, open problems, and possible solution 
strategies. Written by a team of leading 
international researchers and professionals.

2010. XLVIII, 1500 p. Hardcover
ISBN 978-0-387-09750-3 7 $249.00
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Departments

5	 Tapia Conference Letter
Diverse Connections 
By David A. Patterson

6	 Letters To The Editor
Science Has Four Legs

9	 In the Virtual Extension

10	 BLOG@CACM
Security Advice; Malvertisements; 
and CS Education in Qatar
Greg Linden discusses security 
advice and the cost of user effort;  
Jason Hong considers the increase  
in malvertisements; and Mark 
Guzdial writes about gender  
and CS education in Qatar. 

12	 CACM Online
School Grades Need Improvement
By David Roman

29	 Calendar

111	 Careers

Last Byte

126	 Puzzled
Solutions and Sources
By Peter Winkler

128	 Future Tense
Rebirth of Worlds
Build a digital library of pioneering 
virtual worlds as a living laboratory  
of history and social science. 
By Rumilisoun

News

13	 The Eyes Have It
Eye-tracking control for mobile 
phones might lead to a new era  
of context-aware user interfaces.
By Gregory Goth

16	 Topic Models Vs. Unstructured Data
With topic modeling, scientists 
can explore and understand huge 
collections of unlabeled information.
By Gary Anthes

19	 CSEdWeek Expands Its Reach 
The second Computer Science 
Education Week is showing  
students, parents, and educators  
why computer science is important.
By Marina Krakovsky

20	 The New Face of War 
With the introduction of the 
sophisticated Stuxnet worm,  
the stakes of cyberwarfare  
have increased immeasurably.
By Samuel Greengard

23	 A Matter of Privacy
Do consumers have enough control 
over their personal information 
or is more government regulation 
needed? 
By David Lindley

Viewpoints

24	 Emerging Markets
The Coming African Tsunami  
of Information Insecurity
As the affordability and use of  
mobile phones in Africa increase, so 
too will security vulnerabilities. 
By Seymour Goodman  
and Andrew Harris

28	 Historical Reflections
IBM’s Single-Processor 
Supercomputer Efforts
Insights on the pioneering IBM 
Stretch and ACS projects.
By Mark Smotherman and Dag Spicer

31	 Broadening Participation
The Role of Hispanic-Serving 
Institutions in Contributing  
to an Educated Work Force
Improving inclusiveness in 
computing education.
By Ann Quiroz Gates

34	 The Profession of IT
The Long Quest for Universal 
Information Access
Digital object repositories are on the 
cusp of resolving the long-standing  
problem of universal information 
access in the Internet.
By Peter J. Denning and Robert E. Kahn

37	 Kode Vicious
Literate Coding
Spelling and grammar do matter.
By George V. Neville-Neil

39	 Viewpoint
We Need a Research Data Census
The increasing volume of research 
data highlights the need for reliable,  
cost-effective data storage and 
preservation at the national scale.
By Francine Berman

	 The Role of Conference 
Publications in CS 
A bibliometric view of conference 
proceedings and journals. 
By Massimo Franceschet

Association for Computing Machinery
Advancing Computing as a Science & Profession
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42	 A Conversation with Ed Catmull 
Pixar’s president Ed Catmull sits 
down with Stanford professor  
(and former Pixar-ian) Pat Hanrahan 
to reflect on the blending of art  
and technology.

48	 The Theft of Business Innovation
An ACM-BCS Roundtable on Threats 
to Global Competitiveness
These days, cybercriminals are 
looking to steal more than just 
banking information.
By Mache Creeger

  

 

  Articles’ development led by 
          queue.acm.org

Contributed Articles

56	 Certified Software
Only if the programmer can prove 
(through formal machine-checkable 
proofs) it’s free of bugs with respect 
to a claim of dependability.  
By Zhong Shao

67	 Business Impact of Web 2.0 
Technologies
What do wikis, blogs, podcasts, 
social networks, virtual worlds, and 
the rest do for corporate productivity 
and management?  
By Stephen J. Andriole

	 IT 2008: The History of a New 
Computing Discipline 
The IT model curriculum represents 
an excellent starting point toward 
understanding more about IT as  
an academic discipline.
By Barry Lunt, J. Ekstrom,  
Han Reichgelt, Michael Bailey,  
and Richard LeBlanc

	 A Global Collaboration 
to Deploy Help to China 
A firsthand account of an 
international team effort to install 
the Sahana disaster-management 
system in Chengdu, Sichuan after  
an earthquake. 
By Ralph Morelli, Chamindra de Silva, 
Trishan de Lanerolle, Rebecca Curzon, 
and Xin Sheng Mao

Review Articles

80	 Bayesian Networks
What are Bayesian networks and  
why are their applications growing 
across all fields?
By Adnan Darwiche

Research Highlights

92	 Technical Perspective
Iterative Signal Recovery  
From Incomplete Samples
By Michael Elad and Raja Giryes

93	 CoSaMP: Iterative Signal 
Recovery from Incomplete  
and Inaccurate Samples
By Deanna Needell and Joel A. Tropp

101	 Technical Perspective
QIP = PSPACE Breakthrough 
By Scott Aaronson

102	 QIP = PSPACE
By Rahul Jain, Zhengfeng Ji,  
Sarvagya Upadhyay,  
and John Watrous

About the Cover: 
Computer Science 
Education Week, 
designated by the U.S. 
House of Representatives, 
recognizes the 
transformative role of 
computing and the need 
to bolster computer 
science at all educational 
levels. ACM will promote 
CSEdWeek (Dec. 5–11) to 
help raise awareness of 
computing and its role in 
preparing citizens of all 

ages to grow and prosper in the 21st century. Photograph 
by Steve Paine/Carrypad.com.

http://queue.acm.org
http://Carrypad.com
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ACM, the world’s largest educational 
and scientific computing society, delivers 
resources that advance computing as a 
science and profession. ACM provides the 
computing field’s premier Digital Library 
and serves its members and the computing 
profession with leading-edge publications, 
conferences, and career resources.
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tapia conference letter

Which computer science conference:  
• Includes a past President of the 
National Academy of Engineering, a past 
chair of IBM Academy of Technology, a past 

president of ACM, a past chair of the 
Computing Research Association, sev-
eral members of the National Academy 
of Engineering, and the current execu-
tive vice president of Research and En-
gineering at Google?

˲˲ Has Google, Intel, Microsoft, Cisco, 
and NetApp as major sponsors?

˲˲ Has attendance that averages 50% 
female, 40% African American, and 30% 
Hispanic?

The answer is the Richard Tapia 
Celebration of Diversity in Computing 
Conference, to be held April 3–5, 2011 
(http://tapiaconference.org/2011/).

Created as a supportive network-
ing environment for underrepresented 
groups in computing and information 
technology, the Tapia conference cel-
ebrates and attracts students and pro-
fessionals from diverse backgrounds 
pursuing careers in our field. This bi-
annual event features inspiring speak-
ers, a dynamic technical program, and 
a community of encouragement and 
motivation. While there have long been 
computing conferences focused on 
individual minority groups, Tapia was 
founded as an inclusive conference tran-
scending demographic changes over 
time. And it works! 

A survey from Tapia 2009 found that 
82% of the attendees agreed the confer-
ence increased their dedication to com-
plete their degree and reaffirmed their 
belief that computing was the right ca-
reer path for them. One reason is that 
the Tapia Conference helps people 
from underrepresented groups over-
come the feelings of isolation sadly all 
too common in our field.

Tapia 2011 marks the 10th anniver-
sary of the conference. Tapped to serve 
as general chair is David Patterson, UC 
Berkeley—past president of ACM, past 
chair of the CRA, member of the Na-
tional Academy of Engineering and the 
National Academy of Sciences. 

Some of the highlights planned for 
the event include:

˲˲ The Memorial Ken Kennedy Lec-
ture will be given by Irving Wladawsky-
Berger, former chair of the IBM Acad-
emy of Engineering and the HENAAC 
Hispanic Engineer of the Year;

˲˲ A speech on the future of IT by Alan 
Eustace, executive vice president for Re-
search and Engineering at Google; 

˲˲ Presentation of the 2011 Richard 
Tapia Award to William Wulf, Universi-
ty of Virginia, and past president of the 
National Academy of Engineering.

The program will feature luminar-
ies like Deborah Estrin of UCLA, Blaise 
Aguera y Arcas of Microsoft, John Kubia-
towicz of UC Berkeley, and rising stars 
like Ayanna Howard of Georgia Tech, 
Ilya Hicks of Rice University, and Patty 
Lopez of Intel. There will be workshops 
on resumé writing, professional devel-
opment, and a doctoral consortium.

New this year is a focus on connec-
tions: between speakers and audience, 
among students and professionals, 
and beyond the conference via remote 
research collaborations. The program 
provides many opportunities to net-
work and build relationships, including 
an opening reception, a poster session 
displaying exciting research by stu-
dents, and a “meetup” day designed to 
match students with opportunities. 

How Can You Help?
We predict this Tapia conference will be 
the largest yet. If you would like to help, 
here are some suggestions:
Faculty

˲˲ Encourage your undergraduate and 
graduate students to apply for a travel 
scholarship to Tapia; applications are 
available at http://tapiaconference.
org/2011/scholarships.html;

˲˲ Provide departmental funds (or 
raise funds from industry) to send peo-
ple not funded by scholarships.

˲˲ If your university sends at least 10 
students, you can create a poster to help 
recruit students to your institution.

˲˲ If you are passionate about these 
topics, consider registering.
Professionals

˲˲ Encourage your staff to register at 
https://apply2.cse.tamu.edu/gts/appli-
cant/TapiaConference/

˲˲ If your company would like to be a 
Tapia sponsor, visit http://tapiaconfer-
ence.org/2011/supporters.html and 
contact Cynthia Lanius (funding@tapi-
aconference.org).
Students

˲˲ For those working on a Ph.D. dis-
sertation, consider applying to present 
at the Doctorial Consortium. This event 
provides a highly technical and sup-
portive environment where Ph.D. stu-
dents present their research and receive 
feedback from a panel of experts; http://
tapiaconference.org/2011/dc.html.

˲˲ If you have research results, apply 
to present a poster at http://tapiaconfer-
ence.org/2011/posters.html.

˲˲ Apply for a scholarship at http://
tapiaconference.org/2011/scholar-
ships/apply. 

Tapia 2011 promises to be inspira-
tional, educational, and a lot of fun. We 
look forward to seeing you April 3 in San 
Francisco. 

David A. Patterson (pattrsn@EECS.Berkeley.EDU).
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Science Has Four Legs 
DOI:10.1145/1859204.1859206		

ning to complement satellite data, 
and we are seeing the emergence of a 
new field of environmental informat-
ics. Scientists require significant help 
not only in managing and processing 
the raw data but also in designing bet-
ter workflow tools that automatically 
capture the provenance involved in 
producing the data sets scientists ac-
tually work with. 

On the other hand, “computa-
tional thinking” attempts to demon-
strate the power of computer science 
ideas not just in science but also in 
many other aspects of daily life. How-
ever, despite its importance, this goal 
should not be confused with the emer-
gence of the two new methodologies 
scientists now need to assist them in 
their understanding of nature. 

Tony Hey, Seattle 

Author’s Response: 
Hey and I are in violent agreement 
that science today is thoroughly com-
putational. What I fail to see is why 
this requires it to sprout new legs. In 
fact, theory in science was mathemat-
ical way before it was computational. 
Does that make mathematics another 
leg of science? 

Experimental science always relied 
on statistical analysis. Does that make 
statistics another leg of science? Sci-
ence today relies on highly complex 
theoretical models, requiring analysis 
via computation, and experimental 
setups that yield massive amounts of 
data, also requiring analysis via com-
putation. So science is thoroughly 
computational but still has only two 
legs—theory and experiment. 

Moshe Y. Vardi, Editor-in-Chief 

Let Patients Participate 
in Their Own Care 
In his article “Computers in Pa-
tient Care: The Promise and the 
Challenge” (Sept. 2010), Stephen V. 
Cantrill, M.D., offered seven compel-
ling arguments for integrating health 
information technology (HIT) into 

A
s  a n  e d i to r  of The Fourth 
Pa r a d i g m  ( h t t p : / / r e -
search.microsoft.com/
e n - u s / c o l l a b o r a t i o n /
fourthparadigm/default.

aspx, Microsoft Research, Redmond, 
WA, 2009) and someone who sub-
scribes to Jim Gray’s vision that there 
are now four fundamental scientific 
methodologies, I feel I must respond 
to Moshe Y. Vardi’s Editor’s Letter 
“Science Has Only Two Legs” (Sept. 
2010). 

First, I should explain my quali-
fications for defending the science-
has-four-legs premise. From 1964, 
beginning as a physics undergraduate 
at Oxford, until 1984, when I moved 
from physics to the Electronics and 
Computer Science Department, I was 
a working natural scientist. My Ph.D. 
is in theoretical particle physics, and, 
in my research career, I worked exten-
sively with experimentalists and spent 
two years at the CERN accelerator lab-
oratory in Geneva. In computer sci-
ence, my research takes in all aspects 
of parallel computing—architectures, 
languages, and tools, as well as meth-
odologies for parallelizing scientific 
applications—and more recently the 
multi-core challenge. From 2001 to 
2005, before I joined Microsoft, I was 
Director of the U.K.’s eScience Core 
Program, working closely with sci-
entists of all descriptions, from as-
tronomers and biologists to chemists 
and environmental scientists. Here at 
Microsoft Research, I still work with 
practicing scientists. 

I therefore have some relevant ex-
perience on which to ground my argu-
ment. By contrast, though Vardi has 
had a distinguished career in math-
ematics and computer science (and 
has done a great job with Communi-
cations), he has not, as far as I know, 
had much direct involvement with the 
natural sciences. 

It is quite clear that the two new 
scientific paradigms—computational 
and data-intensive—do not displace 
experiment and theory, which remain 
as relevant as ever. However, over the 

past 50 years it is equally clear that 
computational science has emerged 
as a third methodology with which we 
now explore problems that are sim-
ply inaccessible to experiment. To do 
so, scientists need (along with their 
knowledge of experiment and theo-
ry) training in numerical methods, 
computer architecture, and parallel 
programming. It was for this reason 
that Physics Nobel Prize laureate Ken 
Wilson in 1987 called computational 
science the “third paradigm” for sci-
entific discovery. He was investigating 
quantum chromo-dynamics, or QCD, 
describing the fundamental equa-
tions between quark and gluon fields 
behind the strong nuclear force. No 
analytic solution is possible for solv-
ing these equations, and the only 
option is to approximate the theory 
on a space-time lattice. Wilson pio-
neered this technique, using super-
computers to explore the predictions 
of QCD in the physical limit when the 
lattice spacing tends to zero. Other 
examples of such computational ex-
ploration, including galaxy formation 
and climate modeling, are not test-
able through experiment in the usual 
sense of the word. 

In order to explore new techniques 
for storing, managing, manipulating, 
mining, and visualizing large data 
sets, Gray felt the explosive growth 
of scientific data posed profound 
challenges for computer science (see 
Fran Berman’s “Got Data? A Guide to 
Data Preservation in the Information 
Age,” Communications, Dec. 2008). He 
therefore spent much of his last years 
working with scientists who were, as 
he said, “drowning in data.” Work-
ing with astronomers allowed him 
the luxury of experimentation, since, 
he said, their data had “absolutely no 
commercial value.” Similarly, the ge-
nomic revolution is upon us, and bi-
ologists need powerful tools to help 
disentangle the effects of multiple 
genes on disease, develop new vac-
cines, and design effective drugs. In 
environmental science, data from 
large-scale sensor networks is begin-

http://search.microsoft.com/
http://research.microsoft.com/en-us/collaboration/fourthparadigm/default
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http://research.microsoft.com/en-us/collaboration/fourthparadigm/default
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clinical practice. However, he missed 
one that may ultimately surpass all 
others—making medical data mean-
ingful (and available) to patients—so 
they can be more informed partners 
in their own care. 

Dr. Cantrill was not alone in ap-
preciating the value of HIT this way. 
Patient-facing electronic data pre-
sentation is consistently overlooked 
in academic, medical, industrial, and 
political discussions, likely because 
it’s much more difficult to associate 
financial value with patient engage-
ment than with measurable ineffi-
ciencies in medical practice. 

Perhaps, too, computer scientists 
have not let patients take advantage 
of the growing volume of their own 
electronic medical data; allowing 
them only to, say, download and print 
their medical histories is important 
but insufficient. Medical data is (and 
probably should be) authored by and 
for practitioners, and is thus beyond 
the health literacy of most patients. 
But making medical data intuitive 
to patients—a problem that’s part 
pedagogy, part translation, part infra-
structure, and part design—requires 
a collaborative effort among research-
ers in human-computer interaction, 
natural language processing, visual-
ization, databases, and security. The 
effort also represents a major oppor-
tunity for CS in terms of societal im-
pact. Its omission is indicative of just 
how much remains to be done. 

Dan Morris, Redmond, WA 

Release the Code
About the software of science, Dennis 
McCafferty’s news story (Oct. 2010) 
asked “Should Code Be Released?” 
In the case of climate science code, 
the Climate Code Foundation (http://
climatecode.org/) answers with an 
emphatic yes. Rebuilding public trust 
in climate science and support for 
policy decisions require changes in 
the transparency and communication 
of the science. The Foundation works 
with climate scientists to encourage 
publication of all climate-science 
software. 

In a Nature opinion piece “Pub-
lish Your Computer Code: It Is Good 
Enough” (Oct. 13, 2010, http://www.
n a t u r e . c o m / n e w s / 2 0 1 0 / 1 0 1 0 1 3 /

full/467753a.html), I argued that 
there are powerful reasons to publish 
source code across all fields of sci-
ence, and that software is an essen-
tial aspect of the scientific method 
despite failing to benefit from the 
system of competitive review that has 
driven science forward for the past 
300 years. In the same way software is 
part of the scientific method, source 
code should be published as part of 
the method description. 

As a reason for not publishing 
software, McCafferty quoted Alan T. 
DeKok, a former physicist, now CTO 
of Mancala Networks, saying it might 
be “blatantly wrong.” Surely this is a 
reason, perhaps the main one, that 
software should be published—to ex-
pose errors. Science progresses by 
testing new ideas and rejecting those 
that are wrong. 

I’d also like to point out a glaring 
red herring in McCafferty’s story—the 
suggestion that a policy in this area 
could undermine a modern-day Man-
hattan Project. All design and method 
descriptions from that project were 
top secret for years, many to this day. 
Such secrecy would naturally apply to 
any science software of similar mili-
tary importance. 

Nick Barnes, Staines, U.K. 

The Brain’s Inner 
Computer Is Analog 
I continue to be amazed by the sim-
plistic approach pursued by comput-
er scientists trying to understand how 
the brain functions. David Lindley’s 
news article “Brains and Bytes” (Sept. 
2010) came tantalizingly close to an 
epiphany but didn’t quite express 
what to me is fundamentally wrong 
with most research in the field. There 
is an appreciation of the statistical na-
ture of the brain’s functioning at the 
microscopic, cellular level, a realiza-
tion that complete predictability is 
not only not achievable but actually 
completely inappropriate. 

Lindley referred to an event (“neu-
ral firing”) as a binary process, despite 
being statistical in its occurrence. 
Lacking personal experience (so un-
fettered by knowledge), I claim this 
represents the fundamental obstacle 
to achieving a true understanding of 
how the brain works. A neuron firing 

or a synapse transmitting the result 
is neither binary nor random; rather, 
the shape and strength of the “sig-
nal” are critical in achieving under-
standing, and are, for the most part, 
ignored. 

Many researchers seem precom-
mitted to a view defined by digital pro-
cesses coupled with statistical unpre-
dictability. Time to return to the Dark 
Ages of computing when the brain’s 
cellular components were not statis-
tically imperfect digital devices. They 
were and are analog, a word Lindley 
left out of the article, even though 
some of his descriptions of the cellu-
lar functions cried out for such a char-
acterization. 

R. Gary Marquart, Austin, TX 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit your comments to 500 
words or less and send to letters@cacm.acm.org. 
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The Role of Conference 
Publications in CS
Massimo Franceschet 

The role of conference publications 
in computer science is controversial. 
Conferences have the undeniable 
advantages of providing fast and regular 
publication of papers and of bringing 
researchers together by offering the 
opportunity to present and discuss the 
paper with peers. These peculiar features 
of conferences are particularly important 
because computer science is a relatively 
young and fast-evolving discipline. 

Recently, Communications published 
a series of thought-provoking Viewpoint 
columns and letters that swim against 
the tide. These contributions highlight 
many flaws of the conference system, in 
particular when compared to archival 
journals, and also suggest a game-based 
solution to scale the academic publication 
process to Internet scale. Some of the 
mentioned flaws are: short time for 
referees to review the papers, limited 
number of pages for publication, limited 
time for authors to polish the paper after 
receiving comments from reviewers, 
and overload of the best researchers 
as reviewers in conference program 
committees. 

This article gives an alternative 
view on this hot issue: the bibliometric 
perspective. Bibliometrics has become 
a standard tool of science policy and 
research management in the last decades. 
In particular, academic institutions 
increasingly rely on bibliometric analysis 
for making decisions regarding hiring, 
promotion, tenure, and funding of 
scholars. This article investigates the 
frequency and impact of conference 
publications in computer science as 
compared with journal articles. The 
set of computer science publications is 
stratified by author, topic, and nation; 
in particular, publications of the 
most prolific, most popular, and most 
prestigious scholars in computer science 
are analyzed and evaluated.

contributed article
DOI: 10.1145/1859204.1859236

IT 2008: The History of  
a New Computing Discipline
Barry Lunt, J. Ekstrom, Han Reichgelt, 
Michael Bailey, and Richard LeBlanc 

The early 1990s saw the emergence of 
the Internet from the environs of the 
technical cognoscenti into the dot-com 
world with an interface for the masses. The 
increased complexity and importance of 
computing technologies for the success 
of organizations and individuals led to a 
growing need for professionals to select, 
create, apply, integrate, and administer 
an organizational IT infrastructure.  The 
skill sets needed for the new breed of 
network and system administrators 
were not provided by the computer 
science programs of the time.  Moreover, 
information systems programs, with 
the business education requirements of 
their accreditation bodies, were equally 
unwilling or unable to include the 
technical depth required. 

In response to this new educational 
need, university programs arose that were 
called Information Systems and Computer 
Science, respectively, but were something 
else entirely. These programs, and others 
like them, sprung up independently 
and spontaneously to satisfy the needs 
of employers for workers with skills 
in networks, distributed systems, and 
beginning in the mid-1990s, the Web.  

On the national level, the Computing 
Sciences Accrediting Board was joining 
with ABET.  Within ABET both the 
newly formed Computing Accreditation 
Commission and the Technology 
Accreditation Commission had noticed 
the emerging IT programs, and were 
wondering under which commission 
IT would best fit. It was in this lively 
environment that a group was formed 
that would guide IT through the period 
of defining its own model curriculum, its 
place with respect to the other computing 
programs already extant, and its own 
accreditation criteria.

contributed article
DOI: 10.1145/1859204.1859235

A Global Collaboration  
to Deploy Help to China
Ralph Morelli, Chamindra de Silva, 
Trishan de Lanerolle, Rebecca Curzon,  
and Xin Sheng Mao

On May 12, 2008, an earthquake 
measuring 7.9 on the Richter scale struck 
in Sichuan Province in southwestern 
China, destroying homes, schools, 
hospitals, roads, and vital power and 
communication infrastructure. More 
than 45 million people were affected—
tens of thousands were killed, hundreds 
of thousands injured, millions of people 
were evacuated and left homeless, and 
millions of buildings were destroyed.

When the earthquake hit, several 
members of what became an international, 
volunteer, disaster-management IT 
team were attending a workshop in 
Washington, D.C. organized by IBM to 
train IBM personnel and others in the 
use and deployment of Sahana, a free 
and open source software (FOSS) disaster 
management system. 

Sahana is a Web-based collaboration 
tool that helps manage information 
resources during a disaster recovery 
effort. It supports a wide range of relief 
efforts from finding missing persons, to 
managing volunteers, tracking resources, 
and coordinating refugee camps.  
Sahana enables government groups,  
non-governmental organizations (NGOs), 
and the victims themselves to work 
together during a disaster recovery effort.

This article provides a firsthand 
account of an international team effort 
to install the Sahana system in Chengdu, 
Sichuan. It describes how a diverse, 
multidisciplinary team worked together 
to assist the earthquake recovery effort. 
The success of the collaboration illustrates 
the power of virtual communities working 
across international boundaries using a 
variety of communication software. It also 
demonstrates that the Internet has truly 
made us all neighbors and is constantly 
forcing us to redefine our concept of 
community.

In the Virtual Extension
To ensure the timely publication of articles, Communications created the Virtual Extension (VE) 
to expand the page limitations of the print edition by bringing readers the same high-quality 
articles in an online-only format. VE articles undergo the same rigorous review process as those  
in the print edition and are accepted for publication on merit. The following synopses are from 
articles now available in their entirety to ACM members via the Digital Library.
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ity of the domain when displaying the 
URL in a browser. This makes it much 
easier to see if you are at the correct 
Web site, possibly reducing that effort 
below the threshold where people will 
find it worthwhile.

A third example is the anti-phishing 
feature now common in Web brows-
ers. This feature checks if a Web site is 
a known security threat and intervenes 
in the rare cases where someone visits a 
known threat. The cost of this is zero for 
almost all Web browsing as the feature 
is working quietly behind the scene.

Perhaps the question at the begin-
ning of this post is wrong. Perhaps 
we should ask not whether people 
should follow the security advice we 
give them, but what advice we should 
be giving. The security advice we give 
has to consider the cost of user effort. 
The security advice we give also has to 
be worth following.

So, what security advice should we 
be giving?

Jason Hong
“Malvertisements 
Growing as Online 
Security Threat”
http://cacm.acm.org/
blogs/blog-cacm/90522

I’m at the Anti-Phishing Working 
Group’s Counter eCrime Operations 
Summit IV this week. The conference 
is attended by law-enforcement offi-
cers, researchers, and industry profes-
sionals. I’ll be giving some highlights 
that are relevant to usable privacy and 
security.

Gary Warner from University of Ala-

Greg Linden
“What Security Advice 
Should We Give?”
http://cacm.acm.org/
blogs/blog-cacm/87847

Should people follow the 
security advice we give them?

The surprising answer is no. Accord-
ing to a recent paper, “So Long, And No 
Thanks for the Externalities: The Ra-
tional Rejection of Security Advice by 
Users,” by Cormac Herley at Microsoft 
Research, not only do people not follow 
the security advice we give them, but 
they shouldn’t.

The problem is that security ad-
vice ignores the cost of user effort. 
When the likelihood of having a loss 
is low, and if the cost of the loss in 
time or money is low, then the cost 
of being vigilant must be trivially 
low. Much of what we ask of people 
takes too much effort. Taking an ex-
ample from Herley’s paper, if only 
1% per year get hit with a threat that 
costs 10 hours to clean up, the effort 
required to avoid the threat must be 

no more than one second per day.
This is a frighteningly low bar. It 

means that almost all end-user security 
must require nearly no effort.

Can security features have this little 
effort?

Some do. For example, rather than 
imposing harsh and mandatory re-
strictions on passwords (for example, 
length between 6–8 characters, must 
contain a number and a letter, must 
be changed every three weeks), some 
Web sites merely report an estimate 
of the strength of a password while ac-
cepting almost anything. This imposes 
almost no effort while still encouraging 
longer, stronger, and more memorable 
passwords. Not only does this make 
sense for users, but it also makes sense 
for companies since, as Herley’s paper 
points out, the costs of having more 
agent-assisted password resets after 
forcing people to choose difficult-to-re-
member passwords can easily be higher 
than the cost of having more attacks.

Another example implemented by 
some browsers is improving the visibil-

Security Advice; 
Malvertisements; and 
CS Education in Qatar  
Greg Linden discusses security advice and the cost of user effort,  
Jason Hong considers the increase in malvertisements, and  
Mark Guzdial writes about gender and CS education in Qatar. 
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bama reported on trends in malver-
tising, a relatively new kind of attack 
where criminals inject malware or 
scareware into online advertisements. 
These malvertisements, for example, 
might be Flash files that make use 
of exploits, or use scare tactics that 
“warn” users about viruses that are on 
their computer and urge people to click 
a link to install fake antivirus software.

There are three points I want to dis-
cuss. First, these advertising networks 
have a very wide reach on the Internet. 
Even the New York Times’ Web site 
was hit with one of these fake adver-
tisements. As such, these malvertise-
ments represent a very serious threat 
to the operation of the Internet. 

Second, as a user, you could be do-
ing everything right and still be in-
fected. You might keep your antivirus 
software up to date, always install the 
latest patches, avoid sketchy programs 
and Web sites, and not fall for any 
phish, but still end up with malware.

Third, using fake virus scans has 
been a growing tactic to convince 
people to install malware onto their 
computers. This kind of malware is 
growing in sophistication, and is also 
causing damage to legitimate antivi-
rus vendors by reducing people’s trust. 
Admittedly, it’s a good strategy for the 
bad guys to take.

I had the misfortune of facing some 
of this fake antivirus software recent-
ly. My wife fell for one of these scams 
and asked me to fix her computer. The 
malware actually blocked standard 
antivirus software from running, so 
I tried to remove the software manu-
ally. However, as I did this, I saw the 
malware start to reinstall itself from 
a remote location. I tried again after 
turning off all networking, and deleted 
all the malware files. However, I either 
missed something in the registry or a 
browser helper object as it started re-
installing itself again after rebooting. 
After wasting an hour of time, we de-
cided it would be easier and safer to 
just wipe the machine and start over. 

If we take a step back, we can view 
malvertisements as just another 
type of attack where criminals try to 
make use of our greater connectivity. 
It’s useful to revisit the three basic 
strategies for usable privacy and se-
curity: 1) make it invisible; 2) provide 
better user interfaces; and 3) edu-

cate users. In the short term, we can 
educate people about fake antivirus 
programs. However, in the long term, 
advertising networks will need far 
better tools for detecting and filter-
ing these kinds of malware so users 
don’t see them at all.

Mark Guzdial
“The Complicated 
Issues of Computing 
Education in Qatar”
http://cacm.acm.org/
blogs/blog-cacm/91580

At the beginning of May, the ACM Edu-
cation Board visited Qatar University. 
The goal was to meet with stakeholders 
and plan for developing computing ed-
ucation in the Middle East and India. 
John Impagliazzo, professor at Qatar 
University (QU), longtime Education 
Board member, and emeritus profes-
sor from Hofstra University, organized 
the meeting. We went with Dame Wen-
dy Hall, ACM President [at the time], 
and John White, ACM CEO and execu-
tive director. The trip was amazing—
enlightening and confounding.

Qatar University has a significant 
gender imbalance in its computer sci-
ence program, but it’s opposite of the 
U.S. and much of the Western world. 
Seventy percent of QU’s CS students are 
female. The QU professors explained 
that being a computer scientist isn’t a 
well-respected job in Qatar. The men go 
for engineering-labeled degrees, which 
lead to higher-paying jobs. The QU fac-
ulty explained that the computing jobs 
in Doha—the capital of Qatar, home of 
QU, and of the majority of Qatar’s popu-
lation—are mostly about adapting and 
customizing applications from else-
where to make them fit in Qatar and the 
Middle Eastern culture. 

The QU CS faculty are planning to 
add more information systems and in-
formation technology into their curric-
ulum to better prepare their students 
for the available jobs. Then we got to 
meet the female CS students at QU. 
These women totally embrace “geeki-
ness.” They are pushing their faculty to 
let them build applications sooner in 
the curriculum. QU offers no program-
ming competitions. These women are 
looking up international programming 
competition problems to push them-
selves! I was amazed at how eager these 
women are, how much they want to pro-

gram “robots, animation, mobiles—
anything! We want to be challenged!”

On the next day, we visited Educa-
tion City, home to the satellite cam-
puses of six American universities. 
Built by the Qatar Foundation, the 
goal is to change Qatari culture into a 
knowledge-based society where people 
build their own intellectual property 
and not just adapt Western ones. Qatar 
has oil wealth now, but knows it won’t 
last forever. They’re investing now for a 
future society with a culture focused on 
knowledge creation and innovation. 

CMU Qatar (CMUQ) has a computer 
science program that is 50/50 female 
and male! They emphasize developing 
“a Geek culture,” because they want to 
encourage the sense of wanting to learn 
and digging in to figure it out yourself, 
which they saw as missing from the local 
culture. Classes at CMUQ are coed, inte-
grating men and women. Not all CMUQ 
students are from Doha, while most of 
the women at QU are from Doha, and 
have no interest in leaving Doha.  

Why are the women of QU not going 
to CMUQ? They told us because they 
want segregated classes. They don’t 
want to go to classes with men. QU has 
a women’s campus and a men’s cam-
pus. Many women at QU never go to the 
men’s campus.

When we met with the CMUQ fac-
ulty, they told us they want to see more 
“computer science” curriculum in 
Doha, and less information systems and 
information technology. That’s what the 
Qatar Foundation wants, to see more 
about creating new technologies, not 
adopting, adapting, and managing exist-
ing ones. Are there jobs for that in Doha? 
“Maybe not now, but there will be!”

But will the new jobs be there in 
time for these students who won’t leave 
Doha? How quickly can culture (and in-
dustry) change to embrace innovation 
over adaptation? The CS women of 
Qatar University are eager to program, 
hungry to build new applications, but 
just as intensely value their gender seg-
regation and staying with their families 
in Doha. It’s a complicated and fasci-
nating problem of the challenges of 
changing the culture of a nation.	

Greg Linden is the founder of Geeky Ventures. Jason 
Hong is an associate professor of computer science at 
Carnegie Mellon University. Mark Guzdial is a professor at 
the Georgia Institute of Technology.

© 2010 ACM 0001-0782/10/1200 $10.00  

http://cacm.acm.org/blogs/blog-cacm/91580
http://cacm.acm.org/blogs/blog-cacm/91580


12    communications of the acm    |   december 2010  |   vol.  53  |   no.  12

cacm online

“Technology has been paying the bills in this country…we’re killing the goose that laid 
the golden eggs.” —Stan Williams, Senior Fellow, Hewlett-Packard

Much has been written over the last decade about the abysmal state of the 
education arms race in the U.S., particularly in the areas of science, technology, 
engineering, and math (popularly known as STEM) with increasing low blows to 
computer science. But two recently published reports make it painfully clear just 
how little has been done to redirect that trend over the last 10 years and what is 
bound to happen if this spiral does not end.

ACM and the Computer Science Teachers Association (CSTA) recently released 
some startling findings of an in-depth study on U.S. CS education standards in 
a report entitled Running on Empty: The Failure to Teach K–12 Computer Science 
in the Digital Age (http://
www.acm.org/runnin-
gonempty/). The report 
found that approxi-
mately two-thirds of U.S. 
states have very few CS 
education standards 
for secondary school 
education, and most 
states treat high school 
CS courses as simply 
an elective and not part 
of a student’s core edu-
cation. The report also 
discovered that only 
14 states have adopted significant education standards for high school CS pro-
grams, and 14 states and the District of Columbia have not adopted any upper-
level standards for CS instruction. 

The system’s failures in the STEM disciplines also raise concerns about the 
U.S. status as a place to innovate, invest in the future, and create high-paying 
jobs, according to Rising Above the Gathering Storm, Revisited, a report published 
by the National Academy of Sciences (http://www.nap.edu/catalog.php?record_
id=12999). This recent study looks at changes that have occurred since the 2005 
publication of the landmark, 500-page report known as the “Gathering Storm,” 
which focused upon the ability of Americans to compete for employment in a job 
market that “increasingly knows no geographic boundaries.” Revisited opens with 
the telling comment: “Five years have passed since the initial report was prepared, 
a period in which a great deal has changed…and a great deal has not changed.” It 
goes on to paint a daunting outlook for the U.S. if it continues down this perilous 
road with regard to sustained competitiveness.

As we celebrate National Computer Science Education Week (http://www.
csedweek.org/) this month, we must be mindful that recognizing the need to 
bolster CS in all levels of educational in order for citizens to prosper in the 21st 
century should be a daily mantra…now, more than ever.

School Grades  
Need Improvement

DOI:10.1145/1859204.1859209	 David Roman
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Member 
News
Dawn Song Wins 
MacArthur ‘Genius’ 
Award 

When the John 
D. and 
Catherine T. 
MacArthur 
Foundation 
called Dawn 
Song to tell her 

she had been awarded one of its 
prestigious “genius” grants, she 
almost didn’t answer the phone.

“I wasn’t really sure whether 
I was going to pick up the call, 
because it was from a number 
I didn’t know,” says Song, a 
35-year-old expert in computer 
security. When she did answer, 
she initially thought the 
foundation was trying to lure 
her away from her job as an 
associate professor of computer 
science at the University of 
California, Berkeley.

In fact, Song was one of 23 
recipients of the $500,000, five-
year unrestricted fellowship, 
designed to let creative people 
pursue their interests. She 
says her approach to computer 
security is fairly broad, studying 
the underlying structure of 
computer systems that might 
lead to vulnerabilities. She’s 
trying to develop a formal 
description of the Web, the 
constant evolution of which 
leads to changing interactions 
that can open up avenues 
of attack. Much analysis in 
computer security is still done 
manually, and Song wants to 
reduce the response time to 
threats by designing tools that 
automatically detect and defend 
against attacks.

A growing area of interest for 
Song is mobile and embedded 
systems. For instance, medical 
devices, such as implanted 
insulin pumps and defibrillators, 
are connected to wireless 
networks, providing doctors 
more information but also 
creating new vulnerabilities.

The grant, Song says, 
will allow her to pursue 
unconventional research. It also 
gives her the freedom to pursue a 
major goal of hers. “I believe that 
life is about creating something 
truly beautiful,” she says. “A 
piece of good technology, a great 
scientific finding, I think there is 
true beauty in that.” 

—Neil Savage

�Source: Computer Science Teachers Association survery data of high schools

Secondary offering AP Computer Science courses, 
change from 2005 baseline

2007

–20%

2009

–35%

Secondary schools offering introductory  
(or pre-AP) Computer Science courses, change 

from 2005 baseline

2007 

–6%

2009

–17%

http://www.nap.edu/catalog.php?record_id=12999
http://www.csedweek.org/
http://www.acm.org/runningonempty/
http://www.acm.org/runningonempty/
http://www.acm.org/runningonempty/
http://www.nap.edu/catalog.php?record_id=12999
http://www.csedweek.org/
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“People tend not to point with their eyes,” notes Roel Vertgaal, associate professor of 
human-computer interaction at Queen’s University, who studies eye communication.

The Eyes Have It 
Eye-tracking control for mobile phones might lead  
to a new era of context-aware user interfaces.

H
uman-computer interfaces 

(HCIs) controlled by the eyes 
is not a novel concept. Re-
search and development of 
systems that enable people 

incapable of operating keyboard- or 
mouse-based interfaces to use their 
eyes to control devices goes back at 
least to the 1970s. However, mass adop-
tion of such interfaces has thus far not 
been necessary nor pursued by system 
designers with any particular ardor.

“I’m a little bit of a naysayer in that I 
think it will be very, very hard to design 
a general-purpose input that’s supe-
rior to the traditional keyboard,” says 
Michael Holmes, associate director for 
insight and research at the Center for 
Media Design at Ball State University. 
“When it comes to text, it’s hard to beat 
the speed of a keyboard.” 

However, one class of user interfac-
es (UIs) in particular has proven to be 
problematic in the creation of comfort-
ably sized keyboards—the interfaces 
on mobile phones, which are becoming 
increasingly more capable computa-
tional platforms as well as communica-
tions devices. It might stand to reason 
that eye-based UIs on mobile phones 
could provide users with more op-
tions for controlling their phones’ ap-
plications. In fact, Dartmouth College 
researchers led by computer science 

professor Andrew Campbell recently 
demonstrated with their EyePhone 
project that they could modify existing 
general-purpose HCI algorithms to op-
erate a Nokia N810 smartphone using 
only the device’s front-facing camera 
and computational resources. The new 
algorithms’ accuracy rates, however, 
also demonstrated that the science be-
hind eye-based mobile control needs 

more refinement before it is ready for 
mass consumption.

Eyes As an Input Device
Perhaps the primary scientific barrier 
to reaching a consensus approach to 
eye-controlled mobile interfaces is the 
idea that trying to design such an in-
terface flies against the purpose of the 
eye, according to Roel Vertegaal, asso-
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Benoît Mandelbrot, working 
largely outside the mainstream 
of mathematics and computer 
science, achieved international 
fame by introducing the term 
“fractal” to refer to intriguing 
mathematical shapes that 
display rough and irregular 
patterns found in nature. The 
mathematician died from 
pancreatic cancer on October 14 
at age 85.

Mandelbrot, born in Poland, 
raised in France, and later a 
resident of Cambridge, MA, 
became interested in unusual 
natural patterns—including 
coastlines, plants, and blood 

vessels—as a young man. He 
continued to focus on geometric 
complexities throughout his 
career. In the 1950s, Mandelbrot 
argued that it was possible to 
quantify the crookedness of 
complex objects by assigning a 
“fractal dimension.” In 1982, he 
published The Fractal Geometry 
of Nature, a book that earned 
him widespread acclaim. 

“His and other 
mathematicians’ work on 
fractals helped to answer some 
nagging questions that had 
bothered mathematicians since 
the early 20th century,” says Joe 
Warren, professor of computer 

science at Rice University. In 
addition, Mandelbrot helped 
define the fields of computer 
science, geology, medicine, 
cosmology, and engineering. 
In 1979, he studied the 
Mandelbrot set that is now 
named after him. 

“Movies such as Avatar 
and video games such as Spore 
utilize this method in building 
realistic creatures and natural 
environments as well as creating 
fantastic new creatures and 
environments,” Warren notes. 
Today, “the study of self-similarity 
as occurring in fractals also 
spurred the idea of exploiting self-

similarity in other mathematical 
applications such as signal 
processing,” says Warren.

In 1958, Mandelbrot was 
hired by IBM to work as a 
researcher. He served as a 
visiting professor at Harvard 
and Massachusetts Institute 
of Technology universities and 
accepted a full-time teaching 
position at Yale University in 
1987. Mandelbrot received more 
than 15 honorary doctorates 
and served on the board of 
many scientific journals. He 
is frequently referred to as the 
“father of fractal geometry.” 

—Samuel Greengard

Obituary

Benoît Mandelbrot, Mathematician, 1924–2010

the distance to a target and the size of 
the target. However, Fitts’s Law has not 
proven to be a shibboleth among eye-
tracking researchers. Many contend 
the natural accuracy limitations of the 
eye in pointing to a small object, such 
as a coordinate on a screen, limit its ap-
plicability.  A lack of consensus on the 
scientific foundation of eye control has 
led to disagreement on how best to ap-
proach discrete eye control of a phone. 
The Dartmouth researchers, for exam-
ple, used blinks to control the phone 
in their experiment. However, Munich-
based researcher Heiko Drewes found 
that designing a phone that follows gaze 
gestures—learned patterns of eye move-
ment that trigger specific applications, 
rather than blinks—resulted in more 
accurate responses from the phone.

“I tried the triggering of commands 
by blinking, but after several hundred 
blinks my eye got nervous—I had the 
feeling of tremor in my eyelid,” Drewes 
says. “I did no study on blinking, but in 
my personal opinion I am very skepti-
cal that blinking is an option for fre-
quent input. Blinking might be suit-
able for occasional input like accepting 
an incoming phone call.”

However, Drewes believes even 
gaze gestures will not provide suffi-
cient motivation for mass adoption 
of eye-controlled mobile phones. 
“The property of remote control and 
contact-free input does not bring 
advantage for a device I hold in my 
hands,” he says. “For these reasons I 

ciate professor of human-computer in-
teraction at Queen’s University.

“One of the caveats with eye track-
ing is the notion you can point at some-
thing,” Vertegaal says. “We didn’t really 
like that. People tend not to point with 
their eyes. The eyes are an input device 
and not an output device for the body.”

Vertegaal says this basic incom-
patibility between the eyes’ intended 
function and the demands of using 
them as output controllers presents 
issues including the Midas Touch, 
postulated by Rob Jacob in a seminal 
1991 paper entitled “The Use of Eye 
Movements in Human-Computer In-
teraction Techniques: What You Look 
At is What You Get.”

“At first, it is empowering to be able 
simply to look at what you want and 
have it happen, rather than having to 
look at it (as you would anyway) and 
then point and click it with the mouse 
or otherwise issue a command,” Ja-
cob wrote. “Before long, though, it 
becomes like the Midas Touch. Every-
where you look, another command is 
activated; you cannot look anywhere 
without issuing a command.”

Another issue caused by trying to 
make the eyes perform a task for which 
they are ill-suited is the lack of a consen-
sus on how best to approach designing 
an eye-controlled interface. For exam-
ple, one of the most salient principles of 
mainstream UI design, Fitts’s Law, es-
sentially states that the time to move a 
hand toward a target is affected by both 

am skeptical regarding the use of gaze 
gestures for mobile phones.

“In contrast, I see some chances for 
controlling a TV set by gaze gestures. 
In this case the display is in a distance 
that requires remote control. In addi-
tion, the display is big enough that the 
display corners provide helping points 
for large-scaled gesture, which are sep-
arable from natural eye movements.”

Steady Progress 
Vertegaal believes the most profound 
accomplishment of the Dartmouth 
EyePhone work may be in the research-
ers’ demonstration of a mobile phone’s 
self-contained image and processing 
power in multiple realistic environ-
ments, instead of conducting experi-
ments on a phone tethered to a desk-
top in a static lab setting. Dartmouth’s 
Campbell concurs to a large degree.

“We did something extremely 
simple,” Campbell says. “We just con-
nected an existing body of work to an 
extremely popular device, and kind of 
answered the question of what do we 
have to do to take these algorithms and 
make them work in a mobile environ-
ment. We also connected the work to 
an application. Therefore, it was quite a 
simple demonstration of the idea.”

Specifically, Campbell’s group used 
eye-tracking and eye-detection algo-
rithms originally developed for desktop 
machines and USB cameras. In detect-
ing the eye, the original algorithm pro-
duced a number of false positive re-
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CS Grads 
Are Well 
Paid
As the U.S. economy limps 
toward a recovery, there’s 
some good news for students 
launching careers in computer 
science and engineering: the 
starting pay for college graduates 
in those fields is well above 
that of many other disciplines, 
according to a new report by The 
Wall Street Journal.

The study, conducted for the 
Journal by PayScale.com, shows 
that graduates with engineering 
degrees earned an average 
starting salary of $56,000 in 
their first full-time jobs out 
of college. Computer science 
graduates were second,  
earning an average salary of 
$50,000. By comparison,  
people who graduated with 
degrees in communications  
and English earned $34,000 in 
their first jobs.

PayScale.com conducted the 
survey between April and June 
of this year, which included 
responses from about 11,000 
people who graduated between 
1999 and 2010. According to The 
Wall Street Journal, the reported 
starting pay was adjusted for 
inflation to make the salaries of 
graduates from different years 
comparable.

The survey was conducted as 
part of The Wall Street Journal’s 
Paths to Professions project, 
which examined a selection of 
jobs in careers that were deemed 
to be satisfying, well paid, and 
having growth potential.

One of the advantages of 
having a technical degree is that 
it can be applied to a variety of 
fields, such as product marketing 
and advertising, which can 
increase the marketability of an 
engineer or computer science 
major, says Katy Piotrowski, a 
career counselor and owner of 
Career Solutions Group in Fort 
Collins, CO. 

“You can’t really wing 
technical skills, so if there’s a 
technical product that needs 
to be promoted through a 
marketing activity, there’s more 
confidence with someone who 
has a technical pedigree” to 
be able to understand how the 
product works, Piotrowski says. 
While technical skills are not 
valued in every field, such as 
social work, they do open a lot of 
doors, she notes.

—Bob Violino

sults for eye contours, due to the slight 
movement of the phone in the user’s 
hand; interestingly, the false positives, 
all of which were based on coordinates 
significantly smaller than true eye con-
tours, seemed to closely follow the con-
tours of the user’s face. To overcome 
these false positive results, the Dart-
mouth researchers created a filtering 
algorithm that identified the likely size 
of a legitimate eye contour. The new 
eye-detection algorithm resulted in 
accuracy rates of 60% when a user was 
walking in daylight, to 99% when the 
phone was steady in daylight. The blink 
detection algorithm’s accuracy rate 
ranged from 67% to 84% in daylight.

Campbell believes the steady prog-
ress in increasing camera resolution 
and processing capabilities on mobile 
phones will lead to more accuracy over 
time. “Things like changes in lighting 
and movement really destroy some of 
these existing algorithms,” he says. 
“Solving some of these context prob-
lems will allow these ideas to mature, 
and somebody’s going to come along 
with a really smart idea for it.”

However, veterans of eye-tracking 
research do not foresee a wave of eyes-
only mobile device control anytime 
soon, even with improved algorithms. 
Instead, the eye-tracking capabilities 
on mobile devices might become part 
and parcel of a more context-aware net-
work infrastructure. A phone with eye-
gaze context awareness might be able 
to discern things such as the presence 
of multiple pairs of eyes watching its 
screen and provide a way to notify the le-
gitimate user of others reading over his 
or her shoulder. An e-commerce appli-
cation might link a user’s gaze toward 
an LED-enabled store window display 
to a URL of more information about a 
product or coupon for it on the phone. 
Campbell says one possible use for such 
a phone might be in a car, such as a 
dash-mounted phone that could detect 
the closing of a drowsy driver’s eyes.

Ball State’s Holmes says such multi-
modal concepts are far more realistic 
than an either/or eye-based input future. 
“Think about how long people have 
talked about voice control of comput-
ers,” he says. “While the technology has 
gotten better, context is key. In an open 
office, you don’t want to hear everybody 
talk to their computer. Voice command 
is useful for things like advancing slide 

show, but for the most part voice con-
trol is a special tool. And while I can see 
similar situations for eye gaze control, 
the notion that any one of these alterna-
tive input devices will sweep away the 
rest isn’t going to happen. On the other 
hand, what is exciting is we are moving 
into a broader range of alternatives, and 
the quality of those alternatives is im-
proving, so we have more choices.”	
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Eye-based user 
interfaces on mobile 
phones could 
provide users with 
more options for 
controlling their 
phones’ applications.

http://payscale.com
http://payscale.com


16    communications of the acm    |   december 2010  |   vol.  53  |   no.  12

news

T
opi c modelin g ,  an  amal-
gam of ideas drawn from 
computer science, math-
ematics, and cognitive sci-
ence, is evolving rapidly to 

help users understand and navigate 
huge stores of unstructured data. 
Topic models use Bayesian statistics 
and machine learning to discover the 
thematic content of unlabeled docu-
ments, provide application-specific 
roadmaps through them, and predict 
the nature of future documents in a 
collection. Most often used with text 
documents, topic models can also be 
applied to collections of images, mu-
sic, DNA sequences, and other types of 
information.

Because topic models can discover 
the latent, or hidden, structure in doc-
uments and establish links between 
documents, they offer a powerful new 
way to explore and understand infor-
mation that might otherwise seem cha-
otic and unnavigable.

The base on which most proba-
bilistic topic models are built today 
is latent Dirichlet allocation (LDA). 
Applied to a collection of text docu-

ments, LDA discovers “topics,” which 
are probability distributions over 
words that co-occur frequently. For 
example, “software,” “algorithm,” 
and “kernel” might be found likely 
to occur in articles about computer 
science. LDA also discovers the prob-
ability distribution of topics in a docu-
ment. For example, by examining the 
word patterns and probabilities, one 
article might be tagged as 100% about 
computer science while another 
might be tagged as 10% computer sci-
ence and 90% neuroscience.

LDA algorithms are built on assump-
tions of how a “generative” process 
might create a collection of documents 
from these probability distributions. 
The process does that by first assigning 
to each document a probability distri-
bution across a small number of top-
ics from among, say, 100 possible top-
ics in the collection. Then, for each of 
these hypothetical documents, a topic 
is chosen at random (but weighted 
by its probability distribution), and a 
word is generated at random from that 
topic’s probability distribution across 
the words. This hypothetical process is 

repeated over and over, each word in a 
document occurring in proportion to 
the distribution of topics in the docu-
ment and the distribution of words in 
a topic, until all the documents have 
been generated.

LDA takes that definition of how the 
documents to be analyzed might have 
been created, “inverts” the process, 
and works backward to explain the ob-
served data. This process, called “pos-
terior probabilistic inference,” essen-
tially says, “Given these observed data, 
and given the model for document-cre-
ation posited in the generative process, 
what conditional distribution of words 
over topics and of topics over docu-
ments resulted in the data I see?” It 
both defines the topics in a collection 
and explains the proportions of these 
topics in each document, and in so do-
ing it discovers the underlying seman-
tic structure of the documents.

LDA and its derivatives are examples 
of unsupervised learning, meaning 
that the input data is not labeled; the 
models work with no prior knowledge 
of the topics in the documents. The 
models can perform their inference by 
a number of different algorithms, but 
they all work by machine learning. They 
start with random assumptions about 
the probability distributions, try them 
out on the data to see how well they fit, 
then update them and try again.

More Modular, More Scalable 
LDA is essentially a technical refine-
ment—making it more modular and 
scalable—of the topic modeling tech-
nique called probabilistic latent se-
mantic indexing. Introduced in 1999 
by Jan Puzicha and Thomas Hofmann, 
probabilistic latent semantic index-
ing was derived from Latent Semantic 
Indexing, which was developed in the 
late 1980s by Scott Deerwester, Susan 
T. Dumais, George W. Furnas, Thomas 

Topic Models Vs. 
Unstructured Data 
With topic modeling, scientists can explore and  
understand huge collections of unlabeled information.

Science  |  doi:10.1145/1859204.1859210	 Gary Anthes
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ments in topic modeling: the emer-
gence of LDA as a kind of development 
platform, advancements in the use of 
machine learning to perform statisti-
cal inference, and “the emergence of 
very large, unlabeled data sets.”

Despite the models’ growing popu-
larity, Blei offers several caveats about 
their use. He warns against the blind 
acceptance of results suggested by the 
models as conclusive. “It is important 
to be careful,” he said. For example, 
running topic models multiple times, 
with the algorithms choosing different 
random initializations of the topics, 
can lead to very different results. “Also, 
it can be important to check sensitivity 
to different choices in the model,” says 
Blei. “There are many dials to tune in 
topic modeling.”

Mark Steyvers, a professor of cogni-
tive sciences at the University of Cali-
fornia, Irvine, is exploring how people 
can analyze documents when they have 
little idea of what is contained in them. 
Steyvers and his colleagues have recent-
ly used topic models in three real-world 
situations. In the first, a lawyer had re-
ceived a large stack of papers related to a 
lawsuit, and needed a summary picture 
of their contents. In the second project, 
funded by a U.S. intelligence agency, 
the task was to examine huge feeds of 
email and documents and to provide 
analysts with lists of their topics. In the 
third, a government agency wanted to 

K. Landauer, and Richard Harshman. 
Because of its modularity, LDA has be-
come the springboard for a host of re-
finements and extensions. For exam-
ple, David Blei, a computer scientist 
at Princeton University, who co-de-
veloped LDA with Andrew Ng and Mi-
chael Jordan, has inserted into LDA a 
stochastic method that relates topics 
to each other and displays them in po-
tentially infinite tree-like hierarchies, 
with the various branches located at 
different levels of abstraction. Unlike 
LDA, hierarchical LDA does not have 
to be told the number of topics in ad-
vance, and each topic has the poten-
tial to break into smaller subtopics 
without limit. 

Blei also codeveloped the correlated 
topic model (CTM), which can find cor-
relations between topics, which LDA 
can’t do. CTM, for instance, could rec-
ognize that the topic “neuroscience” is 
more closely related to “biology” than 
it is to “geology.”

Another LDA extension, called dy-
namic topic modeling (DTM), takes 
into account the evolution of a collec-
tion over time. It can recognize that a 
paper from 1910 on “phrenology” and 
one from 2010 on “neural networks” 
might both be classified in the evolving 
field of “neuroscience,” even though 
they use vastly different vocabular-
ies. “The DTM connects these topics 
across time so you can see how the lexi-
con evolved,” says DTM pioneer John 
Lafferty, a professor of computer sci-
ence, machine learning, and statistics 
at Carnegie Mellon University.

Researchers at the University of 
California, Irvine have developed 
two LDA derivatives that discover the 
relationships among the entities in 
news stories—people, organizations, 
and locations—and the topics found 
by classical LDA. They applied these 
“entity-topic models” to a collection 
of 330,000 New York Times articles and 
found they were especially adept at 
predicting the occurrence of entities 
based on the words in a document, af-
ter having been trained on test docu-
ments. For example, they report that 
an article about the Sept. 11, 2001 ter-
rorist attacks was likely to include the 
entities “FBI,” “Taliban,” and “Wash-
ington.” 

Blei says three developments in the 
past 10 years have led to rapid advance-

Milestones

CS Awards
The Glushko-Samuelson 
Foundation, National Academy 
of Engineering, and ACM’s 
Special Interest Group on 
Security, Audit and Control 
(SIGSAC) recently recognized 
leading computer scientists for 
their research and leadership.

David E. Rumelhart 
Prize
Judea Pearl, director of the 
Cognitive Systems Laboratory 
in the department of computer 
science at the University of 
California Los Angeles, is the 
recipient of the eleventh David 
E. Rumelhart Prize. The prize 
is awarded annually by the 
Glushko-Samuelson Foundation 
to an individual or collaborative 
team making a significant 
contemporary contribution to the 
theoretical foundations of human 
cognition. Pearl has developed 
Bayesian networks that can 
be used to represent and draw 
inferences from probabilistic 
knowledge in a highly 
transparent and computationally 
tractable fashion.

Arthur M. Bueche Award
Anita Jones, a university professor 
emerita in the computer science 
department at the University 
of Virginia, was awarded the 
Arthur M. Bueche Award from 
the National Academy of 
Engineering for “leadership in 
the development of U.S. science 
and technology policy and the 
development of technologies 
for national security, including 
technical contributions to high-
performance computing and 
cybersecurity.” 

SIGSAC Awards
SIGSAC presented its top 
honors to Jan Camenisch of 
IBM Research-Zurich and 
Bhavani Thuraisingham of the 
University of Texas at Dallas 
for their contributions to the 
computer and communications 
security community. Camenisch 
received the SIGSAC Outstanding 
Innovation Award for his 
theoretical work on privacy-
enhancing cryptographic 
protocols and his leadership 
in their practical realization. 
Thuraisingham received the 
SIGSAC Outstanding Contribution 
Award for her seminal research 
contributions and leadership in 
data and applications security 
over the past 25 years.

—Jack Rosenberger

Latent Dirichlet 
allocation both 
defines the topics 
in a collection 
and explains the 
proportions of  
these topics in  
each document, 
thereby discovering 
the underlying 
semantic structure  
of the documents.
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A British programmer and author 
who wants to build a computer 
based on 19th century designs 
has about 3,000 people pledging 
donations to his project. John 
Graham-Cumming, author of 
The Geek Atlas, hopes to build 
an Analytical Engine invented by 
English mathematician Charles 
Babbage and first proposed in 
1837. Babbage is often called “the 
father of computing.” 

The Analytical Engine, 
originally meant to be 
constructed of iron and brass and 
operated with steam power, will 
have the equivalent of 1.7 kilobyte 
of memory and be capable of four 
arithmetic operations: left and 

right shift, and comparison/jump 
operations. It will be very slow, 
with a single addition taking 
about 13,000 times as long as on 
a Z80, an 8-bit microprocessor 
from the mid-1970s.

“I think it would be an 
inspirational machine to see,” 
Graham-Cumming said via 
email. “People could literally see 
how a computer operates since 
the architecture of the machine 
is close to the architecture of 
modern computers.

“It will answer the question: 
Could Victorians have had the 
computer?  Others will have to 
answer the question: And what 
difference would that have 

made?” he says. 
One challenge will be 

deciding what version of the 
machine to build as Babbage was 
continually refining his designs. 
Graham-Cumming is focusing 
his efforts on a version called 
Plan 28, but says more research 
is needed. Eventually, he plans 
to create a 3D virtual model of 
the Analytical Engine, work out 
all the bugs, and build it. As part 
of the project, Babbage’s papers 
will be digitized and made 
available online.

The project could take up 
to five years and cost £1 million 
(about $1.6 million U.S.). 
Graham-Cumming has started 

a Web site, http://www.plan28.
org, to solicit donations, and 
plans to start work once he has 
10,000 pledges. Another Babbage 
machine, a calculator called the 
Difference Engine No. 2, was 
built by the London Science 
Museum in 1991. 

In 2009, Graham-Cumming 
led an online petition demanding 
an apology from the British 
government for its treatment 
of World War II mathematician 
and code-breaker Alan Turing, 
who was prosecuted for being a 
homosexual. The petition, which 
attracted international media 
attention, was successful.

—Neil Savage

History

Building Babbage’s Analytical Engine

instance, that a search for the word 
“parts,” used in an automobile context, 
should include “accessories” when it 
is also used in an automobile context. 
(The two words are seen as synonyms 
if both are used in the same context; in 
this case, automobiles.) Google does 
some of that now on a limited basis us-
ing heuristic models, but they tend to 
require a great deal of testing and tun-
ing, Pereira says.

“I can’t point to a major success 
yet with the LDA-type models, partly 
because the inference is very expen-
sive,” Pereira says. “While they are 
intriguing, we haven’t yet gotten to 
the point that we can say, ‘Yes, this is 
a practical tool.’ ”

But, says Tom Griffiths, director of 
the Computational Cognitive Science 
Lab at University of California, Berke-

understand the topics and inter-topic 
relationships among the hundreds of 
thousands of grants awarded by it and 
sister agencies. 

The ultimate application may be 
to help understand how the human 
mind works. Steyvers is experiment-
ing with topic modeling to shed light 
on how humans retrieve words from 
memory, based on associations with 
other words. He runs the models on 
educational documents to produce 
crude approximations of the topics 
learned by students, then compares 
the accuracy of recall, based on word 
associations, of the students and mod-
els. Sometimes the models make mis-
takes in their word and topic associa-
tions, which are shedding light on the 
memory mistakes of humans. What’s 
needed, Steyvers says, is nothing less 
than “a model of the human mind.” 

Meanwhile, computer scientists are 
looking for ways to make algorithms 
more efficient and to structure prob-
lems for parallel processing, so that 
huge problems, such as topic model-
ing the entire World Wide Web, can be 
run on large clusters of computers.

Fernando Pereira, a research direc-
tor at Google, says a number of experi-
mental systems of probabilistic topic 
modeling are being investigated at 
the company. The systems could pro-
vide better Google search results by 
grouping similar terms based on con-
text. A topic model might discover, for 

ley, “We are seeing a massive growth in 
people applying these models to new 
problems. One of the advantages of 
this [LDA] framework is it’s pretty easy 
to define new models.”	
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CSEdWeek Expands  
Its Reach 
The second Computer Science Education Week is showing students, 
parents, and educators why computer science is important.

T
o grad uate from the Ad-
vanced Math and Science 
Academy, a charter school 
for grades 6–12 in Marl-
borough, MA, every high-

school student must take at least 
three years of computer science. How-
ever, the public school’s inclusion of 
computer science alongside math, 
English, and other core subjects is 
a remarkable exception in the U.S., 
where only one in five states counts 
computer science classes toward any 
kind of graduation requirement. In 
fact, even as most occupations are 
increasingly dependent on comput-
ing, the number of computer science 
courses in the U.S. has decreased in 
the past five years, according to Run-
ning on Empty: The Failure to Teach 
K–12 Computer Science in the Digital 
Age, a new report from ACM and the 
Computer Science Teachers Associa-
tion. The report (http://www.acm.org/
runningonempty/) also notes that 
when schools offer a computer sci-
ence course, it is usually an elective; 
moreover, much of what passes for 
high-school computer science in-
struction is actually about informa-
tion technology (IT) literacy rather 
than algorithm design, program-
ming, or computational thinking. 

“Computing underpins everything, 
yet two-thirds of states have few learn-
ing standards in the fundamentals 
of computer science,” says ACM CEO 
John White. In addition to its efforts 
at state and federal levels, ACM is 
leading the second Computer Science 
Education Week (CSEdWeek), which 
is aimed directly at students, teach-
ers, parents, and counselors this year. 
Held Dec. 5–11 and officially recog-
nized by a Congressional resolution, 
CSEdWeek is spreading the message 
that computer science is a crucial part 
of a 21st century education—regard-

less of your future career. 
“There is a growing misconception 

that if you can send an email or find 
something on the Web that you some-
how know a lot about computing,” 
says White. “No, you’re increasingly 
IT literate, but you know nothing 
about the fundamentals of how this 
stuff works.” 

Bolstering the teaching of math-
ematics is not enough, says White, 
explaining that computer science is 
its own discipline, distinct from ev-
ery dimension of math taught in high 
school. “CS has a lot of math in it, but 
it’s a lot more than mathematics,” he 
says. “It’s one thing to develop a static 
mathematical solution, but it’s an-
other to build a dynamic computation 
to achieve whatever your goal is.”

Supported by a group of corporate 
and nonprofit partners, this year’s 
CSEdWeek budget is twice that of 
last year, White says, and some of it 
has been spent on a richer Web site, 
http://www.csedweek.org, which con-
veys the importance of computer sci-

ence, offers curriculum materials, 
and suggests ways to participate. Lo-
cal events throughout the U.S., Cana-
da, and other countries range from CS 
Unplugged activities and computing 
diaries to field trips and school visits 
from ACM chapters. 

CSEdWeek’s organizers’ long-term 
goal is to make the event as prominent 
and influential as its older cousin, 
Engineers Week. “Engineering, like 
computing, is a discipline that’s not 
part of the core in K–12 education,” 
says Debra Richardson, professor of 
informatics at the University of Cali-
fornia, Irvine and chair of this year’s 
CSEdWeek. “But nobody thinks there 
are no jobs in engineering, whereas 
there’s still this sense on the part of 
parents and guidance counselors that 
there are no jobs in computing.” 

Although it’s true that many com-
puting-related jobs have gone over-
seas, Richardson says these are main-
ly jobs in customer service and quality 
assurance. “Computer science trains 
you for developing the next intellectu-
al property for a company, and they’re 
not offshoring that,” says Richardson, 
citing the U.S. Department of Labor’s 
Bureau of Labor Statistics projection 
of 800,000 to 1.5 million U.S. comput-
ing jobs between now and 2018. 

Moreover, Richardson and White 
stress that computer science is in-
valuable for innovation in fields as 
disparate as biology, engineering, 
and health care. “Studying computer 
science means you’ll be able to use 
computation in solving problems,” 
says White, “and that’s a huge ampli-
fier in our ability to advance almost 
any aspect of society.” 	

Marina Krakovsky is a San Francisco area-based 
journalist and co-author of Secrets of the Moneylab: How 
Behavioral Economics Can Improve Your Business.
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The New Face of War 
With the introduction of the sophisticated Stuxnet worm,  
the stakes of cyberwarfare have increased immeasurably.

Society  |  doi:10.1145/1859204.1859212	 Samuel Greengard

E
v er sin ce European  cyber-
security officials discovered 
the Stuxnet worm last June, 
it has been characterized as 
a “paradigm shift” in criti-

cal infrastructure threats. European 
Network and Information Security 
Agency Executive Director Udo Helm-
brecht characterized Stuxnet, which is 
unprecedented in its capabilities and 
sophistication, as “a new class and di-
mension of malware.”

Stuxnet, which contains four zero-
day Windows vulnerabilities as well 
as two stolen digital certificates for 
authentication is the first discovered 
worm that secretly monitors and repro-
grams industrial control systems. Stux-
net exploits weaknesses in Windows 
operating systems and takes command 
of a Siemens component that controls 
critical industrial operations, such as 
those of oil pipelines, electrical power 
grids, and nuclear energy plants. 

Whether Stuxnet is a new weapon 
of modern espionage or cyberwarfare 
is unclear. However, many security 
experts believe the sophisticated mal-
ware was developed by a well-funded 
private entity or a national govern-
ment agency to attack Iran’s indus-
trial infrastructure, including the 
Bushehr nuclear power plant. Ira-
nian officials report that Stuxnet has 
infected 30,000 machines involved 
in running its industrial control sys-
tems, and the Bushehr facility report-
edly didn’t work correctly for several 
months. “An electronic war has been 
launched against Iran,” according to 
Mahmoud Liaii, director of Iran’s In-
formation and Technology Council of 
the Industries and Mines Ministry. 

To be certain, the digital age is ush-
ering in entirely new ways to fight wars. 
“Cyber tools can be used as an instru-
ment for government security as well  
as for military and intelligence purpos-
es,” states Herbert Lin, chief scientist 
for the Computer Science and Tele-
communications Board at the U.S. Na-

tional Research Council. Adds Rain Ot-
tis, a staff scientist at the Cooperative 
Cyber Defence Centre of Excellence in 
Tallinn, Estonia, “Cyber warfare is al-
most certain to emerge the next time 
two technologically advanced states 
fight a major shooting war.”

It’s not an abstract concept. Al-
though government Web sites and com-
puter systems are likely targets (many 
government systems are 10 to 20 years 
old and can’t support modern security 
standards), civilian targets like power 
grids, telecommunications networks, 
flight control systems, and financial 
networks are also at risk. “Cyberwarfare 
has the potential to cause significant 
strategic damage,” observes Sami Say-
djari, CEO of Cyber Defense Agency, 
a cybersecurity consulting firm head-
quartered in Wisconsin Rapids, WI.

The Changing Nature of War
The evolution of weaponry has always 
centered on gaining superiority over an 
enemy. However, in the digital age, the 
nature of war is changing radically. It’s 
one thing to detect an invading army 

and its well-marked planes, tanks, and 
troops. It’s not so simple to identify 
bits and bytes of data, ascertain exactly 
where they’re coming from, and under-
stand the sender’s intentions. 

In fact, hackers and others attack 
government and corporate systems for 
a broad array of reasons that have noth-
ing to do with politics or ideology. As a 
result, defining cyberwarfare is a chal-
lenge and the hype often exceeds real-
ity. “Some very visible and vocal people 
have seemingly equated any malicious 
activity on the Internet to cyberwar-
fare,” Ottis observes. “Most, if not all, 
cyberattacks should be classified as 
criminal, espionage related, or hactiv-
ist, and not warfare.” 

Moreover, there is no clear inter-
national law covering cyberattacks al-
though experts say the mere act of one 
nation or state invading another’s com-
puters could be construed as an act of 
war. Common attack methods include 
vandalism, spreading propaganda, 
gathering classified data, using distrib-
uted denial-of-service (DDoS) attacks to 
shut down systems, destroying equip-

Cyberwarfare or industrial espionage? The Stuxnet worm has infected 30,000 machines in 
Iran, including an unknown number at the Bushehr nuclear power plant.



news

december 2010  |   vol.  53  |   no.  12  |   communications of the acm     21

sian Business Network, a group with 
close ties to Russian gangs and the 
government. 

Meanwhile, the People’s Republic 
of China and the U.S. have reportedly 
launched cyberattacks against each 
other dating back to the 1990s, though 
China has taken a lead in developing 
cyberwarfare systems, Saydjari says. For 
one thing, the government has adopted 
a more secure operating system named 
Kylin, which provides hardened protec-
tion that is not available with Windows, 
Unix, and Linux. China has also fun-
neled capital and expertise into devel-
oping cyberwar capabilities, including 
enlisting patriotic hacker gangs. “They 
have acted slowly, patiently, and strate-
gically,” says Saydjari.

The New Battlefield
Although government-sponsored cy-
berattacks have so far occurred on a 
limited basis, the probability of a ma-
jor cyberwar erupting over the next 
decade seems inevitable. In all likeli-
hood, experts say, a cyberassault would 
accompany more traditional forms of 
warfare, but it could also serve as a way 
to wreak economic harm or destabilize 
a nation state without a conventional 
battle. As Ottis puts it, “In the end, the 
aim of war is usually not to kill your en-
emy but to impose your will on them.” 

Scott Borg, director and chief econo-
mist of the nonprofit U.S. Cyber Conse-
quences Unit, located in Norwich, VT, 
has stated publicly that cyberattacks 
can cause “horrendous damage.” Even 
a short-lived Internet failure could 
have severe repercussions. The cost of 
a flight control system crashing or an 
electrical power grid fading to black 

ment, attacking critical infrastructure, 
and planting malicious software.

Over the last few years, untold inci-
dents may have fallen into these cat-
egories, but proving the legitimacy of 
attacks is next to impossible. That’s 
because hackers hijack computers all 
over the world and use them as part of a 
botnet to launch attacks. Tracing back 
the Internet protocol address doesn’t 
necessarily provide insight into who 
actually is launching the attack. In May 
2007, for example, Estonia’s govern-
ment Web sites came under attack—
presumably from Russia—after the 
government moved a Soviet war me-
morial. The wave after wave of DDoS 
attacks came from IP addresses all over 
the world, though many of them origi-
nated from Russian-hosted servers. 

In October of the same year, Israel 
mounted a sneak air attack against 
Syria and destroyed a fledgling nuclear 
research center deep inside the coun-
try. Some analysts believe that Israel 
avoided detection by hacking radar 
and other defense systems in Syria and 
perhaps additional countries. After-
ward, Aviation Week magazine report-
ed: “The process involves locating en-
emy emitters with great precision and 
then directing data streams into them 
that can include false targets and mis-
leading message algorithms.”

When Russian troops invaded the 
Republic of Georgia in August 2008 
the news media diligently reported the 
event and analysts pondered the reper-
cussions. But what wasn’t apparent 
to many—at least immediately—was 
that the battle wasn’t being fought only 
with troops and tanks. Several servers 
and Web sites operated by the Geor-
gian government, including the na-
tion’s primary government site, were 
rendered useless through a steady bar-
rage of DDoS attacks.

Almost immediately, the Georgian 
Ministry of Foreign Affairs issued a 
statement via a replacement site built 
on a blog-hosting service. It read: A 
cyber warfare campaign by Russia is 
seriously disrupting many Georgian 
websites. Meanwhile, Barack Obama, 
then a U.S. presidential candidate, 
issued a demand that Russia stop in-
terfering with the Web sites. Analysts 
and security experts noted that the at-
tacks—mostly originating in Russia 
and Turkey—were linked to the Rus-

“Cyberwarfare is 
almost certain to 
emerge the next time 
two technologically 
advanced states fight 
a major shooting 
war,” says Rain Ottis.

Cybersecurity

Isolate 
Infected 
PCs?
Computers infected 
with malware should be 
disconnected from the Internet 
to prevent them from harming 
other members of the online 
community, Scott Charney, 
corporate vice president of 
Trustworthy Computing at 
Microsoft, said during his 
speech at ISSE 2010. The 
proposed measure would 
not only prevent the spread 
of malware, but also pose 
substantial difficulties for 
botnets, Charney noted.

Charney’s speech, along with 
a simultaneously published 
paper, “Collective Defense: 
Applying Public Health Models 
to the Internet,” urged the IT 
security community to rethink 
its approach to cybersecurity 
and adopt quarantine measures 
similar to those adopted by the 
public-health professionals. 

“For a society to be healthy, 
its members must be aware 
of basic health risks and be 
educated on how to avoid 
them,” Charney wrote in the 
paper. “In the physical world, 
there are also international, 
national, and local health 
systems that identify, track, and 
control the spread of disease 
including, where necessary, 
quarantining people to avoid 
the infection of others.”

Meanwhile, the U.S. 
government is studying a 
number of voluntary ways 
to help the public and small 
businesses better protect 
themselves online. The 
possibilities include provisions 
in an Australian program that 
enable customers to receive 
alerts from their Internet service 
providers if their computer 
is hijacked via a botnet. U.S. 
officials are not advocating 
an option in the program that 
permits ISPs to block or limit 
Internet access by customers 
who fail to fix their infected 
computers. However, Harris 
Corporation’s Dale Meyerrose, 
vice president of Cyber and 
Information Assurance, warns 
that voluntary programs will 
be insufficient. “We need to 
have things that have more 
teeth in them, like standards,” 
Meyerrose says.

—Phil Scott
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India recently announced plans 
to develop its own operating 
system for government and high-
level corporate computers to 
make them more secure.

Concerns about the 
vulnerabilities of Western-
developed OSs and software and 
of cyberattacks from computers 
based in China raised the issue 
to one requiring a significant 
response from the Indian 
government as it moves forward 

technologically. Last year China 
developed its own OS, Kylin, for 
government computers. 

India’s Defense Research 
and Development Organization 
(DRDO) will partner with several 
other groups, including the 
Indian Institute of Science and 
the Indian Institute of Technology 
Madras, to build the new OS. 

“With a homegrown system, 
the source code will be with 
us and it helps in securing our 

systems,” according to Vijay 
Kumar Saraswat, scientific adviser 
to the defense minister and DRDO 
director-general. Development 
and maintenance of the OS 
source code is considered vital 
to protecting India’s computer 
networks, Saraswat said.

However, some critics 
question the usefulness of an 
Indian OS and the government’s 
motives. It appears Indian 
officials plan to keep the source 

code secure by not letting the 
OS be widely used beyond 
the nation’s borders, but 
Bruce Schneier, chief security 
technology officer at BT, suspects 
this security measure will 
eventually fail, virtually making 
the OS irrelevant.

Indian officials have not made 
cost or time estimates for the 
project, leading some to suggest 
it is a public-relations ploy. 

—Graeme Stemp-Morlock

Security

India Plans Its Own OS

news

could extend into the hundreds of bil-
lions of dollars and lead to a cascade of 
economic problems. 

Yet the ensuing fallout could cause 
an additional array of headaches. Be-
cause China manufactures many com-
ponents, obtaining spare parts during 
a conflict could prove difficult, if not 
impossible. In addition, some analysts 
worry that electricity generators and 
other components imported from Chi-
na and other countries could contain 
hidden software that allows hackers to 
access systems through a back door or 
execute a malicious software program 
on command. 

Already, many nations have devel-
oped sophisticated hacking and in-
trusion capabilities, including plant-
ing Trojan horses, rootkits, and other 
nefarious tools on targeted systems. 
Many of these applications stealthily 
reside on computers until someone 
decides to flip a switch and activate 
them. In fact, much of the prepara-
tion goes on behind the scenes. “Dur-
ing ‘peacetime’ many nations actively 
prepare for offensive cyberoperations 
and some nations probably test their 
capabilities with nonattributable 
events,” Ottis points out.

Of course, the idea of cyberwarfare 
hasn’t been lost on terrorist organiza-
tions either. “While nation-states are 
likely to be quite choosey about how 
and when they use cyberwarfare tools, 
terrorists are likely to view things in a 
less methodical and calculating way,” 
Saydjari explains. “Their goal can be 
as simple as destabilizing systems and 
creating chaos.” Worse, it is nearly im-
possible to identify terrorists inflicting 

a cyberattack and strike back at a tan-
gible target. Economic sanctions and 
diplomacy aren’t viable either.

What makes the situation all the 
more dangerous, Saydjari notes, is that 
a relatively large number of cybermer-
cenaries exist and many openly adver-
tise their skills. In some instances, they 
might be hired to handle a project that 
appears less harmful than it actually is 
or they might not be concerned about 
the repercussions. In addition, these 
individuals often act in a rogue man-
ner and they can easily venture beyond 
a government’s desired actions.

There is some pushback. For now, 
some businesses and governments are 
turning to ethical hackers to discover 
holes and vulnerabilities and report 
them to authorities. In addition, the 
U.S. government recently announced a 
$40-billion national cybersecurity plan 
to combat cyberattacks from foreign 
and domestic hackers. However, in 
May 2010, James Miller, principal dep-
uty under secretary of defense for poli-

cy for the U.S. Department of Defense, 
noted the nation is losing enough data 
from cyberattacks to fill the Library of 
Congress many times over.

Make no mistake, the risk of cyber-
warfare is growing and many, includ-
ing Saydjari, warn that political leaders 
aren’t entirely tuned into the severity 
of the threat. Murky definitions, old 
and insecure computer systems, diffi-
cult-to-detect actions, and vague rules 
of engagement aren’t making things 
any easier. “Cyberwarfare must be tak-
en seriously,” Lin says. “The question 
isn’t, Will it happen? It’s how and when 
will it happen and what effect will it 
have on society.”	
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China has funneled 
capital and expertise 
into developing 
its cyberwar 
capabilities, including 
enlisting civilians and 
gangs of hackers.
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A Matter of Privacy 
Do consumers have enough control over their personal  
information or is more government regulation needed? 

G
oo gle presents you  with 
ads related to your search. 
Amazon asks if you’re in-
terested in a new camera. 
LinkedIn comes up with 

names and faces of people it thinks you 
might know. You may find this very use-
ful—or annoying, or even disturbing. 
The more we live on the Internet, the 
more it knows about us, but how much 
do we want it to know? And who gets to 
decide? Those were central but largely 
unanswered questions that panelists 
wrestled with at a forum on “The Fu-
ture of Privacy Online,” organized by 
the Information Technology & Innova-
tion Foundation (ITIF) and the Tech-
nology Policy Institute (TPI) in Wash-
ington, D.C., on September 27.

Whatever concerns people may have 
over the privacy of data have generally 
not been enough to deter them from 
posting all manner of personal infor-
mation on social networks. Nor do 
consumers turn away from shopping 
Web sites that record user preferences 
in order to generate targeted advertis-
ing. In fact, as ITIF Senior Analyst Dan-
iel Castro explained, advertisers are 
willing to pay twice as much or more 
for targeted advertising because they 
get better consumer responses. Castro 
and other panelists also discussed a 
recent paper, “Privacy Regulation and 
Online Advertising,” by Avi Goldfarb 
of the University of Toronto and Cath-
erine Tucker of the Massachusetts In-
stitute of Technology, which showed 
that a European Union directive limit-
ing the ability of Web site operators to 
gather and use personal information 
reduced the effectiveness of targeted 
advertising, measured by the change 
in consumers’ stated intention to pur-
chase, by as much as 65%.

Data regulation to protect privacy 
translates into costs to businesses, 
said TPI President Thomas Lenard, 
while it remains unclear if there is any 
compensatory benefit to the consum-

er. Moreover, excessive regulation can 
stifle innovation. Panelists expressed 
a preference for either voluntary 
codes of practice or regulation along 
the lines of the Fair Credit Reporting 
Act, which strengthened the U.S. cred-
it industry less by limiting the kinds 
of data that can be collected than by 
setting clear rules for its use. As Na-
tional Telecommunications and In-
formation Administration Associate 
Administrator Daniel Weitzner put it, 
transparent regulations tell business-
es what they can and cannot do, while 
protecting the consumer through pro-
visions that “only kick in when some-
thing bad happens.” 

Mark Eichorn, assistant director 
at the Federal Trade Commission, ar-
gued that users should have the means 
to know that personal information is 
being collected about them and be 
given choices. That point was echoed 
by Tim Sparapani, director of public 
policy at Facebook, who said that one-
size-fits-all regulations would hamper 

businesses, and that privacy controls 
should be consumer driven. In particu-
lar, Sparapani said, increasingly mobil-
ity of Internet access—meaning that a 
person might access financial services 
through a friend’s cell phone—re-
quired flexibility even in an individ-
ual’s choice of privacy rules. Eichorn 
cautioned, however, that the prolifera-
tion of systems for navigating and se-
lecting privacy options forces users to 
do a lot of work, and may cause some to 
just give up and go with defaults.

In the end, the overriding sentiment 
at the forum was that privacy concerns 
are best dealt with by giving consum-
ers the power of choice and letting the 
market decide. But “this marketplace 
is in its infancy,” as Sparapani noted, 
and it’s not at all clear that consumers 
are in a position to understand the con-
sequences of their choices.	

David Lindley is a science writer and author based in 
Alexandria, VA.
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Emerging Markets  
The Coming African Tsunami  
of Information Insecurity 
As the affordability and use of mobile phones in Africa  
increase, so too will security vulnerabilities.

O
v er t he co urse of the past 
decade far too many Afri-
can nations have contin-
ued to struggle, plagued by 
famine, disease, and con-

flict. However, there has been one con-
sistently positive African story: the as-
tounding diffusion of mobile phones 
across the continent. With current 
growth rates more than twice as fast 
as the rest of the world, Africans have 
embraced the cellular device to a de-
gree once thought unimaginable. The 
world’s second most populous conti-
nent now faces the very real possibility 
of capturing the potential of mobile 
telephony and launching a new era of 
economic and social development.

 This is not a new story, but it is a 
story only partly considered. For all of 
the value these devices will deliver, a 
darker side of the wireless revolution 
remains rarely discussed. As the use 
and utility of mobile phones in Africa 
continues to rise, so too will security 
vulnerabilities. Unless properly ad-
dressed, security vulnerabilities en-
demic to the use of the information 
and communications technologies 

(ICTs) will be magnified by a number 
of factors unique to Africa, possibly 
leading to a tsunami of information 
insecurity across the continent. 

Rapid Adoption Rate
It is important to note that the rapid 
growth of mobile phones stands in 
contrast to the much slower adoption 
of other ICTs. In fact, in 2009 Africa 
boasted 295 million mobile phone 
subscriptions for a penetration rate of 
37.5 per 100 inhabitants, compared to 

just 8.8 per 100 Internet subscribers 
and less than two per 100 landline tele-
phone users.5 Africa’s annual growth 
rate of 47% between 2003–2008 far 
exceeds the worldwide rate of 21.5%, 
demonstrating the extraordinary con-
tinental adoption of mobile phones.4 
A number of supply and demand fac-
tors have propelled this growth, such 
as the availability of prepaid airtime 
options, the existence of a competitive 
market in nearly every African nation, 
and the limited infrastructure require-
ments of establishing a cellular net-
work. In contrast, market structure, 
user costs, and lack of infrastructure 
will continue to restrain the use of 
Internet and landlines. Meanwhile, 
the affordability and growing utility 
of mobile phones will make the device 
an increasingly essential tool for the 
average African. 

Africans have proven innova-
tive with mobile phones by creating 
unique banking and security appli-
cations as well as adopting low-cost 
pricing schemes that allow greater 
access to poor populations. Perhaps 
the most compelling and fastest-

Beyond assisting in 
the modernization of 
African economies, 
mobile phones have 
provided welcome 
security uses as well.
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growing African mobile application 
is mobile banking. Previously a con-
tinent of largely unbanked popula-
tions, service providers are rapidly 
adding low-cost mobile banking so-
lutions for their customers. One of 
the leaders in this important area is 
Kenyan mobile service provider, Sa-
faricom. Its M-PESA mobile banking 
service obviates the need for a physi-
cal branch, allowing users to con-
veniently save, transfer, and spend 
large and small amounts of cash no 
matter their physical location or eco-
nomic status. Rather than simply 
offering a mobile portal for existing 
bank customers, as is common in 
Western nations, M-PESA has creat-
ed new customers from a population 
previously denied banking services. 
The continued growth of mobile 
banking has the potential to rapidly 
modernize commerce and personal 
finance in Africa. 

Beyond assisting in the modern-
ization of African economies, mo-
bile phones have provided welcome 
security uses as well. Following 
post-election violence in 2008, Ke-

nyans were able to send SMS alerts 
regarding outbreaks of violence, 
thus allowing officials and activists 
to accurately track and respond to 
threatening situations (see http://
www.ushahidi.com/). In Tanzania, 
police provided free mobile phones 
to albino citizens in response to tar-
geted murders against that popula-
tion. The phones were programmed 
with a special number to directly 
contact the police allowing users to 
report threats.1 

In a continent where many house-
holds have little discretionary spend-
ing, innovation in the payment of 
mobile services has been essential 
to rapid diffusion. Throughout the 
developing world, prepaid phone 
service has propelled mobile growth, 
while in Africa a number of steps 
have further assisted this growth. 
Rather than billing by the minute, 
many providers instead bill by the 
second. Provider MTN employs a 
system of dynamic tariff charges in 
which costs are adjusted each hour 
depending on typical usage. With 
the ability to check the cost of calls 

at any particular time, customers can 
choose the least expensive times to 
use their phones.7 

These examples of low-cost access, 
security, and financial applications are 
part of a greater African trend that will 
only continue as the device becomes 
more powerful. There is then little 
doubt that mobile phones will become 
the primary personal and professional 
ICT vehicle for a large majority of Afri-
cans. This stands in stark contrast to 
the past when only a small minority of 
Africans had any regular personal ICT 
access at all.

Security Vulnerabilities
Certainly the potential gains for Africa 
are great, but a growing dependence 
on mobile phones elicits cause for con-
cern. Worldwide trends indicate sig-
nificant security problems for mobile 
telephony in the coming years. Mo-
bile devices and networks will become 
increasingly vulnerable in every way 
that networked desktops and laptops 
currently are. Particularly as mobile 
phones become more vital to personal 
commerce and finance, the devices 

http://www.ushahidi.com/
http://www.ushahidi.com/
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will become more desirable targets for 
criminals. The botnets and malware 
that currently plague networked com-
puters will soon become commonplace 
on our mobile devices, opening the 
door to data theft and denial-of-service 
attacks.3 Limitations of both battery 
and processing power make mobile 
phones less defensively capable than 
desktops and laptops, thus increasing 
the vulnerability of phones. Beyond 
cyber attacks, the size and manner of 
use of mobile phones makes them par-
ticularly susceptible to loss and theft. 
A lost or stolen phone can be mined 
for personal data or used in a number 
of malicious ways. This global trend of 
insecurity applies to African phones as 
well. Initially, African users will be pro-
tected by their relative disadvantages, 
such as less capable phones and use 
limitations due to electric power de-
ficiencies. However, as both use and 
capability of African mobile phones in-
creases, so will criminal activity. While 
all users of mobile phones should ex-
pect a surge of telephonic cyber crime, 
the state of African information securi-
ty is likely to increase the vulnerability 
of African users.

With mobile phones vulnerable to 
cyber and physical attacks, African us-
ers can expect to experience the same 
set of headaches that are becoming 
more common in Western nations. 
Identity theft is typically not a great 
threat in a developing rural commu-
nity. However, once individuals begin 
sharing personal information with 
service providers, that unique identity 
becomes vulnerable to theft and mis-
use. Further, for those participating 
in mobile banking, a perpetrator who 
has gained cyber or physical control 

of the mobile device can obtain com-
plete access to financial records and 
the ability to conduct transactions. 
Such a violation could potentially wipe 
out the savings of a family, leading to 
years of financial hardship. Mobile 
phones also provide the potential for 
snooping, in which perpetrators can 
listen to conversations and track lo-
cations. These are new problems for 
Africans; never before could an indi-
vidual’s privacy, identity, or savings be 
compromised because of one device’s 
vulnerabilities. 

Insecurity Factors
Three factors in particular portend 
the tide of insecurity. First, the vast 
majority of African nations suffer 
from a deficiency of appropriate laws 
and organizations needed to confront 
cyber crime. It is only recently the 
case that both Internet and mobile 
telephony have come to every Afri-
can country. This fact coupled with 
inadequate resources has left most 
African nations without proper in-
stitutions needed to secure the cyber 
realm. While Tunisia stands out in its 
institutional readiness with an estab-
lished national Computer Emergency 
Response Team (CERT) that has ac-
tively reached out to both businesses 
and the general population, only a 
few of the remainder of African states 
have information security teams, and 
those remain in embryonic stages. 
This has lead to a high rate of com-
puters infected with malicious soft-
ware—perhaps as high as 80%.2 The 
inability to stop criminal activity now 
amidst an environment of few sophis-
ticated Internet users speaks to the 
great problem ahead when many mo-
bile phone users begin to apply their 
phones in increasingly sophisticated 
and sensitive ways.

A second issue revolves around Afri-
can notions of privacy. While the Afri-
can states are certainly not monolithic 
in their thinking, there does exist a 
pervasive ethos of communitarian-
ism that deemphasizes the individual 
right of privacy. In Europe and North 
America, the right of personal privacy 
is far more prevalent, leading to sig-
nificant advocacy for the protection 
of personal information in the digital 
realm. Although there is arguably a 
great deal more that could and should 

Because the potential 
gains are so great for 
Africa, it is vital that 
malevolent forces do 
not spoil this moment 
of opportunity.
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be done, this advocacy has forced cor-
porate gatherers of personal informa-
tion to be mindful of protecting data 
from misuse or theft, leaving users 
more protected. Without such a strong 
notion of privacy rights in Africa, this 
advocacy is disturbingly absent in the 
nascent field of African information 
security. For instance, in 2004 the 
South African Post Office decided to 
sell the personal information of citi-
zens in its database. Without any legal 
mechanism to protect personal infor-
mation, individuals had no means of 
protecting their own privacy.6 Few pro-
tections of personal information mean 
that sensitive data can all too easily fall 
into the wrong hands.

Finally, too many African govern-
ments demonstrate a willingness to 
operate outside the rule of law and 
with little accountability. In such 
an environment, mobile phones be-
come an unprecedented tool to track 
a citizen’s activities. An unscrupulous 
government could easily use the cel-
lular network to track an individual’s 
movement, listen to conversations, 
and access financial records. While 
such behavior is not absent in Europe 
and North America, it is generally 
limited due to robust legal systems 
and privacy watchdogs. Where such 
systems are absent, as in many Afri-
can states, government snooping can 
have a chilling effect on a population 
and negate the many gains provided 
by mobile service.

Because the potential gains are so 
great for Africa, it is vital that malevo-
lent forces do not spoil this moment 
of opportunity. Further, we must not 
forget that in such an interconnected 
world, a problem for Africa is very 
much a problem for everyone else. 
Once a continent with very limited 
broadband connectivity, undersea 
fiber cables now span the length of 
each of Africa’s coasts and the devel-
opment of several new cables is under 
way. While desperately needed, this 
additional bandwidth can serve as a 
conduit to import and export mobile 
viruses and other forms of malware 
from and to the rest of the world. It is, 
therefore, imperative that this poten-
tial information security nightmare be 
addressed. Like so many security prob-
lems in the cyber world, however, the 
solutions are not evidently at hand.

Of particular concern is the cur-
rent lack of information security pro-
fessionals in Africa. What is a signifi-
cant problem in developing countries 
is compounded in Africa where few 
countries have the resources to edu-
cate and train the work force needed 
to protect the cellular networks. Along 
the same lines, governmental capacity 
to develop the necessary institutions 
is largely missing. Western assistance, 
when offered, is rarely given in a sus-
tainable manner that would allow for 
true security work to persist. Finally, 
political sensitivities tend to limit the 
amount of assistance home nations 
are willing to accept relating to secu-
rity issues. All of this leaves Africa with 
an absence of internal capacity cou-
pled with weak outside assistance. It is 
therefore difficult to imagine positive 
scenarios in which the onslaught can 
be avoided.

Conclusion
In considering possible solutions, 
it is clear that device manufacturers 
and service providers must contrib-
ute. Too often private interests place 
security low on the list of priorities, 
especially when not encouraged by 
government entities. Yet for African 
networks to be safe, it will be essen-
tial for manufacturers and providers 
to offer adequate security. Steps such 
as encrypting all sensitive data passed 
through the network and ensuring the 
privacy of personal information of-
fer adequate user protection. African 
governments must also find ways to 
train information security profession-
als. While increasing this work force 
will certainly carry a high cost to gov-
ernments that often have little money 
to spend, the costs otherwise will be 
far greater, although distributed more 

broadly among the population.
Beyond Africa, mobile phone secu-

rity must be raised in the conscious-
ness of Western professionals and 
the international bodies studying and 
working in the field of information se-
curity. By raising awareness across the 
globe, we have a far greater chance of 
motivating sustainable international 
assistance.

Finally, an African public awareness 
campaign is vital. As individuals begin 
to use more powerful devices in more 
powerful ways, it is essential that these 
users understand the potentially detri-
mental effects that lurk unseen.

The compelling rise of mobile te-
lephony across Africa is not a passing 
phenomenon. While restraints for fu-
ture growth do exist, the power, acces-
sibility, and affordability of the devic-
es make them an irresistible force in 
the coming decade. As stated, not only 
will subscriber numbers increase, but 
so too will the capability and utility of 
the devices. Very soon a majority of 
Africans will be using mobile phones 
for banking, accessing the Internet, 
facilitating commerce, and general 
communication. It is possible the 
prospect of a tsunami of information 
insecurity might recede, but this will 
only occur with early, concerted, and 
cooperative engagement on behalf of 
national governments, international 
donors, device manufacturers, and 
service providers.	
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Historical Reflections 
IBM’s Single-Processor 
Supercomputer Efforts 
Insights on the pioneering IBM Stretch and ACS projects.
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I
m ag i n e  a  C P U  designed to is-
sue and execute up to seven 
instructions per clock cycle, 
with a clock rate 10 times faster 
than the reigning supercom-

puter. Imagine a design team of top 
experts in computer architecture, com-
pilers, and computer engineering—in-
cluding two future ACM A.M. Turing 
Award recipients, five future IBM Fel-
lows, and five future National Academy 
of Engineering members. Imagine that 
this team explored advanced computer 
architecture ideas ranging from clus-
tered microarchitecture to simultane-
ous multithreading.

Is this a description of the latest mi-
croprocessor or mainframe? No, this is 
the ACS-1 supercomputer design from 
more than 40 years ago.

In the 1950s and 1960s IBM un-
dertook three major supercomputer 
projects: Stretch (1956–1961), the Sys-
tem/360 Model 90 series, and ACS (both 
1961–1969). Each project produced sig-
nificant advances in instruction-level 
parallelism, and each competed with 
supercomputers from other manu-
facturers: Univac LARC, Control Data 
Corporation (CDC) 6600, and CDC 
6800/7600, respectively.

Of the three projects, the Model 90 
series (91, 95, and 195) was the most 
successful and remains the most well 
known today, in particular for its out-
of-order processing of floating-point 
operations. But over the past few years, 
new information about the other two 
efforts has surfaced, and many previ-
ously unseen documents are now phys-

ically collected and available online 
at the Computer History Museum in 
Mountain View, CA.

Stretch
Many histories recount that Stretch 
began in 1954 with efforts by Steve 
Dunwell.2,11 Less known is that Gene 
Amdahl, designer of the IBM 704 scien-
tific computer, was assigned to design 
Stretch.10 Stretch was targeted at the 
needs of the Livermore and Los Alamos 
nuclear weapons laboratories, such as 
calculations for hydrodynamics and 
neutron diffusion. Unlike the vacuum-
tube-based 704, which had identical 
machine and memory cycle times of 
12 microseconds, the transistorized 
Stretch was expected to have a 100-nano-

second machine cycle time and a two-
microsecond memory cycle time. In 
response to this logic/memory speed 
imbalance, Amdahl worked with John 
Backus to design an instruction look-
ahead scheme they called asynchronous 
non-sequential (ANS) control.10

Both Amdahl and Dunwell partici-
pated in the sales pitch to Los Alamos 
in 1955. When Los Alamos contracted 
with IBM in 1956 to build Stretch, Dun-
well was given control of the project and 
Amdahl left the company. 

Dunwell recruited several new gradu-
ates including Fred Brooks and John 
Cocke. Harwood Kolsky, a physicist at 
Los Alamos, joined the project in 1957. 
Cocke and Kolsky developed a simulator 
that guided design decisions, particular-

The IBM Stretch supercomputer.
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ly the details of the look-ahead. In its fi-
nal form, branches in Stretch that could 
not be pre-executed were predicted, and 
instructions on the predicted path were 
speculatively executed—an astounding 
innovation for the late 1950s.a

Stretch pioneered the use of tran-
sistor technology within IBM, and the 
circuitry and memory modules de-
signed for Stretch were used to bring 
the 7000-series of computers to mar-
ket much earlier than would have been 
otherwise possible. Stretch pioneered 
many of the ideas that would later de-
fine the System/360 architecture includ-
ing the 8-bit byte, a generalized inter-
rupt system, memory protection for a 
multiprogrammed operating system, 
and standardized I/O interfaces.3,4

Stretch became the IBM 7030. A to-
tal of nine were built, including one as 
part of a special-purpose computer de-
veloped for NSA, codenamed Harvest. 
However Stretch did not live up to its ini-
tial performance goal of 60 to 100 times 
the performance of the 704, and IBM 
Chairman Tom Watson, Jr. announced 
a discount in proportion to this reduced 
performance and withdrew the 7030 
from the market. Stretch was consid-
ered a commercial failure, and Dunwell 
was sent into internal exile at IBM for 
not alerting management to the devel-
oping performance problems. A num-
ber of years later, once Stretch’s contri-
butions were more apparent, Dunwell 
was recognized for his efforts and made 
an IBM Fellow.

Despite the failure, Kolsky and oth-
ers urged management to continue 
work on high-end processors. Although 
Watson’s enthusiasm was limited, he 
approved two projects named “X” and 
“Y” with goals of 10-to-20 and 100 times 
faster than Stretch, respectively. 

Project X
Facing competition from the announce-
ment of the CDC 6600 in 1963, Project 

a	 The look-ahead supported recovery actions 
to handle branch mispredictions and pro-
vided for precise interrupts. Also, as in many 
current-day processors, complex instructions 
were broken into simpler parts (“elemental-
ized” in Stretch terminology), with each part 
assigned a different look-ahead entry. How-
ever, this complexity was blamed for part of 
Stretch’s performance problems, and specula-
tive execution was not attempted in IBM main-
frames until some 25 years later.

X quickly evolved into the successful 
Model 90 series of the System/360.6 Sev-
enteen Model 91s and 95s were built. 
CDC sales and profits were impacted, 
and CDC sued IBM in December 1968 
alleging unfair competition. The U.S. 
Department of Justice filed a similar 
antitrust suit against IBM one month 
later. CDC and IBM settled in 1973, and 
the government’s antitrust action was 
dropped in 1982.

Project Y
Project Y was led by Jack Bertram at IBM 
Research beginning in 1963. Bertram 
recruited Cocke, along with Fran Allen, 
Brian Randell, and Herb Schorr. Cocke 
proposed decoding multiple instruc-
tions per cycle to achieve an average 
execution rate of 1.5 instructions per cy-
cle.9 Cocke said this goal was a reaction 
to Amdahl, who after returning to IBM 
had postulated an upper limit of one in-
struction decode per cycle.8

In 1965, responding to the announce-
ment of the CDC 6800 (later to become 
the 7600) and to Seymour Cray’s suc-
cess with a small isolated design team 
for the 6600, Watson expanded Project 
Y and relocated it to California near the 
company’s San Jose disk facility. It was 
now called ACS (Advanced Computer 
Systems). The target customers were the 
same as for Stretch.

ACS-1
Amdahl was made an IBM Fellow in 
1965, and Bob Evans encouraged him 
to informally oversee ACS. Although 
Amdahl argued strongly for System/360 
compatibility, Schorr and other archi-
tects designed the ACS-1 around more 
robust floating-point formats of 48-bit 
single-precision and 96-bit double-

Although only 
one of these three 
projects was a 
commercial success, 
each significantly 
contributed to the 
computer industry.
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precision as well as a much larger reg-
ister set than System/360.7 Amdahl was 
subsequently excluded and thereafter 
worked on his own competing design.

Average access time to memory 
in ACS-1 was reduced by using cache 
memory.b A new instruction prefetch 
scheme was designed by Ed Susseng-
uth. Pipeline disruption from branch-
es was minimized by using multiple 
condition codes along with prepare-to-
branch and predication schemes cre-
ated by Cocke and Sussenguth. Com-
piler optimizations were viewed as 
critical to achieving high performance, 
and Allen and Cocke made significant 
contributions to program analysis and 
optimization.1

As for Stretch, detailed simulation 
was critical. Developed by Don Rozen-
berg and Lynn Conway, the simulator 
was used for documentation as well as 
validation and improvement of the de-
sign. While working through the simu-
lation logic for multiple instruction 
decode and issue, Conway invented a 
general method to issue multiple out-
of-order instructions per machine cycle 
that used an instruction queue to hold 
pending instructions. Named “Dynam-
ic Instruction Scheduling,”9 the scheme 
met the timing constraints and was 
quickly adopted.

Also like Stretch, advanced circuit 
technology was key to the performance 
goals. New circuits were developed with 
switching times in the nanosecond 
range, and new circuit packaging and 
cooling approaches were investigated.

In 1968, based on Amdahl’s cost/
performance arguments for his own 
design and the increasing cost pro-
jections for unique ACS-1 software, 
management decided to make ACS 
System/360 compatible and appointed 
Amdahl as director. The next year the 
project was canceled when Amdahl 
pushed for three different ACS-360 
models. Instead, the cache-enhanced 
Model 195 was announced, and ap-
proximately 20 were built.

After ACS
Although the project fizzled, Silicon 
Valley benefited from the collection of 
talent assembled for the ACS project. 

b	 Cache memory was a new concept at the time; 
the IBM S/360 Model 85 in 1969 was IBM’s first 
commercial computer system to use cache.

Amdahl stayed in California and be-
gan his own company, with two dozen 
former ACS engineers joining him to 
build the Amdahl 470. Other ACS proj-
ect members moved to IBM’s San Jose 
disk drive facility or joined other com-
panies in the Valley.

Cocke went back to the East coast, 
staying with IBM, and he later expressed 
regret that very little of the ACS-1 design 
was ever published.5 Indeed, had the 
ACS-1 been built, its seven-issue, out-of-
order design would have been the pre-
eminent example of instruction-level 
parallelism. Instead, the combination 
of multiple instruction issue and out-of-
order issue would not be implemented 
until 20 years later. 

In discussing supercomputers in 
his autobiography, Watson blamed the 
“erratic” IBM efforts partly on his own 
“temper,” and said he had come to 
view IBM’s competition with CDC like 
General Motors’ competition with Fer-
rari for building a high-performance 
sports car.12

In the 1970s the supercomputer in-
dustry pursued vector processing, with 
CDC building the unsuccessful STAR-
100 in 1974 and Cray Research building 
the very successful Cray-1 in 1976. IBM 
announced a vector add-on for its main-
frames in 1985, but the extension did 
not sell well. IBM funded Supercomput-
er Systems Incorporated between 1988 
and 1993, but SSI went bankrupt before 
delivering its multiprocessor computer. 
More recently IBM built a number of 
successful large clusters, including Blue 
Gene and Roadrunner. In the June 2010 
“Top500” Supercomputer list, four of 
the top 10 supercomputers in the world 
were built by IBM.

Impact
Although only one of these three proj-
ects was a commercial success, each sig-
nificantly contributed to the computer 
industry. Fred Brooks has described 
the impact Stretch had on IBM, and 
especially on the System/360 architec-
ture.3 The Model 90 series influenced 
high-performance CPU design across 
the industry for decades. The impact of 
ACS was more indirect, through people 
such as Fran Allen, Gene Amdahl, John 
Cocke, Lynn Conway, and others. For ex-
ample, Amdahl was able to recruit ACS 
engineers Bob Beall, Fred Buelow, and 
John Zasio to further develop high-speed 

ECL circuits and packaging for the Am-
dahl 470. Allen and Cocke disseminated 
their work on program optimization, 
and Cocke carried the idea of designing 
a computer in tandem with its compiler 
into later projects, one of which was the 
IBM 801 RISC. Conway went on to co-
author a seminal book on VLSI design 
and attributes much of her insight into 
design processes to her ACS experience.

Historical Collections
The Computer History Museum col-
lection contains more than 900 Stretch 
and ACS-related documents donated 
by Harwood Kolsky, and many of these 
are online at http://www.computerhis-
tory.org/collections/ibmstretch/. These 
documents shed light on contributions 
to Stretch and ACS by Amdahl, Cocke, 
and others, as well as recording the de-
sign trade-offs made during the Stretch 
project and the studies made of Stretch 
performance problems. The Museum 
has several oral history interviews on-
line at http://www.computerhistory.org/
collections/oralhistories/ and has made 
recent talks available on its YouTube 
channel at http://www.youtube.com/
user/ComputerHistory/. The Museum 
also features a new exhibit, part of which 
focuses exclusively on supercomputers, 
including the CDC 6600 and Cray-1.	
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Broadening Participation  
The Role of Hispanic-Serving 
Institutions in Contributing  
to an Educated Work Force 
Improving inclusiveness in computing education. 

doi:10.1145/1859204.1859217	 Ann Quiroz Gates

I
n order to thrive and even sur-
vive in the worldwide market-
place of ideas and innovation, 
the U.S. must aggressively 
meet the challenge of increas-

ing the number of students who com-
plete degrees in the fields of science, 
technology, engineering, and math-
ematics (STEM). It is critical for the 
economic and social health of the 
U.S. that a globally competitive STEM 
work force is maintained and the en-
gagement of diverse individuals who 
can contribute to innovations and 
advancements in STEM areas is ex-
panded. Although there has been an 
upturn in the past two years, comput-
ing fields have certainly experienced a 
significant decrease in the number of 
majors and graduates. Engaging large 
segments of society that have tradi-
tionally not been involved—students 
from underrepresented groups—is 
critical in addressing work force 
needs and innovation, especially in 
computing. One group in particular 
that is prime for greater inclusion in 
computing is Hispanics. Hispanics 
have the fastest growth rate among 
all groups in the U.S. (one in four new-
borns is Hispanic according to the 
Pew Foundation5), yet this group re-
mains significantly underrepresented 
in STEM careers and in the number 
of graduates who obtain advanced 
degrees. Approximately 6.8% of the 
total bachelor’s degrees awarded to 

citizens and permanent residents in 
2000–2008 and 2.5% of the total doc-
toral degrees awarded in 1998–2007 
in computer sciences went to Hispan-
ics according to the 2009 NSF Women, 
Minorities, and Persons with Disabili-
ties in Science and Engineering report.3 
Adding to this is the fact that fewer 
younger adults are obtaining college 
degrees; the U.S. ranks only 10th in the 
percentage of the young adult popula-
tion with college degrees according to 

the Lumina Foundation. 
While it is imperative that we re-

cruit and prepare a larger number of 
our youth for success in higher edu-
cation, placing a focus on Hispanics 
is essential for closing the degree at-
tainment gap particularly in STEM 
fields. While the numbers of Hispan-
ics who continue on to baccalaureate 
programs and advanced studies are 
low, a number of social, educational, 
and environmental factors continue to 

A Whittier College valedictory speaker during a Latino pre-graduation celebration.
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inhibit Hispanics from degree attain-
ment. Recent survey data shows that 
Hispanic parents place high value on 
going to college; however, a large num-
ber of their children tend to drop out 
of school. This paradox may be due in 
large measure to poor socioeconomic 
conditions, the challenge of master-
ing the English language with little 
support, and the lack of role models. 
To make a difference, it is essential to 
have more Hispanic faculty in comput-
ing programs who can serve as exem-
plars and models at the community 
college and four-year institutions, to 
provide opportunities for development 
and growth, and to inform families 
about financial support structures for 
attending college. 

The Role of Hispanic-
Serving Institutions 
With these issues in mind, we cannot 
ignore the role of Hispanic-serving 
institutions (HSIs) in educating His-
panics who become future leaders 
in the work force. Indeed, any effort 
to increase the number of Hispanics 
who attain STEM degrees will depend 
on the institutional capacity of com-
munity colleges and HSIs to educate 
and graduate Hispanics, in particular 
those who graduate in STEM fields. 
This claim is supported by a March 
2010 report by Dowd et al.2 from the 
Center for Urban Education that indi-
cates a greater share of Hispanic stu-
dents enrolled at HSIs earn degrees in 
key majors, such as computer science, 
mathematics, and engineering, than 

do their counterparts at non-HSIs.a 
The report also states that Hispanic 

community college transfers who first 
earn associate’s degrees have lower 
access to STEM bachelor’s degrees 
at academically selective and private 
universities than their counterparts 
who do not earn an associate’s degree 
prior to the bachelor’s. Dowd’s data 
shows that Hispanics, who are com-
munity college transfers and who first 
earn associate’s degrees, have lower 
access to STEM bachelor’s degrees 
at academically selective and private 
universities than their counterparts 
who do not earn an associate’s de-
gree prior to the bachelor’s. On the 
other hand, transfer students were 
more likely to graduate from HSIs and 
from public four-year institutions, but 
they were less likely to graduate from 
academically selective institutions or 
from research universities. To make 
a difference, it is essential to support 
programs and initiatives that provide 
educational opportunities for Hispan-
ics in STEM fields at HSIs and that tar-
get community college students and 
their successful transfer to four-year 
colleges.

The NSF Research Experiences for 
Undergraduates (REU) program has 
been a critical factor in providing stu-
dents with research opportunities that 

a	 National Center for Education Statistics study 
(NCES 2007-161) reports that only 10% of four-
year institutions of higher education in the 
U.S. enroll the majority of Hispanic under-
graduates.

motivate and prepare them for gradu-
ate studies. An SRI International evalu-
ation of NSF support for undergradu-
ate research opportunities found that 
students who participated in under-
graduate research were twice as likely 
as those who did not do research to 
have pre-college expectations of ob-
taining a Ph.D.6 In addition, partici-
pation in undergraduate research had 
strong positive effects on the students’ 
understanding of the research process, 
confidence in their research-related 
abilities, and awareness of academic 
and career options in STEM. In regard 
to improving research opportunities, 
a common suggestion that arose from 
the study was the need for more effec-
tive faculty guidance and the key role 
of developing interpersonal, organiza-
tional, and research skills. 

The Computing Alliance of HSIs, a 
consortium of 10 HSIs focused on the 
recruitment, retention, and advance-
ment of Hispanics in Computing, has 
played an important role in involving 
students, in particular Hispanics, in 
research throughout the academic 
year using the Affinity Research Group 
(ARG) model and working with the 
students to apply for REU opportuni-
ties. ARG is focused on training faculty 
mentors on the ARG philosophy and 
how to structure in research groups 
the deliberate and intentional develop-
ment of technical, team, and profes-
sional skills and knowledge required 
for research and collaborative work. 

Arguments against having doctoral 
programs at minority-serving institu-
tions (MSIs), such as those made by 
Richard Tapia in the March 2010 Com-
munications Broadening Participation 
column,7 often center on the low prob-
ability of individuals who do not grad-
uate from top research institutions 
becoming a faculty members at those 
institutions and the supposed “lack 
of rigor” of MSI graduate programs, 
which make them less able to compete 
with the caliber of programs at top re-
search institutions. Data reported in 
NSF 06-318 certainly supports the for-
mer argument,1 although fewer than 
half of Hispanic faculty members who 
earned doctorates at top research insti-
tutions were employed at these institu-
tions. The reasons are varied as are the 
reasons for graduates of top research 
institutions who choose to teach at 

FY2008 R&D Expenditures for Hispanic-serving institutions without a medical school.*

Ranking Institution
R&D Expenditure  
(Dollars in thousands)

Percent Hispanic 
Enrollment**

32 NM State U. main campus 138,427 44.08

73 U. TX El Paso 48,906 74.94

93 CUNY The City C. 34,452 31.15

95 U. TX San Antonio 33,106 43.57

113 U. PR Rio Piedras Campus 22,662 99.94

118 U. PR Mayaguez Campus 20,763 100

129 U. CA, Merced 16,802 26.08

133 CA State U. Long Beach 14,971 25.44

	 *	 NSF/Division of Science Resources Statistics, Academic Research and 
Development Expenditures: FY 2008.4

	**	 IPEDS Spring 2007 survey.
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MSIs. One cannot assume that if indi-
viduals did not attend a top research 
institution, it is because they were not 
accepted, or that if graduates of top 
research institutions are not faculty 
members at a similar university, it is 
because they could not find a position. 
It may simply be nothing more than a 
conscious choice.

The second argument regarding 
“lack of rigor” at MSIs may reflect lack 
of awareness of the major transforma-
tion of a number of these universities 
in the past decade. As shown in the ac-
companying table, there are a number 
of HSIs that rank in the upper quarter 
of the rankings for FY 2008 R&D ex-
penditures for all universities and col-
leges without a medical school. If we 
included MSIs, then four more institu-
tions would be added to the table. The 
growth in research at HSIs can be seen 
when comparing the R&D expenditures 
for the institutions listed in the table 
over the last eight years. The total R&D 
expenditures for these institutions 
have risen steadily from $170,245,000 
in 2001 to $258,773,000 in 2005, and to 
$330,089,000 in 2008.

There are a number of HSIs that 
are moving toward becoming national 
research universities through rigor-
ous recruitment of excellent research 
faculty and establishment of strong 
collaborations with faculty and pro-
grams at top research institutions. The 
doctoral programs at many HSIs are 
built on the firm belief that broaden-
ing participation requires identifying 
students who have the capability to 
complete advanced studies, but who 
may lack the confidence to pursue 
such studies, and engaging such stu-
dents in initiatives that prepare them 
to succeed in competitive research 
programs. It is imperative that we not 
equate skills development with the in-
hibition of a student’s progress. 

I would certainly agree that it is 
important to increase the number of 
Hispanic students who enter graduate 
studies at top research institutions, 
and faculty mentors should certainly 
encourage students to enter such pro-
grams; however, this effort will not 
make a large difference in the num-
bers. We cannot meet the challenge 
of increasing degree attainment from 
quality programs unless we continue 
to invest in research programs at MSIs 

and extend the number of universities 
and colleges that offer quality gradu-
ate education to a broader student 
population. We must ensure that stu-
dents attending MSI programs have 
experiences that enhance their educa-
tion, for example, by students spend-
ing a semester or summer at a top 
research institution, center, or labo-
ratory; by MSI researchers establish-
ing strong ties with top researchers 
at other institutions; and by students 
building effective networks and men-
toring relationships.

A Call to Action
Broadening participation is often dis-
cussed in terms of recruitment, reten-
tion, and advancement in academic 
programs. It also applies to broaden-
ing participation to those who serve 
in leadership roles such as members 
of national committees, policy de-
briefing committees, and advisory 
boards. While pedigree may be one 
measure to evaluate one’s qualifica-
tions, there are other measures. In-
deed, one’s perspective, experiences, 
and accomplishments should serve as 
other important measures.  

It is imperative that we work to-
gether to increase the percentage of 
U.S. residents, regardless of ethnicity, 
gender, or economic standing, who 
attain high-quality baccalaureate and 
advanced degrees. Democratization of 
higher education is essential to edu-
cate a broader base of citizens who are 
educated at a higher level. Toward this 
end, it is critical to support the efforts 
of HSIs and other MSIs to become na-
tional research universities. Work with 
the alliances, such as CAHSI and others 
that have formed under the CISE NSF 

Broadening Participation program, to 
build strong ties with MSI researchers 
and, as a result, their students. 

Efforts such as these raise the qual-
ity of the university and graduates. 
It is through MSIs that we can effect 
change and meet the challenge of in-
creased graduates in STEM. The coun-
terargument to this position is that we 
need to encourage our “best” Hispanic 
students to attend the top universi-
ties in the country so that they have 
the credentials to assume leadership 
roles. It is irrefutable that students 
should study with the best minds in 
the country and establish the critical 
networks that are important for one’s 
success. This does not mean, however, 
that some of the best minds cannot 
be found at MSIs and that there can-
not be strong ties among researchers 
at different levels of research institu-
tions that enhance the faculty’s and 
students’ research experiences. We 
cannot continue to think in terms of 
the traditional models of education 
that have thrived on selectivity. Now is 
the time to expand our thinking and 
to establish creative models for rais-
ing the quality of graduate education 
and providing accessibility to a larger 
group of people. Quite simply—and 
critically—the future of the U.S. de-
pends on it.	
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I
nformation sharing is an age-old 
objective. Always a challenge in 
the world of print documents 
and books, it has become truly 
daunting as music, movies, im-

ages, reports, designs, and other infor-
mation entities are represented digitally 
and offered on the Internet. Numerous 
issues contribute to the complexity, 
such as file creation, formats, identi-
fier systems (local and global), access 
controls, privacy controls, interoper-
ability, searching, and rights manage-

ment. The complexity is multiplied in 
the global Internet by the sheer amount 
of information available for access, the 
potential number of connections and 
reference chains, and jurisdictional is-
sues. Reducing the complexity of infor-
mation management in that universe 
has been a very long quest.

For the past 15 years a set of infra-
structure technologies for “digital ob-
jects” has been gradually evolving in 
the Internet. They are now mature. We 
believe these technologies offer some 

real solutions to the conundrums of 
information sharing and access. We 
will summarize them and call atten-
tion to the significant user communi-
ties already employing them. We advo-
cate that every IT professional become 
knowledgeable about these technolo-
gies and use them in the design of new 
systems and services.

Early Attempts at Universal 
Information Access
Vannevar Bush is credited with the 
first visionary speculation about uni-
versal access to documents in 1945 
(“As we may think,” Atlantic Monthly). 
He proposed a hypothetical machine 
called Memex that stored documents 
on microfilm and allowed annota-
tions and cross links. Many subse-
quent designers credit Bush with the 
inspirations for their work in comput-
er networks. 

The first among these designers 
was Ted Nelson, who, as early as 1960, 
proposed a networked system called 
Xanadu, which aimed at information 
sharing with a simple user interface. 
Nelson introduced topics such as hy-
pertext, hyperlinks, automatic version 
management, automatic inclusion of 
referenced items, and small payments 
to authors for use of their materials.

 In the middle 1960s, Doug En-
gelbart started the Augmentation 
Research Lab at SRI with the dream 
of amplifying collective intelligence 
through computer networks. Taking 
some inspirations from Bush and Nel-

The Profession of IT  
The Long Quest for Universal 
Information Access 
Digital object repositories are on the cusp of resolving the long-standing  
problem of universal information access in the Internet.

doi:10.1145/1859204.1859218	 Peter J. Denning and Robert E. Kahn

Resolving a DOI to a URL or file name in the ACM Digital Library. 

DOI Registration

The access protocol consists of four 
steps. To initialize, ACM generates a 
DOI for a newly published object. 

The DOI consists of ACM’s unique number (10.1145) followed by a unique 
string chosen by ACM. ACM registers the DOI with the DOI registry (step 
0). Thereafter a user can take the DOI from a citation and ask the registry to 
resolve it (step 1). The registry returns the URL of the object in the ACM Digital 
Library (step 2) . The ACM Digital Library resolver directs the access to the 
object specified by the DOI (step 3). 
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son, he and his team developed NLS, 
the first working hypertext system with 
graphical user interface, mouse, and 
collaboration tools. 

In the late 1980s, Tim Berners-Lee 
created the World Wide Web infra-
structure to facilitate information ac-
cess and as a potential means to imple-
ment many of Bush’s, Nelson’s, and 
Engelbart’s ideas in the established 
worldwide Internet.

While these systems were major 
advances in the quest for universal in-
formation access, they left unsolved 
many of the difficult issues of infor-
mation management noted earlier. 
Our objective here is to show that the 
Digital Object Architecture, which has 
been under development since the late 
1980s at the Corporation for National 
Research Initiatives (CNRI) and is now 
reaching a tipping point, can provide 
the missing pieces of infrastructure 
and help us to attain universal infor-
mation access.

Toward a Universal Address Space
A universal address space is the most 
fundamental element of a system of 
universal information access. A collec-
tion of ARPA-sponsored projects in the 
1960s developed the first methods for 
doing this efficiently.

In a famous 1960 article “Man-
computer symbiosis,” J.C.R. Licklider 
expounded on the virtues of “interga-
lactic networks” and man-machine 
communications. Partly at his instiga-
tion, MIT’s Project MAC undertook the 
construction of an operating system, 
Multics, which would be a “computer 
utility” that could dispense comput-
ing power and information access 
widely and cheaply. Other research or-
ganizations, such as IBM, UC Berkeley 
(Genie), and BBN (Tenex), were early 
developers of time-shared operating 
systems that could be networked.

Within the Multics system, informa-
tion sharing was achieved by making vir-
tual memory a common space accessible 
by every user on the system. The direc-
tory structure was an overlay that let us-
ers assign their own symbolic names to 
files; files themselves were addressed in-
ternally by their virtual addresses. Users 
never had to open or close files, or copy 
them from secondary storage to their 
workspaces; they simply referenced 
them as segments of address space.

Jack Dennis, who helped design the 
Multics virtual memory, saw how to 
generalize it to allow dynamic sharing 
of a more general class of objects, not 
just files, and how to protect these ob-
jects from access not permitted by their 
owners. His “capability architecture” 
became the blueprint for object-orient-
ed runtime systems.2 That architecture 
inspired two commercial computing 
systems—Plessey 250 and IBM System 
38—and two research projects—Cam-
bridge CAP and CMU Hydra—that con-
tributed much implementation knowl-
edge. These projects all demonstrated 
that a large widely accessible address 
space would not only facilitate sharing, 
but it could be implemented efficiently 
on a single machine with a large shared 
file system. The capability architecture 
also provided a clean way of managing 
access and controlling rights by chan-
neling all object references through a 
reference monitor protocol.3

The capability architecture easily 
generalized to homogeneous networks 
all running the same operating sys-
tem. Unfortunately, it did not general-
ize well to the heterogeneous systems 
making up the Internet.

In 1970, the ARPANET expanded 
the universe of connected systems be-
yond a single machine to hundreds of 
time-shared computers. In the U.S. and 
around the world, other packet net-
works were developed in parallel with 
the ARPANET, including, in particular, 
a packet satellite network, a ground ra-
dio packet network, and various local 
area networks, such as token rings and 
Ethernet.

The Internet, introduced in 1973 by 
Bob Kahn and Vint Cerf, is a global in-
formation system composed of many 
networks and computational resourc-

es all embedded within a single large 
address space based on the Internet 
Protocol (IP) addresses. The domain 
name system, introduced in 1983, 
maps domain names to IP addresses, 
making it much easier for users to ad-
dress computers.

Information sharing was accom-
plished in the Internet in various ways. 
In the early 1970s, the primary means 
were text-based email and file transfer, 
followed later by email attachments. A 
few research communities pioneered 
with collections of reports and soft-
ware collections hosted on specific ma-
chines. Professional associations such 
as ACM built digital libraries to share 
their entire published literature. Ser-
vices to back up files and provide drop 
points for transferring files became 
common.

In 1989, the Web became available 
as an architecture overlaid on the In-
ternet to facilitate information shar-
ing. The Web protocols automatically 
invoked a file transfer protocol with a 
single mouse click on a hyperlink. Hy-
perlinks used Uniform Resource Lo-
cators (URLs) to name objects; a URL 
consisted of a host name concatenated 
with the pathname of a file on the host 
file system.

The Web was an important step 
toward universal information shar-
ing but it is far from perfect. Among 
other things, URLs are not persistent, 
the same URL can be reused for dif-
ferent purposes, and users frequently 
encounter broken links because files 
have been moved to new locations. 
Moreover, there are no rights-man-
agement protocols, and the only ac-
cess controls are those for file access 
on target machines.

The Digital Object Architecture
Universal information access was not 
achieved in the Internet because none 
of the protocols was designed relative 
to information-sharing architecture 
principles. In the 1980s, prior to the 
development of the Web, as part of its 
work on digital libraries, CNRI started 
designing a system for enabling mo-
bile programs (called “Knowbots”) to 
carry out information-access tasks in 
a network environment. This led to 
the later formulation by CNRI of the 
Digital Object Architecture (DOA),1,4,5  
which culled out and unified four key 

A universal address 
space is the most 
fundamental element 
of a system of 
universal information 
access. 
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principles from the past projects on 
information access: 

˲˲ Any unit of information represent-
ed in digital form may be structured 
as a digital object (DO) for access (with 
suitable controls) within the Internet. 
DOs may include digitized versions of 
text files, sounds, images, contracts and 
photos, as well as information embed-
ded in RFID devices, chip designs, sim-
ulations, or genome codes. The struc-
ture of a DO, including its metadata, is 
machine and platform independent.

˲˲ Every DO has a unique persistent 
identifier, called a “handle,” or generi-
cally, a “digital object identifier,” that 
can distinguish a DO (or separately 
identified parts of it) from every other 
object, present, past, or future. Han-
dles consist of a unique prefix allotted 
to an entity (such as a publisher or indi-
vidual) followed by a string of symbols 
chosen by the entity. The “resolution” 
system maps handles to state informa-
tion that includes location, authentica-
tion, rights specifications, allowed op-
erations, and object attributes.

˲˲ DOs can be stored in DO Reposito-
ries, which are searchable systems that 
offer continuous access to objects over 
long time intervals that span technol-
ogy generations.

˲˲ Accesses to an instance of DO Re-
pository are made via a standard DO 
protocol that restricts actions to those 
consistent with an object’s state infor-
mation. 

The primary components of CNRI’s 
DOA design are the Handle System, DO 
Repositories, and DO Registries:

˲˲ The Handle System allots prefixes 
to registered administrators of local 
handle services and provides resolu-
tion services for their digital object 
identifiers. This system has been avail-
able as a service on the Internet since 
the middle 1990s and is highly reliable. 
It makes use of existing Internet proto-
cols, which do not need redesign. Han-
dle services also support domain name 
resolution for backward compatibility.

˲˲ The DO repositories use standard 
storage systems. They provide digital 
object management services with a 
standard protocol called digital object 
protocol (DOP). The DO repositories 
also support HTTP and DOP-over-TLS, 
a secure socket layer (SSL) service.

˲˲ The DO registries allow users to 
reference, federate, and otherwise 

manage collections across multiple 
repositories and allow for protected 
access to such information including 
completely private information, shar-
ing within designated groups, and full 
public access.

Examples of DOA in Use
The figure on the first page of this col-
umn shows the essence of a resolution 
of a DOI to a URL or a file name, using 
the ACM Digital Library as an example.

The International DOI Foundation 
(IDF) is a non-profit organization that 
administers DOIs for a variety of or-
ganizations, mostly publishers. The 
IDF has trademarked the DOI; and it 
uses the Handle System technology for 
resolution. One of the IDF Registration 
Agents (RAs), DataCite, manages large 
scientific data sets using DOIs. The 
largest of the IDF RAs, CrossRef, man-
ages metadata on behalf of a large seg-
ment of the publishing industry.

The U.S. Library of Congress uses 
the Handle System to identify large 
parts of its collections. The U.S. Depart-
ment of Defense (http://www.adlnet.
gov) relies on the Handle System and 
DOI Registry and Repository to man-
age distributed learning material. The 
European Persistent Identifier Con-
sortium (EPIC) (http://www.pidconsor-
tium.eu) provides identifier services 
to the European research community. 
People in the legal community are im-
plementing the DOA for wills, deeds to 
real property, bills of lading, and other 
legal instruments.

Conclusion
The quest for universal information 
access in networks began around 
1960 and over the years yielded a set 
of principles to fully support universal 

information access. These principles 
include unique, persistent identifi-
ers, protocols that map identifiers to 
objects (including their metadata), 
protocols for enforcing access and 
use rights, and repositories that hold 
objects for indefinite periods span-
ning technology generations. These 
principles offer a possible solution to 
universal information access and an 
infrastructure for more general infor-
mation management.

The Digital Object Architecture was 
designed to exploit these principles 
without changing existing Internet pro-
tocols. The architecture is now widely 
used by publishers, digital libraries, 
government agencies, and many oth-
ers to manage their collections and of-
fer them for access over the Internet. 

The Digital Object Architecture 
offers computing professionals an 
emerging infrastructure for manag-
ing information that goes a long way 
toward universal information access 
as well as system interoperability in 
the Internet. We advocate that every 
computing professional become fa-
miliar with these technologies and 
use them for new systems and appli-
cations. The Internet sites doregistry.
org, dorepository.org, and handle.net 
contain tutorial materials and are a 
good place to start learning how these 
technologies work.	
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Kode Vicious  
Literate Coding
Spelling and grammar do matter.

doi:10.1145/1859204.1859219	 George V. Neville-Neil

Dear KV,
Do spelling and punctuation re-
ally matter in code? I’m a freshman 
studying computer science at col-
lege, and one of my professors actu-
ally takes points off of our programs 
if we spell things incorrectly or make 
grammar mistakes in our comments. 
This is completely unfair. Program-
mers aren’t English majors and we 
shouldn’t be expected to write like 
them. 

Miss Spelled

Dear Miss Spelled,
Who is your professor and can I 
please send him or her some flowers? 
Normally I find myself wanting to 
send people black roses, or a horse’s 
head wrapped in paper, but your let-
ter makes me want to send whoever is 
teaching you to code a big bouquet of 
fresh flowers, and a card, and maybe 
one of those ridiculous balloons that 
people now send as well. 

While it is true that “program-
mers aren’t English majors,” there 
are days—many, many days—that 
I wish they were, or that they knew 
one, even tangentially, and offered 
to help with their science or math 
homework in return for some help 
making themselves better under-
stood. The amount of code I have 
had to beat my head against because 
the original author did not make his 
or her intent clear in the comments, 
when there were comments, is le-
gion, and all that head beating has 
given me many headaches. It cheers 

me to know someone else out there is 
beating your head for me, so maybe, 
someday, my headaches will go away. 
I also think the voices might stop at 
that point, too.

Clear code is actually more aligned 
with clear writing than most people 
are willing to admit. Many program-
mers seem to have gone into their 
field to avoid subjects such as English 

or anything that would require com-
municating with other people rather 
than machines. That is unfortunate, 
because code is a form of human 
communication.

Although a computer will execute 
your program, it will not execute it 
in the exact form in which you wrote 
it, and it definitely does not care that 
your variables are misspelled or that 

http://queue.acm.org
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A print statement, on the other 
hand, is a simple way to find out if 
something has gone drastically wrong 
with your code, and this is why good 
coders add logging to their systems 
almost from the start. I’ve even seen 
someone use print statements to 
debug multiprocessor locking in an 
operating system, by printing mes-
sages to two different consoles, one 
tied to each of the CPUs.

The biggest problems I see with us-
ing print statements for debugging 
are that they are often left active when 
they should not be, and in many cases, 
adding the print statements chang-
es the layout of the code in memory. If 
you’re looking for any kind of complex 
bug—for example, a memory smash, 
threading, or timing issue—then the 
humble print is more likely to cover 
up the bug than to help you find it. 
In these cases, you’re better off with 
a good debugger and hardware that 
supports watchpoints. A watchpoint 
is a way to see if a memory location 
changes at runtime, and it is the best 
way to find memory smashes in your 
code—that is, bugs where you’re acci-
dentally overwriting memory.

As I’m sure you expected, KV 
comes down on the side of having 
many tools—from rough clubs and 
machetes to finely honed scalpels—
for killing bugs.

KV
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your comments do not make it clear 
who did what to whom in the code 
that follows them. Code is not just 
for computers; it is for other people 
as well. If the next person who reads 
your code—in your case your profes-
sor, but after school it will be your 
workmates—cannot make heads or 
tails of it because you failed to write 
in a clear manner, then that is sloppy 
work on your part and deserves poor 
marks.

There are many defects that make 
reading code difficult: from poor 
structure, to poor formatting, to poor 
spelling. Attention to detail is the hall-
mark of all good coders, and that’s not 
just detail in terms of the executing 
lines of code; it’s all of the details, in-
cluding the words you use and how you 
use them.

If you are a really poor speller, then 
run a spell checker over your code be-
fore you submit it; and if English is 
not your first language, then ask one 
of your classmates to read your com-
ments and tell you if they make sense.

Remember, whether you like them 
or not, other people are going to read 
your code, and you owe it to them to 
make what you wrote easy to read.

KV

Dear KV,
I think I have now come across pos-
sibly the most stubborn and recalci-
trant programmer I have ever met. He 
may even rival you in ability to com-
plain about stupid things he encoun-
ters. While he’s an amazing coder 
who can produce clear and elegant 
programs, he has one odd blind spot: 
he hates debuggers. I don’t under-
stand why, and asking him only gets 
you either a long diatribe or strange 
mumbling, so I’ve stopped asking. 
His preferred form of debugging is via 
print statements, no matter what 
language he is working in. While I 
understand that a debugger is not a 
replacement for writing good code, 
it’s a tool I wouldn’t really want to be 
without. Why would anyone choose 
print() over a debugger?

Bugged and Debugged

Dear Bugged,
I never understand why people who 

read my columns think of me as stub-
born or recalcitrant. Despite my pen 
name, I am nothing but sweetness 
and light, and I never complain—I 
simply point things out.

With that admittedly ridiculous 
denial out of the way, let’s talk about 
debuggers and people who do and 
don’t use them. Yes, there are people 
who find debuggers to be an inferior 
tool and who prefer to use in-program 
logging, or printf, statements to 
find out where their program is going 
wrong. I suspect you have also heard 
about people who cut their own quills 
and make their own ink for writing.

A debugger is a tool, and if the tool 
works for you, then you should use 
it. I see no reason to shun or depend 
solely on a single tool to help me cor-
rect my programs—not that KV ever 
has bugs in his code.

All that being said, there are many 
places where a print statement is 
what you actually want. It’s important 
to remember that the debugger inter-
feres with the program it is debug-
ging and can lead to problems with 
observation. Armchair physicists love 
to talk about Schrödinger’s cat, the 
thought experiment wherein observ-
ing an experiment has the effect of 
changing the outcome of the experi-
ment. A debugger can have the same 
effect, and can be far more pernicious 
than the simple print statement. 
When you’re using a debugger on a 
program, the debugger is introducing 
overhead, stopping and starting your 
program using signals, and gener-
ally manipulating your program like a 
sock puppet. While sock puppets are 
amusing, they’re not subtle, and so 
subtle bugs may not show themselves 
when you’re using the debugger.

Clear code is  
actually more  
aligned with  
clear writing than 
most people are 
willing to admit.
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T
his past year was a census 
year in the U.S. We respond-
ed to arguably the most 
long-lived and broad-based 
gathering of domiciliary in-

formation about the American public 
anywhere. U.S. Census data, collected 
every decade, provides a detailed pic-
ture of how many of us there are, where 
we live, and how we’re distributed by 
age, gender, household, ethnic diver-
sity, and other characteristics. 

The Census (http://2010.census.
gov/2010census/index.php) provides 
an evidence-based snapshot of Amer-
ica. This important information is 
publicly available and used in a variety 
of ways—to guide in the planning of 
senior centers, schools, bridges, and 
emergency services, to make assess-
ments informed by societal trends 
and attributes, and to make predic-
tions about future social and economic 
needs. The Census is particularly valu-
able as a planning tool in the building 
of physical infrastructure, as the distri-
bution and characteristics of the popu-
lation drive the development of hospi-
tals, public works projects, and other 
essential facilities and services.

Given the role and importance of the 
Census in the physical world, it is use-
ful to ask what provides an analogous 
evidence-based and publicly available 
snapshot of the “inhabitants” of the 
Digital World—our digital data. 

What do we know about our data? 
How much is there? Where does it re-
side? What are its characteristics? Good 

“top-down” methodological estimates 
of these questions have come from the 
reports on the increasing deluge of digi-
tal information developed by the IDC 
(http://www.emc.com/collateral/ana-
lyst-reports/diverse-exploding-digi-
tal-universe.pdf), by Bohn and Short 
(http://hmi.ucsd.edu/pdf/HMI_2009_
ConsumerReport_Dec9_2009.pdf), 
and (some time ago) by Lyman and 
Varian (http://www2.sims.berkeley.
edu/research/projects/how-much-in-
fo-2003/printable_report.pdf). These 
provide intriguing, analytically derived 
bounds of the Digital World.

However, to make economic deci-
sions that can drive the cost-effective 
development and deployment of the 
cyberinfrastructure needed to support 
long-lived digital data, we need more 
resolution. This is particularly impor-
tant in the research arena, where fed-
eral R&D agencies apportion funding 
between the competing priorities of 
conducting basic research, and cre-
ating and supporting the cyberinfra-
structure that enables that research. 
Just as the U.S. Census drives planning 
for infrastructure in the physical world, 
a Research Data Census would inform 

Viewpoint  
We Need a Research  
Data Census 
The increasing volume of research data highlights the need for reliable,  
cost-effective data storage and preservation at the national scale.
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cost-effective planning for stewardship 
of federally funded, shared cyberinfra-
structure in the Digital World.  

A Census for Research Data 
The 10 questions on the 2010 U.S. Cen-
sus form are well defined and provide 
basic information. There are many 
things not addressed in the Census—
educational level of the population, 
for example. Similarly, an effective 
Research Data Census should provide 
basic information about the research 
data generated from federal funding. 
It should help us design, develop, and 
identify appropriately sized and outfit-
ted storage, repositories, and services 
in the Digital World. It should pro-
vide a quantitative snapshot of the re-
search data landscape at a given point 
in time, exposing key characteristics, 
such as:

˲˲ Number and size distribution of 
federally funded research data sets. 
How many research data sets gener-
ated by federal funding are less than 
a terabyte (that is, host-able on a re-
searcher’s hard drive), between 1 and 
100 terabytes (perhaps host-able at a 
university repository), between 100 
terabytes and a petabyte (perhaps re-
quiring a larger-scale shared archive), 
more than a petabyte?  What is their 
distribution?

˲˲ Type and area distribution of fed-
erally funded research data sets. What 
percentage of the U.S. federally funded 
research data is text, video, audio, and 
so forth? How much digital research 
data is generated within specific re-
search areas (as categorized by NSF 
Directorates, NIH institutes, and other 
groups)?

˲˲ Needs for preservation. How much 
federally funded digital data must 
be retained by policy or regulation 
(HIPAA, OMB A-110, and so forth) for 
up to 1 year, 1–3 years, 3–5 years, 5–10 
years, more than 10 years? 

˲˲ Common services and tools. What 
categories of services and tools (gene 
sequence analysis, data visualization, 
mosaicing, and so forth) are used in 
conjunction with federally funded re-
search data sets? 

Note that basic questions along 
these lines will not provide a complete 
picture of our data. They do not dif-
ferentiate between derived data and 
source data, for example; nor do they 
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tional boundaries. The Data Census 
reporting mechanisms must take this 
into account to produce relatively ac-
curate counts. Data sets are often rep-
licated for preservation purposes—do 
we count the data in all copies (all of 
which require storage), or do we count 
only the non-replicated data? (It is in-
teresting to note that the U.S. Census 
has a related problem and covers it 
as question 10: “Does person 1 some-
times live or stay somewhere else?” 
If yes, check all that apply….). As with 
any survey, careful design is critical in 
order to ensure the results are accurate 
and useful as the basis for making pre-
dictions and tracking trends.

Using the Research Data Census to 
Create Effective Data Stewardship
An important outcome of the Research 
Data Census would be evidence-based 
information on the amount of data in 
the research community that must be 
preserved over time. This would help in 
understanding and meeting our needs 
for archival services and community 
repositories. 

Such information can help cut data 
management and preservation prob-
lems down to size. Knowing that data 
valued by a particular community is 
typically of a certain type, a certain 
size, and/or needed over a certain 
timeframe, can help the community 
plan for the effective stewardship of 
that data. For example, accurate esti-
mates of the digital data emanating 
from the Large Hadron Collider at 
CERN have been instrumental in the 
development of a data analysis and 
management plan for the High Energy 
Physics community. 

provide comprehensive information 
about the necessary data systems and 
environments required to support 
data. 

A Research Data Census will provide 
some specifics critical to cost-effective 
planning for stewardship of federally 
funded research data, however, and it 
will allow us to infer some key require-
ments for data cyberinfrastructure. 
In particular, a Research Data Census 
could help inform:

˲˲ Useful estimates of the storage ca-
pacity required for data stewardship, 
and a lower bound on data that must 
be preserved for future timeframes. 
Data required by regulation or policy 
to be preserved is a lower bound on 
valued preservation-worthy research 
data—additional data sets will need 
to be preserved for research progress 
(for example, National Virtual Obser-
vatory data sets).

˲˲ The types of data services most im-
portant for research efforts. Knowing 
the most common types of useful ser-
vices and tools can help drive academic 
and commercial efforts.

˲˲ Estimates of the size, training, and 
skill sets that will be needed for today’s 
and tomorrow’s data work force. 

Getting It Done 
A Data Census sounds like a big job 
and it is, however there is potential 
to use existing mechanisms to help 
gather the needed information effi-
ciently. We already provide annual and 
final reports to federal R&D agencies 
to describe the results of sponsored re-
search. One could imagine a straight-
forward addition to annual reporting 
vehicles and/or sites such as grants.
gov to collect this information (pref-
erably electronically).  Although U.S. 
Census information is gathered every 
10 years, the Research Data Census 
would require frequent updating in or-
der to provide useful information for 
planning purposes about our dynami-
cally changing data landscape. The 
right periodicity for reporting is a topic 
for discussion, but an annual update 
probably provides the best resolution 
for the purpose of tracking trends. 

Note also that there is real complex-
ity in doing an effective Data Census: 
much of our data is generated from 
collaborative research, which can 
cross institutional, agency, and na-

It is likely that some of the capac-
ity needed for stewardship of research 
data will come from university libraries 
reinventing themselves to address 21st 
century information needs; some of 
the capacity may come from the com-
mercial sector, which has responded to 
emerging needs for digital storage and 
preservation through the development 
of commercial services. In some cases, 
the federal government will take on 
the stewardship responsibilities for re-
search data (for example, the NIST Sci-
ence Reference Data). It is clear that the 
size, privacy, longevity, preservation, 
access, and other requirements for re-
search data preclude a “one-size-fits-
all” approach to creation of supporting 
data cyberinfrastructure. It is also true 
that no one sector will be able to take 
on the responsibility for stewardship 
of all research data. A national strategic 
partnership spanning distinct sectors 
and stakeholder communities is need-
ed to effectively address the capacity, 
infrastructure, preservation, and pri-
vacy issues associated with the growing 
deluge of research data. The develop-
ment of a Research Data Census can 
provide critical information for more 
effectively developing this partnership.

No Time Like the Present 
The 2010 requirement for a data 
management plan at the National 
Science Foundation (http://www.nsf.
gov/news/news_summ.jsp?cntn_id= 
116928&org=NSF) joins existing re-
quirements for data sharing and man-
agement at NIH and elsewhere. Such 
requirements expand community 
awareness about responsible digital 
data stewardship and will exacerbate 
the emerging need for reliable, cost-
effective data storage and preservation 
at the national scale. 

A Research Data Census will pro-
vide a foundation for estimating the 
data cyberinfrastructure required for 
strategic stewardship. It can lay the 
groundwork today for access to our 
most valuable digital research assets 
tomorrow, and the new discoveries 
and innovation they drive.	

Francine Berman (bermaf@rpi.edu) is Vice President for 
Research at Rensselaer Polytechnic Institute, the former 
director of the San Diego Supercomputer Center, and the 
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Digital Preservation and Access (http://brtf.sdsc.edu).
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An effective Research 
Data Census should 
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research data 
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With the release of Toy Story in 1995, Pixar Animation 
Studios President Ed Catmull achieved a lifelong 
goal: to make the world’s first feature-length, fully 
computer-generated movie. It was the culmination 
of 20 years of work, beginning at the legendary 
University of Utah computer graphics program in 
the early 1970s, with important stops along the way 
at the New York Institute of Technology, Lucasfilm, 
and finally Pixar, which he cofounded with Steve Jobs, 
Alvy Ray Smith, and John Lasseter in 1986. Since then, 
Pixar has become a household name, and Catmull’s 
original dream has extended into a string of successful 
computer-animated movies. Each stage in his storied 
career presented new challenges, and on the other 

side of them, new lessons. Here, Cat-
mull shares some of the insights he 
has gained over the past 40 years, from 
the best way to model curved surfaces 
to how art and science interact at Pixar.

Interviewing Catmull is Stanford 
computer graphics professor Pat Han-
rahan, a former Pixar employee who 
worked with Catmull on Pixar’s ac-
claimed RenderMan rendering soft-
ware, for which they share a Scientific 
and Engineering Academy Award. Han-
rahan’s current research at Stanford 
focuses on visualization, image syn-
thesis, virtual worlds, and graphics sys-
tems and architectures. He was elected 
to the National Academy of Engineer-
ing and the American Academy of Arts 
and Sciences and is a member of ACM 
Queue’s Editorial Advisory Board. 

Pat Hanrahan: You’re one of those 
lucky guys who got to go to the Uni-
versity of Utah during what was prob-
ably one of the most creative times in 
computing. All these great people were 
there. You were advised by Ivan Suther-
land; Jim Clark was there, as was Alan 
Kay, John Warnock, and many other 
incredible people. What was it like? 
Did you all hang out together and work 
together?

Ed Catmull: We were all quite close. 
The program was funded by ARPA 
(Advanced Research Projects Agency), 
which had an enlightened approach, 
and our offices were close together, so 
it was a great social environment.

Dave Evans was the chairman of the 
department and Ivan was teaching, but 
their company, Evans and Sutherland, 
took all their excess time. The stu-
dents were pretty much independent, 
which I took as a real positive in that 
the students had to do something on 
their own. We were expected to create 
original work. We were at the frontier, 
and our job was to expand it. They ba-
sically said, “You can consult with us 
every once in a while, and we’ll check 
in with you, but we’re off running this 
company.”

I thought that worked great! It set 
up this environment of supportive, col-
legial work with each other. 

A 
Conversation 
with  
Ed Catmull
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Hanrahan: It seems that you pub-
lished papers on every area of comput-
er graphics during that era. Your the-
sis—and I don’t even know if you ever 
published a lot of what was in there—
described z-buffering, texture-map-
ping algorithms, and methods for the 
display of bicubic surfaces. You wrote 
papers on hidden-surface algorithms, 
anti-aliasing, and, of course, computer 

animation and geometrical modeling. 
Your interests seem so wide ranging—
not the way typical grad students today 
approach research, where they’ll home 
in on one particular subtopic and drill 
down to bedrock on it. 

Catmull: I guess I didn’t know any 
better.

Hanrahan: Did you have a favorite from 
all of that work? What do you think was 

your most inspirational thought dur-
ing that period?

Catmull: For me, the challenge was 
to figure out how to do real curved 
surfaces, because other than quadric 
surfaces, which were way too limited, 
everything was made up of polygons. 
So, my first idea was to find a way to 
actually bend polygons to have them 
look right.
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Hanrahan: How do you bend a poly-
gon?

Catmull: Well, it was kind of ad 
hoc. And it largely worked, but as you 
might imagine, if you don’t have a well-
defined surface, then you’re going to 
come up with cases that break. So, I 
figured out how to work with B-spline 
surfaces, but the difficulty was it would 
take way too long to render a picture. At 
the time, I thought my most ingenious 
idea was a new method for subdividing 
a surface. It was the equivalent of a fi-
nite difference equation, except that it 
split the curve in half with each itera-
tion. Think of a line: with a difference 
equation, four adds gets you the next 
point in a cubic curve; every four adds 
gets you a new point. I came up with 
a method such that every four adds 
got you the point in the middle of the 
curve. It turns out that for doing subdi-
vision surfaces, it’s really fast. 

Hanrahan: Can it be made recursive?
Catmull: It was recursive. I thought 

this was my neatest idea at the time, 
and to my knowledge, it actually was. 
It’s an original contribution for differ-
ence equations. But as computers got 
faster, it just wasn’t the main problem. 
I implemented it, and sure enough, it 
was fast; but it still took 45 minutes to 
make pictures on the PDP-10.

Hanrahan: Evans and Sutherland 
Corporation placed heavy emphasis 
on real-time graphics, but you were 
willing to step back a little and say, “I 
know there’s this emphasis on making 
things efficient, but we should explore 
this frontier of non-real-time stuff, and 
see what’s possible—not just what we 
can do in real time at the time.”

Catmull: It’s true there was a divi-
sion, but the breadth of the support 
from Dave and Ivan encompassed both 
approaches. At the time, I wanted to de-
velop the technology so we could make 
motion pictures. I had a very clear goal.

Hanrahan: Was your goal different 
from the rest of them?

Catmull: Yes, but that was perfectly 
fine. In fact, Ivan at one point started 
a film company called the Electric Pic-
ture Company. He was going to hire 
Gary Demos and me, but they couldn’t 
get the funding, so it fell apart. Ivan 
had an interest in pushing the direc-
tion of motion pictures, and he knew 
that was my drive, too. I was working 
on the good-looking pictures, and they 

were working on interactivity.
Hanrahan: When I first got interest-

ed in graphics in grad school, I heard 
about this quest to make a full-length 
computer-generated picture. At the 
time I was very interested in artificial 
intelligence, which has this idea of a 
Turing test and emulating the mind. I 
thought the idea of making a comput-
er-generated picture was a prelim to, 
or at least as complicated as, modeling 
the human mind, because you would 
have to model this whole virtual world, 
and you would have to have people in 
that world—and if the virtual world 
and the people in it didn’t seem intel-
ligent, then that world would not pass 
the Turing test and therefore wouldn’t 
seem plausible. 

I guess I was savvy enough to think 
we weren’t actually going to be able to 
model human intelligence in my life-
time. So, one of the reasons I was inter-
ested in graphics is I thought it had a 
good long-term career potential. I nev-
er thought when I entered the field that 
by the time I died we would have made 
a fully computer-generated picture, 
but I thought it would be great fun, and 
eventually it would happen. Did you 
ever have thoughts like that? 

Catmull: Oh yes, but when I gradu-
ated my goal was not as lofty as emu-
lating all of reality; it was to make an 
animated film. That was more achiev-
able, and I thought that it would take 
10 years. This was 1974, so I thought by 
1984, we might be able to do it. I was 
off by a factor of two: it took 20 years. 
I remember giving talks and saying at 
the time, “Look at the table in front of 
you. Nobody has been able to make a 
picture that comes anywhere close to 
capturing the complexity of even just 
that table in front of you.” As we start-
ed to get close to that, it stopped be-
ing a meaningful thing to say. And, of 
course, now we’re way past that.

We believed that achieving the ap-
pearance of reality was a great techni-
cal goal—not because we were trying to 
emulate reality, but because doing it is 
so hard that it would help drive us for-
ward. That is, in fact, what happened. 
We were trying to match the physics 
of the real world, and in doing that we 
finally reached the point where we can 
create convincingly realistic images. 
Reality was a great goal for a while. Now 
we have non-photorealistic rendering 

goals and other things like that that 
have supplemented it. For a number 
of years, animation and matching re-
ality were very useful goals, but I never 
thought of them as the ultimate goal. 

We were also fairly good at analyz-
ing how much compute power it would 
take, and this was at a time when oth-
ers were buying Cray computers. We 
were at Lucasfilm at the time, and the 
feeling was that if anybody could afford 
a Cray computer it would be Lucasfilm. 
But from our point of view it was nuts, 
because, we asked, “How much com-
pute power will it take to do a whole 
movie?” The answer was that it would 
take 100 Cray-1s. We realized we were 
so far away that we shouldn’t even 
waste time being jealous. There were 
other things we had to do.

Hanrahan: That’s an interesting sto-
ry because you had this 10-year vision 
and you didn’t try to do it too soon. If 
something is too far in the future, typi-
cally you can’t enumerate everything 
that must be done to achieve your goal; 
but you seem to have figured out the 
steps, and you kept building toward 
that ultimate goal. 

Catmull: I always believed that you 
need to look at the steps—we had to 
consider what the computing would 
provide, the economics, and the soft-
ware solutions.

And if you look at the underlying 
infrastructure, even at that time we all 
knew Moore’s Law and that it was go-
ing to continue into the foreseeable 
future. We knew there were a lot of 
things we didn’t know how to do, and 
we could list what they were: modeling, 
animation, and simulation. Back then, 
those were the clear problems we had 
in front of us. We didn’t want to waste 
money on a Cray, because we hadn’t 
solved these other problems.

Hanrahan: That was a very brilliant 
analysis. But how did you get the fund-
ing? These days it would be really hard 
to convince somebody to fund me for 
10 years. Yet, you’ve worked with vari-
ous people—first Alexander Schure, 
then George Lucas, and then Steve 
Jobs—and they all seemed willing to 
invest in long-term development.

Catmull: Interestingly enough, when 
I graduated from Utah, I tried to go to 
another university, but I couldn’t find 
one that would buy into that long-term 
plan. Of course, I had just come out 
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On the early days:

We believed that 
achieving the 
appearance of 
reality was a great 
technical goal—not 
because we were 
trying to emulate 
reality, but because 
doing it is so hard 
it would help drive 
us forward. That 
is, in fact, what 
happened. We 
finally reached the 
point where we can 
create convincingly 
realistic images. 
Reality was a great 
goal for a while.

of a place where they did do that, and 
I always looked at ARPA at that time 
as being a spectacularly successful ex-
ample of governmental policy moving 
things in the right direction. It had 
very low bureaucracy and trusted that 
if you give funding to smart people, 
some interesting things will happen. I 
came up out of that environment, and 
to this day I believe it’s a great thing to 
do. That doesn’t mean you won’t have 
some failures or some abuses along the 
way, but that model of funding univer-
sities was spectacularly successful.

Unfortunately that wasn’t the way it 
worked at the rest of the schools I was 
applying to, so I originally got a job do-
ing CAD work at Applicon. Then Alex 
Schure [founder of the New York Insti-
tute of Technology] came along, and 
he wanted to invest in animation and 
make me head of the computer graph-
ics department.

He didn’t have all of the pieces nec-
essary to do it, but he was the only per-
son willing to invest in it. We had this 
remarkable group of software people 
coming to New York Tech, and Alex was 
essentially supporting them, but the 
technical people there knew that an 
element was missing: they didn’t have 
the artists or the other components of 
filmmaking. Alex didn’t understand 
that. He thought we were the filmmak-
ers, and that rather than being part of a 
larger thing, that we were the solution. 
Unfortunately, he never got full credit 
for what he did because of that little bit 
of a blind spot on his part. He certainly 
made a lot happen for which he hasn’t 
gotten a lot of credit.

Eventually, I moved on to Lucasfilm, 
where a very interesting thing hap-
pened, which I don’t think people quite 
understand. At the time Lucasfilm was 
making the second Star Wars film, and 
the people at ILM [Industrial Light and 
Magic, Lucasfilm’s special effects divi-
sion] were the best guys in the world at 
special effects. So George [Lucas] took 
me to them and said, “OK, we’re going 
to do some computer graphics.” These 
guys were very friendly and very open, 
but it was extremely clear that what I 
was doing was absolutely irrelevant to 
what they were doing.

Hanrahan: They didn’t get it?
Catmull: They didn’t think it was rel-

evant. In their minds, we were working 
on computer-generated images—and 

for them, what was a computer-gener-
ated image? What was an image they 
saw on a CRT? It was television.

Even if you made good television, it 
looked crappy by their standards. How-
ever, from their point of view, it was 
George’s decision and he could do with 
his money what he wanted. It wasn’t as 
though he was taking anything away 
from them—it’s just that computer 
graphics was not relevant to what they 
were doing on that film.

I look back at this and see that 
what we had—and this is very impor-
tant—was protection. When you’re do-
ing something new, it’s actually fairly 
fragile. People don’t quite get what it 
is. Sometimes even we don’t necessar-
ily get what it is. When people don’t get 
it, and they’ve got their immediate con-
cerns, it’s hard for them to see the rel-
evance. In ILM’s case, the immediate 
concern was to make a movie, and we 
truly weren’t relevant to the job at hand. 

Because of that, what we needed was 
protection at that early stage. That’s 
what we’d had at the University of Utah. 
ARPA was essentially coming in and 
protecting “the new,” even though we 
didn’t know what “the new” was. It’s 
kind of a hard concept because when 
most people talk about “the new,” 
they’re actually talking about it after 
the fact. They look back and say how 
brilliant you were at seeing all this, and 
so forth. Well, it’s all nonsense. When 
it is new, you don’t know it. You’re cre-
ating something for the future, and 
you don’t know exactly what it is. It’s 
hard to protect that. What we got from 
George was that protection.

The reason I was thinking of that 
model was that we had a software proj-
ect here at Pixar to come up with the 
next generation of tools and assigned 
that task to a development group. But 
we had a different problem. The people 
responsible for our films didn’t look at 
that development group as this sort of 
odd thing that somebody else was pay-
ing for; they looked at the group as a 
source of smart people that they could 
use for the film. We had given the de-
velopment group a charter to come 
up with new software, and a year later 
I found out the whole group had been 
subverted into providing tools for the 
existing production.

Hanrahan: I see. So, they didn’t get 
quite enough protection?
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On moving to Lucasfilms: 

What we had—
and this is very 
important—was 
protection. When 
you’re doing 
something new, 
it’s actually fairly 
fragile. People don’t 
quite get what it is. 
Sometimes even  
we don’t necessarily 
get what it is.  
When people don’t 
get it, and they’ve 
got their immediate 
concerns, it’s hard 
for them to see  
the relevance. 

Catmull: They didn’t get enough 
protection, so I started it up again and 
put a different person in charge. A year 
later I came back and found that group 
had been entirely subverted by produc-
tion again. So, I thought, “OK, the forc-
es here are much more powerful than I 
realized.” 

When we did this the third time we 
actually put in really strong mecha-
nisms, so basically we set it up to pro-
tect it. We also did one other thing: we 
brought in a person from the outside 
who was very experienced in deliver-
ing bulletproof software. As we went 
through this, however, we found that 
everything was on schedule, but that 
the deliverables were shrinking in or-
der to stay on schedule. At some point 
you don’t deliver enough to make a 
film, and in that case the schedule 
slips. We had someone to keep things 
on schedule, but he didn’t want to de-
liver the software until it was perfect. 

Now we had gone to the opposite ex-
treme, where the protection was keep-
ing it isolated from engaging with the 
user. That’s when we put Eben Ostby 
in charge because Eben knows what 
it means to engage. Now we’re going 
through the bloody process of taking 
new software and putting it in produc-
tion. But we’ve been through this be-
fore, and we know it’s a painful, messy 
process.

To me the trick is that you’ve got to 
realize you have two extremes—full 
engagement and full protection—and 
you have to know what you’re doing to 
be able to move back and forth between 
the two. For me, R&D is something you 
really need to protect, but you don’t set 
it up with an impermeable wall. There 
comes a time when you need to go into 
the messy arena, where you actually be-
gin to engage.

Hanrahan: It seems this is true not 
just in your business but for any soft-
ware project.

Catmull: Yes, this idea can be ap-
plied everywhere.

Hanrahan: Among the many things 
that are inspiring about Pixar, and 
one way you’ve had a huge impact on 
the world, is that you changed many 
people’s views of what computing is 
all about. A lot of people think of com-
puting as number crunching whose 
main application is business and en-
gineering. Pixar added an artistic side 

to computing. I’ve talked to many stu-
dents who realize that art can be part 
of computing; that creativity can be 
part of computing; that they can merge 
their interests in art and science. They 
think of computing as a very fulfilling 
pursuit. 

I think you’ve inspired them be-
cause you have these incredible artistic 
people here, and you have incredible 
technologists here, and you obviously 
have an interest in both. What’s your 
view on how art and science interact in 
a place like Pixar? 

Catmull: Two things pop into my 
mind. The first one comes from being 
in a position where I can see world-
class people on both the art and techni-
cal sides. With both groups of people, 
there’s a creative axis and there’s an or-
ganization axis of managing and mak-
ing things happen. If you look at these 
criteria, the distribution of creative 
and organization skills is the same in 
both groups. People might think that 
artists are less organized. It turns out 
it’s all nonsense.

Hanrahan: I agree completely. Most 
people think scientists are these really 
precise, rational, organized people, 
and artists are these imaginative, emo-
tional, unpredictable people.

Catmull: What you find is that some 
artists actually are that way, and some 
are extremely precise and know what 
they want. They’re organized. They 
lead others. They’re inspirational.

Hanrahan: There’s an incredible 
craft to it, too. Both the craft of pro-
gramming and the craft of art can be 
very detailed and precise.

Catmull: If you think about the craft 
of laying out a major software system, 
you have an architect, and you have a 
lot of people contributing to it. Well, in 
a film the director is an architect who is 
orchestrating contributions from a lot 
of people and seeing how it all fits to-
gether. The organizational skills to do 
that are similar. We have production 
people on films. Well, we have produc-
tion managers in software who help or-
ganize and put things together. They’re 
not writing the code, but they’re mak-
ing sure that the people work togeth-
er and that they’re communicating. 
There are good ones and bad ones, but 
the structure is the same.

And just as you can have a bug in 
software, you can also have a bug in 
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your story. You look and say, “Well, gee, 
that’s stupid!” or “That doesn’t make 
any sense!” Well, yeah, it’s a bug!

My second observation about the in-
teraction of art and science is related to 
the early days of Disney when filmmak-
ing and animation were brand new. 
This was also part of a technical revolu-
tion at that time. They had to figure out 
how to do color and sound and matting 
and so forth. They were working out all 
of those things for many years before 
the technology matured. Now people 
look back historically and all they see 
is the art that came out of it. Very few 
people pay attention to the role of the 
changing technology and the excite-
ment of what went on there.

When computer graphics became 
practical, it reintroduced technical 
change into this field and invigorated 
it. I believe that technical change is an 
important part of keeping this industry 
vital and healthy.

Yet the tendency of most people is 
to try to get to a stable place. They just 
want the right process, which I think 
is the wrong goal. You actually want 
to be in a place where you are continu-
ally changing things. We’re writing 
our new software system now—strictly 
speaking, we don’t have to do that. I 
believe the primary reason for doing 
it is to change what we’re doing. We’re 
keeping ourselves off balance, and 
that’s difficult to explain to people. 
Most people don’t want to be in an 
unstable place; they want to go to the 
comfort zone, so you’re fighting the 
natural inclinations of most people 
when you say where we want to be is a 
place that’s unstable.

Hanrahan: You’re in a very unusual 
situation to have so much art and sci-
ence mixed together. It would be nice 
if software companies and technol-
ogy companies had more of those two 
kinds of people involved.

At Stanford we have an arts initia-
tive in place right now, and one reason 
it’s popular is not because everybody is 
going to become an artist, but because 
everybody should learn about art and 
the processes that artists use, such 
as drawing and sketching and brain-
storming. We think that even if you’re 
a mechanical engineer or a computer 
scientist, if you get exposed to the arts, 
you’ll be more innovative. Art adds so 
much to technology and science just 

by encouraging a few different ways of 
thinking. 

Catmull: Here are the things I would 
say in support of that. One of them, 
which I think is really important—and 
this is true especially of the elementary 
schools—is that training in drawing is 
teaching people to observe.

Hanrahan: Which is what you want 
in scientists, right?	

Catmull: That’s right. Or doctors 
or lawyers. You want people who are 
observant. I think most people were 
not trained under artists, so they have 
an incorrect image of what an artist 
actually does. There’s a complete dis-
connect with what they do. But there 
are places where this understanding 
comes across, such as in that famous 
book by Betty Edwards [Drawing on the 
Right Side of the Brain].

The notion is that if you learn to 
draw, it doesn’t necessarily mean that 
you are an artist. In fact, you can learn 
how to play basketball, but that doesn’t 
mean you can play for the Lakers. But 
there’s a skill you can learn. The same 
is true with art. This is a skill to learn—
for observation, for communication—
that we all should have.

The second thing is that there is a 
notion whereby creativity is applied 
only to the arts. Those of us who are 
in the technical areas realize the cre-
ative component in those areas. The 
things that make people creative are 
very much the same in both fields. We 
may have different underlying skills or 
backgrounds, but the notion of letting 
go and opening up to the new applies 
in the same way.

Hanrahan: When I used to run into 
you, you would always be carrying 
around some math book, and I always 
got the sense you wanted to work on 
a few more cool math and technical 
problems. Did you ever have a chance 
to do that? I know you’re busy, but is 
there anything like that you’re looking 
forward to working on? 

Catmull: Well, yes, there still is one. 
I spent a lot of time trying to get an in-
tuitive feeling for complex numbers. 
Even though I got good grades in com-
plex analysis when I was in college, 
I always felt that I was missing some 
feeling for it. I wanted to have the feel-
ing for how it worked, but all the books 
explained things in the same way. Part 
of it was the terminology; for example, 

I think the word imaginary is the wrong 
word. If they called them rotation num-
bers it would have been an easier thing 
to get. Basically, I was trying to get at 
it, and I couldn’t find it in a book, al-
though I did find one exception: Visual 
Complex Analysis, by Tristan Needham 
[Oxford University Press, 1999]. He 
had been a student of Roger Penrose 
[at the Mathematical Institute].

Hanrahan: I remember you pointed 
that book out. That is a fabulous book.

Catmull: The unfortunate thing 
was that he got pulled into adminis-
tration. I felt he should have written 
another book, because he was such 
an inspiration in the way he thought 
about those things.

Hanrahan: It was such a visual book, 
too. It had lots of great diagrams. You 
got the essence of the ideas; it wasn’t 
just a bunch of derivations.

Catmull: I got concepts from it 
that I never got from any other work 
on analysis. So, I sat down and wrote 
a program to try to understand this 
space. I graphed complex series, and 
then I would look at the complex 
plane. In doing that, I began to see 
things, and understand things, that I 
didn’t see before.

I recognize that a lot of physicists ac-
tually get that. It took a while to realize 
that some of the terminology was just 
about the rotation, but because of the 
way they approached it, I didn’t make 
that mental leap to get there.

Then I was trying to get to the next 
place, which was: What does it mean 
to think about matrices of complex 
numbers? That’s when I ran out of 
time, but there were some interesting 
things that I wanted to do in hyperbol-
ic spaces having to do with relativity 
and physics. For years I wanted to do 
that, and I still believe there’s some-
thing there. 	
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Val uable information assets  stretch more 
broadly than just bank accounts, financial-services 
transactions, or secret, patentable inventions. In many 
cases, everything that defines a successful business 
model (email, spreadsheets, word-processing 
documents, among others) resides on one or more 
directly or indirectly Internet-connected personal 
computers resides in corporate databases, in software 
that implements business practices, or collectively 
on thousands of TCP/IP-enabled real-time plant 
controllers. While not the traditional high-powered 
information repositories one normally thinks of as 

attractive intellectual property tar-
gets, these systems do represent a 
complete knowledge set of a business’ 
operations. Criminals, who have come 
to understand that these information 
assets have very real value, have set up 
mechanisms to steal and resell them, 
bringing great financial harm to their 
original owners. 

In this new world, businesses that 
may have taken five to six years of trial 
and error to develop a profitable mod-
el are targeted by bad actors who drain 
and distill operational knowledge 
from sources not traditionally viewed 
as highly important. They then resell 
it to a global competitor who, without 
having to invest the equivalent time 
and money, can set up shop and reap 
its benefits from day one. 

In this CTO Roundtable, our joint 
ACM and BCS-The Chartered Institute 
for IT panel of security and policy ex-
perts discuss how the current threat 
environment has evolved and the im-
plications for loss in this new environ-
ment. At stake is nothing less than the 
compromise of detailed operational 
blueprints of the value-creation pro-
cess. The implications reach far be-
yond individual businesses, poten-
tially to entire industries and overall 
economies. 

—Mache Creeger
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Steve Bourne, CTO, El Dorado Ven-
tures; past president, ACM; chair, ACM 
Queue Editorial Board; chair, ACM 
Professions Board

Mache Creeger (moderator) princi-
pal, Emergent Technology Associates

Creeger: While past definitions 
have narrowly defined valued infor-
mation as banking codes or secret in-
ventions, criminals have broadened 
that definition to where they can clone 
entire businesses through the com-
prehensive theft of more mundane 
information such as manufacturing 
processes, suppliers, customers, fac-
tory layout, contract terms, general 
know-how, and so on. This new shift 

has significant implications to the 
competitive balance of entire indus-
tries, regardless of company size, and 
it has implications across the global 
economic landscape. How do you see 
this new security threat evolving, and 
how should businesses respond?

Borg: In 2004, when the U.S. Cyber 
Consequences Unit started, we were 
concerned about intrusions into criti-
cal infrastructure facilities, such as 
chemical plants and refineries. We 
believed that some of these intrusions 
were reconnaissance in preparation 
for an attack that would cause physi-
cal destruction. 

We got that one wrong, because 
there were no major attacks of that 

someone can steal all the operational 
information it took you six years to de-
velop and open a facility that on day 
one has the exact same level of effi-
ciency, they have effectively stolen the 
majority of the profit for your facility. 

What is being stolen is something 
enormously more valuable than what 
has been lost to credit card or bank 
fraud. This is a huge issue and puts 
these companies and potentially en-
tire domestic industries in jeopardy of 
survival. 

Norton: Should we assume that the 
attackers also lift one or two key staff 
people to help interpret this informa-
tion? 

Borg: If you take Asia as an example, 
using this type of information is often 
limited by the availability of people 
who understand Western business 
practices. This is not something you 
learn by taking a course locally. To use 
the information effectively, you have 
to send someone not only to study in 
the West but also to work in Western 
industry. 

Bianco: It used to be that you had to 
be just secure enough that an attacker 
would give up and go to a less-secure 
competitor. This is no longer true. 
Being targeted today means you have 
something of specific value, and the 
attackers will probably not go away 
until they get it. This is fundamen-
tally different from past practices. 
The people who learned about this in 
January when Google made its Gmail 
announcement are probably several 
years behind everyone else. 

Clark: Much of the business com-
munity looks at security as being the 
people who make sure all the doors 
and windows are locked. Rarely are se-
curity processes aligned with the busi-
ness, but it’s the business that drives 
security, and security should protect 
and support valued business process-
es. That’s easier said than done. 

There is also the ethical dilemma 
of assuming that my competitor and 
I do business in the same way. That 
is clearly asymmetric, because your 
competitor may not follow your busi-
ness rules. It’s hard enough to run a 
business, be ethical, and work within 
your regulatory framework without an 
actor coming in outside of that frame-
work. 

We need to: (a) educate people that 

kind. Further investigation indicated 
that when the attackers were in the 
control networks, they gave equal at-
tention to equipment regardless of its 
ability to blow things up. 

What they were doing was copying 
every bit of operational plant data they 
could get their hands on: how every-
thing was connected, all the control 
systems, and settings for every pres-
sure and temperature switch and 
valve across the entire facility. They 
were not stealing traditional intellec-
tual property such as trade secrets or 
proprietary processes but the plant’s 
entire operational workflow. 

Soon after these attacks, new fa-
cilities in those very industries were 

popping up in Southeast Asia. No visi-
tors were allowed, and we believe it’s 
because they were exact replicas of at-
tacked facilities. 

From an economic standpoint, the 
degree to which you are ahead of your 
competition determines how much 
money you’re going to capture from 
the market. The value reaped from be-
ing ahead is very dependent on your 
lead time as you develop your manu-
facturing facility. As a rule of thumb, 
when you open a new facility, you can 
reduce costs by 5% to 15% each year 
of operation for roughly the first six 
years. This amounts to a huge drop 
in cost, and for a lot of industries rep-
resents the majority of the profits. If 

Roundtable panel from bottom left: Jim Norton, David Bianco, Mache Creeger,  
Louise Bennett; top left: Steve Bourne, Scott Borg, Andy Clark, Jeremy Epstein,  
and BCS Director for Professionalism Adam Thilthorpe.



50    communications of the acm    |   december 2010  |   vol.  53  |   no.  12

practice

P
h

o
t

o
g

r
a

p
h

s
 b

y
 M

a
r

j
a

n
 S

a
d

o
u

g
h

i

there are others who work outside 
their business and ethical framework; 
and (b) define security as a function 
that works for you by supporting val-
ue-creating business processes. 

Bennett: One of the key consider-
ations is motivation. The two main 
business-attack motivations are 
money/greed and reputation. People 
behave differently according to their 
motivation and the type of business 
they’re attacking. Stealing factory op-
erations know-how is different from 
stealing information about the pric-
ing of a product that’s about to be 
launched. Both of these are very differ-
ent from destroying the competition 
by destroying its reputation. 

As a business owner, you have to 
ask, “In what ways am I vulnerable in 
the electronic world? Who could at-
tack me, why would they want to, and 
what would they want to do?”

Clark: Is it the feeling around the 
table that industry is more sensitized 
to the confidentiality associated with 
cyber attack, rather than treating 
availability and integrity as equally 
important issues? 

Borg: Companies are sensitive to 
the confidentiality of the information 
they designate as intellectual proper-
ty. They are not as sensitive to the con-
fidentiality of their control systems, 
their corporate email messages, or 
just about anything else they are do-
ing. They do not appreciate the scale 
of the loss they can suffer from that 
other information being accessed by 
an outsider. 

Jim Lewis (http://csis.org/expert/
james-andrew-lewis) tells about a 
relatively small regional furniture 
company—not a business you think 
of as having key intellectual proper-
ties—that became an international 
target. This company had its furniture 
designs stolen by a Southeast Asian 
furniture manufacturer that went on 
to undercut the price. 

If you look at your company from 
an attacker’s viewpoint, then you can 
usually tell whether your company is a 
target and what specifically would be 
attractive. It is all about market-sector 
leadership, anyplace where the com-
pany stands out—for example, tech-
nology, cost, style and fashion, or even 
aggressive market expansion. 

Clark: Many of our adversaries play 

a very long game and do it very well. In 
the U.S./U.K. style of business we get 
caught up in quarterly or annual met-
rics and are not well educated in the 
long game. Are we naïve in not think-
ing more about the long game? 

Borg: We have many people repre-
senting companies who are not prop-
erly incentivized to work in the com-
pany’s long-term best interest. They 
are compensated on how they did that 
quarter or that year and not on wheth-
er their actions will cause serious cri-
sis four or five years down the road. 

Clark: What advice can we give to 
IT managers and business leaders to 
mitigate these threats? Part of the an-
swer is that we need broader educa-
tion about the nature of threats and 
we need to understand the long game. 
I see the attacks on the furniture man-
ufacturer as a long-game play. One 
waits until the target is ripe for pick-
ing, takes it, and moves on. 

Creeger: There is a lot of inertia to 
making changes in IT to address these 
issues. What suggestions do you have 
that would empower an IT person to 
say to management: “The survival and 
success of our business depends on 
you listening to my issues and acting 
on my recommendations.” 

Norton: It has to be done through 
examples, and people don’t want to 
publicize their attack problems. 

Borg: My organization has been 
warned that we can tell these stories, 
but if we ever get specific enough that 
someone can identify one of these 
companies, then the executives of 
those companies will be sued by the 
shareholders, the executives will sue 
us, the supposed beneficiaries of the 
attacks will sue, and their business 
partners will sue as well. 

Creeger: How are we going share 
our collective wisdom? 

Norton: We can use the airline in-
dustry as a model. If you’re a pilot of 
a plane that has a near miss, you can 
create an anonymous statement about 
what happened, when it happened, 
and so on. 

Clark: I can give an example of a 
breached business that was respon-
sible for placing contractors in high-
tech organizations. All of its data 
was based around individual CVs. 
An employee at that company chose 
to extract that data using a USB flash 

Mache Creeger

Steve Bourne
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Jeremy Epstein
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drive and form a new business. The at-
tacker waited until a contractor’s pre-
vious engagement was coming up for 
renewal and then remarketed to the 
contractor under the new business 
banner. 

In this attack, the techniques were 
very simple. To protect your business, 
you need to keep a close view of the 
people in the organization, their mo-
tivation and interests, make sure they 
are satisfied in what they do, and min-
imize the risk of them doing some-
thing criminal and damaging. The fo-
cus needs to move from being almost 
completely technological to a balance 
of social and technical. 

Borg: A common delusion among 
high-tech companies is that their in-
formation has a limited shelf life be-
cause they are generating so much 
new information all the time. This 
leads to the conclusion that it doesn’t 
matter if people steal information be-
cause it’s almost immediately obso-
lete. From an economic standpoint 
this is just wrong. 

Norton: Let’s presume that we can 
never keep these people out. How do 
we deal with that?

Clark: This whole issue of informa-
tion theft really isn’t very new. These 
issues have been in play for hundreds 
of years. In our time, some things have 
changed, most notably pace and data 
volume stolen. The time necessary 
to undertake a successful attack has 
been reduced, and the volume of data 
that can be taken has dramatically in-
creased. 

Creeger: Can we learn from other 
fields and experiences? On a previous 
security panel people talked about ad-
dressing the risk of malware infection 
along the same lines as public health. 
They said that malware attacks are 
like the flu. You are never going eradi-
cate it and must live with some ongo-
ing percentage of infections. It will be 
a different flu every year, and you can 
minimize your infection risk by imple-
menting certain hygiene protocols. 

Clark: Many people design systems 
on the assumption they will always 
work perfectly. Often, auditing fea-
tures are minimal, sometimes added 
as a later feature. We need to archi-
tect systems on the assumption that 
breaches will occur, so the functions 
needed for a proper response are read-

ily available when it happens. 
Bianco: You should assume all pre-

ventative controls will fail. While you 
still need prevention, you should put 
your new efforts into detection and 
response—both in mechanisms and 
personnel. When prevention fails, if 
you can’t detect failure, you have a very 
large problem. 

Clark: In individual applications, 
we can quickly focus on technical 
detection without looking at read-
ily available metadata—that includes 
other systems—that would dramati-
cally improve detection. For example: 
“Did person A log onto a network? If 
yes, where was person A when he or 
she logged on? Does that match what 
the physical-access-control log re-
ports?”

There is a very real danger that 
many vendors will provide a good but 
narrow view of your network and miss 
the larger context that states, for ex-
ample, that a user was not supposed 
to be able to log in from an undeter-
mined physical location. 

At Detica we have found real value 
in mining substantial levels of con-
textual data that corroborate not just 
what’s happening in the network but 
what was happening with the indi-
viduals that access the network at that 
point in time. People should not be 
lulled into a sense of false security be-
cause they have purchased a specific 
niche security product. 

Creeger: Are you saying that we have 
to start building a huge metadata in-
frastructure to determine if one event 
is consistent within a greater context? 
Who is going to write all these consis-
tency rules that will flag events out of 
sync with expectations? Who is going 
to run all these services and on what 
platforms? How do we architect cost-
effective solutions that expend ad-
ditional cycles to monitor, audit, and 
determine to the second, third, fourth 
level whether the person’s actually do-
ing what’s expected? 

Borg: What you are describing as a 
problem is a huge opportunity. There 
are five steps you have to follow to carry 
out a successful cyber attack: find the 
target; penetrate it; co-opt it; conceal 
what you have done long enough for 
it to have an effect; and do something 
that can’t be reversed. Each of these is 
an opportunity to stop an attacker. 

Scott Borg

There are five steps 
to follow to carry 
out a successful 
cyber attack: 
find the target; 
penetrate it; co-opt 
it; conceal what 
you have done long 
enough for it to 
have an effect; and 
do something that 
can’t be reversed. 



52    communications of the acm    |   december 2010  |   vol.  53  |   no.  12

practice

P
h

o
t

o
g

r
a

p
h

s
 b

y
 M

a
r

j
a

n
 S

a
d

o
u

g
h

i

You can use these five steps to gen-
erate a comprehensive risk chart. By 
listing all the components of your in-
formation system such as hardware, 
software, networks, and so on, you 
can itemize the corresponding attack 
tools and their countermeasures. In 
this way you can produce a compre-
hensive security risk grid. Using this 
methodology to review various sites, 
we find that while attack tools are 
spread uniformly across the chart, de-
fensive measures are piled into just a 
few areas. People typically put almost 
all their effort into penetration pre-
vention and backup. Most of the other 
components have no defensive mea-
sure to offset defined threats. 

We have a huge opportunity for the 
security industry to develop tools to 
do such things as quickly identifying 
bad behavior. Because bad behavior is 
highly specific to context and indus-
try, security companies need to define 
industry-specific anomaly detection 
templates. I believe that is the only 
way that Andy [Clark’s] issues will be 
resolved. 

Bennett: We have been looking at 
what I would call the positive side of 
the attack—that is, the attacker wants 
to get something. There is also an im-
portant negative side to an attack in 
which an attacker is trying to destroy 
something—whether it is reputation, 
data integrity, or the like. For me, de-
struction of digital assets is of greater 
importance. 

Borg: The security industry has 
failed midsize businesses. They don’t 
have the products they need, and they 
face challenges they can’t meet. We 
have to provide them, either by na-
tional policy or security industry ini-
tiative, with better solutions than we 
have right now. 

Epstein: One role of government is 
to react and respond, but the other 
role is to regulate—to force companies 
to pay attention to these issues. For all 
the GEs in the world that are trying to 
do a good job addressing these issues, 
there are many more companies that 
do nothing because nobody is forcing 
them to do otherwise. In some cases 
they are independent software ven-
dors selling poorly designed software 
that can cause future problems. 

Borg: This is not an area that can be 
solved by governmental edict because 

the technology, including the attack 
technology, is changing so fast. When 
the government decides to force peo-
ple, it has to decide what it’s going to 
force them to do. By the time a stan-
dard is identified and regulators have 
begun enforcement, it not only will be 
obsolete, but also may very well be an 
impediment to implementing neces-
sary measures. The best that govern-
ment can offer is to help the market 
work better, by making sure there are 
adequate incentives, adequate prod-
uct information, and other conditions 
markets need to function properly. 

Epstein: Government also provides 
the legal infrastructure that allows 
people to disclaim responsibility. 
If you buy any commercial security 
product, the vendor basically says that 
whatever happens, you are on your 
own. The ISVs take no responsibility 
for anything bad that happens. 

Norton: It’s tempting to go down 
that route, but if you are not careful 
you could destroy the open source 
community. 

Creeger: Who is accountable? At 
the end of the day, someone has to 
stand up and say that this security 
product meets some reasonably well-
understood, generally accepted secu-
rity standard. For anyone going to a 
security-focused trade show, it is like 
a Middle Eastern bazaar of all sorts of 
competing product schemes. 

Bennett: The responsibility has 
to lie with the board of the company. 
One of the big problems, particularly 
in medium-size companies, is that 
they have been toddling along for a 
reasonable length of time and n gen-
erations of IT have happened while 
they’ve been operating. The challenge 
for the board of that company is to be 
educated as to what is really required 
to reduce the threat risk to an accept-
able level for their industry. 

Norton: That is why the honey trap 
is so useful. If you can show that, de-
spite existing protections, a company 
can still be penetrated, the board 
ought to be concerned. 

Clark: Many companies with a rela-
tively young board and outlook don’t 
care. They are much more focused on: 
“We need to do this work now. We are 
quite high paced and by the time the 
threat materializes, it’s past and I’m 
not interested.” They believe that their 
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business will last for a year or so and 
then they will move on. We need to be 
careful of the models we’re using and 
should not claim them to be universal. 

Borg: You can identify certain cat-
egories, and as you do so, you are also 
providing the business with clues as 
to what needs protection. If you are a 
cost leader, you have to think about 
what makes you a cost leader and try 
to secure those things. If you are a 
technological innovator but not a cost 
leader, you have a very different focus 
on what systems you should be trying 
to protect. 

Clark: Would it be fair to say that 
while the defense industrial base has 
been the prime target over the past 
10 years, things are clearly changing 
now? 

Borg: One of the real problems with 
this subject, with this whole field, is 
it’s so hard to keep on top of it. Eigh-
teen months ago, military contractors 
were overwhelmingly the leading tar-
get. That has now shifted to a host of 
other companies. 

We are hearing about companies 
in South Korea, Indonesia, and other 
countries that are being offered busi-
ness research services that will pro-
vide them with profiles of competitors 
and detailed advice on the state of the 
art in certain growth industries. Many 
of these research services are selling 
information they obtain through cy-
ber attacks. 

How does this marketplace work? 
Often there are black-market Web 
sites that offer the services and have 
customer reviews and satisfaction rat-
ings. 

Creeger: Are there any concrete ex-
amples of industries being cloned?

Borg: Until relatively recently, the 
main organizations carrying out this 
kind of activity were national intel-
ligence agencies. They were probably 
spending millions of dollars to steal 
the information from one of these 
target companies. They tried many, 
many generations of malware, as well 
as many different attack vectors. We 
now have privatization of these origi-
nal efforts—spin-offs from the origi-
nal national intelligence efforts work-
ing for hire. 

We are talking about an illegal ser-
vice—something that’s not being sold 
as a one-off product. We’re talking 

about a sustained business relation-
ship where the customer starts out by 
buying information for a few thousand 
dollars (U.S.), becomes gradually con-
vinced of the criminal organization’s 
“integrity,” and then goes on to make 
larger, more strategic purchases. 

My organization has been theo-
rizing about ways to subvert these 
criminal markets. Just as you can use 
cyber attacks to undermine trust and 
damage legitimate markets, you can 
use those same techniques, including 
cyber attacks, to undermine criminal 
markets. 

Clark: The structure of available 
worldwide attack services is broadly 
commoditized. You can pay using 
credit cards, not necessarily your own, 
to buy yourself a worldwide attack ser-
vice. 

Creeger: We have learned that busi-
ness sophistication and marketing 
in these criminal areas rival anything 
seen in the legitimate world. As an IT 
manager, what should I focus on in 
the next one to three years? 

Bianco: Focus on hiring people who 
understand how this stuff works. 

Norton: Get people to raise their 
eyes, look around, and ask, “What is 
unusual, and how was it caused?” 

Borg: In addition, your compa-
ny needs to be running Symantec, 
McAfee, Trend Micro, or another re-
tail Internet security package. In many 
cases, it needs to be hiring the services 
of an intrusion-detection specialist. 

Also, the company has to look at 
what it is trying to protect: “What are 
the attackers’ motives, what are they 
going try to break into, what are they af-
ter, and what do you need to defend?” 
Basically, you have to answer the ques-
tion, “Are you a target, and why?”

Creeger: You’re all strongly saying 
that the IT people need to be thought 
of as much more than just the people 
akin to supporting the plumbing, 
electrical, and telephone system. IT 
needs to take a much more integral 
role in the company’s operations and 
contribute to how the company faces 
both challenges and opportunities. 

Norton: IT should be engaged in 
the business and understand how the 
business works.

Clark: With regard to the urgency 
of this issue, I mentioned earlier that 
the pace of attacks has increased dra-
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matically. Because in-place human as-
sets are no longer required, the time 
needed to penetrate the whole of the 
industrial base is significantly less 
than it was in the 1980s. The man run-
ning his furniture business might not 
think he will ever be a target because 
he is ranked so low, but the attackers 
will get to him, probably sooner rather 
than later. We are in danger of thinking 
about this as a low-paced environment 
when the reality is it’s high paced. 

Borg: Cybercrime develops within 
predictable places. Typical markers 
are where you have unemployed people 
with a high level of technical training, 
where there is an ideological rationale 
for the attack—because criminals like 
to feel good about themselves—and 
where there is some kind of criminal 
organization to seed the effort. 

As these pockets take hold, they of-
ten specialize in particular industries 
or even particular companies. So, a 
given, very famous, company will tell 
you that most of its attacks come out 
of a specific country. There is an op-
portunity for tampering with the ecol-
ogy of the attackers and making their 
lives harder. 

Clark: At a minimum, all busi-
nesses should implement a basic level 
of protection using established com-
mercial products and services. Even 
though there are many vendors in the 
market who deliver the basics and do 
it very well, many companies still do 
not have basic protection. 

Then the next stage is to say, “I’ve 
done the basics. Now I need to under-
stand whether I am in this next level 
and a target.” 

Creeger: Given the current mantra 
of putting things in the cloud, does 
that make you more secure?

Epstein: Yes and no. I would argue 
that for small companies and maybe 
even midsize companies, on balance, 
it’s a good thing. For that sector, it is 
probably the first time that they’re get-
ting some level of professional man-
agement and some opportunity for 
the 24/7 monitoring they clearly need. 
For large companies, it’s probably a 
huge step backward. 

Creeger: Because it’s a one-size-fits-
all security model? 

Norton: You have to have some ba-
sic quality criteria in the cloud provid-
ers. 

Epstein: I want to add outsourced 
penetration testing as one more thing 
to be done. Penetration testing does 
not tell you where your problems are 
or how many problems you have but 
how screwed up you are. Gary McGraw 
calls it a “badness-ometer.” Penetra-
tion testing is something that you can 
take to the board to show real risk and 
vulnerability. 

Clark: One needs to be cautious and 
balanced about the way those findings 
are presented. Penetration testers al-
ways find something. It is important 
that people understand the context 
of what is found, distinguish what is 
important in addressing the issues 
raised, and get to a known baseline. 
The computer industry should help 
educate people how their risk profile 
ranks with similar organizations. 

Borg: Employees should never 
be told to protect valuable assets. If 
they’re told this, they usually protect 
an object that may be expensive to re-
place but is not what creates or could 
destroy value. How value is created is 
a business’ most important asset, and 
that is what people must focus their 
protection resources on. 

Creeger: Maybe a recommendation 
would be to take senior management 
to an off-site meeting and ask, “If you 
were a determined attacker to our 
business, what would you do to dam-
age it or to re-create its value for some 
other set of shareholders?”

Borg: When we investigate the vul-
nerabilities of companies, we always 
get the engineers to sit down and red-
team their own company. 

Clark: If you take a slice across the 
whole company and not just senior 
management, you’ll get much more 
value. You need an entire cross sec-
tion of expertise and viewpoints. 

Norton: It’s not just about technol-
ogy but a balance of people, process, 
and technology. There is intelligence 
at every level in your organization. The 
lower levels are often untapped and 
usually really understand where orga-
nizational vulnerabilities reside. 

Bianco: You have to have the right 
people on staff for this kind of effort. 
You need to deploy business-specific 
monitoring technologies and employ 
someone knowledgeable to look at the 
output of those systems. 

Also, don’t be afraid to talk to other 

Epstein: You need to have a way for 
those small and medium-size com-
panies to discern what type of secu-
rity those cloud providers provide. A 
company I worked with outsourced its 
human-resources system, including 
all its sensitive employee information, 
to a cloud provider. I saw the admin-
istrator log in using a four-character 
password, and I said, “You know, this 
isn’t a good idea.” An employee, over-
hearing this, tried to log in with the 
stock ticker symbol, was successful, 
and was almost terminated for point-
ing out the vulnerability. The cloud 
provider should almost certainly 
shoulder some of the fault because 
it turned out that the policy was to 
accept a minimum of two-character 
passwords, even for the administrator 
account. The risk was increased be-
cause of the cloud, but the cloud pro-
vider was delegating the responsibility 
to the customer, who didn’t have the 
proper expertise. 

Creeger: What I’m hearing is that 
the bad guys are way ahead because 
they’re more innovative and profit 
driven. For the good guys, it’s buyer be-
ware, and you must really try to under-
stand your business’ realistic vulner-
abilities. Always practice basic hygiene 
and look to the security industry for 
products such as intrusion protection, 
firewalls, antivirus, and the like. Don’t 
count on that really bailing you out, 
however, if you are the target of a so-
phisticated and determined attacker. 

The best advice is to recognize 
what makes you unique in the market 
and think honestly about how to pro-
tect those assets. This might include 
spending some money on a computer-
literate consultant who could actually 
help you think through that process. 

Borg: You have to guard against 
having the security consultant sell you 
a universal solution that promises to 
secure everything. You need to have a 
specific strategy that addresses your 
valued information assets. 

Creeger: Over time, the legitimate 
computer security world will catch up, 
and cloud service providers will have 
tiered certifications designed to fit the 
needs of specific industry sectors. 

Clark: Yes, but the threat will have 
moved on. We need to address the 
fundamental asymmetry of this issue. 
You will never catch up. 
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folks in your industry that are being 
exposed to the same threats. While 
they may be competitors on the busi-
ness side, you all have a vested interest 
in lowering the industrywide threat 
level. The bad guys talk all the time. 
If you don’t have industry-specific 
contacts, you will be at an even larger 
disadvantage. It’s probably the least 
expensive thing you can do to increase 
your security posture. 

Bennett: Businesses need to un-
derstand an attacker’s motivation to 
steal know-how, systems, and other 
assets. While the typical goal is to rep-
licate and/or destroy the business, the 
protection of a business’ reputation 
and the rigorous understanding of a 
business’ vulnerabilities are not given 
the board-level visibility they require. 
New, young businesses actually un-
derstand this better than many medi-
um-size, older businesses. 

Attacks may not be just about 
money and may not be rationally mo-
tivated. A motivation for someone to 
destroy your business may not be “You 
lose, I win,” but “You lose, I stay the 
same.” Given the current state of the 
recession, that cannot be discounted.

Clark: When things go wrong, you 
need to be in a position to understand 
what happened. That includes not just 
the technological side but the motiva-
tion side as well. 

The IT security function needs to 
have a seat at the management table 
and directly align with the business’ 
goals. I asked a CISO (chief informa-
tion security officer) for a large mul-
tinational corporation about his ob-
jectives. He said, “My first objective 
is associated with contributing to the 
financial success of my business.” 
That really focused his mind about the 
profitability and success of the organi-
zation and made him a critical player 
in the achievement of that goal. 

Epstein: Too many organizations 
spend their information-security re-
sources on protecting their firewalls 
and other fairly low-level things such 
as the protocol stack. The activity 
these days is all happening in the ap-
plication layer. While a lot of the small 
and medium-size organizations are 
just now getting around to protect-
ing the bottom layer, the bottom isn’t 
where the problems are anymore. 

If you look at the nature of net-

work attacks, Microsoft, Cisco, etc. 
have done a reasonably good job. Just 
because they have pushed attackers 
higher in the service stack, however, 
doesn’t mean the game is over for us 
defenders. We have to move our de-
fenses higher as well. We can’t just 
monitor firewall logs anymore. We 
now have to monitor application logs, 
and a lot of applications don’t have 
logs. While boards have been hearing 
the mantra of antivirus, firewall, etc., 
they now need to understand that the 
threat has moved up the stack, and the 
defenses have to move there as well. 

I think the cloud is, on the whole, 
a positive thing. As computer scien-
tists, we need to come up with a way 
to give users advice on how to select 
a cloud provider. We need the equiv-
alent of Consumer Reports for cloud 
providers supporting specific indus-
tries, especially for small and medi-
um-size businesses. 

Creeger: My take-away is that secu-
rity is really tied up intimately with the 
semantics of your business. For a long 
time, most people have treated securi-
ty with a one-size-fits solution, usually 
putting fences around certain critical 
components without thinking about 
the real semantics of operations. My 
impressions from our conversation is 
not only do IT people need a real seat 
at the senior management table so 
they can make substantive contribu-
tions to its profitability, but they also 
need to understand the company’s 
long-term strategy and operations in-
timately in order to avoid calamity. 	
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Computer software is  one of the most influential 
technologies ever created. Software has entered every 
aspect of our lives, used to control everything from 
computing and communication devices (such as 
computers, networks, cellphones, and Web browsers), 
to consumer products (such as cameras, TVs, and 
refrigerators), to cyber-physical systems (such as 
automobiles, medical devices, and aviation systems), 
and to critical infrastructure (such as financial, 
energy, communications, transportation, and national 
defense). 

Unfortunately, software is also sometimes our  
least dependable engineering artifact. Software 
companies lack the kind of meaningful warranty  
most other engineering organizations are expected  
to provide. Major corporations and government 
agencies worldwide invest in fixing software bugs, 

but prospects for building reliable 
software are bleak. The pervasive pres-
ence of software bugs also makes all 
existing computing and information 
systems vulnerable to security and pri-
vacy attacks. 

An important cause of such dif-
ficulty is the sheer complexity of the 
software itself. If each line of code is 
viewed as an individual component, 
software systems are easily the most 
complicated things we humans have 
ever built. Unlike hardware compo-
nents, software execution can eas-
ily lead to an unbounded number of 
states, so testing and model-checking 
techniques cannot guarantee reliabil-
ity. As the hardware community moves 
deep into new multi-core and cyber-
physical platforms, and as software is 
thoroughly integrated into everyday 
objects and activities, the complex-
ity of future software could get much 
worse, even as demand for dependable 
software becomes more urgent. 

For most of today’s software, es-
pecially low-level forms like operat-
ing systems, nobody knows precisely 
when, how, and why they actually 
work. They lack rigorous formal speci-
fications and were developed mostly 
by large teams of developers using 
programming languages and libraries 
with imprecise semantics. Even if the 
original developers had a good infor-
mal understanding of the inner work-

Certified 
Software
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Only if the programmer can prove (through 
formal machine-checkable proofs) it is free of 
bugs with respect to a claim of dependability. 

by Zhong Shao 

 key insights

 � �The dependability of a software system 
should be treated separately from its 
execution environment; the former is a 
rigorous mathematical entity, but the 
latter is imperfect and far less rigorous. 

 � �Building end-to-end certified 
software requires a rich metalogic for 
expressiveness, a set of domain-specific 
program logics for modularity and 
automation, a certified linking framework 
for interoperability, and machine-
checkable proofs for scalability.

 � �The trusted computing base of a good 
certified framework should contain 
only components whose soundness 
and integrity can also be validated by 
independent third parties.
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ings, their knowledge and assump-
tions about system behavior (often 
implicit) are easily lost or broken in 
subsequent development or mainte-
nance phases. 

The software research community 
has sought to tackle these problems in 
recent years but remains hampered by 
three key difficulties: 

Lack of metrics. Metrics are still 
lacking for measuring software de-
pendability, making it difficult to 
compare different techniques and 
build steady progress in the field. De-
pendability often includes attributes 
like reliability, safety, availability, and 
security. A system’s availability can be 
measured retroactively as a percent-
age of its uptime in a given year; for ex-
ample, 99.9999% means 31.5 seconds 
downtime per year, but quantifying 
other attributes is much more diffi-
cult. A program with one bug is not 
necessarily 10 times more secure than 
a program with 10 bugs. A system’s re-
liability depends on its formal specifi-
cation, which is often nonexistent. 

Worse, software dependability is of-
ten confused with the dependability of 
the software’s execution environment, 
which consists of not just hardware 
devices but also human operators and 
the physical world. Since the depend-
ability of the execution environment 
is often beyond human control, many 
people view software as a complex bio-
logical system, rather than as a rigor-
ous mathematical entity; 

System software. A software appli-
cation’s dependability also relies on 
the dependability of its underlying 
system software, including OS kernel, 
device driver, hypervisor, garbage col-
lector, and compiler. These low-level 
programs are often profoundly com-
plex and bug-prone, but little has been 
done to make them truly dependable. 
For example, if an OS kernel or even 
a compiler has security holes, the en-
tire system could be compromised, 
regardless of what software developers 
do at a higher level19,31; and 

Last-mile problem. Despite recent 
progress in formal-methods research, 
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program verification still involves 
a vexing “last-mile problem.” Most 
software-verification research con-
centrates on high-level models rather 
than on actual programs—valuable for 
finding bugs but leaving a big gap that 
must be closed before meaningful de-
pendability claims can be made about 
actual software. Failure to reason 
about actual code also has serious im-
plications for maintainability; for ex-
ample, it is difficult for programmers 
to pinpoint the source and a fix when 
a new bug is identified and ensure that 
subsequent updates (to actual code) 
will not break the code’s high-level 
model. 

Leading research on certified soft-
ware aims to tackle all three. For exam-
ple, concerning the lack of good met-
rics, a line is drawn between the actual 
machine-executable software and the 
surrounding physical environment 
(such as hardware devices and human 
operators). We can neither predict the 
future of the physical world nor for-
mally certify human behavior, but at 
least under a well-defined, stable hard-
ware platform (such as the x86 instruc-
tion set), the behavior of each machine 
executable is a rigorous mathematical 
entity. With a formal specification stat-
ing its desirable behavior, we can (at 
least in theory) rigorously “certify” that 
the machine executable behaves as ex-
pected. A good dependability metric is 
then just the formal claim developers 
make and certify about each program. 

The long-term goal for research on 
certified software is to turn code—of-
ten a system’s weakest link—into its 
most dependable component. The 
formal specification given may not 
precisely capture the behavior of the 
physical environment, so the overall 
system may still not function properly, 
but at least when a problem occurs, 
programmers and users alike are as-
sured that the behavior of the software 
is properly documented and rigor-
ously enforced. The specifications for 
functional correctness of individual 
components may occasionally be too 
large to be comprehensible, but many 
systemwide safety, liveness, and secu-
rity properties can be stated succinctly 
and certified with full confidence. 

To address the second and third 
difficulties, software developers must 
also certify the actual system-software 

code. Most needed is a new “certified” 
computing platform where program-
mers have firm control over the be-
havior of its system software stack, in-
cluding bootloader, OS kernel, device 
driver, hypervisor, and other runtime 
services. Software consisting of mostly 
certified components would be easier 
to maintain, because the effects of up-
dating a certified component would be 
easier to track, and new bugs would 
quickly be localized down to the non-
certified modules. 

Constructing large-scale certified 
software systems is itself a challenge. 
Still unknown is whether it can be 
done at all and whether it can be a 
practical technology for building truly 
dependable software. In this article, I 
explore this new field, describing sev-
eral exciting recent advances and chal-
lenging open problems. 

What It Is 
Certified software consists of a ma-
chine-executable program C plus a 
rigorous formal proof P (checkable by 
computer) that the software is free of 
bugs with respect to a particular de-
pendability claim S. Both the proof P 
and the specification S are written us-
ing a general-purpose mathematical 
logic, the same logic ordinary program-
mers use in reasoning every day. The 
logic is also a programming language; 
everything written in logic, including 
proofs and specifications, can be de-
veloped using software tools (such as 
proof assistants, automated theorem 
provers, and certifying compilers). 
Proofs can be checked automatically 
for correctness—on a computer—by a 
small program called a proof checker. 
As long as the logic used by program-
mers is consistent, and the depend-
ability specification describes what 
end users want, programmers can be 
sure the underlying software is free of 
bugs with respect to the specification. 

The work on certified software fits 
well into the Verified Software Initia-
tive (VSI) proposed by Hoare and Mis-
ra14 but differs in several distinct ways 
from traditional program-verification 
systems: 

First, certified software stresses use 
of an expressive general-purpose met-
alogic and explicit machine-checkable 
proofs to support modular reasoning 
and scale program verification to han-
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dle all kinds of low-level code.3,10,24,32 
Using a rich mechanized metalogic 
allows programmers to define new 
customized “domain-specific” logics 
(together with its meta theory), apply 
them to certify different software com-
ponents, and link everything to build 
end-to-end certified software.7 With 
machine-checkable proofs, proof-
checking is automated and requires 
no outside assumptions. As long as the 
metalogic is consistent, the validity of 
proof P immediately establishes that 
the behavior of program C satisfies 
specification S. 

Existing verification systems of-
ten use a rather restricted assertion 
language (such as first-order logic) to 
facilitate automation but do not pro-
vide explicit machine-checkable proof 
objects. Program components verified 
using different program logics or type 
systems cannot be linked together to 
make meaningful end-to-end depend-
ability claims about the whole software 
system. These problems make it more 
difficult for independent third parties 
to validate claims of dependability. 

Second, with an expressive meta-
logic, certified software can be used 
to establish all kinds of dependability 
claims, from simple type-safety prop-
erties to more advanced safety, live-
ness, security, and correctness prop-
erties. Building these proofs need not 
follow Hoare-style reasoning15; much 
of the earlier work on proof-carrying 
code23 constructed safety proofs auto-
matically using such technologies as 
type-preserving compilation29,30 and 
typed assembly language.22 However, 
most traditional program verifiers 
concentrate on partial correctness 
properties only. 

Third, certified software empha-
sizes proving properties for the ac-
tual machine executables, rather than 
their high-level counterparts, though 
proofs can still be constructed at the 
high level, then propagated down to 
the machine-code level using a certify-
ing or certified compiler. On the other 
hand, most existing program verifiers 
target high-level source programs. 

Fourth, to establish a rigorous de-
pendability metric, certified software 
aims to minimize the trusted comput-
ing base, or TCB—the small part of a 
verification framework in which any 
error can subvert a claim of end-to-end 

dependability. TCB is a well-known 
concept in verification and security, as 
well as a source of confusion and con-
troversy.5 

The dependability of a computing 
system rests on the dependable be-
havior of its underlying hardware de-
vices, human operators, and software. 
Many program verifiers are comfort-
able with placing complex software 
artifacts (such as theorem provers, OS, 
and compilers) in the TCB because it 
seems that the TCB of any verification 
system must include those “hard-to-
reason-about” components (such as 
hardware devices and human opera-
tors) so is already quite large. 

All program-verification systems 
are able to create a formal model 
about the underlying execution envi-
ronment. Any theorem proved regard-
ing the software is with respect to the 
formal model only, so the TCB for any 
claim made regarding the software 
alone should not include hardware de-
vices and human operators. 

Still, any bug in the TCB would (by 
definition) compromise the credibility 
of the underlying verification system. 
A smaller TCB is generally more desir-
able, but size is not necessarily the best 
indicator; for example, a 200-line gar-
bage collector is not necessarily more 
reliable than a 2,000-line straightfor-
ward pretty printer. The TCB of a good 
certified framework must include only 
components whose soundness and 
integrity can also be validated by inde-
pendent third parties. 

Components of a certified frame-
work. A typical certified framework 
(see Figure 1) consists of five compo-
nents: 

The certified software itself. Includ-
ing both machine code and formal 
proof; 

Formal machine model. Providing 

the operational semantics for all ma-
chine instructions; 

Formal dependability claim for the 
software. Including safety property, se-
curity policy, and functional specifica-
tion for correctness; 

Underlying mechanized metalogic 
(not shown). For coding all proofs, 
specifications, and machine-level pro-
grams; and 

Proof checker. For checking the va-
lidity of all the proofs following the in-
ference rules of the metalogic. 

If the proof of a given certified soft-
ware package can be validated by the 
proof checker, then execution of the 
software on the formal machine mod-
el is guaranteed to satisfy a formal de-
pendability claim. 

Things can still, however, go wrong. 
First, the mechanized metalogic could 
be inconsistent, a risk that can be 
minimized if the framework design-
ers choose a simple, well-understood, 
general-purpose metalogic and prove 
(perhaps on paper) why it is indeed 
consistent. 

Second, the proof checker is a com-
puter program, so it could go wrong 
all by itself. But if the framework uses 
a simple logic with a small number of 
inference rules, the proof checker can 
be made quite small, written in assem-
bly, and verified by hand. 

Third, the formal machine model 
might not reflect hardware behavior. 
Most hardware vendors perform in-
tensive hardware verification, so this 
risk can be minimized if hardware 
and software developers share the 
machine specifications. Even if not 
possible, the framework designer can 
still validate the model by comparing 
its operational semantics with the in-
struction-set reference manuals. 

Finally, the formal dependability 
specification (SP) may not accurately 

Figure 1. Components of a certified framework. 
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capture the behavior of the human or 
physical world. Nevertheless, SP is for-
mally stated and the code is guaran-
teed to satisfy SP. Here, I deliberately 
decoupled the correctness of verifica-
tion from the specification process. 
Existing efforts validating and testing 
specifications are, of course, valuable 
and complementary to the certifica-
tion process. 

Since a dependability claim is made 
regarding only the formal machine 
model, the TCB of such a certified 
framework consists of just the consis-
tency proof of the metalogic and the 
integrity of the proof checker, both 
of which should be demonstrable by 
independent third parties (such as 
through the peer-review process of a 
top-quality journal). If the computer 
science community would agree on a 
single metalogic (a good thing), this 
task of standardizing a metalogic 
would need to be done only once. Cer-
tified software would then no longer 
be the weakest link in a dependable 
system. 

Mechanized metalogic. A key en-
abling technology for certified soft-
ware is to write formal proofs and 
specifications as typed functional 
programs, then have a computer au-
tomatically check the validity of the 
proofs, in the same way a static type-
checker does type-checking. This idea 
came from the well-known Curry-How-
ard correspondence referring to the 
generalization of a syntactic analogy 
between systems of formal logic and 
computational calculi first discovered 
by the American logicians Haskell Cur-
ry and William Howard. Most advanc-
es for developing large-scale machine-
checkable proofs were made only 
during the past 10 years; see an excel-
lent survey by Barendregt and Geuvers2 
and a 2008 overview article by Hales.11 

In the context of certified software, 
a few more requirements must be ad-
dressed: The logic must be consistent 
and expressive so software developers 
can express everything they want to 
say. It must also support explicit ma-
chine-checkable proof objects and be 
simple enough that the proof checker 
can be hand-verified for correctness. 

Because software components may 
be developed using different program-
ming languages and certified using 
different domain-specific logics and 

type systems, mechanized metalogic 
must also support meta-reasoning. It 
can be used to represent the syntax, 
inference rules, and meta-proofs (for 
their soundness) of the specialized ob-
ject logics. 

Much of the current work on certi-
fied software is carried out in the Coq 
proof assistant.16 Coq itself provides a 
rich higher-order logic with powerful 
inductive definitions, both crucial to 
writing modular proofs and expressive 
specifications. 

Advantages. With certified software, 
the dependability of a software system 
would be measured by the actual for-
mal dependability claim it is able to 
certify. Because the claim comes with a 
formal proof, the dependability can be 
checked independently and automati-
cally in an extremely reliable way. 

A formal dependability claim can 
range from making almost no guar-
antee, to simple type-safety property, 
to deep liveness, security, and to cor-
rectness properties. It provides a great 
metric for comparing different tech-
niques and making steady progress 
toward the system’s overall depend-
ability. 

If the software community would 
agree on a metalogic and work out the 
formal models of a few popular com-
puting platforms, certified software 
would provide an excellent framework 
for accumulating dependable software 
components. Since proofs are incon-
trovertible mathematical truths, once 
a software component is certified, its 
trustworthiness (with respect to its 
specification) would presumably last 
for eternity. 

Unlike higher-level programming 
languages, certified software places 
no restrictions on the efficiency of its 
underlying code and the way programs 
are developed. Because the metalogic 
is as rich as the one programmers use 
in daily reasoning, and everything run-
ning on a computer must eventually 
be executed as a machine executable, 
if programmers believe (informally) 
that their super-efficient and sophisti-
cated code really works as they claim, 
there should be a way to formally write 
down their proofs. When dependabil-
ity is not an issue, the software can be 
used as is, assuming proper isolation 
from the rest of the system; when pro-
grammers really care about depend-

ability, they must provide the formal 
machine-checkable proof. 

On the other hand, certified soft-
ware encourages the usual best prac-
tices in software engineering and 
program verification. Certifying large-
scale systems clearly benefits from 
high-level programming abstraction, 
domain-specific logics, modular de-
composition and refinement, model-
driven design and development, the 
correctness-by-construction method-
ology,12 and automated theorem-prov-
ing tools. The only difference is they 
now insist on receiving hard evidence 
(such as machine-checkable proof ob-
jects) as a way to deliver quality assur-
ance and measure the effectiveness of 
the technologies. 

Certified software also decouples 
the proof-construction and program-
development tools from the proof-
checking infrastructure. The rich 
metalogic provides the ultimate frame-
work for building up layers of abstrac-
tion for complex software. Once they 
are formed, programmers can build 
different software components and 
their proofs using completely different 
methods. Because specifications and 
proofs are both represented as pro-
grams (within a computer), they can 
be debugged, updated, transformed, 
analyzed, and reused by novel proof-
engineering tools. 

Certified software also significantly 
improves the maintainability of the 
underlying system. A local change 
to an individual component can be 
checked quickly against its specifica-
tion, with its effect on the overall sys-
tem known immediately. A major reor-
ganization of the system can be done 
in a principled way by comparing the 
changes against high-level specifica-
tions programmers have for each certi-
fied component. 

Challenges. The main challenge 
of certified software is the potentially 
huge cost in constructing its specifica-
tions and proofs, though it can be cut 
dramatically in the following ways: 

First, how software is developed 
makes a big difference in the system’s 
future dependability. If the software is 
full of bugs or developed without con-
sideration of the desirable depend-
ability claim, post-hoc verification 
would be extremely expensive in terms 
of time and money or simply impos-
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sible. A proactive approach (such as 
correctness-by-construction12) should 
lower the cost significantly. 

Second, building certified software 
does not mean that programmers 
must verify the correctness of every 
component or algorithm used in its 
code; for example, in micro-kernels or 
virtual-machine monitors, it is often 
possible for programmers to verify a 
small set of components that in turn 
perform run-time enforcement of 
security properties on other compo-
nents.33 

Dynamic validation (such as trans-
lation validation for compiler cor-
rectness26) also simplifies proofs 
significantly; for example, it may be 
extremely difficult to verify that a so-
phisticated algorithm A always takes 
an input X and generates an output Y 
such that R(X, Y) holds; instead, a pro-
grammer could extend A by adding an 
additional validation phase, or vali-
dator, that checks whether the input 
X and the output Y indeed satisfy the 
predicate R, assuming R is decidable. 
If this check fails, the programmer 
can invoke an easier-to-verify (though 
probably less-efficient) version of the 
algorithm A. To build certified soft-
ware, all the programmer needs to do 
is certify the correctness of the valida-
tor and the easier version of the algo-
rithm, with no need to verify algorithm 
A anymore. 

Third, the very idea that proofs and 
specifications can be represented as 
programs (within a computer) means 
that developers should be able to ex-
ploit the synergy between engineering 
proofs and writing large programs, 
building a large number of tools and 
proof infrastructures to make proof 
construction much easier. 

Finally, formal proofs for certified 
software ought to be much simpler 
and less sophisticated than those used 
in formal mathematics.11 Software de-
velopers often use rather elementary 
proof methods to carry out informal 
reasoning of their code. Proofs for soft-
ware are more tedious but also more 
amenable for automatic generation.6,28 

Certified software also involves 
other challenges. For example, time 
to market is likely terrible, assuming 
dependability is not a concern, so the 
cost of certification would be justified 
only if end users truly value a depend-

ability guarantee. Deployment would 
be difficult since most real-world en-
gineers do not know how to write for-
mal specifications, let alone proofs. 
Pervasive certification requires funda-
mental changes to every phase in most 
existing software-development prac-
tices, something few organizations are 
able to undertake. The success of certi-
fied software critically relies on efforts 
initially developed in the research 
community. 

Recent Advances 
Advances over the past few years in cer-
tified software have been powered by 
advances in programming languages, 
compilers, formal semantics, proof 
assistants, and program verification. 
Here, I sample a few of these efforts 
and describe the remaining challeng-
es for delivering certified software: 

Proof-carrying code. Necula’s and 
Lee’s 1996 work23 on proof-carrying 
code (PCC) is the immediate precur-
sor to the large body of more recent 
work on certified software. PCC made 
a compelling case for the importance 
of having explicit witness, or formal 
machine-checkable evidence, in such 
applications as secure mobile code 
and safe OS kernel extensions. PCC 
allows a code producer to provide a 
(compiled) program to a host, along 
with a formal proof of safety. The host 
specifies a safety policy and a set of 
axioms for reasoning about safety; the 
producer’s proof must be in terms of 
these axioms. 

PCC relies on the same formal 
methods as program verification but 
has the advantage that proving safety 
properties is much easier than pro-
gram correctness. The producer’s for-
mal proof does not, in general, prove 
the code produces a correct or mean-
ingful result but does guarantee execu-
tion of the code satisfies the desirable 
safety policy. 

Checking proofs is an automated 
process about as simple as program-
ming-language type-checking; on the 
other hand, finding proofs of theo-
rems is, in general, intractable. Subse-
quent work on PCC focused on build-
ing a realistic certifying compiler4 that 
automatically constructs proofs (for 
simple type-safety properties) for a 
large subset of Java and on reducing 
the size of proof witness, an important 
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concern in the context of mobile code. 
An important PCC advantage in-

herited by certified software is that the 
software does not require a particular 
compiler. As long as the code producer 
provides the proof, the code consumer 
is assured of safety. This significantly 
increases the flexibility available to 
system designers. 

The PCC framework is itself quite 
general, but the original PCC systems 
suffered from several major limita-
tions: Most notable was that the proof 
checker had to rely on a rather specific 
set of typing rules so did not support 
more expressive program properties; 
the typing rules were also error-prone, 
with their soundness often not proved, 
so a single bug could undermine the 
integrity of the entire PCC system. 

Foundational PCC, or FPCC,1,13 
tackled these problems by construct-
ing and verifying its proofs using a 
metalogic, with no type-specific axi-
oms. However, FPCC concentrated on 
building semantic models for high-
level type-safe languages, rather than 
performing general program verifica-
tion. 

Certified assembly programming. 
CAP32 is a logic-based approach for 
carrying out general program veri-
fication inside a rich mechanized 
metalogic (such as the one provided 
by Coq). Like Hoare logic, a CAP pro-
gram consists of assembly code an-
notated with pre- and post-conditions 
and program invariants. Unlike tra-
ditional Hoare-style verification, all 
CAP language constructs (such as as-
sembly instruction sets), program as-
sertions, inference rules, operational 
semantics, and soundness proofs 
are implemented inside the mecha-
nized metalogic. This design makes 
it possible to build a complete certi-
fied software package with formal 
dependability-claim and machine-
checkable proofs. With help from a 
proof assistant, programmers are able 
to combine manually developed proof 
scripts with automated proof tactics 
and theorem provers, allowing CAP to 
support verification of even undecid-
able program properties. 

CAP marries type-based FPCC with 
Hoare-style program verification, lead-
ing to great synergy in terms of modu-
larity and expressiveness. Hoare logic 
is well known for its limited support 

for higher-order features; most Hoare 
systems do not even support verifica-
tion of simple type-safety properties. 
However, both shortcomings are eas-
ily overcome in type-based approach-
es. Subsequent work on CAP over the 
past five years developed new special-
ized program logics for reasoning 
about such low-level constructs as em-
bedded code pointers,24 stack-based 
control abstractions,10 self-modifying 
code,3 and garbage collectors.21 

Under type-based FPCC, function 
returns and exception handlers are of-
ten treated as first-class functions, as 
in continuation-passing style (CPS), 
even though they have more limited 
scope than general first-class continu-
ations. For functional programmers, 
CPS-based code is conceptually sim-
ple but requires complex higher-order 
reasoning of explicit code pointers 
(and closures). For example, if a func-
tion needs to jump to a return address 
(treated as continuation), the function 
must assert that the return address is 
indeed a valid code pointer to jump to. 
But the function does not know exactly 
what the return address will be, so it 
must abstract over properties of all 
possible return addresses, something 
difficult to do in first-order logic. 

In our work on stack-based con-
trol abstraction,10 my colleagues and 
I showed that return addresses (or ex-
ception handlers) are much more dis-
ciplined than general first-class code 
pointers; a return address is always 
associated with some logical control 
stack, the validity of which can be es-
tablished statically; a function can cut 
to any return address if it establishes 
the validity of its associated logical 
control stack. Such safe cutting to 
any return address allows program-
mers to certify the implementation of 
sophisticated stack operations (such 
as setjmp/longjmp, weak continua-
tions, general stack cutting, and con-
text switches) without resorting to 
CPS-based reasoning. For example, 
when programmers certify the body 
of a function, they do not need to treat 
its return address as a code pointer; 
all they need is to make sure that at 
the return, the control is transferred 
to the original return address. It is the 
caller’s responsibility to set up a safe 
return address or valid code pointer; 
this is much easier because a caller 
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often knows the return address that 
must be used. 

Local reasoning and separation log-
ic. Modular reasoning is the key tech-
nique for making program verification 
scale. Development of a certified soft-
ware system would benefit from a top-
down approach where programmers 
first work out the high-level design and 
specification, then decompose the en-
tire system into smaller modules, re-
fine high-level specifications into actu-
al implementation, and finally certify 
each component and link everything 
together into a complete system. 

However, there is yet another criti-
cal dimension to making program 
verification modular. Traditional 
Hoare logics often use program speci-
fications with arbitrarily large “foot-
prints.” Separation logic17,27 advocates 
“local reasoning” using small-foot-
print specifications; that is, the speci-
fication of each module (or procedure) 
should refer only to data structures 
actually touched by a module’s un-
derlying code. By concisely specifying 
the separation of heap and other re-
sources, separation logic provides suc-
cinct yet powerful inference rules for 
reasoning about shared mutable data 
structures and pointer anti-aliasing. 

Concurrent separation logic (CSL)25 
applies the same idea to reasoning 
about shared-memory concurrent 
programs, assuming the invariant 
that there always exists a partition of 
memory among different concurrent 
entities and that each entity can ac-
cess only its own part of memory. This 
assumption might seem simple but is 
surprisingly powerful. There are two 
important points about the invariant: 
First, the partition is logical; program-
mers do not need to change their mod-
el of the physical machine, which has 
only one global shared data heap, and 
the logical partition can be enforced 
through separation logic primitives. 
Second, the partition is not static and 
can be adjusted dynamically during 
program execution by transferring the 
ownership of memory from one entity 
to the other. 

Under CSL, a shared-memory pro-
gram can be certified as if it were a 
sequential program since it is always 
manipulating its private heap; to ac-
cess shared memory, it must invoke 
an atomic operation that transfers re-

sources between the shared heap and 
the local heap. Several recent efforts 
have extended CSL with rely-guarantee 
reasoning, so even lock-free concur-
rent code can be certified using modu-
lar small-footprint specifications. 

Domain-specific logics and certi-
fied linking. A key first step toward 
making certified software practical is 
to show it is possible to carry out end-
to-end certification of a complete soft-
ware system. Large software systems, 
especially low-level system software, 
use many different language features 
and span many different abstraction 
levels. For example, the Yale FLINT 
group’s (http://flint.cs.yale.edu) ongo-
ing project8 to verify a simplified OS 
kernel exposes such challenges. In it, 
the kernel includes a simple bootload-
er, kernel-level threads and a thread 
scheduler, synchronization primitives, 
hardware interrupt handlers, and a 
simplified keyboard driver. Although 
it has only 1,300 lines of x86 assembly 

code, it uses dynamic code loading, 
thread scheduling, context switching, 
concurrency, hardware interrupts, 
device drivers, and I/O. How would a 
programmer use machine-checkable 
proofs to verify the safety or correct-
ness properties of such a system? 

Verifying the whole system in a 
single program-logic or type system 
is impractical because, as in Figure 
2a, such a verification system would 
have to consider all possible interac-
tions among these features, including 
dynamic code loading, concurrency, 
hardware interrupts, thread schedul-
ing, context switching, and embed-
ded code pointers, many at different 
abstraction levels. The resulting logic, 
if it exists, would be highly complex 
and difficult to use. Fortunately, soft-
ware developers seem to never use all 
features simultaneously. Instead, they 
use only a limited combination of fea-
tures—at a particular abstraction lev-
el—in individual program modules. It 

Figure 2. Using domain-specific logics to verify modules.
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Figure 3. An open framework for building certified software.
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would be much simpler to design and 
use specialized “domain-specific” log-
ics (DSL) to verify individual program 
modules, as in Figure 2b. For example, 
for the simplified OS kernel, dynamic 
code loading is used only in the OS 
boot loader, and interrupts are al-
ways turned off during context switch-
ing; embedded code pointers are not 
needed if context switching can be 
implemented as a stack-based control 
abstraction. 

To allow interactions of modules 
and build a complete certified soft-
ware system, programmers must also 
support interoperability of different 
logics. In 2007, my colleagues and I 
developed a new open framework for 
CAP, or OCAP,9 to support verification 
using specialized program logics and 
for certified linking of low-level het-
erogeneous components. OCAP lays a 
set of Hoare-style inference rules over 
the raw operational semantics of a ma-
chine language (see Figure 3), and the 
soundness of these rules is proved in 
a mechanized metalogic so it is not in 
the TCB. OCAP uses an extensible and 
heterogeneous program-specification 
language based on the higher-order 
logic provided by Coq. OCAP rules are 
expressive enough to embed most ex-
isting verification systems for low-level 
code. OCAP assertions can be used to 
specify invariants enforced in most 
type systems and program logics (such 
as memory safety, well-formedness of 
stacks, and noninterference between 
concurrent threads). The soundness 
of OCAP ensures these invariants are 
maintained when foreign systems are 
embedded in the framework. 

To embed a specialized verifica-
tion system L, OCAP developers must 
first define an interpretation [[ ]]L that 
maps specifications in L into OCAP 
assertions; they then prove system-
specific rules/axioms as lemmas based 
on the interpretation and OCAP rules. 
Proofs constructed in each system can 
be incorporated as OCAP proofs and 
linked to compose the complete proof. 

There are still many open issues 
concerning OCAP design: For exam-
ple, to reason about information-flow 
properties, it must provide a seman-
tic-preserving interpretation of high-
order types (in an operational setting). 
And to support liveness properties, it 
must support temporal reasoning of 
program traces. 

Certified garbage collectors and 
thread libraries. In 2007, my col-
leagues and I used OCAP to certify sev-
eral applications involving both user-
program code and low-level runtime 
code. In one application,9 we success-
fully linked programs in typed assem-
bly language (TAL)22 with a certified 
memory-management library. TAL 
supports only type-preserving memory 
updates; the free memory is invisible 
to TAL code. We certified the memory-
management library in stack-based 
CAP, or SCAP,10 supporting reasoning 
about operations over free memory 
while ensuring that the invariants of 
TAL code are maintained. 

Also in 2007, in another applica-
tion,21 we developed a general frame-
work for certifying a range of garbage 
collectors and their mutators. If we 
had tried to develop a single type sys-
tem to type-check both an ML-like 

type-safe language and the underlying 
garbage collector (requiring fancy run-
time type analysis), the result would 
have involved analyzing polymorphic 
types, which is extremely complex. 
However, the ML type system never 
needs to know about runtime tagging 
and the internals of the garbage col-
lector. Moreover, implementation of 
the collector need not understand the 
polymorphic type system used in type-
checking ML code; it needs to only dis-
tinguish pointers from non-pointers. 
A better approach, which we followed 
in 2007, is to certify these modules 
using different domain-specific log-
ics, thus avoiding the difficult task of 
designing a universal program logic. 
Certified garbage collectors can then 
be linked with certified mutator code 
to form a complete system. 

A year later, in a third application,8 
we successfully certified the partial 
correctness of a preemptive thread li-
brary extracted from our simplified OS 
kernel. The kernel was implemented 
in 16-bit x86 assembly and worked in 
real mode for uniprocessor only. It 
consisted of thread context switch-
ing, scheduling, synchronizations, 
and hardware interrupt handlers. We 
stratified the thread implementation 
by introducing different abstraction 
layers with well-defined interfaces. In 
Figure 4, at the highest level (Level A), 
preemptive threads follow the stan-
dard concurrent programming model. 
The execution of a thread can inter-
leave with or be preempted by other 
threads. Synchronization operations 
are treated as primitives. Hardware 
interrupts are abstracted away and 
handled at Level B where code in-
volves both hardware interrupts and 
threads; synchronization primitives, 
input/output operations, device driv-
ers, and interrupt handlers are all im-
plemented at this level, and interrupt 
handling is enabled/disabled explic-
itly using sti/cli. At the lowest level 
(Level C), the thread scheduler and the 
context-switching routine manipulate 
the threads’ execution contexts stored 
in thread queues (on the heap). Inter-
rupts are invisible at this level because 
they are always disabled. Libraries im-
plemented at a lower level are exposed 
as abstract primitives for the level 
above it, and their operational seman-
tics in the high-level abstract machine 

Figure 4. Decomposition of a preemptive thread implementation.
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serve as formal specifications for the 
low-level implementation. 

The stratified system model gives 
programmers a systematic and prin-
cipled approach for controlling com-
plexity. Programmers can thus focus 
on a subset of language features at 
each level and certify different soft-
ware components using specialized 
program logics. 

Certified and certifying compila-
tion. Much work in the program-veri-
fication community concentrates on 
source-level programs written in high-
level languages (such as C, Java, and 
C#). In order to turn these programs 
into certified assembly components 
suitable for linking in the OCAP frame-
work, OCAP developers must show 
that their corresponding compiler is 
also trustworthy. 

CompCert is a certified compiler 
for a subset of C (called C minor, or 
Cm) developed in 2006 by Leroy.20 By 
“certified” compiler, I mean the com-
piler itself is proved correct. Indeed, 
Leroy specified formal operational se-
mantics for Cm, as well as for the ma-
chine language, building a machine-
checkable proof in Coq whereby the 
compiler preserves behavior from 
one operational semantics to another. 
However, the current CompCert com-
piler supports only sequential Cm pro-
grams. It also must be bootstrapped by 
the OCaml compiler, even though the 
OCaml compiler is not verified. 

On the other hand, a certifying 
compiler is not necessarily correct but 
will take a (certified) source program 
and generate certified assembly code. 
Much work on certifying compilation 
focuses on type-safe source languages 
and can preserve only type-safety prop-
erties. A challenging open problem 
is to extend certifying compilation to 
preserve deep correctness and security 
properties. 

Lightweight formal methods. 
Building large-scale certified software 
systems does not always require heavy-
weight program verification. Most 
software systems are built from modu-
lar components at several levels of ab-
straction. At the lowest levels are the 
kernel and runtime-system compo-
nents discussed earlier. At the highest 
levels are components with restricted 
structure operating on well-defined in-
terfaces. The restricted structure can 

use a type-safe, high-level program-
ming language with high-level concur-
rency primitives or C programs (even 
concurrent C programs) in a style un-
derstandable to static-analysis tools. 
Both restricted styles are in wide-
spread commercial use today. 

Lightweight formal methods (such 
as high-level type systems, specialized 
program logic, with decidable deci-
sion procedure, and static analysis) 
can help guarantee important safety 
properties with moderate program-
mer effort; error messages from the 
typechecker, decision procedure, and 
static-analyzer usually give appropri-
ate feedback in the programming pro-
cess. These properties are sometimes 
also security properties, as in this 
example: “Module A cannot read the 
private variables of module B, except 
through the public methods provided 
by B.” Using information-flow type sys-
tems or static analysis a programmer 
can obtain a stronger version of the 
same guarantee while also adding “…
and not only that, but the public meth-
ods of module B do not leak the value 
of private variable x.” 

Lightweight formal methods can 
be used to dramatically cut the cost 
of building certified software. For a 
programmer, the challenge is to make 
them generate explicit proof witness 
(automatically) and link them to cer-
tified low-level kernel and runtime 
components. With proper embedding, 
lightweight formal methods would 
fit nicely into the DSL-centric OCAP 
framework for constructing end-to-
end certified software. 

Automation and proof engineer-
ing. The end goal of certified software 
is a machine-checkable dependabil-
ity metric for high-assurance software 
systems. Certified software advocates 
the use of an expressive metalogic 
to capture deep invariants and sup-
port modular verification of arbitrary 
machine-code components. Machine-
checkable proofs are necessary for 
allowing third parties to quickly es-
tablish that a software system indeed 
satisfies a desirable dependability 
claim. Automated proof construction 
is extremely important and desirable 
but should be done only without vio-
lating the overall integrity and expres-
siveness of the underlying verification 
system. 

Much previous research on verifi-
cation reflected full automation as a 
dominating concern and was reason-
able if the primary goal is finding bugs 
and having an immediate effect on 
the real world’s vast quantity of run-
ning software. Unfortunately, insist-
ing on full automation also severely 
hinders the power and applicability 
of formal verification; many interest-
ing program properties (that end users 
care about) are often undecidable (full 
automation is impossible), so human 
intervention is unavoidable. Low-level 
program modules often have subtle 
requirements and invariants that can 
be specified only through high-order 
logic; programming libraries verified 
through first-order specifications of-
ten have to be adapted and verified 
again at different call sites. 

Nevertheless, there is still great 
synergy in combining these two lines 
of software-verification work. The 
OCAP framework described earlier 
emphasizes domain-specific (includ-
ing decidable first-order) logics to 
certify the components in a software 
system. Successful integration would 
allow programmers to get the best of 
both lines. 

Developing large-scale mechanized 
proofs and human-readable formal 
specifications will be an exciting re-
search field on its own, with many 
open issues. Existing automated theo-
rem provers and Satisfiability Modulo 
Theories solvers6 work on only first-or-
der logic, but this limited functionality 
conflicts with the rich metalogic (often 
making heavy use of quantifiers) re-
quired for modular verification of low-
level software. Proof tactics in existing 
proof assistants (such as Coq) must be 
written in a different “untyped” lan-
guage, making it painful to develop 
large-scale proofs. 

Conclusion 
Certified software aligns well with a 
2007 study on software for dependable 
systems18 by the National Research 
Council (http://sites.nationalacade-
mies.org/NRC/index.htm) that argued 
for a direct approach to establishing 
dependability, whereby software devel-
opers make explicit the dependability 
claim and provide direct evidence that 
the software indeed satisfies the claim. 
However, the study did not explain 

http://sites.nationalacademies.org/NRC/index.htm
http://sites.nationalacademies.org/NRC/index.htm
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what would make a clear and explicit 
dependability claim, what would serve 
as valid evidence, and how to check the 
underlying software to ensure it really 
satisfies the claim without suffering 
credibility problems.5 

The study also said that the depend-
ability of a computer system relies not 
only on the dependability of its soft-
ware but also on the behavior of all 
other components in the system, in-
cluding human operators and the sur-
rounding physical environment. Certi-
fied software alone cannot guarantee 
the dependability of the computer 
system. However, many advantages, 
as explained earlier, follow from sepa-
rating the dependability argument for 
the software from the argument for the 
software’s execution environment. 

Computer software is a rigorous 
mathematical entity for which pro-
grammers can formally certify claims 
of dependability. However, the behav-
ior of human operators depends on 
too many factors outside mathemat-
ics; even if they try hard, they would 
probably never achieve the kind of 
rigor they can for software. By focusing 
on software alone and insisting that all 
certified software come with explicit 
machine-checkable proofs, a formal 
claim of dependability can be used as 
a metric for measuring software de-
pendability. Formal specifications are 
also more complete and less ambigu-
ous than informal specifications writ-
ten in natural languages; this should 
help human operators better under-
stand the behavior of the underlying 
software. 

A key challenge in building depend-
able systems is to identify the right 
requirements and properties for verifi-
cation and decide how they would con-
tribute to the system’s overall depend-
ability. Certified software does not 
make this task easier. Research on cer-
tifying low-level system software would 
give software developers more insight 
into how different programming-ab-
straction layers would work together. 
Insisting on machine-checkable proof 
objects would lead to new high-level 
certified programming tools, modu-
lar verification methodologies, and 
tools for debugging specifications, all 
of which would make developing de-
pendable software more economical 
and painless. 
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This article des cribes  research designed to measure 
the impact of the business value of wikis, blogs, 
podcasts, folksonomies, mashups, social networks, 
virtual worlds, crowdsourcing, and RSS filters—all 
Web 2.0 technologies. Properly deployed, they may 
well permit companies to cost-effectively increase

their productivity and, ultimately, 
their competitive advantage; the re-
search reported here includes results 
of interview, observation, and survey 
data-collection from select compa-
nies and industries primarily in the 
U.S. across six performance areas: 
knowledge management, rapid appli-
cation development, customer rela-
tionship management, collaboration/
communication, innovation, and 
training. The results include caution, 
skepticism, and a significant contri-
bution to collaboration and commu-
nication. Wikis, blogs, and RSS filters 
have had the greatest impact, while 
virtual worlds have had virtually none. 
Security remains a concern, but we 
found that communication and col-
laboration are generally well served 

by Web 2.0 technologies. 
Only limited published research 

is available today exploring the con-
tribution of Web 2.0 technologies to 

Business 
Impact of 
Web 2.0 
Technologies

doi:10.1145/1859204.1859225

What do wikis, blogs, podcasts, social 
networks, virtual worlds, and the rest do for 
corporate productivity and management? 

by Stephen J. Andriole 

 key insights
 � �Web 2.0 technologies can help improve 

collaboration and communication within 
most companies. 

 � �These technologies should be assessed 
to determine real impact, and a number 
of assessment techniques, including 
interviews, observations, and surveys, 
can be used to measure impact over time 
across multiple business areas. 

 � �These technologies can help improve 
collaboration and communication across 
multiple vertical industries, though 
many companies are cautious about 
deploying them. 
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corporate productivity and manage-
ment. Gartner Group (http://www.
gartner.com), Forrester Research 
(http://www.forrester.com), IDC 
(http://www.idc.com), and the Cutter 
Consortium (http://www.cutter.com) 
report that Web 2.0 technologies are 
rapidly making their way into corpo-
rate technology infrastructures and 
architectures. But the way they are 
used and the impact they are having 
have not been reported in a system-
atic way. 

My research posed the following 
questions to managers and execu-
tives:

˲˲ What good is Web 2.0 technology 
to your company?; 

˲˲ What problems might Web 2.0 
technology solve?; 

˲˲ How can we use the technology to 
save or make money?; and 

˲˲ What are the best ways to exploit 
the technology without complicating 
existing infrastructures and architec-
tures? 

Research objectives included:
˲˲ Understand which Web 2.0 tools 

and techniques are most likely to 
improve corporate productivity and 
management; 

˲˲ Identify how Web 2.0 tools and 
techniques can be used to enhance 
corporate productivity and manage-
ment; and 

˲˲ Measure impact via collection of 
interview, direct observational, and 
survey data. 

Questions addressed included: 
˲˲ Can wikis, blogs, RSS filters, and 

folksonomies help companies im-
prove their knowledge management?; 

˲˲ Can wikis be used to build “cor-
porate encyclopedias,” training man-
uals, and other forms of documenta-
tion?; 

˲˲ Can blogs be used to vet ideas 
about markets, customers, and strate-
gies?; 

˲˲ Can podcasts be used to docu-
ment products?; 

˲˲ Can folksonomies be used to or-
ganize structured and unstructured 
content?; 

˲˲ Can RSS filters be used to create 
content streams to improve customer 
relationship management?; 

˲˲ Can mashups be used for rapid 
application development?; and 

˲˲ Can crowdsourcing be used to 
stimulate innovation? 

Research methods included: 
˲˲ Profile the range of Web 2.0 tech-

nologies available to corporations; 
˲˲ Define “impact” across multiple 

dimensions of productivity; 
˲˲ Collect data on the use of Web 2.0 

technologies and the impact areas 
through interviews, direct observa-
tion, and surveys; 

˲˲ Analyze the data to identify usage 
patterns and impact; 

˲˲ Identify correlations from the sur-
vey data among technologies and im-
pact areas; and 

˲˲ Measure the relative impact of in-
dividual and groups of technologies 
on individual and groups of impact 
areas. 

(Figure 1 outlines specific impact 
metrics.) 

Business 2.0, Fast Company, Busi-
nessweek, and other business publica-
tions cover Web 2.0 and even Web 3.0, 
the so-called “new Net” and the next 
digital gold rush. Is it indeed another 
bubble, with Web 2.0 (then Web 3.0) 
vendors crashing and burning like 
their dot-com predecessors a decade 
ago? The online trade journal Web 
2.0 Journal (http://www.web2journal.
com) explores all sorts of Web 2.0 
technologies, while just about every 
major technology vendor has released 
multiple white papers on the promise 
of Web 2.0 technologies and applica-
tions. There are also many Web 2.0 
blogs, including Dion Hinchcliffe’s 
Web 2.0 (http://www.web2.socialcom-
putingmagazine.com), that attract a 

Figure 1. Impact metrics. 
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Rapid Application Development
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Knowledge Management 

Ability to Share Knowledge
Ability to Retrieve Knowledge
Ability to Organize Knowledge
Ability to Leverage Knowledge

Rapid Application Development

Ability to Modify Applications Faster
Ability to Develop Applications Faster
Ability to Support Applications Easier
Ability to Improve Requirements Modeling

Customer Relationship Management

Ability to Mine Customer Data Effectively
Ability to “Touch” More Customers Differently
Ability to Solicit Customer Insights and 
Concerns
Ability to Communicate with Customers More
Effectively 

Collaboration and Communication

Ability to Coordinate Discussions
Ability to Reach More People Faster
Ability to Synchronize Projects and Tasks
Ability to Audit Communications Streams

Innovation

Ability to Syndicate Innovation
Ability to Improve Successful Hit Rates
Ability to Increase Innovation Initiatives
Ability to Productize More Cost-Effectively

Training

Ability to Support Traditional Training
Ability to Modify/Evolve Training Content
Ability to Support Asynchronous Training
Ability to Codify and Distribute Training Content
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growing number of participants. If 
this were 1999, we’d call Web 2.0 a 
“killer app” or “disruptive technol-
ogy.” However, we’re still not sure to-
day about the business impact of Web 
2.0 technologies, which have evolved 
on the consumer-to-consumer side of 
the Web. Social networking sites like 
MySpace (http://www.myspace.com), 
Facebook (http://www.facebook.
com), and Friendster (http://www.
friendster.com) were developed to 
connect individuals anxious to share 
experiences, photographs, videos, 
and other personal aspects of their 
daily lives. These sites grew rapidly 
with huge amounts of user-created 
content; YouTube (http://www.you-
tube.com) is probably the best exam-
ple of such content. 

Our research reflects corporate de-
ployment trends and business impact. 
Will Web 2.0 technology be widely 
adopted because it dramatically and 
cost-effectively improves corporate 
performance? Will it ultimately dis-
appoint the business and technology 
professionals it’s expected to please? 

Interview Questions 
The questions we posed to participat-
ing companies and that defined our 
observation included: 

˲˲ How did you become aware of the 
availability of Web 2.0 technologies?; 

˲˲ What is your understanding of 
how Web 2.0 technologies might posi-
tively affect productivity?; 

˲˲ What is a great Web 2.0 productiv-
ity scenario for your company?; 

˲˲ What’s a really bad business sce-
nario for your company trying to ex-
ploit Web 2.0 technologies?; 

˲˲ Which Web 2.0 technologies have 
your company piloted?; 

˲˲ Which Web 2.0 technologies have 
you avoided, and why?; 

˲˲ What is their impact?; 
˲˲ How would you quantify the im-

pact of Web 2.0 technologies in the 
following areas: knowledge manage-
ment, rapid application development, 
customer relationship management, 
collaboration, communication, inno-
vation, and training?; 

˲˲ What is your company’s greatest 
success with Web 2.0 technologies?; 

˲˲ What is your company’s greatest 
disappointment?; 

˲˲ What excites you most about Web 
2.0 technologies?; 

˲˲ What worries you most about in-
vesting in these technologies?; 

˲˲ Which infrastructure or architec-
ture issues worry you most?; 

˲˲ Does business acceptance worry 
you?; 

˲˲ Does IT acceptance worry you?; 
and 

˲˲ Where do you think your compa-
ny will be with Web 2.0 applications in 
the next three years? 

These questions guided our inter-
views and observation exercises. Our 
conversations were designed to un-
derstand what companies were do-
ing with Web 2.0 technologies, their 
impact, and their alignment with ex-
pectations, fears, and trends. They 
assumed that companies are in the 
relatively early stages of their Web 
2.0 application deployment, are still 
learning what the technologies can 
and cannot do, and are motivated to 
understand their potential. 

Figure 2. Summary interview findings. 

Internally Focused Applications Externally Focused Applications

Collaboration/Communication The majority of Web 2.0 technology applications are in this 
area. Viewed as  “safe,” they allow companies to pilot them 
while testing impact on security, infrastructure, total cost of 
ownership, and intellectual property.

Early adopters pilot Web 2.0 technologies outside the 
corporate firewall to establish alternative communication 
and collaboration patterns with employees, suppliers, 
clients, and customers, permitting improved communication.

Knowledge Management KM is a natural result of deployment of wikis, blogs, 
podcasts, and RSS filters. Formal KM tools are giving way to 
more informal Web 2.0 tools, a trend expected to continue. 

KM will support externally focused organizations (such as 
those in the consulting and retail industries) before internally 
focused organizations formally adopt it, slowed by concerns 
over security, privacy, and intellectual property.

Rapid Application Development Mashup and related technology is gradually replacing more 
traditional RAD technology. As more and more components, 
application programming interfaces, and widgets are 
published, more RAD progress will be made.

RAD tools and techniques will formalize for technology 
vendors and technology-driven companies and industries, 
as more and more components, applications programming 
interfaces, and widgets are published by direct publishers 
and third-party hosts.

Customer Relationship 
Management

CRM applications are slow to absorb the extensible abilities 
of Web 2.0 technologies internally and especially externally. 
It will take time for Web 2.0 technologies to be integrated 
with and extended from existing CRM technologies.

CRM is a natural partner for Web 2.0 technologies, especially 
such tools as RSS filters, podcasts, mashups and blogs. 
There are countless ways to leverage Web 2.0 technologies 
on behalf of customers and suppliers, but, due to deployment 
anxiety, such applications will lag. 

Training Companies increasingly use wikis, blogs, podcasts, and 
RSS filters for training and education. Their ease of use 
and participatory nature appeal to a growing  number of 
companies. Relatively low cost helps.

Third-party training and education  providers will leverage 
Web 2.0  technologies, integrating them into the already 
substantial online training and education industry. The tools 
will then be sold back to customers to improve learning of 
all kinds.

Innovation Web 2.0 technologies have little impact on the innovation 
process. There are spotty innovation applications of 
crowdsourcing for R&D and selected applications of 
folksonomies, RSS filters, and mashups, but the area is 
generally not affected.

Web 2.0 tools, techniques, and especially attitudes will alter 
the innovation process in many industries by facilitating 
direct communication and collaboration among creators and 
buyers of new  products and services, thus shortening the 
innovation life cycle.

http://www.myspace.com
http://www.friendster.com
http://www.youtube.com
http://www.facebook.com
http://www.facebook.com
http://www.friendster.com
http://www.youtube.com
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Interviews 
We undertook a number of interviews 
and conversations, combined with 
direct observation, to determine the 
deployment of Web 2.0 technologies 
and, more important, the impact they 
have on corporate productivity. Our 
conversations occurred in Q1 and Q2 
2008 with companies in the pharma-
ceutical, chemical, real estate/mort-
gage, information technology, and 
financial services industries agreeing 
to in-depth interviews and access to 
the teams implementing select Web 
2.0 technologies. The interviews were 
conducted with senior technology 
managers in each company. Approxi-
mately 15 senior managers participat-
ed in the interviews. 

The five companies represented 
the following vertical industries: 

Company A. Big pharmaceutical 
company; 

Company B. Global chemicals com-
pany; 

Company C. National real estate 
and mortgage company; 

Company D. Global IT company; 
and 

Company E. Large financial servic-
es company. 

The questions we asked and the re-
sponses included: 

˲˲ How did you become aware of the 
availability of Web 2.0 technologies?; 

Big pharmaceutical company: 
“Reading; conferences, vendors, and 
IT staff”; 

Global chemicals company: “Ven-
dors, IT staff, and business partners”; 

National real estate and mortgage 
company: “Vendors and IT staff”; 

Global IT company: “Competitors, 
industry publications”; and 

Large financial services company: 
“Trade publications, industry organi-
zations.” 

˲˲ What is your understanding of the 
range of Web 2.0 technologies that 
might positively affect productivity?: 

Big pharmaceutical company: “Pri-
marily blogs, wikis, and podcasts”; 

Global chemicals company: “Blogs, 
wikis, podcasts, and RSS”; 

National real estate and mortgage 
company: “Blogs, wikis, podcasts, and 
RSS”; 

Global IT company: “Blogs, wikis, 
RSS, and virtual reality”; and

Large financial services company: 

“Blogs, wikis, mashups, and tagging.” 
˲˲ What would be a great Web 2.0 

productivity scenario for your com-
pany? 

Big pharmaceutical company: “Very 
fast, cheap but productive applica-
tions”; 

Global chemicals company: “Easy to 
deploy with lots of payback”; 

National real estate and mortgage 
company: “Fast, cheap to deploy, with 
major productivity”; 

Global IT company: “Integrates well 
with existing technology”; and 

Large financial services company: 
“Transparent but effective.” 

˲˲ What would be a really bad sce-
nario for your company?”

Big pharmaceutical company: “Lots 
of distraction due to the technology”; 

Global chemicals company: “Expen-
sive, time-consuming deployment 
that fails”; 

National real estate and mortgage 
company: “Loss of control of the tech-
nology”; 

Global IT company: “Exposure of 
company secrets”; and 

Large financial services company: 
“Everyone playing around with this 
stuff when they should be working.” 

˲˲ Which Web 2.0 technologies have 
you piloted?

Big pharmaceutical company: “Wi-
kis and blogs”; 

Global chemicals company: “Wikis 
and blogs”; 

National real estate and mortgage 
company: “Wikis, RSS, and blogs”; 

Global IT company: “Wikis, blogs, 
and RSS filters”; and 

Large financial services company: 
“Wikis, blogs, and mashups.” 

˲˲ Which Web 2.0 technologies are 
you avoiding, and why? 

Big pharmaceutical company: “Vir-
tual worlds, stupid”; 

Global chemicals company: “Virtual 
worlds, no clue how they might help 
us”; 

National real-estate and mortgage 
company: “Virtual worlds and blogs, 
way too much data to control”; 

Global IT company: “Blogs and 
crowdsourcing, way too much propri-
etary data in them”; and 

Large financial services company: 
“Social networks, way too distracting 
during work.”

˲˲ What has been the impact of the 

There are serious 
concerns about 
intellectual 
property, 
proprietary 
information, 
privacy, security, 
and control. 
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technologies? 
Big pharmaceutical company: “Too 

early to tell, way too early”; 
Global chemicals company: “Suspi-

cious of trade-offs between ‘fun’ and 
‘productivity’”; 

National real-estate and mortgage 
company: “Who the hell knows?”; 

Global IT company: “People seem 
to like them, but I don’t know the real 
impact”; and 

Large financial services company: 
“We are hopeful.” 

˲˲ How would you quantify the im-
pact in knowledge management, 
rapid application development, cus-
tomer relationship management, col-
laboration, communication, innova-
tion and training? 

Big pharmaceutical company. “Col-
laboration and communication is 
where the action is; this is the real 
impact we’re seeing at this point; 
plus, there’s a lot of user acceptance 
of wikis, blogs, and social networks; 
we’re getting more formal with KM 
where wikis and blogs are being used 
to codify information and vet deci-
sions; only doing a little with RAD and 
mashups, but that will come in time; 
same with CRM, where we plan to use 
the tools to better communicate with 
customers and suppliers; wikis are 
emerging as training tools; not too 
much yet with innovation; a little wor-
ried about crowdsourcing outside the 
firewall”; 

Global chemicals company. “Wikis 
and blogs have changed the way we 
communicate: they’re easy and fast, 
and everyone can participate; KM is 
fast following improved communica-
tions and collaboration; the IT team 
is crazy about mashups; they are able 
to build applications very quickly for 
the business, so I’d say RAD has im-
proved; CRM with external customers 
and suppliers is behind the other ap-
plications; we’re a little leery of work-
ing outside the firewall with these 
tools; training is a natural; we’re us-
ing wikis, blogs, and podcasts for 
training, with good results; still noth-
ing with virtual worlds or crowdsourc-
ing, a little too ‘out there’ for us”; 

National real estate and mortgage 
company. “We’re all over these tools 
for data and content management; 
RSS filters are used internally and 
externally, and we tag everything for 

better search and access; communi-
cation and collaboration are obvious 
beneficiaries of the tool use; CRM 
is our next application, where RSS 
and other content will be provided 
to our customers; virtual worlds are 
not there for us yet, but we like wi-
kis, blogs, and podcasts for training; 
they are cheaper and faster than hir-
ing a training company; innovation is 
happening inside the company with 
crowdsourcing and blogs”; 

Global IT company. “Communica-
tion and collaboration have improved 
since we introduced some Web 2.0 
tools; consumerization has definitely 
taken hold here; people, especially 
the younger ones, are simply extend-

ing their personal experience with the 
tools to the workplace without miss-
ing a beat; KM is just sort of happen-
ing on its own, repositories are being 
built without a formal project to do so; 
CRM is still not on our radar, though 
we’re doing a lot of things internally 
we could provide our customers and 
suppliers; mashup technology is the 
fastest RAD technology we’ve ever 
seen; we’re training with wikis and 
blogs, and the time savings are large”; 
and 

Large financial services company. 
“Impact has been spotty; I separate 
fun from productivity; sure, everyone 
likes these tools, but I’m not con-
vinced that the benefit is there yet; 

Table 1. Web 2.0 technology deployment. 

Which Web 2.0 technologies have you deployed?  
(Please select all that apply.)

Response 
Percent

Response 
Total

Wikis 62.2% 61

Internal  
employee blogs

48.0% 47

External customer 
blogs

20.4% 20

RSS filters 32.7% 32

Folksonomies/
content 
management

21.4% 21

Mashups 11.2% 11

Virtual worlds 1.0% 1

Internal 
crowdsourcing

6.1% 6

External 
crowdsourcing

4.1% 4

Internal social 
networks

25.5% 25

External social 
networks

17.3% 17

None 22.4% 22

Other (please 
specify):

5.1% 5

Table 2. Overall expectations. 

How would you rate your expectations about the contribution that  
Web 2.0 technologies would make to productivity and management?

Response 
Percent

Response 
Total

High 23.7% 18

Medium 55.3% 42

Low 21.1% 16

None at all 0% 0
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wikis and blogs help communication, 
especially collaboration, but I won-
der just how much; we have so much 
to do, and even though Web 2.0 tools 
are pretty easy to use, they still require 
time and effort; we already have KM 
tools and databases that permit us 
to organize and search; we have CRM 
tools we’ve invested a ton of money 
in; we have contractors, vendors, and 
partners that assist our innovation ef-
forts; and what about the negative im-
pact on security?; we like the CRM as-
pects of the technologies, but I need 
to see empirical cost-benefit data be-
fore I declare victory.” 

˲˲ What is your greatest success with 
Web 2.0 technologies? 

Big pharmaceutical company: “The 
ability to record knowledge and ex-
periences in a single format and loca-
tion”; 

Global chemicals company: “In-
ternal buzz; everybody likes the new 
stuff”; 

National real estate and mortgage 
company: “Wikis are being used for 
training”; 

Global IT company: “Using crowd-
sourcing internally to solve some 
tough problems”; and 

Large financial services company: 
“Building some RSS filters to better 
organize information; also using folk-
sonomies to organize data and con-
tent.” 

˲˲ What has been your company’s 
greatest disappointment? 

Big pharmaceutical company: “See-
ing a lot of what I consider to be sen-
sitive information in wikis, blogs, and 
podcasts”; 

Global chemicals company: “IT’s in-
ability to control this stuff”; 

National real estate and mortgage 
company: “No feedback on what it’s 
good for”; 

Global IT company: “Lack of vendor 
support”; and 

Large financial services company: 
“The caution of IT.” 

˲˲ What excites your company most 
about Web 2.0 technologies? 

Big pharmaceutical company: “How 
easy it is to deploy new, useful tech-
nology”; 

Global chemicals company: “How 
we can displace more expensive tech-
nologies for much cheaper and easi-
er-to-use technologies; 

National real estate and mortgage 
company: “How easy it is to use the 
new stuff”; 

Global IT company: “How open it 
is”; and 

Large financial services company: 
“How it extends existing capabilities.” 

˲˲ What worries you the most? 
Big pharmaceutical company: “Inte-

gration with existing technologies”; 
Global chemicals company: “Inte-

gration with business processes”; 
National real estate and mortgage 

company: “Support”; 
Global IT company: “Intellectual 

property and privacy, a lot”; and 
Large financial services company: 

“Security, privacy, IP, and all of the 
proprietary data that fills wikis, blogs, 
crowdsourced solutions, podcasts, 
and everything else this technology 
makes transparent.” 

˲˲ What infrastructure or architec-
ture issues worry you? 

Big pharmaceutical company: “Se-
curity, security, and security”; 

Global chemicals company: “Sup-
port”; 

National real estate and mortgage 
company: “Governance. Who owns 
these tools?”; 

Global IT company: “Integration 
and interoperability with our applica-
tions”; and 

Large financial services company: 
“Integration with our existing appli-

Table 3. Expectations by impact area. 

To which areas did you believe that Web 2.0 technologies would 
contribute to most? (Please select all that apply.)

Response 
Percent

Response 
Total

Knowledge 
management

78.9% 60

Rapid application 
development

22.4% 17

Customer 
relationship 
management

44.7% 34

Collaboration and 
communication

90.8% 69

Innovation 46.1% 35

Training 43.4% 33

Other (please 
specify):

2.6% 2

Table 4. Actual impact data. 

To which areas have Web 2.0 technologies contributed the most?  
(Please select all that apply.)

Response 
Percent

Response 
Total

Knowledge 
management

53.9% 41

Rapid application 
development

17.1% 13

Customer 
relationship 
management

18.4% 14

Collaboration and 
communication

81.6% 62

Innovation 21.1% 16

Training 7.9% 6

Other (please 
specify):

2.6% 2
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cations and architectures.” 
˲˲ Does business acceptance worry 

you? 
Big pharmaceutical company: “Not 

at all, as long as it works and doesn’t 
cost too much, they will embrace it”; 

Global chemicals company: “The 
business always wants to try new 
things; it’s IT that slows things down”; 

National real estate and mortgage 
company: “The business is skeptical 
about all the new tools IT brings to 
the table, so they’ll be cautious”; 

Global IT company: “The business 
wants only low-cost solutions”; and 

Large financial services company: “If 
it’s free and powerful, they’ll love it.” 

˲˲ Does IT acceptance worry you? 
Big pharmaceutical company: “Yes, 

they always find something ‘wrong’ 
with the new stuff, always worried 
about support”; 

Global chemicals company: “No, 
they are pushing the stuff”; 

National real estate and mortgage 
company: “Cost always worries IT; it’s 
been beaten into them over time; so 
the technology needs to be cheap to 
deploy and support”; 

Global IT company: “They will come 
around; they don’t like how easy it is 
for employees to just set up blogs and 
wikis, often end-running them”; and 

Large financial services company: 
“They see the business value, or at 
least the potential in these tools, so I 
think we are OK here.” 

˲˲ Where do you think you will be 
with Web 2.0 applications in three 
years? 

Big pharmaceutical company: “Fully 
accepted and integrated”; 

Global chemicals company: “There, 
but you need to ask me about Web 3.0 
technologies”; 

National real estate and mortgage 
company: “Mainstream by that time 
we will have figured out what to do 
with them”; 

Global IT company: “Well-received 
and productive”; and 

Large financial services company: 
“Still a little skeptical.” 

Results. The interviews and di-
rect observations revealed consistent 
trends among the interview subjects 
(see Figure 2). We learned that Web 
2.0 technologies, in spite of the hype, 
are entering the enterprise slowly but 
deliberately. The exception is there 

are clearly applications not entirely 
controlled by the enterprise’s tech-
nology organization. The majority 
of applications are entering organi-
zations in areas where expectations 
can be managed, costs are low, and 
tool integration and interoperability 
(with existing applications and infra-
structures) are manageable. We also 
learned there are serious concerns 
about intellectual property, propri-
etary information, privacy, security, 
and control. 

Technology organizations are both 
advancing and delaying deployment 

of Web 2.0 technologies. Some abso-
lutely require that Web 2.0 technolo-
gies, like all enterprise technologies, 
be governed by the same processes 
governing the acquisition, deploy-
ment, and support of all digital tech-
nologies. Others are loosening their 
grip somewhat, primarily because 
they believe it’s virtually impossible 
to prevent business units and project 
teams from creating wikis and blogs. 

There is also a hierarchy of Web 2.0 
tools. All companies we interviewed 
deployed wikis and blogs, and many 
deployed RSS filters and podcasts. 

Table 6. Web 2.0 technologies and knowledge management. 

In terms of improving knowledge management, which Web 2.0 
technologies have contributed the most? (Please select all that apply.)

Response 
Percent

Response 
Total

Wikis 69.7% 53

Internal  
employee blogs

30.3% 23

External customer 
blogs

10.5% 8

RSS filters 13.2% 10

Folksonomies/
content 
management

18.4% 14

Mashups 3.9% 3

Virtual worlds 1.3% 1

Internal 
crowdsourcing

2.6% 2

External 
crowdsourcing

0% 0

Internal social 
networks

14.5% 11

External social 
networks

7.9% 6

We have not seen 
any improvement 
in knowledge 
management.

7.9% 6

Other (please 
specify):

2.6% 2

Table 5. Knowledge management impact data by ability. 

In the area of knowledge management, have Web 2.0 technologies  
contributed to your organization’s ability to…

Not at all Very little Somewhat A great deal Response Total

Share knowledge 3.9% (3) 	 10.5% (8) 	 51.3% (39) 	 34.2% (26) 76

Retrieve knowledge 	 9.2% (7) 	 13.2% (10) 	 55.3% (42) 	 22.4% (17) 76

Organize knowledge 	 6.6% (5) 	 22.4% (17) 	 52.6% (40) 	 18.4% (14) 76

Leverage knowledge  
for problem-solving

	 13.2% (10) 	 31.6% (24) 	 35.5% (27) 	 19.7% (15) 76
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Fewer deployed social networks, 
mashups, and folksonomies, and 
even fewer invested in crowdsourcing 
and virtual worlds. Deployment mo-
mentum is at work, as it often is when 
new technologies appear. Momentum 
breeds momentum, and we can ex-
pect wikis, blogs, podcasts, and RSS 
filters to gain momentum as other 
Web 2.0 technologies lag. The mod-
els for exploiting these early-adopted 
technologies will thus grow faster, 
wider, and deeper than optimization 

models for, say, virtual worlds. 
Finally, an important distinction 

separates internal applications from 
their external counterparts. We no-
ticed that our companies were much 
more willing to pilot Web 2.0 technol-
ogies inside than outside their fire-
walls, not because they feared failure 
or wanted to avoid tipping their hands 
to competitors, but because of deep-
ening concerns about security and ac-
cess to corporate private data. 

Our interviews provided one level 

of insight into the adoption and im-
pact of Web 2.0 technologies, but 
what did the survey data provide? 

The Survey 
The survey questions focused on 
background issues, impact expecta-
tions, and the impact the technolo-
gies have across the six areas. The 
Cutter Consortium, a research and 
consulting organization, adminis-
tered the survey to its stable of CIOs, 
CTOs, CFOs, CEOs, and COOs repre-
senting more than 20 vertical indus-
tries, including small offices/home 
offices, small and mid-size business-
es, and large global enterprises. The 
five companies we interviewed also 
participated in the survey. In addition 
to these five companies, 93 compa-
nies from around the world also re-
sponded to the survey. 

Results. Table 1 outlines the survey 
results, along with the deployment 
landscape. Wikis and blogs lead the 
charge, followed by RSS filters.a Per-
haps surprising is the deployment of 
internal social networks and folkson-
omies/content management applica-
tions. No one seems to like living in 
a virtual world. The use of external 
customer blogs is also interesting 
and suggestive of our desire to reach 
out to customers any way we can. We 
must also acknowledge that 22% in 
the survey did not deploy any Web 2.0 
technologies at all. 

These results are consistent with 
our interview data. The most obvious 
Web 2.0 technologies, including wikis 
and blogs, are being deployed more 
rapidly than virtual worlds, crowd-
sourcing, and mashups. There’s cau-
tion around early adoption of any new 
technology. Due to the freewheeling 
nature of Web 2.0 technologies, even 
more caution is apparent. 

The growth of external deployment 
is important. We’re seeing deploy-
ment of external blogs and external 
social networks, though we’re lagging 
with deployment of external crowd-
sourcing models. This confirms the 

a	 Wikis, blogs, and folksonomies reflect the 
ability to link data, information, and knowl-
edge previously unlinked (see www.linked-
data.org). Web 2.0 tools “free” users from 
corporate restrictions on access, content, and 
transaction processing, so are both a blessing 
and a curse.

Table 7. Rapid application development impact data by ability. 

In the area of rapid application development, have Web 2.0 technologies  
contributed to your organization’s ability to…

Not at all Very little Somewhat A great deal Response Total

Modify applications faster 39.5% (30) 22.4% (17) 30.3% (23) 7.9% (6) 76

Develop applications 
faster

39.5% (30) 23.7% (18) 20.3% (23) 6.6% (5) 76

Support applications 
better

40.8% (31) 22.4% (17) 25.0% (19) 11.8% (9) 76

Improve requirements 
modeling

39.5% (30) 23.7% (18) 28.9% (22) 7.9% (6) 76

Table 8. Web 2.0 technologies and rapid application development. 

In terms of improving rapid application development, which Web 2.0 
technologies have contributed the most? (Please select all that apply.)

Response 
Percent

Response 
Total

Wikis 44.7% 34

Internal  
employee blogs

14.5% 11

External customer 
blogs

9.2% 7

RSS filters 6.6% 5

Folksonomies/
content 
management

5.3% 4

Mashups 6.6% 5

Virtual worlds 1.3% 1

Internal 
crowdsourcing

7.9% 6

External 
crowdsourcing

0% 0

Internal social 
networks

7.9% 6

External social 
networks

0% 0

We have not seen 
any improvement 
in rapid application 
development.

30.3% 23

Other (please 
specify):

7.9% 6

http://www.linkeddata.org
http://www.linkeddata.org
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distinction we noted between the 
internal and external deployment of 
Web 2.0 technologies during our in-
terviews (see Figure 2). 

Table 2 outlines some expectations 
data. What did senior managers think 
about the contributions Web 2.0 tech-
nologies could make to corporate pro-
ductivity and management? 

The survey data suggests expecta-
tions were generally positive, even 
though most respondents (55%) ex-
pect “medium” impact, and 23% ex-
pect it to be “high.” This combined 
78% response suggests the majority 
of respondents expect the impact of 
Web 2.0 technologies to be signifi-
cant. There is a lot of optimism out 
there. 

Table 3 suggests that most respon-
dents expect Web 2.0 technologies to 
affect knowledge management, col-
laboration, and communications; 
many also expected them to positively 
affect customer relationship manage-
ment, innovation, and training. Rapid 
application development was expect-
ed to lag relative to the other areas. 

Table 4 outlines what happened 
vs. what respondents thought would 
happen. For example, knowledge 
management was expected to be 
more important than it turned out 
to be. Collaboration and communi-
cations were slightly exaggerated in 
the expectations survey data, though 
collaboration and communications 
were still highly affected by Web 2.0 
technologies. Expectations lagged for 
innovation, training, customer rela-
tionship management, and rapid ap-
plication development. What could 
explain the optimism that yielded to 
reality? Cynics might point to pundit 
hype and vendor exaggeration of tech-
nology capabilities, something many 
vendors do routinely. Others might 
point to naiveté about early vs. man-
aged-technology adoption processes. 
Regardless of the reason, we found a 
gap between what was expected and 
what actually occurred. 

Table 5 shifts to a lower level of 
analysis, assessing the impact of 
knowledge management. The four 
metrics—sharing, retrieving, orga-
nizing, and leveraging knowledge—
indicate that Web 2.0 technologies 
contributed significantly to sharing, 
retrieving, and organizing knowledge 

but less to leveraging knowledge for 
problem solving. This makes Web 2.0 
technologies (for knowledge manage-
ment) more descriptive than prescrip-
tive, more operational than strategic. 

The impact breakdown is even 
more interesting. Table 6 suggests 
that wikis, blogs, and folksonomies/
content management lead the way 

toward improved knowledge man-
agement. A surprising finding is the 
relative lack of impact of RSS filters, 
because the essence of RSS filtering is 
knowledge management. Not surpris-
ing is that virtual worlds have little 
impact on knowledge management. 

In terms of application develop-
ment, relatively little ground-up appli-

Table 9. Customer relationship management impact data by ability. 

In the area of customer relationship management, have Web 2.0 technologies  
contributed to your organization’s ability to…

Not at all Very little Somewhat A great deal Response Total

Mine customer data  
more effectively

42.1% (32) 30.3% (23) 21.1% (16) 6.6% (5) 76

“Touch” more customers 
differently

34.2% (26) 28.9% (22) 22.4% (17) 14.5% (11) 76

Solicit customer insights 
and concerns

36.8% (28) 25.0% (19) 26.3% (20) 11.8% (9) 76

Communicate  
with customers  
more effectively

32.9% (25) 21.1% (16) 39.5% (30) 6.6% (5) 76

Table 10. Web 2.0 technologies and customer relationship management. 

In terms of improving customer relationship management,  
which Web 2.0 technologies have contributed the most?  
(Please select all that apply.)

Response 
Percent

Response 
Total

Wikis 22.4% 17

Internal  
employee blogs

15.8% 12

External customer 
blogs

19.7% 15

RSS filters 10.5% 8

Folksonomies/
content 
management

11.8% 9

Mashups 6.3% 4

Virtual worlds 0% 0

Internal 
crowdsourcing

1.3% 1

External 
crowdsourcing

3.9% 3

Internal social 
networks

9.2% 7

External social 
networks

17.1% 13

We have not seen 
any improvement 
in customer 
relationship 
management.

28.9% 22

Other (please 
specify):

7.9% 6



76    communications of the acm    |   December 2010  |   vol.  53  |   no.  12

contributed articles

cation development is going on these 
days. More and more companies have 
adapted their processes to those em-
bedded in packaged software applica-
tions. Also, a great deal of application 
development occurs around the cus-
tomization of functionality extending 
from packaged applications. 

One would think mashup technol-
ogy would have a dramatic impact 
on the customization and extension 
of packaged application-based func-

tionality, an assumption not support-
ed by our survey data. Table 7 suggests 
a weak relationship across the board 
between Web 2.0 technologies and 
application development. This find-
ing also suggests that the new Inter-
net-centered applications architec-
ture may lag as well. While more and 
more transaction processing occurs 
outside the corporate firewall, many 
companies are more comfortable 
with older application-development 

enhancement methods and models 
that do not necessarily involve Web-
published application program inter-
faces, components, and widgets. 

Wikis seem to lead the pack of Web 
2.0 technologies and their contribu-
tion to rapid application develop-
ment (see Table 8). Wikis apparently 
represent a suite of new applications 
companies are deploying. Perhaps 
surprising is the relatively few survey 
respondents who view mashups as ap-
plications unto themselves or as an ap-
plications-development methodology. 
Web-centric application architectures 
will use mashup technology extensive-
ly to create a new class of applications, 
though they appear to be more on the 
drawing board than in the field. 

Table 9 indicates that Web 2.0 
technologies have had little impact 
on customer relationship manage-
ment, a little surprising since several 
Web 2.0 technologies (such as ex-
ternal customer blogs, wikis, exter-
nal social networks, and RSS filters) 
have great potential in this area. This 
further suggests that we may not be 
thinking creatively enough about how 
Web 2.0 technologies can contribute 
not only to customer relationship 
management but to other impact ar-
eas as well. 

Table 10 suggests that wikis and ex-
ternal customer blogs contribute the 
most to customer relationship man-
agement, though, again, the numbers 
are not compelling. Little confidence 
was expressed in the use of external 
social networks. Overall, the data 
suggests that customer relationship 

Table 11. Collaboration and communications impact data by ability. 

In the area of collaboration and communication, have Web 2.0 technologies  
contributed to your organization’s ability to…

Not at all Very little Somewhat A great deal Response Total

Coordinate discussions 10.5% (8) 10.5% (8) 55.3% (42) 23.7% (18) 76

Reach more people faster 3.9% (3) 17.1% (13) 50.0% (38) 28.9% (22) 76

Synchronize projects  
and tasks

13.2% (10) 22.4% (17) 56.6% (43) 7.9% (6) 76

Audit communications 
streams

30.3% (23) 31.6% (24) 32.9% (25) 5.3% (4) 76

Table 12. Web 2.0 technologies, collaboration, communication. 

In terms of improving rapid application development, which Web 2.0 
technologies have contributed the most? (Please select all that apply.)

Response 
Percent

Response 
Total

Wikis 67.1% 51

Internal  
employee blogs

42.1% 32

External customer 
blogs

11.8% 9

RSS filters 17.1% 13

Folksonomies/
content 
management

18.4% 14

Mashups 5.3% 4

Virtual worlds 2.6% 2

Internal 
crowdsourcing

6.6% 5

External 
crowdsourcing

1.3% 1

Internal social 
networks

25.0% 19

External social 
networks

13.2% 10

We have not seen 
any improvement 
in rapid application 
development.

9.2% 7

Other (please 
specify):

3.9% 3

Figure 3. Adoption and complexity. 
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management is not viewed as a prime 
impact area for Web 2.0 technologies, 
though this attitude might change 
over time. 

Table 11 shifts the focus to collabo-
ration and communication, where, as 
expected, the impact is significant. 
Wikis are the runaway hit, followed 
by blogs and external social networks. 
However, we found a lower level of 
deployment sophistication than the 
ideal. For example, the “auditing” 
of communications and collabora-
tion streams (classic business intelli-
gence) lags well behind other impact 
areas. The power of many Web 2.0 
technologies often involves the abil-
ity to perform primary and secondary 
analyses of transactions, communica-
tions patterns, and customer service. 
Our survey data appears to indicate 
that we’re seeing a toe-in-the-water 
effect, where companies experiment 
with initial deployments but stop 
short of full commitment through to-
tal exploitation of the technologies. 

Table 12 confirms all this, with 
wikis, internal blogs, and internal 
social networks leading the way in 
collaboration and communications. 
While this trend is to be expected, 
many other opportunities have yet to 
be exploited. Table 12 also suggests 
weakness in externally focused Web 
2.0 technology deployment—surpris-
ing in light of the technology’s capa-
bilities. We can infer from this data 
that external applications lag internal 
ones and that over time significant 
collaboration and communication 
applications can be expected. Why 

such optimism? Because Web 2.0 
technology capabilities are essential-
ly built on ubiquitous collaboration 
and communication. 

Table 13 turns to innovation, though 
there’s not much enthusiasm here, de-
spite enough progress to excite those 
who think Web 2.0 technology can 
eventually contribute to innovation. 
Crowdsourcing is an especially pow-
erful Web 2.0 innovation technology, 
along with RSS filters, wikis, and blogs. 

Table 14 outlines how Web 2.0 
technologies contribute to innova-
tion. Very surprising is the relative 
unimportance survey respondents 
ascribe to external crowdsourcing. 
(Does anyone believe virtual worlds 
are useful for anything?) 

Training is the final area we as-
sessed. Table 15 suggests that survey 
respondents have not yet defined how 
Web 2.0 technologies can contribute 
to training. While wikis are natural-

Table 13. Innovation impact data by ability. 

In the area of innovation, have Web 2.0 technologies  
contributed to your organization’s ability to…

Not at all Very little Somewhat A great deal Response Total

Organize innovation 27.6% (21) 22.4% (17) 39.5% (30) 10.5% (8) 76

Improve R&D success 36.8% (28) 15.8% (12) 35.5% (27) 11.8% (9) 76

Increase the number of 
innovation initiatives

35.5% (27) 19.7% (15) 31.6% (24) 13.2% (10) 76

Productize innovations 
more effectively

39.5% (30) 14.5% (11) 38.2% (29) 7.9% (6) 76

Table 14. Web 2.0 technologies and innovation. 

In terms of improving innovation, which Web 2.0 technologies  
have contributed the most? (Please select all that apply.)

Response 
Percent

Response 
Total

Wikis 50.0% 38

Internal  
employee blogs

30.3% 23

External customer 
blogs

9.2% 7

RSS filters 9.2% 7

Folksonomies/
content 
management

10.5% 8

Mashups 5.3% 4

Virtual worlds 1.3% 1

Internal 
crowdsourcing

7.9% 6

External 
crowdsourcing

3.9% 3

Internal social 
networks

17.1% 13

External social 
networks

5.3% 4

We have not seen 
any improvement 
in customer 
relationship 
management.

26.3% 20

Other (please 
specify):

3.9% 3

Figure 4. Segmentation of  
Web 2.0 technologies. 
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born trainers, Web 2.0 technologies 
can contribute much more. What 
were the respondents missing? Table 
16 provides the details. While wikis 
“win,” other technologies are dis-
counted, at least for now. Meanwhile, 
this is where virtual worlds might ac-
tually contribute to education and 
learning, though there’s not much ev-
idence to suggest that anyone agrees. 

Interpretation 
What did we learn from the inter-

views, observations, and survey? Secu-
rity remains a major issue in the adop-
tion of Web 2.0 technology. Beyond 
it, there’s also internal control and 
prudence versus flexibility, even li-
ability. Some companies block access 
to social networking sites from cor-
porate networks; others are creating 
their own corporate social network-
ing sites, though we found companies 
concerned about the amount of time 
employees spend on them. 

Our interview, observation, and 

survey data all suggest the lowest-
hanging fruit is—surprise!—picked 
first. Wikis, blogs, and social net-
works, perhaps due to their consum-
er-to-consumer origins, have been de-
ployed more than the other Web 2.0 
technologies. Fear of the unknown 
might explain why virtual worlds, 
folksonomies, crowdsourcing, and 
even RSS filters have lagged deploy-
ment of the wiki/blog/social network 
big three. 

It also appears the survey respon-
dents have not yet discovered the 
second-level potential of Web 2.0 
technologies. Mashup technology is 
potentially extremely powerful but 
has not yet penetrated the rapid-
application-development mind-set. 
Similarly, the customer-relationship-
management mind-set is under-influ-
enced by Web 2.0 technologies. 

One important factor constrain-
ing adoption of Web 2.0 technology 
is the existing applications portfolio 
in companies with substantial tech-
nology budgets. In addition to the 
perennial issues around asset amorti-
zation, not-invented-here constraints 
restrict introduction of new applica-
tions based on new technologies. This 
walled-garden effect is real in many 
companies, restricting adoption of 
new technologies, applications, and 
even processes. 

Some Web 2.0 technologies are 
operational, and some are employee- 
and customer-facing. Figures 3 and 4 
suggest a relationship between com-
plexity and adoption and an impor-
tant distinction between operational 
and facing technologies. We should 
assume that simple (versus complex) 
facing technologies will be adopted 
more quickly than complicated op-
erational ones. 

Web 2.0 technology also fuels the 
broad area of information warfare. 
Just as cyberbullying is a nasty trend 
in the consumer world, anonymous 
blogging can hurt business, images, 
and brands. The number of incidents 
designed to harm companies (some-
times specifically targeted) is growing 
dramatically. Companies will have 
to increase their cybervigilance and 
invest in countermeasures. Web 2.0 
technology also empowers disgrun-
tled employees who might want to 
hurt their companies. Whistleblow-

Table 15. Training impact data by ability. 

In the area of training, have Web 2.0 technologies contributed  
to your organization’s ability to…

Not at all Very little Somewhat A great deal Response Total

Support traditional 
training

44.7% (34) 22.4% (17) 26.3% (20) 6.6% (5) 76

Modify and evolve  
training content

36.8% (28) 18.7% (15) 30.3% (23) 12.2% (10) 76

Suppport distance 
training

34.2% (26) 21.1% (16) 27.6% (21) 17.1% (13) 76

Distribute training content 35.5% (27) 19.7% (15) 35.5% (27) 9.2% (7) 76

Table 16. Web 2.0 technologies and training. 

In terms of improving training, which Web 2.0 technologies  
have contributed the most? (Please select all that apply.)

Response 
Percent

Response 
Total

Wikis 40.8% 31

Internal  
employee blogs

21.1% 16

External customer 
blogs

10.5% 8

RSS filters 11.8% 9

Folksonomies/
content 
management

14.5% 11

Mashups 3.9% 3

Virtual worlds 2.6% 2

Internal 
crowdsourcing

2.6% 2

External 
crowdsourcing

0% 0

Internal social 
networks

14.5% 11

External social 
networks

5.3% 4

We have not seen 
any improvement 
in rapid application 
development.

28.9% 22

Other (please 
specify):

9.2% 7
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ing promises to take on new forms 
through Web 2.0 channels. 

As more Web 2.0 technologies are 
deployed, and as early impact is posi-
tively assessed, additional deploy-
ment and additional productivity can 
be expected. Momentum breeds mo-
mentum, and the second-order im-
pact of the technologies will be felt as 
momentum grows. While “simple is 
good” today, “complex and powerful” 
will define tomorrow’s deployment of 
Web 2.0 and 3.0 technologies. 

Web 3.0 technologies should be 
anticipated. According to Wikipedia.
org, Web 3.0 technologies include: 
“The emergence of ‘The Data Web’ as 
structured data records are published 
to the Web in reusable and remotely 
queryable formats. The Data Web 
enables a new level of data integra-
tion and application interoperabil-
ity, making data as openly accessible 
and linkable as Web pages. The Data 
Web is the first step on the path to-
ward the full Semantic Web. The full 
Semantic Web will widen the scope 
such that both structured data and 
even what is traditionally thought of 
as unstructured or semi-structured 
content (such as Web pages and docu-
ments) will be widely available in RDF 
and OWL semantic formats. Web site 
parse templates will be used by Web 
3.0 crawlers to get more precise infor-
mation about Web sites’ structured 
content. Web 3.0 has also been used 
to describe an evolutionary path for 
the Web that leads to artificial intelli-
gence that can reason about the Web 
in a quasi-human fashion.” 

Next-generation Web technology 
will be proactive, intelligent, contex-
tual, automated, and adaptive. While 
we examined adoption of Web 2.0 
technologies, imagine the analyses 
of Web 3.0 technology adoption we’ll 
eventually conduct. When technology 
integrates seamlessly into business 
processes at all levels we can expect 
impact to be immediate and dra-
matic. The full potential of Web 3.0 is 
years away, but the drivers of Web 2.0 
technology adoption already provide 
clues to how ubiquitous Web 3.0 is 
likely to be. 
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What are Bayesian networks and why are their 
applications growing across all fields?

by Adnan Darwiche

Bayesian 
Networks

problems that span across domains 
such as computer vision, the Web, and 
medical diagnosis.

So what are Bayesian networks, 
and why are they widely used, either 
directly or indirectly, across so many 
fields and application areas? Intui-
tively, Bayesian networks provide a 
systematic and localized method for 
structuring probabilistic informa-
tion about a situation into a coher-
ent whole. They also provide a suite 
of algorithms that allow one to auto-
matically derive many implications of 
this information, which can form the 
basis for important conclusions and 
decisions about the corresponding 
situation (for example, computing the 
overall reliability of a system, finding 
the most likely message that was sent 
across a noisy channel, identifying the 
most likely users that would respond 
to an ad, restoring a noisy image, 
mapping genes onto a chromosome, 
among others). Technically speaking, 
a Bayesian network is a compact rep-
resentation of a probability distribu-
tion that is usually too large to be han-
dled using traditional specifications 
from probability and statistics such 
as tables and equations. For example, 
Bayesian networks with thousands of 
variables have been constructed and 
reasoned about successfully, allowing 
one to efficiently represent and reason 
about probability distributions whose 
size is exponential in that number of 
variables (for example, in genetic link-

Bayesian networks have been receiving considerable 
attention over the last few decades from scientists 
and engineers across a number of fields, including 
computer science, cognitive science, statistics, and 
philosophy. In computer science, the development 
of Bayesian networks was driven by research in 
artificial intelligence, which aimed at producing a 
practical framework for commonsense reasoning.29 
Statisticians have also contributed to the development 
of Bayesian networks, where they are studied under 
the broader umbrella of probabilistic graphical 
models.5,11 

Interestingly enough, a number of other more 
specialized fields, such as genetic linkage analysis, 
speech recognition, information theory and reliability 
analysis, have developed representations that can be 
thought of as concrete instantiations or restricted 
cases of Bayesian networks. For example, pedigrees 
and their associated phenotype/genotype information, 
reliability block diagrams, and hidden Markov models 
(used in many fields including speech recognition 
and bioinformatics) can all be viewed as Bayesian 
networks. Canonical instances of Bayesian networks 
also exist and have been used to solve standard 

 key insights
 � �Bayesian networks provide a 

systematic and localized method for 
structuring probabilistic information 
about a situation into a coherent  
whole, and are supported by a suite  
of inference algorithms.

 � �Bayesian networks have been 
established as a ubiquitous tool 
for modeling and reasoning under 
uncertainty.

 � �Many applications can be reduced 
to Bayesian network inference,  
allowing one to capitalize on Bayesian 
network algorithms instead of having  
to invent specialized algorithms for  
each new application.
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age analysis,12 low-level vision,34 and 
networks synthesized from relational 
models4).

For a concrete feel of Bayesian net-
works, Figure 1 depicts a small net-
work over six binary variables. Every 
Bayesian network has two compo-
nents: a directed acyclic graph (called 
a structure), and a set of conditional 
probability tables (CPTs). The nodes 
of a structure correspond to the vari-
ables of interest, and its edges have 
a formal interpretation in terms of 
probabilistic independence. We will 
discuss this interpretation later, but 
suffice to say here that in many prac-
tical applications, one can often inter-
pret network edges as signifying direct 
causal influences. A Bayesian network 
must include a CPT for each variable, 
which quantifies the relationship be-
tween that variable and its parents in 
the network. For example, the CPT for 
variable A specifies the conditional 
probability distribution of A given its 
parents F and T. According to this CPT, 
the probability of A = true given F = 
true and T = false is Pr(A=true|F = 
true; T = false) = .9900 and is called 
a network parameter.a

A main feature of Bayesian net-
works is their guaranteed consistency 
and completeness as there is one and 
only one probability distribution that 
satisfies the constraints of a Bayesian 
network. For example, the network in 
Figure 1 induces a unique probability 
distribution over the 64 instantiations 
of its variables. This distribution pro-
vides enough information to attribute 
a probability to every event that can be 
expressed using the variables appear-
ing in this network, for example, the 
probability of alarm tampering given 
no smoke and a report of people leav-
ing the building.

Another feature of Bayesian net-
works is the existence of efficient 
algorithms for computing such 
probabilities without having to explic-

a	 Bayesian networks may contain continuous 
variables, yet our discussion here is restricted 
to the discrete case.
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itly generate the underlying probability 
distribution (which would be compu-
tationally infeasible for many interest-
ing networks). These algorithms, to be 
discussed in detail later, apply to any 
Bayesian network, regardless of its to-
pology. Yet, the efficiency of these algo-
rithms—and their accuracy in the case 
of approximation algorithms—may be 
quite sensitive to this topology and the 
specific query at hand. Interestingly 
enough, in domains such as genetics, 
reliability analysis, and information 
theory, scientists have developed algo-
rithms that are indeed subsumed by 
the more general algorithms for Bayes-
ian networks. In fact, one of the main 
objectives of this article is to raise 
awareness about these connections. 
The more general objective, however, 
is to provide an accessible introduc-
tion to Bayesian networks, which al-
lows scientists and engineers to more 
easily identify problems that can be re-
duced to Bayesian network inference, 
putting them in a position where they 

can capitalize on the vast progress that 
has been made in this area over the last 
few decades.

Causality and Independence
We will start by unveiling the central 
insight behind Bayesian networks that 
allows them to compactly represent 
very large distributions. Consider Fig-
ure 1 and the associated CPTs. Each 
probability that appears in one of 
these CPTs does specify a constraint 
that must be satisfied by the distribu-
tion induced by the network. For ex-
ample, the distribution must assign 
the probability .01 to having smoke 
without fire, Pr(S = true|F = false), 
since this is specified by the CPT of 
variable S. These constraints, however, 
are not sufficient to pin down a unique 
probability distribution. So what addi-
tional information is being appealed 
to here?

The answer lies in the structure of 
a Bayesian network, which specifies 
additional constraints in the form of 

probabilistic conditional independen-
cies. In particular, every variable in the 
structure is assumed to become inde-
pendent of its non-descendants once 
its parents are known. In Figure 1, 
variable L is assumed to become inde-
pendent of its non-descendants T, F, 
S once its parent A is known. In other 
words, once the value of variable A is 
known, the probability distribution of 
variable L will no longer change due to 
new information about variables T, F 
and S. Another example from Figure 
1: variable A is assumed to become 
independent of its non-descendant 
S once its parents F and T are known. 
These independence constraints are 
known as the Markovian assumptions 
of a Bayesian network. Together with 
the numerical constraints specified by 
CPTs, they are satisfied by exactly one 
probability distribution.

Does this mean that every time 
a Bayesian network is constructed, 
one must verify the conditional inde-
pendencies asserted by its structure? 
This really depends on the construc-
tion method. I will discuss three main 
methods in the section entitled “How 
Are Bayesian Networks Constructed?” 
that include subjective construction, 
synthesis from other specifications, 
and learning from data. The first 
method is the least systematic, but 
even in that case, one rarely thinks 
about conditional independence 
when constructing networks. Instead, 
one thinks about causality, adding the 
edge X → Y whenever X is perceived to 
be a direct cause of Y. This leads to a 
causal structure in which the Markov-
ian assumptions read: each variable 
becomes independent of its non-ef-
fects once its direct causes are known. 
The ubiquity of Bayesian networks 
stems from the fact that people are 
quite good at identifying direct causes 
from a given set of variables, and at de-
ciding whether the set of variables con-
tains all of the relevant direct causes. 
This ability is all that one needs for 
constructing a causal structure.

The distribution induced by a 
Bayesian network typically satisfies 
additional independencies, beyond 
the Markovian ones discussed above. 
Moreover, all such independencies 
can be identified efficiently using a 
graphical test known as d-separation.29 
According to this test, variables X and 

Figure 1. A Bayesian network with some of its conditional probability tables (CPTs).

Fire (F)

Alarm (A)

Leaving (L) Report (R)

Smoke (S)

Tampering (T)

Fire Smoke θs|f

true true .90

false true .01

Fire Tampering Alarm θa|f,t

true true true .5000

true false true .9900

false true true .8500

false false true .0001

Figure 2. A hidden Markov model (HMM) and its corresponding dynamic Bayesian  
network (DBN).
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Y are guaranteed to be independent 
given variables Z if every path between 
X and Y is blocked by Z. Intuitively, a 
path is blocked when it cannot be used 
to justify a dependence between X and 
Y in light of our knowledge of Z. For an 
example, consider the path α : S ← F 
→ A ← T in Figure 1 and suppose we 
know the alarm has triggered (that is, 
we know the value of variable A). This 
path can then be used to establish a 
dependence between variables S and T 
as follows. First, observing smoke in-
creases the likelihood of fire since fire 
is a direct cause of smoke according to 
path α. Moreover, the increased likeli-
hood of fire explains away tampering 
as a cause of the alarm, leading to a 
decrease in the probability of tamper-
ing (fire and tampering are two com-
peting causes of the alarm according 
to path α). Hence, the path could be 
used to establish a dependence be-
tween S and T in this case. Variables S 
and T are therefore not independent 
given A due to the presence of this 
unblocked path. One can verify, how-
ever, that this path cannot be used to 
establish a dependence between S and 
T in case we know the value of vari-
able F instead of A. Hence, the path is 
blocked by F.

Even though we appealed to the no-
tion of causality when describing the 
d-separation test, one can phrase and 
prove the test without any appeal to 
causality—we only need the Markov-
ian assumptions. The full d-separation 
test gives the precise conditions under 
which a path between two variables is 
blocked, guaranteeing independence 
whenever all paths are blocked. The 
test can be implemented in time lin-
ear in the Bayesian network structure, 
without the need to explicitly enumer-
ate paths as suggested previously.

The d-separation test can be used 
to directly derive results that have 
been proven for specialized probabi-
listic models used in a variety of fields. 
One example is hidden Markov mod-
els (HMMs), which are used to model 
dynamic systems whose states are 
not observable, yet their outputs are. 
One uses an HMM when interested 
in making inferences about these 
changing states, given the sequence 
of outputs they generate. HMMs are 
widely used in applications requiring 
temporal pattern recognition, includ-

ing speech, handwriting, and gesture 
recognition; and various problems in 
bioinformatics.31 Figure 2a depicts an 
HMM, which models a system with 
three states (a, b, c) and three outputs 
(x, y, z). The figure depicts the possible 
transitions between the system states, 
which need to be annotated by their 
probabilities. For example, state b can 
transition to states a or c, with a 30% 
chance of transitioning to state c. Each 
state can emit a number of observable 
outputs, again, with some probabili-
ties. In this example, state b can emit 
any of the three outputs, with output z 
having a 15% chance of being emitted 
by this state.

This HMM can be represented by 
the Bayesian network in Figure 2b.32 
Here, variable St has three values a, b, 
c and represents the system state at 
time t, while variable Ot has the val-
ues x, y, z and represents the system 
output at time t. Using d-separation 
on this network, one can immediately 
derive the characteristic property of 
HMMs: once the state of the system at 
time t is known, its states and outputs 
at times > t become independent of its 
states and outputs at times < t.

We also note the network in Figure 
2b is one of the simplest instances 
of what is known as dynamic Bayes-
ian networks (DBNs).9 A number of 
extensions have been considered for 
HMMs, which can be viewed as more 
structured instances of DBNs. When 
proposing such extensions, however, 
one has the obligation of offering a 

corresponding algorithmic toolbox 
for inference. By viewing these extend-
ed HMMs as instances of Bayesian 
networks, however, one immediately 
inherits the corresponding Bayesian 
network algorithms for this purpose.

How are Bayesian Networks 
Constructed?
One can identify three main methods 
for constructing Bayesian networks.8 
According to the first method, which 
is largely subjective, one reflects on 
their own knowledge or the knowledge 
of others (typically, perceptions about 
causal influences) and then captures 
them into a Bayesian network. The 
network in Figure 1 is an example of 
this construction method. The net-
work structure of Figure 3 depicts 
another example, yet the parameters 
of this network can be obtained from 
more formal sources, such as popula-
tion statistics and test specifications. 
According to this network, we have a 
population that is 55% males and 45% 
females, whose members can suffer 
from a medical condition C that is 
more likely to occur in males. More-
over, two diagnostic tests are available 
for detecting this condition, T1 and T2, 
with the second test being more effec-
tive on females. The CPTs of this net-
work also reveal that the two tests are 
equally effective on males.

The second method for construct-
ing Bayesian networks is based on au-
tomatically synthesizing them from 
some other type of formal knowledge. 

Figure 3. A Bayesian network that models a population, a medical condition, and two  
corresponding tests. 

Sex (S)
C = yes means that 
the condition C is 
present, and Ti = +ve 
means the result of 
test Ti is positive.

Test (T1) Test (T2)

Condition (C)
S θs

male .55

S C T2 θt2|s,c

male yes +ve .80

male no +ve .20

female yes +ve .95

female no +ve .05

S C θc|s

male yes .05

female yes .01

C T1 θt1|c

yes +ve .80

no +ve .20
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For example, in many applications 
that involve system analysis, such as 
reliability and diagnosis, one can syn-
thesize a Bayesian network automati-
cally from a formal system design. 
Figure 4 depicts a reliability block dia-
gram (RBD) used in reliability analysis. 
The RBD depicts system components 
and the dependencies between their 
availability. For example, Processor 1 
requires either of the fans for its avail-
ability, and each of the fans requires 
power for its availability. The goal here 
is to compute the overall reliability 
of the system (probability of its avail-
ability) given the reliabilities of each 

of its components. Figure 4 shows also 
how one may systematically convert 
each block in an RBD into a Bayes-
ian network fragment, while Figure 5 
depicts the corresponding Bayesian 
network constructed according to this 
method. The CPTs of this figure can be 
completely constructed based on the 
reliabilities of individual components 
(not shown here) and the semantics of 
the transformation method.8

The third method for constructing 
Bayesian networks is based on learn-
ing them from data, such as medical 
records or student admissions data. 
Consider Figure 3 and the data set de-

picted in the table here as an example.

Sex S Condition C Test T1 Test T2

male no ? –ve

male ? –ve +ve

female yes +ve ?

… … … …

Each row of the table corresponds to 
an individual and what we know about 
them. One can use such a data set to 
learn the network parameters given its 
structure, or learn both the structure 
and its parameters. Learning parame-
ters only is an easier task computation-
ally. Moreover, learning either struc-
ture or parameters always becomes 
easier when the data set is complete—
that is, the value of each variable is 
known in each data record.

Since learning is an inductive pro-
cess, one needs a principle of induc-
tion to guide the learning process. The 
two main principles for this purpose 
lead to the maximum likelihood and 
Bayesian approaches to learning (see, 
for example, the work of 5,8,17,22,27). The 
maximum likelihood approach favors 
Bayesian networks that maximize the 
probability of observing the given data 
set. The Bayesian approach on the oth-
er hand uses the likelihood principle 
in addition to some prior information 
which encodes preferences on Bayes-
ian networks.

Suppose we are only learning net-
work parameters. The Bayesian ap-
proach allows one to put a prior distri-
bution on the possible values of each 
network parameter. This prior distri-
bution, together with the data set, in-
duces a posterior distribution on the 
values of that parameter. One can then 
use this posterior to pick a value for 
that parameter (for example, the dis-
tribution mean). Alternatively, one can 
decide to avoid committing to a fixed 
parameter value, while computing an-
swers to queries by averaging over all 
possible parameter values according to 
their posterior probabilities.

It is critical to observe here that the 
term “Bayesian network” does not nec-
essarily imply a commitment to the 
Bayesian approach for learning net-
works. This term was coined by Judea 
Pearl28 to emphasize three aspects: 
the often subjective nature of the in-
formation used in constructing these 
networks; the reliance on Bayes condi-

Figure 4. A reliability block diagram (top), with a systematic method for mapping its blocks 
into Bayesian network fragments (bottom).
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Figure 5. A Bayesian network generated automatically from a reliability block diagram. 

Fan 1 (F1)

Fan 2 (F2)

Power  
Supply (E)

Hard 
Drive (D)

Processor 1 (P1)

Processor 2 (P2)

System (S)

Variables E, F1, F2, P1, P2 and D represent 
the availability of corresponding components, 
and variable S represents the availability 
of the whole system. Variables Ai correspond 
to logical ands, and variables Oi correspond 
to logical ors.

A1

A2 A4

O1 O2

A3



review articles

december 2010  |   vol.  53  |   no.  12  |   communications of the acm     85

tioning when reasoning with Bayesian 
networks; and the ability to perform 
causal as well as evidential reasoning 
on these networks, which is a distinc-
tion underscored by Thomas Bayes.1

These learning approaches are 
meant to induce Bayesian networks 
that are meaningful independently of 
the tasks for which they are intend-
ed. Consider for example a network 
which models a set of diseases and a 
corresponding set of symptoms. This 
network may be used to perform di-
agnostic tasks, by inferring the most 
likely disease given a set of observed 
symptoms. It may also be used for pre-
diction tasks, where we infer the most 
likely symptom given some diseases. 
If we concern ourselves with only one 
of these tasks, say diagnostics, we can 
use a more specialized induction prin-
ciple that optimizes the diagnostic 
performance of the learned network. 
In machine learning jargon, we say 
we are learning a discriminative model 
in this case, as it is often used to dis-
criminate among patients according 
to a predefined set of classes (for ex-
ample, has cancer or not). This is to be 
contrasted with learning a generative 
model, which is to be evaluated based 
on its ability to generate the given data 
set, regardless of how it performs on 
any particular task.

We finally note that it is not un-
common to assume some canoni-
cal network structure when learning 
Bayesian networks from data, in or-
der to reduce the problem of learning 
structure and parameters to the eas-
ier problem of learning parameters 
only. Perhaps the most common such 
structure is what is known as naïve 
Bayes: C → A1, … , C →  An, where C is 
known as the class variable and vari-
ables A1,…, An are known as attributes. 
This structure has proven to be very 
popular and effective in a number of 
applications, in particular classifica-
tion and clustering.14

Canonical Bayesian Networks
A number of canonical Bayesian net-
works have been proposed for model-
ing some well-known problems in a 
variety of fields. For example, genetic 
linkage analysis is concerned with 
mapping genes onto a chromosome, 
utilizing the fact that the distance be-
tween genes is inversely proportional 

to the extent to which genes are linked 
(two genes are linked when it is more 
likely than not that their states are 
passed together from a single grand-
parent, instead of one state from each 
grandparent). To assess the likelihood 
of a linkage hypothesis, one uses a 
pedigree with some information about 
the genotype and phenotype of asso-
ciated individuals. Such information 
can be systematically translated into a 
Bayesian network (see Figure 6), where 

the likelihood of a linkage hypothesis 
corresponds to computing the prob-
ability of an event with respect to this 
network.12 By casting this problem in 
terms of inference on Bayesian net-
works, and by capitalizing on the state-
of-the-art algorithms for this purpose, 
the scalability of genetic linkage analy-
sis was advanced considerably, lead-
ing to the most efficient algorithms for 
exact linkage computations on general 
pedigrees (for example, the SUPER-

Figure 6. A Bayesian network generated automatically from a pedigree that contains three 
individuals. 

Variables GPij and GMij represent the states of gene j for individual i, which are inherited from 
the father and mother of i, respectively. Variable Pij represents the phenotype determined by 
gene j of individual i. Variables SPij and SMij are meant to model recombination events, which 
occur when the states of two genes inherited from a parent do not come from a single grand-
parent. The CPTs of these variables contain parameters which encode linkage hypotheses.
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Figure 7. A Bayesian network that models a noisy channel with input (U1,…,U4, X1,…,X3) and 
output (Y1,…,Y7). 

Bits X1,…,X3 are redundant 
coding bits and their CPTs 
capture the coding protocol. 
The CPTs of variables Yi 
capture the noise model. 
This network can be used to 
recover the most likely sent 
message U1,…,U4 given a 
received message Y1,…,Y7. 
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LINK program initiated by Fishelson 
and Geiger12).

Canonical models also exist for 
modeling the problem of passing in-
formation over a noisy channel, where 
the goal here is to compute the most 
likely message sent over such a chan-
nel, given the channel output.13 For 
example, Figure 7 depicts a Bayesian 
network corresponding to a situation 
where seven bits are sent across a noisy 
channel (four original bits and three 
redundant ones).

Another class of canonical Bayes-
ian networks has been used in various 
problems relating to vision, including 

image restoration and stereo vision. 
Figure 8 depicts two examples of imag-
es that were restored by posing a query 
to a corresponding Bayesian network. 
Figure 9a depicts the Bayesian network 
in this case, where we have one node Pi 
for each pixel i in the image—the val-
ues pi of Pi represent the gray levels of 
pixel i. For each pair of neighboring 
pixels, i and j, a child node Cij is added 
with a CPT that imposes a smoothness 
constraint between the pixels. That is, 
the probability Pr(Cij = true| Pi = pi, Pj 
= pj) specified by the CPT decreases as 
the difference in gray levels | pi – pj | 
increases. The only additional infor-

mation needed to completely specify 
the Bayesian network is a CPT for each 
node Pi, which provides a prior distri-
bution on the gray levels of each pixel 
i. These CPTs are chosen to give the 
highest probability to the gray level vi 
appearing in the input image, with the 
prior probability Pr (Pi = pi) decreasing 
as the difference | pi – vi | increases. By 
simply adjusting the domain and the 
prior probabilities of nodes Pi, while 
asserting an appropriate degree of 
smoothness using variables Cij, one 
can use this model to perform other 
“pixel-labeling” tasks such as stereo 
vision, photomontage, and binary 
segmentation.34 The formulation of 
these tasks as inference on Bayesian 
networks is not only elegant, but has 
also proven to be very powerful. For 
example, such inference is the basis 
for almost all top-performing stereo 
methods.34

Canonical Bayesian network mod-
els have also been emerging in recent 
years in the context of other important 
applications, such as the analysis of 
documents, and text. Many of these 
networks are based on topic models 
that view a document as arising from 
a set of unknown topics, and provide 
a framework for reasoning about the 
connections between words, docu-
ments, and underlying topics.2,33 Topic 
models have been applied to many 
kinds of documents, including email, 
scientific abstracts, and newspaper 
archives, allowing one to utilize infer-
ence on Bayesian networks to tackle 
tasks such as measuring document 
similarity, discovering emergent top-
ics, and browsing through documents 
based on their underlying content in-
stead of traditional indexing schemes.

What Can One Do with a 
Bayesian Network?
Similar to any modeling language, the 
value of Bayesian networks is mainly 
tied to the class of queries they support.

Consider the network in Figure 3 for 
an example and the following queries: 
Given a male that came out positive 
on both tests, what is the probability 
he has the condition? Which group of 
the population is most likely to test 
negative on both tests? Considering 
the network in Figure 5: What is the 
overall reliability of the given system? 
What is the most likely configuration 

Figure 8. Images from left to right: input, restored (using Bayesian network inference)  
and original.

Figure 9. Modeling low-level vision problems using two types of graphical models:  
Bayesian networks and MRFs.

Pi PiCij Pj Pj

(a) Bayesian network (b) Markov random field (MRF)
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of the two fans given that the system is 
unavailable? What single component 
can be replaced to increase the over-
all system reliability by 5%? Consider 
Figure 7: What is the most likely chan-
nel input that would yield the channel 
output 1001100? These are example 
questions that would be of interest in 
these application domains, and they 
are questions that can be answered 
systematically using three canonical 
Bayesian network queries.8 A main 
benefit of using Bayesian networks in 
these application areas is the ability to 
capitalize on existing algorithms for 
these queries, instead of having to in-
vent a corresponding specialized algo-
rithm for each application area.

Probability of Evidence. This query 
computes the probability Pr(e), where 
e is an assignment of values to some 
variables E in the Bayesian network—
e is called a variable instantiation or 
evidence in this case. For example, in 
Figure 3, we can compute the prob-
ability that an individual will come out 
positive on both tests using the proba-
bility-of-evidence query Pr(T1 = +ve, T2 
= +ve). We can also use the same query 
to compute the overall reliability of the 
system in Figure 5, Pr(S = avail). The 
decision version of this query is known 
to be PP-complete. It is also related to 
another common query, which asks 
for computing the probability Pr(x|e) 
for each network variable X and each 
of its values x. This is known as the 
node marginals query.

Most Probable Explanation (MPE). 
Given an instantiation e of some vari-
ables E in the Bayesian network, this 
query identifies the instantiation q 
of variables Q = E that maximizes the 
probability Pr (q|e). In Figure 3, we 
can use an MPE query to find the most 
likely group, dissected by sex and con-
dition, that will yield negative results 
for both tests, by taking the evidence e 
to be T1 = –ve; T2 = –ve and Q = {S, C}. We 
can also use an MPE query to restore im-
ages as shown in Figures 8 and 9. Here, 
we take the evidence e to be Cij = true 
for all i, j and Q to include Pi for all i. The 
decision version of MPE is known to 
be NP-complete and is therefore easier 
than the probability-of-evidence query 
under standard assumptions of com-
plexity theory.

Maximum a Posteriori Hypothesis 
(MAP). Given an instantiation e of some 

Figure 10. An arithmetic circuit for the Bayesian network B ← A → C. Inputs labeled 
with θ variables correspond to network parameters, while those labeled with λ variables 
capture evidence. 

Probability-of-evidence, node-
marginals, and MPE queries can all be 
answered using linear-time traversal 
algorithms of the arithmetic circuit.
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θā
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Figure 11. Two networks that represent the same set of conditional independencies.
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Figure 12. Extending Bayesian networks to account for interventions.
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variables E in the Bayesian network, 
this query identifies the instantiation 
q of some variables Q ⊆ E that maxi-
mizes the probability Pr (q|e). Note the 
subtle difference with MPE queries: 
Q is a subset of variables E instead of 
being all of these variables. MAP is a 
more difficult problem than MPE since 
its decision version is known to be 
NPPP -complete, while MPE is only NP-
complete. As an example of this query, 
consider Figure 5 and suppose we are 
interested in the most likely configu-
ration of the two fans given that the 
system is unavailable. We can find this 
configuration using a MAP query with 
the evidence e being S = un_avail and 
Q = {F1, F2}.

One can use these canonical que-
ries to implement more sophisticated 
queries, such as the ones demanded 
by sensitivity analysis. This is a mode 
of analysis that allows one to check the 
robustness of conclusions drawn from 
Bayesian networks against perturba-
tions in network parameters (for exam-
ple, see Darwiche8). Sensitivity analy-
sis can also be used for automatically 
revising these parameters in order to 
satisfy some global constraints that are 
imposed by experts, or derived from 
the formal specifications of tasks un-
der consideration. Suppose for exam-
ple that we compute the overall system 
reliability using the network in Figure 5 
and it turns out to be 95%. Suppose we 
wish this reliability to be no less than 
99%: Pr (S = avail) ≥ 99%. Sensitivity 
analysis can be used to identify com-
ponents whose reliability is relevant to 
achieving this objective, together with 
the new reliabilities they must attain 
for this purpose. Note that component 
reliabilities correspond to network pa-
rameters in this example.

How Well Do Bayesian 
Networks Scale?
Algorithms for inference on Bayes-
ian networks fall into two main cat-
egories: exact and approximate al-
gorithms. Exact algorithms make no 
compromises on accuracy and tend 
to be more expensive computation-
ally. Much emphasis was placed on 
exact inference in the 1980s and early 
1990s, leading to two classes of al-
gorithms based on the concepts of 
elimination10,24,36 and conditioning.6,29 
In their pure form, the complexity of 

these algorithms is exponential only 
in the network treewidth, which is a 
graph-theoretic parameter that mea-
sures the resemblance of a graph to a 
tree structure. For example, the tree-
width of trees is ≤ 1 and, hence, infer-
ence on such tree networks is quite ef-
ficient. As the network becomes more 
and more connected, its treewidth in-
creases and so does the complexity of 
inference. For example, the network 
in Figure 9 has a treewidth of n as-
suming an underlying image with n × 
n pixels. This is usually too high, even 
for modest-size images, to make these 
networks accessible to treewidth-
based algorithms.

The pure form of elimination and 
conditioning algorithms are called 
structure-based as their complexity is 
sensitive only to the network structure. 
In particular, these algorithms will 
consume the same computational re-
sources when applied to two networks 
that share the same structure, regard-
less of what probabilities are used to 
annotate them. It has long been ob-
served that inference algorithms can 
be made more efficient if they also 
exploit the structure exhibited by net-
work parameters, including determin-
ism (0 and 1 parameters) and context-
specific independence (independence 
that follows from network parameters 
and is not detectable by d-separation3). 
Yet, algorithms for exploiting paramet-
ric structure have only matured in the 
last few years, allowing one to perform 
exact inference on some networks 
whose treewidth is quite large (see sur-
vey8). Networks that correspond to ge-
netic linkage analysis (Figure 6) tend 
to fall in this category12 and so do net-
works that are synthesized from rela-
tional models.4

One of the key techniques for ex-
ploiting parametric structure is based 
on compiling Bayesian networks into 
arithmetic circuits, allowing one to re-
duce probabilistic inference to a pro-
cess of circuit propagation;7 see Figure 
10. The size of these compiled circuits 
is determined by both the network to-
pology and its parameters, leading to 
relatively compact circuits in some 
situations where the parametric struc-
ture is excessive, even if the network 
treewidth is quite high (for example, 
Chavira et al.4). Reducing inference to 
circuit propagation makes it also easi-

er to support applications that require 
real-time inference, as in certain diag-
nosis applications.25

Around the mid-1990s, a strong be-
lief started forming in the inference 
community that the performance of 
exact algorithms must be exponential 
in treewidth—this is before parametric 
structure was being exploited effective-
ly. At about the same time, methods for 
automatically constructing Bayesian 
networks started maturing to the point 
of yielding networks whose treewidth 
is too large to be handled efficiently by 
exact algorithms at the time. This has 
led to a surge of interest in approxi-
mate inference algorithms, which are 
generally independent of treewidth. 
Today, approximate inference algo-
rithms are the only choice for networks 
that have a high treewidth, yet lack suf-
ficient parametric structure—the net-
works used in low-level vision appli-
cations tend to have this property. An 
influential class of approximate infer-
ence algorithms is based on reducing 
the inference problem to a constrained 
optimization problem, with loopy be-
lief propagation and its generalizations 
as one key example.29,35 Loopy belief 
propagation is actually the common 
algorithm of choice today for handling 
networks with very high treewidth, 
such as the ones arising in vision or 
channel coding applications. Algo-
rithms based on stochastic sampling 
have also been pursued for a long time 
and are especially important for infer-
ence in Bayesian networks that contain 
continuous variables.8,15,22 Variational 
methods provide another important 
class of approximation techniques19,22 
and are key for inference on some 
Bayesian networks, such as the ones 
arising in topic models.2

Causality, Again
One of the most intriguing aspects of 
Bayesian networks is the role they play 
in formalizing causality. To illustrate 
this point, consider Figure 11, which 
depicts two Bayesian network struc-
tures over the same set of variables. 
One can verify using d-separation 
that these structures represent the 
same set of conditional independen-
cies. As such, they are representation-
ally equivalent as they can induce the 
same set of probability distributions 
when augmented with appropriate 
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CPTs. Note, however, that the network 
in Figure 11a is consistent with com-
mon perceptions of causal influences, 
yet the one in Figure 11b violates these 
perceptions due to edges A → E and A 
→ B. Is there any significance to this 
discrepancy? In other words, is there 
some additional information that can 
be extracted from one of these net-
works, which cannot be extracted from 
the other? The answer is yes according 
to a body of work on causal Bayesian 
networks, which is concerned with a 
key question:16,30 how can one charac-
terize the additional information cap-
tured by a causal Bayesian network 
and, hence, what queries can be an-
swered only by Bayesian networks that 
have a causal interpretation? 

According to this body of work, only 
causal networks are capable of updat-
ing probabilities based on interven-
tions, as opposed to observations. To 
give an example of this difference, con-
sider Figure 11 again and suppose that 
we want to compute the probabilities 
of various events given that someone 
has tampered with the alarm, causing 
it to go off. This is an intervention, to be 
contrasted with an observation, where 
we know the alarm went off but with-
out knowing the reason. In a causal 
network, interventions are handled as 
shown in Figure 12a: by simply adding a 
new direct cause for the alarm variable. 
This local fix, however, cannot be ap-
plied to the non-causal network in Fig-
ure 11b. If we do, we obtain the network 
in Figure 12b, which asserts the follow-
ing (using d-separation): if we observe 
the alarm did go off, then knowing it 
was not tampered with is irrelevant to 
whether a burglary or an earthquake 
took place. This independence, which 
is counterintuitive, does not hold in 
the causal structure and represents one 
example of what may go wrong when 
using a non-causal structure to answer 
questions about interventions.

Causal structures can also be used 
to answer more sophisticated queries, 
such as counterfactuals. For example, 
the probability of “the patient would 
have been alive had he not taken the 
drug” requires reasoning about in-
terventions (and sometimes might 
even require functional information, 
beyond standard causal Bayesian net-
works30). Other types of queries in-
clude ones for distinguishing between 

direct and indirect causes and for de-
termining the sufficiency and neces-
sity of causation.30 Learning causal 
Bayesian networks has also been 
treated,16,30 although not as extensive-
ly as the learning of general Bayesian 
networks.

Beyond Bayesian Networks
Viewed as graphical representations 
of probability distributions, Bayesian 
networks are only one of several other 
models for this purpose. In fact, in 
areas such as statistics (and now also 
in AI), Bayesian networks are studied 
under the broader class of probabi-
listic graphical models, which include 
other instances such as Markov net-
works and chain graphs (for example, 
Edwards11 and Koller and Friedman22). 
Markov networks correspond to undi-
rected graphs, and chain graphs have 
both directed and undirected edges. 
Both of these models can be inter-
preted as compact specifications of 
probability distributions, yet their se-
mantics tend to be less transparent 
than Bayesian networks. For example, 
both of these models include numeric 
annotations, yet one cannot interpret 
these numbers directly as probabili-
ties even though the whole model can 
be interpreted as a probability dis-
tribution. Figure 9b depicts a special 
case of a Markov network, known as a 
Markov random field (MRF), which is 
typically used in vision applications. 
Comparing this model to the Bayes-
ian network in Figure 9a, one finds 
that smoothness constraints between 
two adjacent pixels Pi and Pj can now 
be represented by a single undirected 
edge Pi – Pj instead of two directed edg-
es and an additional node, Pi → Cij ← 
Pj. In this model, each edge is associ-
ated with a function f (Pi, Pj) over the 
states of adjacent pixels. The values of 
this function can be used to capture 
the smoothness constraint for these 
pixels, yet do not admit a direct proba-
bilistic interpretation.

Bayesian networks are meant to 
model probabilistic beliefs, yet the 
interest in such beliefs is typically mo-
tivated by the need to make rational 
decisions. Since such decisions are 
often contemplated in the presence 
of uncertainty, one needs to know 
the likelihood and utilities associated 
with various decision outcomes. A 
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classical example in this regard con-
cerns an oil wildcatter that needs to 
decide whether or not to drill for oil at 
a specific site, with an additional de-
cision on whether to request seismic 
soundings that may help determine 
the geological structure of the site. 
Each of these decisions has an asso-
ciated cost. Moreover, their potential 
outcomes have associated utilities and 
probabilities. The need to integrate 
these probabilistic beliefs, utilities 
and decisions has lead to the develop-
ment of Influence Diagrams, which are 
extensions of Bayesian networks that 
include three types of nodes: chance, 
utility, and decision.18 Influence dia-
grams, also called decision networks, 
come with a toolbox that allows one to 
compute optimal strategies: ones that 
are guaranteed to produce the highest 
expected utility.20,22

Bayesian networks have also been 
extended in ways that are meant to fa-
cilitate their construction. In many do-
mains, such networks tend to exhibit 
regular and repetitive structures, with 
the regularities manifesting in both 
CPTs and network structure. In these 
situations, one can synthesize large 
Bayesian networks automatically from 
compact high-level specifications. A 
number of concrete specifications 
have been proposed for this purpose. 
For example, template-based ap-
proaches require two components for 
specifying a Bayesian network: a set of 
network templates whose instantia-
tion leads to network segments, and 
a specification of which segments to 
generate and how to connect them to-
gether.22,23 Other approaches include 
languages based on first-order logic, 
allowing one to reason about situa-
tions with varying sets of objects (for 
example, Milch et al.26).

The Challenges Ahead
Bayesian networks have been estab-
lished as a ubiquitous tool for model-
ing and reasoning under uncertainty. 
The reach of Bayesian networks, how-
ever, is tied to their effectiveness in 
representing the phenomena of inter-
est, and the scalability of their infer-
ence algorithms. To further improve 
the scope and ubiquity of Bayesian net-
works, one therefore needs sustained 
progress on both fronts. The main 
challenges on the first front lie in in-

creasing the expressive power of Bayes-
ian network representations, while 
maintaining the key features that have 
proven necessary for their success: 
modularity of representation, trans-
parent graphical nature, and efficiency 
of inference. On the algorithmic side, 
there is a need to better understand the 
theoretical and practical limits of exact 
inference algorithms based on the two 
dimensions that characterize Bayesian 
networks: their topology and paramet-
ric structure. 

With regard to approximate infer-
ence algorithms, the main challenges 
seem to be in better understanding 
their behavior to the point where we 
can characterize conditions under 
which they are expected to yield good 
approximations, and provide tools for 
practically trading off approximation 
quality with computational resources. 
Pushing the limits of inference algo-
rithms will immediately push the en-
velope with regard to learning Bayes-
ian networks since many learning 
algorithms rely heavily on inference. 
One cannot emphasize enough the im-
portance of this line of work, given the 
extent to which data is available today, 
and the abundance of applications 
that require the learning of networks 
from such data.	
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You are given a large set of data values, 
and you are requested to compress, 
clean, recover, recognize, and/or pre-
dict it. Sounds familiar? This is a funda-
mental list of scientific tasks encoun-
tered often in our daily lives. Indeed, 
this is the essence of the fields of signal- 
and image-processing, machine-learn-
ing, data-mining, and statistics in gen-
eral. Common to these and many other 
tasks is the heavy reliance on models. It 
all starts with our expectation that the 
given data is not an arbitrary set of ran-
domly chosen numbers, and there are 
some dependencies and guidelines the 
data follows, implying the true dimen-
sionality of the data is far smaller than 
the embedding space dimension.

Knowing these rules enable the so-
lution of all the tasks mentioned here, 
which begs the question: How would we 
know these rules to begin with? The bad 
news is we will probably never know 
these rules. The good news is we could 
approximate them using a model. A 
model is a flexible mathematical con-
struction that is assumed to describe 
the data reasonably well. The better 
the model, the better the treatment the 
data gets. The progress made through 
the years in processing data is a reflec-
tion of the progress in the chosen mod-
els and their sophistication. 

In the past decade, much effort has 
been devoted to the study of one spe-
cific and universal model that is based 
on sparsity.1 In a nutshell, this model 
assumes the data can be described by 
a matrix (the dictionary) multiplying 
a sparse vector (the representation). 
Extensive work in the past decade pro-
vided solid theoretical foundations 
for this model, studied numerical 
schemes for using it in practice, and 
explored various applications where 
state-of-the-art results are obtained. 

The following paper by Deanna 
Needell and Joel Tropp belongs to 
this field, employing this very model 
to a task called Compressive Sampling 
(CoSa). In CoSa, the aim is to “sample” 

the given data by multiplying it by a ma-
trix that projects it to a (much) lower 
dimension. This way, few projections 
are expected to characterize the com-
plete signal, giving a compression 
effect. The research in CoSa concen-
trates on the choice of the projections 
to apply, algorithms for recovering the 
data from the projections, and most 
important of all, deriving bounds on 
the required number of projections to 
enable a recovery of the original data. 

How should the data be recovered 
from the projections? Owing to the 
sparsity of the data’s representation, 
we should seek the signal with the 
sparsest representation that is close to 
the given projected vector. This prob-
lem is known to be NP-hard and the 
literature offers a series of “pursuit’’ 
algorithms for its approximation. One 
of the greatest surprises in this field 
is a set of theoretical guarantees for 
the success of those pursuit methods, 
essentially claiming that for a sparse 
enough representation, the approxi-
mated solution is not far from ideal. 

The authors propose a greedy itera-
tive pursuit algorithm called CoSaMP, 
and provides a theoretical analysis of its 
performance, giving such a guarantee 
for its successful operation. This work 
is unique in several important ways: 

˲˲ In the realm of pursuit methods, 
there are simple and crude greedy 

methods, and there are more complex 
and more accurate relaxation tech-
niques. CoSaMP enjoys both worlds—
it has the elegance and simplicity of 
the greedy methods, while its guaran-
tees are similar to those encountered 
by the relaxation techniques. As op-
posed to plain greedy algorithms that 
accumulate the non-zeros in the repre-
sentation sequentially, CoSaMP is also 
capable of punning non-zero entries 
in the representation based on their 
weak contribution.

˲˲ This work does much more than 
proposing an algorithm. Their ac-
companying theoretical analysis in-
troduces a new, brilliant and powerful 
language, adequate for an analysis of 
general greedy methods. As such, it has 
already been used in follow-up works.2,3

˲˲ From a practical standpoint, the 
impact of the CoSaMP algorithm goes 
well beyond CoSa, despite the name 
chosen. CoSaMP is a general pursuit 
method, and as such, it is relevant to 
many other applications, such as de-
noising and general inverse problems. 

˲˲ From a theoretical point of view, 
there are two important extensions: The 
given study is shadowed by the assump-
tion that the representation basis should 
be orthonormal, whereas in many cases 
one would be interested in frames. Sec-
ondly, the noise is assumed to be adver-
sarial, and as such it necessarily leads to 
weak guarantees. Replacing this assump-
tion by random noise can be shown to 
give near-oracle performance.3

To conclude, CoSa, and sparse 
approximation in general, pose an 
appealing model and ways to use it 
successfully for various tasks. The fol-
lowing paper on CoSaMP is an impor-
tant milestone in our journey to better 
understand the potential and implica-
tions of this research arena. 	
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Abstract
Compressive sampling (CoSa) is a new paradigm for devel-
oping data sampling technologies. It is based on the prin-
ciple that many types of vector-space data are compressible, 
which is a term of art in mathematical signal processing. 
The key ideas are that randomized dimension reduction pre-
serves the information in a compressible signal and that it 
is possible to develop hardware devices that implement this 
dimension reduction efficiently. The main computational 
challenge in CoSa is to reconstruct a compressible signal 
from the reduced representation acquired by the sampling 
device. This extended abstract describes a recent algorithm, 
called CoSaMP, that accomplishes the data recovery task. It 
was the first known method to offer near-optimal guarantees 
on resource usage.

1. WHAT IS COMPRESSIVE SAMPLING?
In many applications, the ambient dimension of a data vec-
tor does not reflect the actual number of degrees of free-
dom in that vector. In mathematical signal processing, this 
property is captured by the notion of a compressible signal. 
Natural images provide a concrete example of compress-
ible signals because we can approximate them accurately 
just by summarizing the solid areas (local averages) and the 
edges (local differences). This representation allows us to 
compress images dramatically without a substantial loss of 
visual quality—an idea implemented in the JPEG image cod-
ers that we use every day.

Sampling is a generic term for the process of acquiring 
data about an object, either in the physical or the virtual 
world. There are many different technologies that we use to 
collect samples. A ubiquitous piece of sampling hardware is 
the CCD array inside a digital camera, which measures the 
average light intensity at each small square in the focal plane 
of the camera. Other sampling equipment includes X-ray 
machines, magnetic resonance imaging (MRI), and analog-
to-digital converters.

In most cases, we use sampling to acquire as much infor-
mation as possible about an object of interest. Indeed, when 
purchasing a digital camera, we often think that more pixels 
are better. But as soon as the image is captured, the camera 
invokes compression algorithms to reduce the amount of 
information it needs to store. This fact suggests an awkward 
question: if there is a limited amount of information in the 
object, why are we taking so many samples? Is there some 
way to obtain measurements that automatically sieve out 

the information in the object?
One way to exploit the gap between nominal dimen-

sion and degrees of freedom is to perform dimension 
reduction. This idea has a long tradition in computer 
science. Indeed, to  solve geometric problems involving 
high-dimensional data, we often map the data to a lower 
dimension while approximately preserving the geometric 
properties that are relevant to the computation. One stan-
dard method for achieving this goal is to use a random 
projection to the data.

The main idea in compressive sampling (CoSa) is to 
develop sampling technologies based on dimension reduc-
tion. The mathematical foundation for this approach is the 
fact that an appropriate random projection of a compress-
ible signal retains most of the information in that signal. 
The coordinates of this randomly projected signal are inter-
preted as samples, and the number of samples we need 
is comparable with the information content of the object 
we are sampling. Because we have a lot of flexibility when 
designing projections, we have flexibility in engineering the 
sampling hardware.

An intriguing example of a CoSa sensing device is the 
Rice University single-pixel camera. This camera uses a digi-
tal micromirror device (DMD) to selectively black out a ran-
dom subset of pixels from an image and to measure the total 
intensity of the remaining pixels. By applying many random 
masks in sequence, we obtain a collection of samples that 
captures the information in the image.

Another key fact about CoSa is that we cannot use 
simple linear techniques to reconstruct the data vector 
from the random samples. Instead, we must develop 
more sophisticated algorithms. One approach that has 
received a lot of attention is convex programming based 
on l1 minimization. This abstract describes an algo-
rithm, called CoSaMP, that is based on the greedy pursuit 
schema.18,  19 CoSaMP was the first computational tech-
nique that provably achieved near-optimal guarantees 
on resource usage. Using the techniques from our paper, 
researchers later demonstrated that other algorithms 
offer comparable performance guarantees. Another algo-
rithm similar to CoSaMP, called Subspace Pursuit,9 was 
published at the same time, but the accompanying analy-
sis was less complete.

The original version of this paper appeared in Applied and 
Computational Harmonic Analysis 26, 3 (2008), 301–321.
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ideas  apply equally well to signals that are sparse or com-
pressible with respect to other orthonormal bases. The gen-
eralization is important in applications. For instance, natural 
images are usually not compressible in the standard basis 
but they are compressible in an appropriate wavelet basis.

2.3. Modeling the sampling operation
We can model each of the sampling technologies men-
tioned in the introduction as a linear map from a signal of 
interest to a collection of samples. We use an m × N matrix F 
to describe the sampling operation. Thus, we write u = Fx to 
summarize the process of collecting a vector u of m samples 
from an N-dimensional signal x.
Restricted Isometry Constants: In this section, to build intui
tion, we focus on the class of s-sparse signals. It is important to 
understand what properties of the sampling matrix F ensure 
that s-sparse signals can be distinguished based on their sam-
ples. In other words, we need to make sure that F is a linear 
embedding (i.e., a bijective structure-preserving map) of the set 
of s-sparse signals into Cm. A necessary and sufficient condition 
is that each 2s-column submatrix of the sampling matrix F 
forms a linearly independent set. Certain Vandermonde matri-
ces with m = 2s rows, arising from Reed–Solomon codes, have 
this property. Unfortunately, these matrices contain nearly 
singular 2s-column submatrices, so the sampling matrix is 
not stably invertible on the image of the set of s-sparse signals. 
Noise and signal perturbations become a serious problem.

To avoid this difficulty, Candès and Tao4 insist that each 
2s-column submatrix of the measurement matrix should 
be well conditioned. More formally, they define the rth 
restricted isometry constant of the matrix F to be the least 
number dr such that

The condition d2s  1 implies that the measurement matrix 
F preserves the geometry (with respect to the Euclidean 
metric) of the set of all s-sparse signals. This condition is 
sufficient to ensure that sampling is stably invertible. It has 
become standard practice in CoSa to assume that the mea-
surement matrix satisfies a condition of this type.
How Many Samples?: The next question is how many samples 
m do we need to ensure that the sampling map embeds the 
set of s-sparse signals into Cm. Because an s-sparse signal con-
tains only about s log(N/s) bits of information, we hope that m = 
O(s log(N/s) ) samples suffice for the embedding. In fact, many 
random sampling schemes allow us to achieve this sampling 
rate, or one that is just slightly worse. (It is necessary in some 
sense to take at least this many samples, so these sampling 
schemes are optimal.) Furthermore, there are technologies that 
implement these sampling schemes. Here are two examples.

A random sign matrix has independent, identically distrib-
uted entries that take the values ±1 with equal probability. Its 
restricted isometry constant5 satisfies

In words, we can embed the set of s-sparse signals into m 
dimensions, where m is proportional to the sparsity and 

The remainder of the article is organized as follows. Section 
2 describes the mathematical framework for CoSa as well as 
the theoretical results for the CoSaMP algorithm. Section 3 
presents a description of the algorithm and its implementa-
tion. Section 4 discusses related work and a comparison to 
our method. We conclude in Section 5 with the analysis of the 
algorithm and sketch the proof of the main result.

2. THE MATHEMATICS OF CoSa
We continue with a description of the mathematical model 
for signals, sampling technologies, and signal reconstruc-
tion algorithms. The main theoretical results for the CoSaMP 
algorithm appear at the end of the section.

2.1. Notation
Let us instate some notation that is used throughout the 
paper. A signal is a vector x ∈ N. For p ∈ [1, ∞], we write ||⋅||p

for the usual lp vector norm: ||x||p = (x p
i )

1/p. We reserve ||⋅|| for 
the spectral norm. For x ∈ CN, we write xr for the signal in 
CN that is formed by restricting x to its r largest-magnitude 
components (with ties broken lexicographically).

For T  {1, 2, . . . , N}, we denote the restriction of the signal 
to the set T as x|T, which is the vector equal to x on T and 0 
elsewhere. We occasionally abuse the notation and treat x|T as 
an element of CT. We also define the restriction FT of the sam-
pling matrix F to be the column submatrix whose columns 
are listed in the index set T. Finally, we define the pseudoin-
verse of a tall, full-rank matrix A by the formula A† = (A*A)−1 A*.

2.2. Sparse and compressible signals
We say that a signal is s-sparse when it has s  N nonzero 
entries:

This definition encapsulates the idea that the signal con-
tains far less information than its ambient dimension sug-
gests. Observe that it takes roughly log2(

N
s ) = O(s log(N/s))  

bits to write down the locations of the nonzero entries in an 
s-sparse signal in CN.

While sparse signals are important for theory, they rarely 
arise in practice, so we consider the larger class of compress-
ible signals. For p ∈ (0, 1), we say that x is p-compressible with 
magnitude R if its components taken in sorted order obey

	 | x |(i)  ≤  R  i −1/p    for  i  =  1, 2, 3,. . .� (1)

Compressible signals are well approximated by sparse 
signals. The smaller the number p, the better the 
approximation:

	 x − xs1  ≤  Cp R  s1 − 1/p

	 x − xs2  ≤  Dp R  s1/2 − 1/p.� (2)

Let us emphasize that we do not know in advance which 
coordinates of a compressible signal are significant—only 
that few coordinates matter.

We limit our attention to signals that are sparse or com-
pressible in the standard coordinate basis, although the 
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logarithmic in the ambient dimension. A random sign matrix 
can be used to construct the random masks required by the 
Rice single-pixel camera.

The subsampled Fourier matrix consists of a collection 
of m rows chosen uniformly at random from the discrete 
Fourier transform matrix. The best theoretical bound for the 
restricted isometry constant23 is

It is conjectured that the actual scaling is m  s log(N). The 
subsampled Fourier matrix describes measurements that 
can be acquired by an MRI machine. Note that a subsam-
pled Fourier matrix can be applied to a vector using O(N 
log N) arithmetic operations, and it requires only O(m log 
N) bits of storage. These computational properties are very 
important in practice, as we will see.

Certain types of deterministic matrices also satisfy 
bounds on their restricted isometry constants. At present, 
all known examples require that the number m of samples 
satisfy m  s2. Randomness seems to provide a significant 
advantage when designing schemes for CoSa.

2.4. Signal reconstruction via CoSaMP
When the sampling matrix F stably embeds the set of s-sparse 
signals, it is possible in principle to recover an arbitrary 
s-sparse signal from its samples. The major computational 
question in CoSa is to determine how to reconstruct the sparse 
signal using a tractable algorithm. For practical applications, 
we also need to understand how the reconstruction is affected 
when the signal is merely compressible and the samples are 
contaminated by noise. The following issues are crucial:

1.	 Can the algorithm recover the signal under a variety of 
sampling schemes? In other words, is the class of mea-
surement maps for which the algorithm can succeed 
large?

2.	 Can the algorithm reconstruct the signal from a mini-
mal number m of samples?

3.	 Is signal recovery robust when samples are contami-
nated with noise or the signal is not exactly sparse? Is 
the error bound optimal for each target signal?

4.	 Does the algorithm offer provably efficient computa-
tional cost and storage?

This abstract discusses a reconstruction algorithm called 
Compressive Sampling Matching Pursuit (CoSaMP) that 
satisfies all of the foregoing criteria. Our original publica-
tions18, 19 were the first to prove that a CoSa signal reconstruc-
tion algorithm could achieve essentially optimal resource 
usage.
Properties of the CoSaMP Algorithm: Let us state and explain 
our main result. We postpone the details of the algorithm 
and the analysis until later.

Theorem A (CoSaMP). Suppose that F is an m × N sampling 
matrix with restricted isometry constant d2s ≤ c. Let u = Fx + e 
be a vector of samples of an arbitrary signal, contaminated with 
arbitrary noise.

The CoSaMP algorithm takes as input a routine to multiply F 
and F* by a vector, the vector u of samples, the sparsity param-
eter s, and a precision parameter h. The output is an s-sparse sig-
nal approximation a that satisfies

The running time is O( • log(||x||2/h) ), where  bounds the 
cost of a matrix–vector multiply with F or F*. Working storage 
is O(N). The constants c < 1 and C > 1 are absolute.

How does this result deliver the desired performance?

1.	 The algorithm requires only that the matrix satisfy a 
bound on the restricted isometry constant. Many types 
of random matrices (and certain deterministic matri-
ces) have this property. As a consequence, the algo-
rithm can be used with many measurement 
technologies.

2.	 The number m of samples required to obtain the 
bound d2s ≤ c depends on the type of sampling matrix. 
For many types of random matrices, m = O(s logaN) for 
a small integer a. Since this value is optimal up to the 
constants, the algorithm can recover signals from a 
minimal number of samples.

3.	 The error bound demonstrates that the algorithm suc-
ceeds for all signals, even when there is noise in the 
samples. As we expect, the algorithm performs best for 
sparse and compressible signals. Indeed, Equation 2 
shows that CoSaMP produces an approximation a of a 
p-compressible signal x that satisfies

x − a2  ≤  C  max {h, R  s 1/2 – 1/p +  e 2},

	 which is the best possible approximation error we 
could hope for in general.6

4.	 The computational cost of the algorithm depends on 
the type of signals we are approximating. For a compress-
ible signal, we may take the precision parameter 
h  =  R  ·  s 1/2 − 1/p to see that the number of iterations required 
to produce a minimal approximation error is at most 
O(log s). See Section 1.2 of Needell and Tropp19 for details.

		  The running time also depends on the type of sam-
pling matrix we use. In particular, we can apply a sub-
sampled Fourier matrix to a vector using 
  =  O(N log N) operations.

		  It follows that if we acquire a compressible signal 
with a structured sampling matrix, we can perform sig-
nal recovery in time O(N log2 N). This runtime bound is 
essentially optimal when the sparsity level is roughly 
the same order as the dimension (which is the setting 
in most practical problems).

3. THE CoSaMP ALGORITHM
The CoSaMP algorithm is, at heart, a greedy iterative method 
for reconstructing a signal from compressive samples. This 
section provides an overview of the algorithm and its imple-
mentation. We also explain the basic idea behind the analy-
sis of the algorithm, which demonstrates that each iteration 
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reduces the error in the current signal approximation.

3.1. Description of algorithm
The input to the algorithm consists of (access to) the sam-
pling operator F, the samples u, the target sparsity level s, 
and a halting criterion. We impose the following hypotheses:

•	 The sparsity level s is fixed, and the m × N sampling 
operator F has restricted isometry constant d4s ≤ 0.1.

•	 The signal x ∈ CN is arbitrary, except where noted. The 
noise vector e ∈ Cm is also arbitrary.

•	 The vector of samples u = Fx + e.

The algorithm is initialized with a trivial signal estimate, 
meaning that the initial residual is the entire unknown tar-
get signal. Each iteration then consists of five major steps.

1.	 Identification. Using the current samples, the algo-
rithm computes a vector that is highly correlated with 
the signal, called the signal proxy. From the proxy, 
components of the signal that carrry a lot of energy are 
located.

2.	 Support Merger. The set of newly identified compo-
nents is united with the set of components that appear 
in the current approximation.

3.	 Estimation. The algorithm solves a least-squares prob-
lem to approximate the target signal on the merged set 
of components.

4.	 Pruning. The algorithm produces a new approxima-
tion by retaining only the largest entries in this least-
squares signal approximation.

5.	 Sample Update. Finally, the samples are updated so 
that they reflect the residual, the part of the signal that 
has not been approximated.

These five steps are repeated until the halting criterion is 
satisfied. In our analysis, we assume that the method uses a 
fixed number of iterations, but Needell and Tropp18, 19 discuss 
other alternatives. The CoSaMP algorithm can  be  summa-
rized by the pseudocode presented as Algorithm 1.

Remark 1. We emphasize that the method we present is a spe-
cific example from a more general framework. The articles18, 19 
discuss a number of variations. In particular, note that the term 
2s in the identification step can be replaced by as for other val-
ues of a. This type of tuning is valuable in practice, but it makes 
the proof more complicated.

Remark 2. Some knowledge about the sparsity level is required 
as input to the algorithm. There are several strategies for esti-
mating this parameter if it is not known a priori. One such 
method would be to use the number m of measurements to 
deduce the sparsity level. Since m ≈ 2s log N is often sufficient, 
the estimate s ≈ m/2 log N is reasonable. A second approach 
would be to run the CoSaMP algorithm using a variety of spar-
sity levels and select the best approximation a obtained using 
the empirical error ||Fa − u||2. If one varies s according to a 
geometric progression (e.g., s = 1, 2, 4, 8, . . . , m), this variation 
increases the runtime by at most O(log m). See Appendix A of 

Needell and Tropp19 for more details.

3.2. Implementation
CoSaMP was designed to be a practical algorithm for signal 
recovery, so it is worth spending some time on implemen-
tation issues. The least-squares step in the algorithm pres-
ents the largest contribution to the runtime. Fortunately, 
we have constructed FT to ensure it is well conditioned, so 
we can apply its pseudoinverse quickly using an iterative 
method. Section 5 of Needell and Tropp19 contains a thor-
ough analysis of iterative least-squares methods as modules 
in CoSaMP. This analysis shows that the cost of solving the 
least-squares problem is O(), where  bounds the cost of a 
matrix–vector multiply with FT or F*T.

The remaining steps of the algorithm involve standard tech-
niques, and we can estimate the operation counts as follows.
Proxy. Forming the proxy is dominated by the cost of the 
matrix–vector multiply F*v.
Identification. We can locate the largest 2s entries of a vec-
tor in time O(N) using the approach in Cormen et al.7, Ch.  9. 
In practice, it may be faster to use an O(N log N) sorting 
algorithm (e.g., quicksort, mergesort, heapsort7, Sec. II) on the 
entries of the signal and then select the first 2s of them.
Support Merger. We can merge two support sets of size O(s) 
in expected time O(s) via randomized hashing methods,7, Ch. 

11 or by sorting both sets first and using the elementary 
merge procedure7, p. 29 for a total cost O(s log s).
LS estimation. We can use the conjugate gradient method 
or the LSQR algorit (see e.g. Paige and Saunders22) to 
compute F†

T u. Initializing the least-squares algorithm 
requires a matrix–vector multiply with F*T, and each itera-
tion requires one matrix–vector multiply each with FT and 
F*T. Since FT is a submatrix of F, the matrix–vector multi-
plies can also be obtained from multiplication with the full 
matrix. We show in Section 5 of Needell and Tropp19 that 
a constant number of least-squares iterations suffices for 
our results to hold.
Pruning. As in the identification step, pruning can be 

Algorithm 1: CoSaMP Recovery Algorithm

Input: Sampling matrix F, noisy sample vector u, sparsity 
level s
Output: An s-sparse approximation a of the target signal

a0 ← 0, v ← u, k ← 0� { Initialization }

repeat
k ← k + 1

y ← F*v� { Form signal proxy }

W ← supp(y2s)� { Identify large components }

T ← W  supp(ak−1)� { Merge supports }

b|T ← F†
Tu� { Signal estimation }

b|T
c ← 0

ak ← bs� { Prune approximation }

v ← u − Fak� { Update current samples }

until halting criterion true
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The main consequence of Theorem 2 is the fact that, after 
log2(||x||2/h) iterations, the approximation error is no greater 
than h  +  20n. See Needell and Tropp18, 19 for more discussion.

The statement of Theorem A depends on a simple upper 
bound for the l2 term in the unrecoverable energy:

This estimate is a consequence of Lemma 7 of Gilbert.15

Finally, we can replace the assumption that d4s ≤ 0.1 by 
a stronger bound on d2s because of Corollary 3.4 in Needell 
and Tropp,19 which states that dcr ≤ c · d2r for any positive inte-
gers c and r.

4. RELATED WORK
CoSaMP is inspired by algorithmic ideas and analytic tech-
niques that have appeared previously. We briefly summarize 
the major algorithmic approaches and compare them with 
CoSaMP. This work can be classified in three rough catego-
ries: convex relaxation,4, 11 greedy pursuits,12, 20, 24 and combi-
natorial algorithms.8, 14–16

The convex optimization methods1, 10 attempt to recon-
struct signals by solving the mathematical program

where we assume that ||e||2 ≤ e. The intuition behind mini-
mizing the l1 norm is that this norm promotes sparsity, and 
so the solution to this program should approximate a com-
pressible signal well. Candès et al.3 establish that each mini-
mizer a of Equation 6 satisfies

whenever F has restricted isometry constant d4s ≤ 0.2. These 
restricted isometry constant requirements continue to be 
improved.2, 13 The error bound for CoSaMP is equivalent with 
Equation 7, up to the precise value of the constants.

Many algorithms have been proposed to optimize 
Equation 6. In particular, interior-point methods1, 17 are 
guaranteed to solve the problem to a fixed precision in 
O(m2N1.5) time.21 The runtime for CoSaMP is much better 
than these interior-point methods.

Greedy algorithms such as OMP,24 StOMP,12 and ROMP20 
are iterative methods for approximating a signal from com-
pressive samples. In each iteration, they use a greedy rule 
to identify new elements in the support of the signal. These 
methods provide fast runtimes. On the other hand, to the 
extent that their behavior is understood, greedy algorithms 
require more measurements or produce worse errors than 
the convex optimization Equation 6.

Tropp and Gilbert proposed the greedy algorithm ortho
gonal matching pursuit (OMP) for signal recovery.24 OMP 
is similar to CoSaMP in that it uses a signal proxy to select 
large components of the target signal, but it selects one such 
component at each iteration. However, it does not provide 
the same uniform guarantees as convex relaxation, and it is 
unknown whether it succeeds in the noisy setting.

implemented in time O(s), but it may be preferable to sort 
the components of the vector and then select the first s at a 
cost of O(s log s).
Sample Update. This step is dominated by the cost of the 
multiplication of F with the s-sparse vector ak.

Table 1 summarizes the cost of each step for the cases in 
which the standard and fast multiply is used.

Finally, we may analyze the storage requirements of the 
algorithm. Aside from the sampling matrix storage require-
ment, the algorithm constructs only one vector of length N, 
the signal proxy. The sample vectors u and v have length m, 
and thus require O(m) storage. Since the signal approxima-
tions are sparse, they can be stored using sparse data struc-
tures which require at most O(s log N) storage. Similarly, the 
index sets that appear require only O(s log N) storage. The 
total working storage is therefore O(N).

The following result summarizes these observations.

Theorem 1 (Resource Requirements). Each iteration 
of CoSaMP requires O() time, where  bounds the cost of a 
multiplication with the matrix F or F*. The algorithm uses 
working storage O(N).

3.3. Error reduction bound
The theoretical analysis of the CoSaMP algorithm is based on 
an estimate for how much the algorithm reduces the approx-
imation error in each iteration. This result demonstrates that 
the algorithm makes significant progress whenever the error 
is substantially larger than a certain baseline value. We call 
this baseline the unrecoverable energy n in the signal:

The unrecoverable energy is due to the noise in the sam-
ples and the fact that the signal is not exactly sparse. For a 
detailed discussion, see Section 2.5 of Needell and Tropp.19

The main technical result is the following iteration invari-
ant, which we establish in Section 5.

Theorem 2 (Error Reduction). For each iteration k ≥ 0, 
the signal approximation ak is s-sparse and

In particular,

Table 1. Operation count for CoSaMP

Step Standard Multiply Fast Multiply

Form proxy mN 

Identification N N
Support merger s s

LS estimation sm 

Pruning s s

Sample update sm 

Total per iteration O(mN) O()
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Other algorithms based on OMP have been formulated, 
such as regularized OMP, or ROMP,20 developed by Needell 
and Vershynin. ROMP is noteworthy because the authors 
establish that under the restricted isometry property, the algo-
rithm can approximately recover compressible signals from 
noisy samples. The error bound and measurement require-
ments provided by these results are analogous with those of 
the convex optimization method, modulo parasitic logarith-
mic terms. Our results for CoSaMP remove all the extraneous 
factors, so the performance of CoSaMP is essentially optimal.

Finally, we mention that there is a class of algorithms for 
signal recovery that have sublinear (in the signal dimension) 
runtime. Some examples are the Fourier sampling algorithm 
(FS) of Gilbert et al.,16 chaining pursuit,14 and HHS pursuit.15 
These methods are very fast, but they require highly struc-
tured measurements.

Table 2 summarizes the behavior of the above algorithms 
in terms of the following five criteria.
General samples. Does the algorithm succeed for a variety 
of sampling schemes, or does it require structured samples? 
The designation “RIP” implies that a bound on a restricted 
isometry constant suffices. “Gauss” means that the algo-
rithm succeeds when the sampling matrix F has iid sub-
gaussian entries.
Optimal number of samples. Can the algorithm reconstruct 
s-sparse signals from a near-optimal number of measure-
ments, m = O(s log N)? Or are its sampling requirements 
higher (by logarithmic factors)?
Uniformity. Given a fixed sampling matrix, does the algo-
rithm recover all signals? Or do the results hold with high 
probability only for each fixed signal?
Stability. Does the algorithm succeed when the signal is 
compressible (but not sparse) and the samples are noisy?
Running time. In the worst case (without fast multiplies), how 
long does it take the algorithm to recover a real-valued s-sparse 
signal within a fixed relative precision, given a sampling 
matrix with no special structure? The designation LP(N,  m) 
represents the cost of solving a linear program with N variables 
and m constraints (O(m2N1.5) using an interior-point method).

Under all of these metrics, CoSaMP achieves the best 
performance out of the linear and superlinear methods. Of 

course, CoSaMP is slower than the sublinear algorithms, 
but it allows more general sampling matrices and demands 
fewer samples, which makes it more adaptable to practical 
applications. CoSaMP delivers the same guarantees as the 
best convex optimization approaches as well as rigorous 
bounds on computational cost and storage that are compa-
rable with faster greedy methods. Thus, CoSaMP is essen-
tially optimal in every important respect.

5. PROOF OF RESULTS
The CoSaMP algorithm uses an approach inspired by the 
restricted isometry property to identify the largest s com-
ponents of the target signal. Owing to the restricted iso
metry property, each set of s components of the proxy vector 
y  =  F*Fx approximates the energy in the corresponding s 
components of x. Since the samples are of the form u = Fx, 
we can obtain the proxy by applying the matrix F* to the 
samples u. Once the set T of significant locations is identi-
fied, the signal coefficients can be recovered using F†

T.
The algorithm repeats this idea at each iteration, updat-

ing the samples to reflect the residual (the part of the signal 
yet to be approximated). We use least squares to estimate 
the signal on this support set and repeat this process until 
the recoverable energy in the signal has been found.

We now outline the proof of Theorem 2.

5.1. Consequences of the RIP
We begin with some important consequences of the 
restricted isometry property. Omitted proofs appear in 
Needell and Tropp.19

Proposition 1 (Consequences). Suppose F has restricted 
isometry constant dr. Let T be a set of r indices or fewer. Then

where the last two statements contain an upper and lower 
bound, depending on the sign chosen.

A corollary of these bounds is the fact that disjoint sets of 
columns from the sampling matrix span nearly orthogonal 
subspaces.

Proposition 2 (Orthogonality). Suppose F has restricted 
isometry constant dr. Let S and T be disjoint sets of indices whose 
combined cardinality does not exceed r. Then

We apply this result through a corollary.

Corollary 1. Suppose F has restricted isometry constant dr. 
Let T be a set of indices, and let x be a vector. Provided that 

Table 2. Comparison of several signal recovery algorithms

CoSaMP ROMP Convex Optimization

General samples RIP RIP RIP

Opt. # samples Yes No Yes

Uniformity Yes Yes Yes

Stability Yes Yes Yes

Running time O(mN) O(smN) LP(N, m)

OMP Fourier Sampling HHS Pursuit

General samples Gauss No No

Opt. # samples Yes No No

Uniformity No No Yes

Stability ? Yes Yes

Running time O(smN) s polylog(N) poly(s log N)
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r ≥ |T  supp(x)|,

The last consequence of the restricted isometry property 
that we will need measures how much the sampling matrix 
inflates nonsparse vectors. Its proof uses arguments from 
functional analysis.

Proposition 3 (Energy Bound). Suppose F verifies the 
upper inequality of (3), viz.

Then, for every signal x,

5.2. Iteration invariant: sparse case
In proving Theorem 2, we first operate under the assumption 
that the signal x is exactly s-sparse. We remove this assump-
tion later.
Theorem 3 (Sparse Error Reduction). Assume x is s-sparse. 
For each k ≥ 0, the signal approximation ak is s-sparse, and

In particular,

Remark 3. This bound assumes the least-squares step in the 
algorithm is performed without error. In Section 5 of Needell 
and Tropp,19 we study how many iterations of a least-squares 
solver are needed to make the resulting error negligible. We 
show that, if we use conjugate gradient for the estimation step 
of CoSaMP, then initializing the least-squares algorithm with 
the current approximation ak−1, then Theorem 3 still holds.

The proof of the iteration invariant, Theorem 3 involves a 
sequence of short lemmas, one for each step in the algorithm. 
We fix an iteration k, and let a = ak−1 be the signal approxima-
tion at the beginning of the iteration. We define the residual 
as r = x − a, which must be 2s-sparse since both a and x are 
s-sparse. We also observe that the vector v of updated sam-
ples can be interpreted as noisy samples of the residual:

The first step in the algorithm is the identification step, 
in which a set of components is found corresponding to 
locations where the residual signal has a lot of energy. This 
is summarized by the following lemma which is proven in 
Needell and Tropp.19

Lemma 1 (Identification). The set W = supp(y2s), where 
y = F*v is the signal proxy, contains at most 2s indices, and

Next, the algorithm merges the support of the current 
estimate a with the new selection of components. The fol-
lowing simple lemma shows that components of the signal 
x outside this set have small energy.

Lemma 2 (Support Merger). Let W be a set of at most 2s indi-
ces. The set T = W  supp(a) contains at most 3s indices, and

The estimation step in the algorithm obtains values 
for  coefficients in the set T by solving a least-squares 
problem. The next result bounds the error of this 
approximation.

Lemma 3 (Estimation19). Let T be a set of at most 3s indices, 
and define the least-squares signal estimate b by the formulae

where u = Fx + e. Then

Proof. Note first that

Using the expression u = Fx + e and the fact , we 
calculate that

The cardinality of T is at most 3s, and x is s-sparse, so 
Proposition 1 and Corollary 1 imply that

Combine the bounds to reach

Finally, invoke the hypothesis that d3s ≤ d4s ≤ 0.1.� 

Lastly, the algorithm prunes the intermediate estima-
tion to its largest s terms. The triangle inequality bounds the 
error in this pruned approximation.

Lemma 4 (Pruning19). The pruned approximation bs satisfies

At the end of the iteration, the new approximation is formed 
by setting ak = bs. The sequence of lemmas above allows us to 
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prove the iteration invariant for the sparse case, Theorem 3. 
Indeed, we have:

To obtain the second bound in Theorem 3, we solve the error 
recursion and observe that

This point completes the argument.

5.3. Extension to general signals
We now turn to the proof of the main result for CoSaMP, 
Theorem A. We must remove the assumption that the sig-
nal x is sparse. Although this job seems difficult at first, it 
turns out to have an elegant solution. We can view the noisy 
samples of a generic signal as samples of a sparse signal cor-
rupted by additional noise that reflects the tail of the signal. 
We have the following reduction to the sparse case, of which 
Theorem 2 is a consequence.

Lemma 5 (Reduction to Sparse Case19). Let x be an arbi-
trary vector in cN. The sample vector u = Fx + e can also be 
expressed as u = Fxs +  where

This reduction will now allow us to prove the iteration 
invariant for general signals, Theorem 2. Let x be a general 
signal. By Lemma 5, we can write the noisy vector of sam-
ples as u = Fxs + . Applying the sparse iteration invariant, 
Theorem 3, we obtain

We then invoke the lower and upper triangle inequalities to 
obtain

Finally, recalling the estimate for  from Lemma 5 and 
simplifying, we reach

where n is the unrecoverable energy (Equation 4).�
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Quantum computers rocketed  to 
public attention—or at least to the 
attention of a specific part of the pub-
lic sector—in the mid-1990s with the 
discovery that a computer operating 
on quantum principles could solve 
certain problems exponentially faster 
than we know how to solve them with 
computers today. The most famous 
of these problems is factoring large 
numbers, a feat that would enable 
one to break most of the cryptography 
currently used on the Internet. While 
quantum computers large enough to 
do anything useful haven’t been built 
yet, the theory of quantum computing 
has developed rapidly. 

Researchers have discovered quan-
tum algorithms for a variety of prob-
lems, such as searching databases 
and playing games. However, it is now 
clear that for a wide range of prob-
lems, quantum computers offer little 
or no advantage over their classical 
counterparts.

The following paper describes a 
breakthrough result that ives a very 
general situation in which quantum 
computers are no more useful than 
classical ones. The result settles a 
longstanding problem about quantum 
interactive proof systems showing they 
are no more (or less) powerful than 
classical interactive proof systems. 

What is an interactive proof sys-
tem? Basically, it’s an imagined pro-
cess in which a prover (named Merlin) 
tries to convince a skeptical verifier 
(named Arthur) that a mathematical 
statement is true, by submitting him-
self to interrogation. Merlin, though 
untrustworthy, has unlimited compu-
tational powers; Arthur, by contrast, is 
limited to performing computations 
that take polynomial time. By ask-
ing Merlin pointed questions, Arthur 
can sometimes convince himself of a 
statement more quickly than by read-
ing a conventional proof.

When confronted with a new model 
of computation, theoretical computer 
scientists’ first instinct is to name the 
model with an inscrutable sequence 

of capital letters. And thus, in 1985, 
Goldwasser, Micali, and Rackoff as 
well as Babai defined the complex-
ity class IP (Interactive Proofs), which 
consists of all mathematical problems 
for which Merlin can convince Arthur 
of a “yes” answer by a probabilistic, 
interactive protocol. They then asked: 
how big is IP? In a dramatic develop-
ment in 1990, Lund et al. and Shamir 
showed that IP was larger than almost 
anyone had imagined. 

Using an innovative argument 
based on polynomials over finite fields, 
the authors showed that IP contains 
PSPACE (Polynomial Space), the class 
of problems solvable by a classical 
computer using a polynomial amount 
of memory but possibly an exponen-
tial amount of time. PSPACE is known 
to encompass games of strategy, such 
as chess and Go. And thus, we get the 
surprising implication that, if aliens 
with infinite computational powers 
came to earth, they could not only beat 
humans at chess, but could also math-
ematically prove they were playing chess 
perfectly. Since it’s not difficult to show 
that every IP problem is also a PSPACE 
problem, we obtain one of the most 
famous equations in CS: IP = PSPACE. 
This equation paved the way for many 
advances of a more down-to-earth na-
ture: for example, in cryptography and 
program checking.

When quantum computing first 
came along, almost every topic in 
theoretical CS was ripe for reexami-
nation in light of quantum effects. In 
1999, Kitaev and Watrous defined the 
complexity class QIP (Quantum Inter-
active Proofs), which is like IP except 
that now Arthur and Merlin both have 
quantum computers at their disposal, 
and can send and receive quantum 
messages.

Because of the ‘exponential paral-
lelism’ inherent in quantum mechan-
ics—a state of n quantum bits (or qu-
bits) requires a vector of 2n complex 
numbers to describe—it was a reason-
able guess that sending and receiving 
quantum messages would let Arthur 

verify even more mathematical state-
ments than he could using classical 
interaction. In the beginning, though, 
all that seemed clear was that quan-
tum interactive proofs were at least as 
powerful as classical ones: IP = PSPACE 
⊆ QIP.

The reason is what I call the 
“Clark Kent principle”: like Super-
man concealing his powers, a quan-
tum computer can always “hide its 
quantumness” and emulate a classi-
cal computer if necessary. So the real 
question is whether QIP is larger than 
IP. Kitaev and Watrous managed to 
show that QIP was contained in EXP, 
the class of problems solvable by a 
classical computer using an exponen-
tial amount of time. Since EXP is be-
lieved to be strictly larger than PSPACE, 
this put QIP somewhere in a no-man’s-
land between PSPACE and EXP. 

The authors have finally pinned 
down the power of quantum interac-
tive proofs: they show that QIP = IP = 
PSPACE. In other words, quantum in-
teractive proofs have exactly the same 
power as classical interactive proofs: 
both of them work for all problems 
in PSPACE but no other problems. In 
proving this, the authors confronted 
an extremely different challenge than 
that confronted in the earlier IP = 
PSPACE proof. Instead of demonstrat-
ing the power of interactive proofs, the 
authors had to show that quantum in-
teractive proofs were weak enough to 
be simulated using polynomial mem-
ory: that is, QIP ⊆ PSPACE.

To achieve this, the authors use a 
powerful recent tool called the multi-
plicative weights update method. Inter-
estingly, computer scientists original-
ly developed this method for reasons 
having nothing to do with quantum 
computing  and, completing the cir-
cle, the QIP = PSPACE breakthrough 
is already leading to new work on the 
classical applications of the multi-
plicative weights method. This illus-
trates how advances in quantum and 
classical computing are sometimes 
increasingly difficult to tell apart.	

Scott Aaronson is an associate professor of Electrical 
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QIP = PSPACE
By Rahul Jain, Zhengfeng Ji, Sarvagya Upadhyay, and John Watrous

Abstract
The interactive proof system model of computation has 
been studied extensively in computational complexity the-
ory and theoretical cryptography for more than 25 years, and 
has driven the development of interesting new techniques 
and insights in those fields. This work considers the quan-
tum interactive proof system model, which is the classical 
model’s natural quantum computational analog. An exact 
characterization of the expressive power of quantum inter-
active proof systems is obtained: the collection of computa-
tional problems having quantum interactive proof systems 
consists precisely of those problems solvable with an ordi-
nary classical computer using at most a polynomial amount 
of memory (or QIP = PSPACE in complexity-theoretic termi-
nology). One striking implication of this characterization is 
that it implies quantum computing provides no increase in 
computational power whatsoever over classical computing 
in the context of interactive proof systems.

1. INTRODUCTION
The notion of a proof has fundamental importance in the the-
ory of computation. Indeed, the foundational work of Alonzo 
Church and Alan Turing in the 1930s, which produced the 
first formal models of computation (l-calculus and Turing 
machines), was principally motivated by questions concerning 
proofs in formal logic. The theory of NP-completeness, devel-
oped in the 1970s by Stephen Cook, Leonid Levin, and Richard 
Karp, provides another example. It is built on the notion of 
efficient proof verification, and is arguably the most widely 
applicable discovery ever made in the theory of computation.

This paper is concerned with the potential advantages 
offered by quantum computation in the setting of proofs, and 
in particular its advantages when applied to the interactive 
proof system model of computation. Considered by many to 
be a cornerstone of modern computational complexity the-
ory, the interactive proof system model was first introduced 
in the mid-1980s, and its quantum computational variant 
has been an object of study in quantum computing for more 
than a decade.

The main result to be presented herein is that quantum 
computation does not enhance the expressive power of inter-
active proof systems at all: quantum and classical interactive 
proof systems are equivalent in power, both coinciding with 
the complexity class PSPACE of computational problems 
solvable using an amount of memory scaling polynomially 
in the length of the input to the problem. This resolves a fun-
damental question about the quantum interactive proof sys-
tem model that has been open since its introduction.

1.1. Randomness and interaction in proofs
When speaking of proofs, one typically has a traditional 
notion in mind where, at least in an abstract sense, the proof 

itself is a string of symbols to be verified by some form of 
computation. In the theory of NP-completeness, a proof is 
generally a string of bits certifying that a given object has a 
property of interest, such as a graph having a three-coloring. 
In mathematics, proofs appear in journal papers and books, 
to be verified by mathematicians with interest in the claimed 
theorems. Although it is not done, one imagines that in prin-
ciple—and undoubtedly through monumental effort—such 
proofs could be transformed into a purely symbolic form 
verifiable by a computer, presumably in accordance with 
axiomatic set theory.

There are, however, other interesting notions of proofs 
that extend the traditional notion in various ways. For 
instance, randomness may be used in the verification process 
to gather statistical evidence for or against a given claim. For 
example, if a coin is flipped 1,000 times, and heads come up 
975 times, one can be reasonably sure that the coin is biased 
toward heads—and although the claim has not been proved 
in the sense of formal logic, it would be foolish to hold out 
any hope that the coin is actually fair. Allowing for an interac-
tion in the process of verification, where the proof takes the 
form not of a static string of symbols, but as a process that 
may receive input and produce output, is another extension. 
The interactive proof system model, first proposed by Shafi 
Goldwasser et al.8 and László Babai2 in 1985, combines both 
the extensions of randomness and interaction into a formal 
computational model.

One variant of a well-known, often-repeated, and highly 
informal example illustrating a benefit of interaction and 
randomness in proofs is as follows. Suppose that you can 
taste the difference between Coke and Pepsi, and that you 
wish to convince a person that is skeptical of this claim. You 
cannot reasonably hope, for a variety of reasons, to succeed 
in this task through the traditional notion of a proof, but it is 
easily achieved through the use of interaction and random-
ness. In particular, you may allow the skeptic to subject you 
to a “blind taste test,” where you are offered Coke or Pepsi 
in an unmarked can—and when you are able to repeatedly 
make the correct identification, over the course of many 
independent random tests, the skeptic should be convinced 
that you can taste the difference. The negligible—but never-
theless nonzero—probability that every single identification 
was made through luck rather than an actual difference in 
taste is accepted: the formal definition of the model requires 
a high probability, but not absolute certainty, of correct 
outcomes.

As a computational model, interactive proof systems are 
not typically considered for single, isolated statements such 

The original version of this paper was published in the 
42nd ACM Symposium on Theory of Computing, 2010.
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relations, IP  PSPACE, is easy to prove: the typical proof 
involves a fairly straightforward recursive traversal of a game 
tree whose edges represent messages exchanged between 
the prover and verifier, which can be performed in a space-
efficient way. The other relation, PSPACE  IP, was proved by 
Adi Shamir14 in 1990, based on work of Carsten Lund et al.10 
It is a landmark result that established the powerful proof 
technique of arithmetization as a standard tool in computa-
tional complexity.

1.2. Quantum computation in proofs
The idea of quantum computation was born in the early 
1980s when Richard Feynman7 asked a brilliant question: 
If quantum mechanics is so hard to simulate with a classi-
cal computer, why not build a computer based on quantum 
mechanics to simulate quantum mechanics more directly? 
Feynman’s ideas on the subject led David Deutsch6 to define 
the quantum Turing machine model and to investigate its 
computational power. Driven in large part by Peter Shor’s 
subsequent discoveries of polynomial-time algorithms for 
factoring and computing discrete logarithms on a quantum 
computer,15 quantum computation has developed into an 
active field of study within theoretical computer science and 
both theoretical and experimental physics.

Large-scale quantum computers do not currently exist, 
and it is universally agreed that at the very least their realiza-
tion will be an enormous technological challenge. However, 
it must also be appreciated that quantum mechanics is a 
remarkably accurate theory that has never been refuted—
and with the theory suggesting that quantum computing 
should be possible, scientists are naturally compelled to 
test the theory by attempting to build a quantum computer. 
Efforts to do this are underway in many laboratories around 
the world.

Within the theoretical study of quantum computation, 
it is natural to consider quantum computational variants 
of interesting classical models, including those based on 
the notion of proofs. The quantum interactive proof system 
model, which was first introduced in 1999,17 represents a 
natural quantum computational analog to the (classical) 
interactive proof system model. In simple terms, the quan-
tum model allows the verifier and prover in an interac-
tive proof system to perform quantum computations and 
exchange quantum information, but is otherwise similar 
to the classical model.

The potential advantages of quantum computation in 
the setting of interactive proof systems are not limited to 
the fact that the verifier is able to perform a potentially 
wider range of computations. The nature of quantum 
information is such that it has striking benefits in a vari-
ety of information-processing tasks, such as secret key 
exchange3 and distributed computational tasks allowing 
limited communication.13 A known benefit of quantum 
computation in the interactive proof system model is that 
it allows for a major reduction in the number of messages 
that must be exchanged: quantum interactive proof 
systems allowing just three messages to be exchanged 
between the prover and verifier have the full power of 
those allowing any polynomial number of messages.9 

as “Coke and Pepsi taste different”—irrespective of that 
example’s informality. Rather, as is done in the theory of 
NP-completeness, interactive proof systems are connected 
to computational decision problems where input strings are 
to be classified as yes-inputs and no-inputs. A particular 
decision problem is said to have an interactive proof system 
if there exists a computationally efficient verification proce-
dure (called the verifier) with two properties that capture the 
essence of what it means to be a proof:

1.	 Completeness. This property represents the requirement 
that true statements can be proved. Here, the require-
ment is that for any yes-input string x, there exists a 
behavior of the entity the verifier interacts with (called 
the prover) that causes the verifier to believe that x is 
indeed a yes-input. This situation may be indicated by 
the verifier outputting 1 (or accept) after interacting with 
the prover.

2.	 Soundness. This property represents the complemen-
tary requirement to completeness, which is that false 
statements cannot be proved. In the current situation, 
the requirement is that the probability that the verifier 
will be convinced to output 1 given a no-input is negli-
gible, regardless of the prover’s actions. Instead, the 
verifier outputs 0 (or reject) with probability very close 
to 1, indicating the prover’s failure to convince it 
otherwise.

While the verifier is restricted to be computationally efficient 
(or more formally to be describable as a polynomial-time 
probabilistic Turing machine), no such restriction is placed 
on the prover. These assumptions serve to place an emphasis 
on efficient verification, as opposed to efficient construction of 
proofs.

It must be stressed that there is an inherent asymmetry 
between the completeness and soundness conditions: when 
the verifier outputs 0 (or reject), it is not necessarily con-
vinced that the input is a no-input, but only that the prover 
has failed to convince it that the input is a yes-input. This 
is analogous to the traditional notion of a proof: one would 
not be convinced that a particular mathematical statement 
is false by seeing an incorrect proof claiming it is true.

The most fundamental question, from the viewpoint of 
complexity theory, about the interactive proof system model 
is: which computational decision problems have interactive 
proof systems? The answer is known: a decision problem has 
an interactive proof system if and only if it is solvable by an 
ordinary computer (or deterministic Turing machine) that 
requires an amount of memory that scales at most polyno-
mially in its input length. A more succinct expression of this 
fact is given by the equation IP = PSPACE. In this equation, IP 
denotes the set of decision problems having interactive proof 
systems, PSPACE represents the set of decision problems 
solvable using polynomial memory (or space), and of course 
the equality expresses the fact that the two sets are equal, 
meaning that the two descriptions give rise to precisely the 
same set of problems.

Like all set equalities, there are two subset relations 
represented by the equation IP = PSPACE. One of the two 
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sense: they are positive semidefinite matrices whose diagonal 
entries sum to 1 (i.e., whose trace is 1). A matrix r is positive 
semidefinite if and only if it satisfies (i) the condition that 
r[x, y] = r[y, x] for all choices of x and y (with a denoting the 
complex conjugate of a), and (ii) the constraint that all of its 
eigenvalues are nonnegative.

Quantum states of independent registers are represented 
by tensor products of density matrices. For instance, if X and 
Y are k-qubit registers independently prepared in the quan-
tum states represented by the K × K density matrices s and x, 
then the quantum state of the pair (X, Y) is described by the 
K 2 × K 2 density matrix

where the binary strings of length k indexing the entries of s 
have been indicated by the integers they represent in binary 
notation.

Of course, not every state of a pair of registers (X, Y) can be 
expressed as a tensor product in this way, representing the 
fact that there may be dependencies between X and Y. Two 
such examples for the case k = 1 are the following density 
matrices:

The first density matrix r0 represents a simple situation in 
which X and Y are randomly correlated: the two registers 
take the same state, chosen to be 0 or 1 uniformly at ran-
dom. The second density matrix r1 is similar to r0 in the 
sense that it represents a joint state with a strong correlation 
between X and Y. It so happens, however, that the two non-
zero off-diagonal entries endow r1 with the characteristic of 
entanglement, which is one of the most remarkable features 
of quantum information. (Quantum teleportation4 provides a 
well-known example of the use of the entangled state r1 as a 
resource in an information-processing task.)

For every possible quantum state of a pair of registers 
(X, Y), whether correlated or not, there is a uniquely deter-
mined reduced state of the register X that, in essence, would 
describe the state of X if Y were to suddenly be destroyed or 
lost. This is analogous to the marginal probability distribu-
tion of X in the probabilistic case. In mathematical terms 
the reduced state is defined by an operation known as the 
partial trace. If it is the case that the state of the pair (X, Y) is 
described by a K 2 × K 2 density matrix r, which may be written 
as a block matrix of the form

It is not known if the analogous fact holds for classical 
interactive proof systems, but it is conjectured not to 
hold. (It would, in particular, send complexity theorists 
reeling from the collapse of the polynomial-time hierar-
chy if it were true.)

It is not difficult to show that quantum interactive proof 
systems are at least as powerful as classical ones—due, in 
essence, to the fact that quantum computers can mimic 
classical computers. This implies PSPACE  QIP. Unlike 
the subset relation IP  PSPACE, however, it is not straight-
forward to prove QIP  PSPACE, and prior to the work pre-
sented in this paper this relationship was not known. The 
remainder of this paper is devoted to a presentation of this 
result.

2. QUANTUM PROOF SYSTEMS
This section aims to provide readers with a basic under-
standing of quantum information and the quantum interac-
tive proof system model, narrowly focused on material that 
is required for the subsequent sections of this paper. The 
standard text, Nielsen and Chuang,12 is recommended to 
those readers interested in a more comprehensive presenta-
tion of the much more broad field of quantum information 
and quantum computation.

2.1. States and measurements
Quantum information is described in the language of matri-
ces and linear algebra in way that is reminiscent of probabi-
listic models such as Markov chains.

Consider a physical device X whose possible states are the 
binary strings of length k for some fixed choice of a positive 
integer k. For brevity, one may say that X is a k-bit register, 
or a k-qubit register in the quantum setting, as a way of sug-
gesting that X is a device used for storing and processing 
information.

One way to represent one’s knowledge of X in a probabilis-
tic setting, where the states are changed through a random-
ized process of some sort, is by a vector v of probabilities: the 
value v[x] represents the probability that X takes the state x 
for each binary string x of length k. The vector v is therefore 
a K-dimensional vector for K = 2k.

In quantum information, the K-dimensional vector v of 
probabilities is replaced by a K × K matrix r with complex 
number entries, known as a density matrix. (It is traditional 
in quantum physics to use lower-case Greek letters, often 
r, s, and x, to represent density matrices.) It is reasonable 
to view that the diagonal entries of a density matrix r repre-
sent probabilities, so that a “standard measurement” of the 
register X would yield each possible state x with probability 
r[x, x]. The off-diagonal entries of r are not easily connected 
to classical intuitions, but they do have great significance 
with respect to their role in calculations. Informally speak-
ing, for distinct choices of binary strings x and y, the off-diag-
onal entries r[x, y] and r[y, x] provide information about the 
degree to which the states x and y are in “superposition” in X, 
or alternately the degree to which these states could interfere 
with one another in processes involving X.

Although they are not as intuitive as vectors of probabilities, 
density matrices are very simple objects in a mathematical 
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for K × K matrices Mi, j, then the K × K reduced density matrix 
for the register X is defined as

For the states r0 and r1 defined previously, for example, 
it holds that

One can consider other variants of this notion, such as one 
defining the reduced state of Y rather than X or one for the 
situation when X and Y have different sizes, but the case pre-
sented above is sufficient for the needs of this paper.

Now suppose one has a k-qubit register X in their pos-
session, and that the state of X is described by the density 
matrix r. Much like the probabilistic case, there is a limit 
to the amount of information about r that can be gained 
by looking at a single copy of X. Any information must be 
obtained by a measurement, which will generally result in a 
probabilistic outcome.

In more precise terms, a measurement of X that results 
in one of the outcomes 0, 1,…, m − 1 (for some choice of m) 
is described by a collection of positive semidefinite matrices 
{∏0, ∏1,…, ∏m − 1} that satisfy the condition ∏0 + … + ∏m−1 = 1, 
where 1 represents the K × K identity matrix. Often the matri-
ces ∏0,…, ∏m−1 are projection matrices, meaning that in addi-
tion to being positive semidefinite their only eigenvalues 
are 0 and 1. This is not a requirement, but every measure-
ment considered in this paper may be assumed to have this 
property.

Now, when r is measured with respect to the mea-
surement {∏0,…, ∏m−1}, each outcome a Î {0,…, m − 1} is 
obtained with probability Trace(∏ar). The condition that 
r and ∏a are positive semidefinite implies that the result-
ing probabilities are nonnegative, and the conditions 
that Trace(r) = 1 and ∏0 + … + ∏m−1 = 1 imply that the prob-
abilities sum to 1. According to the simplest definition, 
the register X is destroyed by the act of measurement, so 
there is no opportunity to gain further information about 
r unless additional independent copies of it are made 
available.

One example of a measurement, referred to as the “stan-
dard measurement” in passing above, is obtained by taking 
m = K, associating the possible outcomes 0,…, K − 1 with the 
length k binary strings with respect to binary notation, and 
taking ∏x to be the matrix with a single 1 in the (x, x) diag-
onal entry and 0 for all other entries. As suggested before, 
this measurement results in each outcome x with probabil-
ity r[x, x]. The measurements that will be of interest in this 
paper have a somewhat different nature, in that they are 
binary-valued measurements resulting from hypothetical 

quantum computations performed on registers. They are, 
nevertheless, still describable within the framework just 
explained.

One additional component of quantum information 
theory that has not been mentioned above is the descrip-
tion of transformations of quantum registers according to 
physical processes (such as computations). These changes 
are described mathematically by linear mappings known as 
channels, and are of great interest to the theory. It is, how-
ever, not necessary to make use of this notion in this paper, 
so it is not discussed further.

2.2. Quantum interactive proofs simplified
Taken in its most general form, the quantum interactive proof 
system model can allow for complicated and mathematically 
unwieldy interactions involving the exchange of quantum 
messages over the course of many rounds. By the nature of 
quantum information, such an interaction cannot generally 
be described by the sort of game tree that describes a classi-
cal interaction—the possibility of entanglement among the 
prover, verifier, and message registers prohibits this.

It is, however, always possible9, 11 to transform a given 
quantum interactive proof system into one with the follow-
ing conceptually simple form:

1.	 The prover sends the verifier a k-qubit register X, for 
some choice of a positive integer k—which must be 
polynomially related to the length of the input string x. 
Upon receiving X, the verifier sets it aside without 
interacting with it.

2.	 The verifier chooses a bit a Î {0, 1}, uniformly at random, 
and sends a to the prover.

3.	 The prover sends the verifier a second k-qubit register 
Y. The state of Y may of course be dependent on the 
random bit a, given that the prover learned a before 
sending Y to the verifier, but its correlation with X is 
limited by the fact that the prover did not have access 
to X after seeing a.

4.	 The verifier measures the pair (X, Y) with respect to one 
of two binary-outcome measurements: {∏0

0, ∏0
1} in 

case a = 0 and {∏1
0, ∏1

1} in case a = 1. The measurement 
outcome is interpreted as the verifier’s output: 1 means 
the proof is accepted, 0 means it is rejected.

The verifier’s measurements {∏0
0, ∏0

1} and {∏1
0, ∏1

1} will, 
naturally, be dependent on the input string x to the deci-
sion problem under consideration. In accordance with 
the definition of the quantum interactive proof system 
model, these measurements must be efficiently imple-
mentable by a quantum computation to be performed by 
the verifier.

It is beyond the scope of this paper to describe how a gen-
eral quantum interactive proof system can be transformed 
into one having the above form, but it is not overly complex. 
The transformation is such that the verifier’s measurements 
can be forced to output 1 with certainty when the input is 
a yes-input, while the maximum probability for the output 
1 can be made arbitrarily close to 1/2 when the input is a 
no-input. (More formally speaking, the transformation can 



106    communications of the acm   |   DECEMBER 2010  |   vol.  53  |   no.  12

research highlights 

 

guarantee a probability of at most 1/2 + e  for any fixed choice 
of a constant e > 0.)

A common question about quantum interactive proof 
systems having the above form is this: Why cannot the 
prover simply prepare three registers X, Y0, and Y1, send all 
three to the verifier in a single message, and allow the veri-
fier to measure (X, Y0) or (X, Y1) depending on its choice of 
the random bit a? This would seem to eliminate the need for 
interaction, as the verifier would never send anything to the 
prover. The reason is that entanglement prevents this from 
working: in order for the two measurements to result in the 
output 1 with high probability, the registers X and Y will gen-
erally need to be highly entangled. One of the curious fea-
tures of entanglement, however, is that any single quantum 
register is highly constrained with respect to the degree of 
entanglement it may simultaneously share with two or more 
other registers. (This phenomenon was colorfully named 
the monogamy of entanglement by Charles Bennett.) Thus, 
again in the general case, the only way for the prover to cause 
the verifier to output 1 is to prepare X in a highly entangled 
state with a register of its own, and then use this entangle-
ment to prepare Y once the random bit a has been received.

There are many strategies that a prover could potentially 
employ in an attempt to cause a verifier to output 1 in the 
type of proof system described above—but they can all be 
accounted for by considering the possible states of the pair 
(X, Y) that the verifier measures, conditioned on the two pos-
sible values of the random bit a. That is, for any two K2 × K 2 
density matrices r0 and r1, one may ask whether it is possi-
ble for the prover to follow a strategy that will leave the veri-
fier with the state r0 for the pair (X, Y) when the random bit 
takes the value a = 0, and with the state r1 when a = 1; and the 
set of all possible such choices for r0 and r1 is simple to char-
acterize. It is precisely the set of all K2 × K 2 density matrices 
r0 and r1 for which

	 PartialTrace(r0) = PartialTrace(r1).� (1)

The necessity of this condition follows immediately from 
the fact that the prover cannot touch X at any point after 
learning a, while the sufficiency of the condition requires an 
analysis based on standard mathematical tools of quantum 
information theory.

It follows that the maximum probability for a prover to 
cause the verifier to output 1 in the type of proof system 
described above is the maximum of the quantity

	 1
–
2 

Trace (∏0
1r0) + 

1
–
2 

Trace (∏1
1r1)� (2)

subject to the conditions that r0 and r1 are K2 × K2 density 
matrices satisfying Equation 1.

3. PSPACE AND BOOLEAN CIRCUITS
Based on the claims of the previous section, the character
ization QIP = PSPACE follows from the existence of a 
polynomial-space algorithm for approximating the prov-
er’s optimal success probability in a quantum interactive 
proof system of the highly restricted form described above. 
The  accuracy of this approximation may, in fact, be very 

coarse: it is only necessary for the algorithm to distinguish 
an optimal probability of 1 from one very close to 1/2.

The design of space-bounded algorithms is an unnatu-
ral task for most algorithm designers. When one cares only 
about space-efficiency, and not about time-efficiency, pro-
gramming techniques that would be ridiculous in a practical 
situation become useful. For example, rather than storing 
bits used frequently in a given computation, one may instead 
opt to recompute and then discard those bits every time they 
are used. Taking such schemes to an extreme, it becomes 
possible to implicitly perform computations on numbers 
and matrices that are themselves exponentially larger than 
the total memory used for the entire computation.

Fortunately, in the late 1970s, Alan Borodin described 
a simple way to translate the task of highly space-efficient 
algorithm design into one that is arguably much more 
natural and intuitive for algorithm designers.5 For the par-
ticular case of PSPACE algorithms, Borodin’s result states 
that a given decision problem is in PSPACE if and only if it 
can be computed by a collection of Boolean circuits having 
the form illustrated in Figure 1. The primary appeal of this 
reformulation is that it allows one to make use of extensive 
work on parallel algorithms for performing various compu-
tational tasks when designing PSPACE algorithms.

Now, the task at hand is to prove that any decision problem 
having a quantum interactive proof system can be decided 

Figure 1. A decision problem is solvable in polynomial space if and 
only if it can be computed by a family of Boolean circuits, one for 
each input length n, whose size may be exponential in n but whose 
depth is polynomial in n. (The circuits must also satisfy a uniformity 
constraint that limits the computational difficulty of computing each 
circuit’s description.)

exponentially large
Boolean circuit C

Problem input (n bits)

Problem output (1 bit)

Depth
polynomial
in n

C1

Problem input (n bits)

Description of {Π0
0, Π1

0} and {Π0
1, Π1

1}

Problem output (1 bit)

C2

Figure 2. An illustration of the two-stage process for solving any 
problem in QIP by a bounded-depth Boolean circuit. The circuit C1 
transforms the input string into an exponentially large description 
of the verifier’s measurements {P0

0, P0
1} and {P1

0, P1
1}, and the circuit 

C2 implements a parallel algorithm for approximating the optimal 
value of the associated optimization problem.
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by a family of polynomial-depth circuits. There is a natu-
ral two-stage process associated with this task that  is  illus-
trated in Figure 2. The first stage of this process turns out to be 
fairly straightforward, using elementary facts about quantum 
computations and bounded-depth circuits. The second stage 
is more difficult, and the algorithm for accomplishing it is rep-
resentative of the  main technical contribution of this work. 
The remainder of the paper is devoted to a discussion of this 
algorithm.

4. THE MAIN ALGORITHM
The algorithm corresponding to the second stage of the 
computation illustrated in Figure 2 will now be described. 
As is required to prove QIP = PSPACE, it is a highly parallel 
algorithm for approximating the value of the optimization 
problem described at the end of Section 2. This optimiza-
tion problem is an example of a semidefinite program (or 
SDP for short): it asks for the maximum value of a linear 
function of a collection of matrix variables that are sub-
ject to a collection of linear and positive semidefinite 
constraints.

SDPs are well studied and subject to an analytically 
powerful duality theory that will be useful in the section 
following this one. There do exist efficient algorithms to 
approximate solutions to most SDPs, including the theo-
retically important ellipsoid method and the more practical 
family of interior point methods. Unfortunately these algo-
rithms do not parallelize, and there is a generally-believed 
complexity-theoretic conjecture (namely NC ≠ P) that 
implies that no other general and efficient algorithm will 
parallelize either: some SDPs seem to force algorithms that 
approximate them to be inherently sequential. For this rea-
son, the algorithm to be presented below will, presumably 
by necessity, exploit the specific nature of the SDP at hand 
to allow for its parallelizability. It does not approximate 
solutions to general SDPs, only those arising from the spe-
cific type of quantum interactive proof system described in 
Section 2.

The algorithm employs a method from learning theory 
and combinatorial optimization sometimes known as the 
matrix multiplicative weights update method, and in partic-
ular makes use of a variant of this technique developed by 
Manfred Warmuth and Dima Kuzmin16 and Sanjeev Arora 
and Satyen Kale.1

The algorithm is iterative in nature: for successive values 
of t = 0, 1, 2,…, the algorithm will generate K 2 × K2 matrices r(t)

0 
and r(t)

1 that, roughly speaking, correspond to guesses for r0 
and r1 in the SDP. In addition, the algorithm also generates 
a K × K matrix s (t) for each t, which intuitively represents a 
common “target” state for

PartialTrace (r(t)
0)  and  PartialTrace (r(t)

1).

Like many iterative algorithms, there is a balance 
between the algorithm’s rate of convergence and accuracy. 
It is essential for the parallelizability of the algorithm that 
r(t)

0, r(t)
1 , and s (t) converge quickly to choices that reveal a near-

optimal solution; but for the sake of the algorithm’s accu-
racy it must not move too rapidly in any one direction, for 

fear of overreacting to poor choices that had the appearance 
of good ones within a small region of the search space.

To aid in this balance, it is helpful at a technical level to 
introduce two K2 × K2 penalty matrices

P0 = Π0
1 + aΠ0

0  and  P1 = Π1
1 + aΠ1

0,

which have the effect of “inflating” density matrices r0 and 
r1 that would not yield a value of the objective function (2) 
close to 1. With a bit of algebra it can be shown that, for a suf-
ficiently large value of a > 0, the optimal value of the original 
SDP will be close to the maximum value of

Trace  
1
–
2 

Q0 + 
1
–
2 

Q1

over all choices of positive semidefinite matrices Q0 and 
Q1, subject to the constraint that s – PartialTrace (P0Q0P0) 
and s – PartialTrace (P1Q1P1) are positive semidefinite for 
some choice of a density matrix s. (The choice a = 4 hap-
pens to provide sufficient accuracy for the problem at 
hand.)

The input to the algorithm is the pair of K 2 × K 2 penalty 
matrices P0 and P1, which effectively specify the matrices 
Π0

0, Π0
1, Π1

0, and Π1
1. The algorithm also refers to constant 

values a  = 4, g = 4/3, e = 1/64 and d = e/a2, which, for the 
sake of clarity, are referred to by these names rather than 
their numerical values.

1.	 Set

	

for 1 denoting the K × K identity matrix. (These matri-
ces represent completely random quantum states, 
reflecting the fact that no information is present in the 
initial guesses for r0, r1, and s.)

2.	 Set the maximum iteration number of the algorithm 
to

and repeat the following steps for each t from 0 to T−1:

(a)  Compute the K × K matrices

M(t)
0   ←  gs (t)  −  PartialTrace (P0r

(t)
0 P0)

M(t)
1   ←  gs (t)  −  PartialTrace (P1r

(t)
1 P1).

(b)  Compute the K × K matrices ∆0
(t) and ∆1

(t) that project 
onto the negative eigenspaces of M0

(t) and M1
(t), 

respectively.
(c)  Compute

b (t)
0  ←  Trace ((Δ(t)

0 ⊗ 1) P0r (t)
0  P0)

b (t)
1  ←  Trace ((Δ(t)

1 ⊗ 1) P1r
(t)
1  P1)
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	 and set b (t) ← (b (t)
0 + b (t)

1 )/2. If b (t) £ e then output 1 
and stop.

(d)  Set

  and set

  Also set

  and set

3.	 If the algorithm has not output 1 and stopped during 
any iteration of step 2(c), then output 0 and stop.

The correctness of the algorithm is certainly not obvi-
ous from its description, and is discussed in the section fol-
lowing this one. In addition to the algorithm’s correctness, 
it is of course also necessary for it to have a highly parallel 
implementation. As the number of iterations is very small 
(at most O(log K), which is polynomially related to the prob-
lem size n), it suffices to observe that each iteration can itself 
be implemented by a highly parallel computation. This is 
possible through the use of known parallel algorithms for 
various matrix and algebraic problems.

5. ANALYSIS OF THE ALGORITHM

5.1. Intuition behind the algorithm
The SDP described in the previous section asks for the maxi-
mum trace of the average (Q0 + Q1)/2, over all positive semi-
definite matrices Q0 and Q1 for which s –  PartialTrace (P0Q0P0) 
and s – PartialTrace (P1Q1P1) are positive semidefinite—for 
some choice of a density matrix s.  While the formal analysis 
of the algorithm indeed makes use of the properties of this 
SDP, the algorithm itself is more naturally viewed as solving 
a feasibility problem.

In particular, for every iteration t the algorithm computes 
matrices r(t)

0 , r(t)
1 , and s (t) so that r (t)

0 and r (t)
1  have average trace 

equal to 1, but may fail to satisfy the constraint that

	 s (t) − PartialTrace (Pbr (t)
b Pb)� (3)

is positive semidefinite for b = 0, b = 1, or both. Successive 
iterations attempt to bring these matrices closer and closer 
to satisfying these constraints. If the constraints are “close 
enough” to being satisfied, the algorithm outputs 1, con-
cluding that the optimal value of the SDP must be close to 1 

by taking Q0 and Q1 close to r(t)
0  and r(t)

1 . If the algorithm fails 
to make sufficient progress toward meeting the constraints, 
even after T iterations have passed, it outputs 0, concluding 
that the optimal value of the SDP cannot be close to 1.

Suppose, for a given iteration t, that the algorithm’s cur-
rent choices of r(t)

0 , r(t)
1 , and s (t) are far from satisfying the 

constraint (3) for b = 0, b = 1, or both. To be more precise, 
suppose that one of the matrices

g s (t)− PartialTrace (Pbr(t)
b Pb)

fails to be positive semidefinite (for g = 4/3). In this case, the 
subspace corresponding to the projection ∆(t)

b onto the nega-
tive part of this matrix represents a part of the search space 
where r(t)

0 , r(t)
1  and s (t) are inadequate: if progress toward meet-

ing the constraints is to be made, s must be made larger on 
this subspace while PartialTrace(PbrbPb) must be smaller.

In both cases, this modification is made by including an 
additional term in the argument to the matrix exponential 
that is normalized to produce the next iteration’s choices  
r0

(t+1), r1 
(t+1),  and s (t+1). This has the effect of shifting the weight 

of r0
(t+1) and r1 

(t+1)  away from the parts of r(t)
0 , and r(t)

1  that con-
tributed to the constraint violations indicated by ∆(t)

0 , and 
∆(t)

1 , respectively, and likewise shifting the weight of s (t+1) 
toward these parts of s (t). (A negative term in the exponential 
reduces weight while a positive term increases weight.)

5.2. Comments on the formal algorithm analysis
That the algorithm works correctly is, of course, not as sim-
ple as the intuitive discussion above might suggest, due in 
large part to the complicated behavior of the exponential of 
a sum of matrices. A proper analysis of the algorithm is nec-
essarily technical, and one can be found in the full version of 
this paper. This extended abstract will not present a detailed 
formal analysis, but will instead present just a high-level 
sketch of the analysis, intended only to provide the reader 
with its basic ideas.

A rigorous analysis of the algorithm makes use of the 
notion of semidefinite programming duality. Every semidefi-
nite programming problem, stated as a maximization prob-
lem typically called the primal problem, has a corresponding 
dual problem, which is a minimization problem. The meth-
odology for determining the dual problem corresponding to 
a given primal problem is standard, but will not be discussed 
here. Each possible value of the dual problem provides an 
upper bound on the optimal value of the primal problem.

For the particular SDP at hand, the dual problem is to 
minimize the largest eigenvalue of the average 1–2 R0 + 1–2 R1, 
over all K × K positive semidefinite matrices R0 and R1 obey-
ing the constraint that every eigenvalue of P0(R0 ⊗ 1)P0 and 
P1(R1 ⊗ 1)P1 is at least 1, or equivalently that the matrices

are both positive semidefinite. (As before, 1 denotes the 
K × K identity matrix.)

The analysis works by constructing solutions to either 
the primal problem or dual problem based on the behav-
ior of the algorithm, guaranteeing its correctness under the 
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assumption that the optimal value of the primal problem is 
either very close to 1 or to 1/2.

The simpler case is that the algorithm outputs 1. This 
must happen during some particular iteration t, and for this 
choice of t one may consider the matrices

For an appropriate choice of s, which can be constructed 
from r(t)

0 , r(t)
1 , s (t), ∆(t)

0 , ∆(t)
1  and b (t), it holds that both s – 

PartialTrace (P0Q0P0) and s – PartialTrace (P1Q1P1) are posi-
tive semidefinite. The trace of the average of Q0 and Q1 is at 
least 1/(g + 4e) > 5/8. It follows that the optimal value of the 
primal problem cannot be too close to 1/2, so it is necessar-
ily close to 1.

The more difficult case is that the algorithm outputs 0. In 
this case, the matrices

form a solution to the dual problem satisfying the required 
constraints and achieving a value smaller than 7/8. 
Establishing that these matrices indeed satisfy the required 
constraints and achieve a value smaller than 7/8 is some-
what technical, but follows from a basic methodology 
that appeared in previous works (including Warmuth and 
Kuzmin16 and Arora and Kale1). With a value of at most 7/8 
for the dual problem, the same value has been established 
as an upper-bound for the primal problem. It follows that 
the optimal value for the primal problem is sufficiently far 
from 1 that it must be close to 1/2.

There is a small complication in the formal analysis that 
does not present a major obstacle, but is nevertheless wor-
thy of note. The complication is that the algorithm cannot 
perform all of the required computations exactly, but must 
approximate some of them. (In particular, the matrix expo-
nentials and the negative eigenspace projections can only be 
approximated, albeit with very high accuracy.) A slight modi-
fication of the analysis sketched above demonstrates, how-
ever, that the algorithm is not particularly sensitive to errors. 
The steps of the computation may, in fact, be performed 
with significantly less accuracy than is possible within the 
resource constraints required of the algorithm.

6. CONCLUSION
The characterization QIP = PSPACE implies that quantum 
computation does not provide an increase in the expressive 
power of interactive proof systems. It is tempting to view this 
fact as a negative result for quantum computing, but this view 
is not well justified. What is most interesting about quantum 
computation is its potential in a standard computational 
setting, where an algorithm (deterministic, probabilistic, or 
quantum) receives an input and produces an output in isola-
tion, as opposed to through an interaction with a hypotheti-
cal prover. The main result of this paper has no implications 
to this fundamental question. A more defensible explanation 
for the equivalence of quantum and classical computing in 
the interactive proof system model is the model’s vast com-
putational power: all of PSPACE. That such power washes 

away the difference between quantum and classical comput-
ing is, in retrospect, perhaps not unexpected.

One future research direction that is clearly suggested 
by this paper is: what class of SDPs can be solved approxi-
mately by parallel algorithms? We do not have an answer 
to this question, and believe it is certainly deserving of fur-
ther investigation. There are, in addition, still many open 
questions relating to variants of quantum interactive proof 
systems—the most notable being the multiprover quantum 
interactive proof system model. This model is, in fact, cur-
rently so poorly understood that it is not even known if every 
problem having a multiprover quantum interactive proof 
system is necessarily decidable.�
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programs for GNAT Pro and related tools. Send re-
sumes to Edmond Schonberg, VP, Ada Core Tech-
nologies, Inc, 104 Fifth Ave, 15th Fl, New York, NY 
10011. No calls, faxes or emails please! EOE.

Air Force Institute of Technology (AFIT) 
Dayton, Ohio
Department of Electrical and  
Computer Engineering 
Graduate School of Engineering and 
Management
Faculty Positions in Computer Science  
or Computer Engineering

The Department of Electrical and Computer En-
gineering is seeking applicants for tenure track 
positions in computer science or computer engi-
neering. The department is particularly interest-
ed in receiving applications from individuals with 
strong backgrounds in formal methods (with em-
phasis on cryptography), software engineering, 
bioinformatics, computer architecture/VLSI sys-
tems, and computer networks and security. The 
positions are at the assistant professor level, al-
though qualified candidates will be considered at 
all levels. Applicants must have an earned doctor-
ate in computer science or computer engineering 
or closely related field and must be U.S. citizens. 
These positions require teaching at the gradu-
ate level as well as establishing and sustaining a 
strong research program. 

AFIT is the premier institution for defense-re-
lated graduate education in science, engineering, 
advanced technology, and management for the U.S. 
Air Force and the Department of Defense (DoD). 
Full details on these positions, the department, 
and application procedures can be found at: http://
www.afit.edu/en/eng/employment_faculty.cfm

Review of applications will begin immediately 
and will continue until the positions are filled. 
The United States Air Force is an equal opportu-
nity, affirmative action employer.

American University of Nigeria
Dean School of Information Technology  
and Communications

The American University of Nigeria (http://www.
aun.edu.ng/), in partnership with The American 
University, Washington, D.C., seeks qualified 
candidates for Dean of the School of ITC. U.S. 
PhD preferred; five to seven years of experience; 

The University: Baylor University, situated on 
a 500-acre campus next to the Brazos River. It an-
nually enrolls more than 14,000 students in over 
150 baccalaureate and 80 graduate programs 
through: the College of Arts and Sciences; the 
Schools of Business, Education, Engineering and 
Computer Science, Music, Nursing, Law, Social 
Work, and Graduate Studies; plus Truett Semi-
nary and the Honors College. For more informa-
tion see http://www.baylor.edu.

Application Procedure: Applications, includ-
ing detailed curriculum vitae, a statement dem-
onstrating an active Christian faith, and contact 
information for three references should be sent 
to: Chair Search Committee, Department of Com-
puter Science, Baylor University, One Bear Place 
#97356, Waco, TX 76798-7356. 

Appointment Date: Fall 2011. For full con-
sideration, applications should be received by 
January 1, 2011. However, applications will be ac-
cepted until the position is filled.

Baylor is a Baptist university affiliated with the 
Baptist General Convention of Texas. As an Affirma-
tive Action/Equal Employment Opportunity employ-
er, Baylor encourages minorities, women, veterans, 
and persons with disabilities to apply.

Boston University
Department of Electrical &  
Computer Engineering
Faculty Search

The Department of Electrical & Computer Engi-
neering (ECE) at Boston University (BU) is seeking 
candidates for several anticipated faculty posi-
tions. While all areas and ranks are under consid-
eration, there is particular interest in entry-level 
and mid-career candidates in the various areas of 
Computer Engineering, including software, se-
curity, embedded systems, and hardware design. 
The Department is seeking to foster growth in the 
broad, interdisciplinary topics of energy, health, 
and communications; candidates with research 
interests that transcend the traditional boundar-
ies of ECE are strongly encouraged to apply. Joint 
appointments with other BU departments and 
with the Divisions of Material Science & Engineer-
ing and Systems Engineering are possible for can-
didates with appropriate interests.

Qualified candidates must possess a relevant, 
earned PhD, and have a demonstrable ability to 
teach effectively, develop funded research pro-
grams in their area of expertise, and contribute to 
the tradition of excellence in research that is char-
acteristic of the ECE Department. Self-motivated 
individuals who thrive on challenge and are eager 
to utilize their expertise to strengthen an ambi-
tious program of departmental enhancement 
are desired. Women, minorities, and candidates 
from other underrepresented groups are espe-
cially encouraged to apply and help us continue 
building an exceptional 21st century university 
department.

management abilities; and effective organiza-
tional, and communication skills. Applicants 
with extensive international experience are en-
couraged to apply. Qualified applicants should 
submit a cover letter and CV to: AUNDeanITC@
HCALtd.com.

AUN, a private university, based in Yola, the 
capital of Adamawa State in Northeast Nigeria, of-
fers a BS in Computer Science, Software Engineer-
ing, Information Systems, and Communications. 

Arizona State University 
Post Doctoral Scholar / Research Scientist

Immediate two-year (renewable) position: NSF-
Funded Affective Meta Tutor project advancing 
Intelligent Tutoring Systems and Affective Learn-
ing Companions for dynamic systems modeling. 
See: http://www.public.asu.edu/~kvanlehn/ and 
hci.asu.edu

Baylor University 
Chairperson, Department of Computer Science

Chartered in 1845 by the Republic of Texas, Baylor 
University is the oldest university in Texas and the 
world’s largest Baptist University. Baylor’s mis-
sion is to educate men and women for worldwide 
leadership and service by integrating academic 
excellence and Christian commitment within a 
caring community. Baylor is actively recruiting 
new faculty with a strong commitment to the 
classroom and an equally strong commitment to 
discovering new knowledge as Baylor aspires to 
become a top tier research university while reaf-
firming and strengthening its distinctive Chris-
tian mission as described in Baylor 2012 (www.
baylor.edu/vision/).

The Department of Computer Science seeks 
qualified candidates for the faculty chair posi-
tion. Viable candidates possess high academic 
standards and Christian convictions matched by 
an active participation in a community of faith. 
Additionally, s/he must have a Ph.D. in Computer 
Science or related area, leadership experience, 
a commitment to undergraduate and graduate 
education, a strong research record that includes 
significant external funding, effective communi-
cation and organization skills.

The Department: The Department offers a CS-
AB-accredited B.S. in Computer Science degree, a 
B.A. degree with a major in Computer Science, a 
B.S. in Informatics with a major in Bioinformat-
ics, and a M.S. degree in Computer Science. The 
Department has 15 full-time faculty, over 370 
undergraduate majors and 30 master’s students. 
The Department’s greatest strength is its dedica-
tion to the success of the students and each other. 
Interested candidates may contact any faculty 
member to ask questions and/or visit the web site 
of the School of Engineering and Computer Sci-
ence at http://www.ecs.baylor.edu.

http://www.afit.edu/en/eng/employment_faculty.cfm
http://www.aun.edu.ng/
mailto:AUNDeanITC@HCALtd.com
http://www.public.asu.edu/~kvanlehn/
http://hci.asu.edu
http://www.baylor.edu/vision/
http://www.ecs.baylor.edu
http://www.baylor.edu
mailto:AUNDeanITC@HCALtd.com
http://www.baylor.edu/vision/
http://www.afit.edu/en/eng/employment_faculty.cfm
http://www.aun.edu.ng/
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ECE at BU is a world-class, progressive de-
partment with excellent resources that is steadily 
gaining national and international prominence 
for its exceptional research and education record. 
ECE is part of BU’s rapidly growing and innovative 
College of Engineering, and currently consists of 
44 faculty members, 200 graduate students, and 
250 BS majors. Outstanding collaboration oppor-
tunities are available with nationally recognized 
medical centers and universities/colleges, nearby 
research centers, and industry throughout the 
Boston area. 

Beyond its research and academic activities, 
BU has a lively, urban campus situated along the 
banks of the Charles River in Boston’s historic 
Fenway-Kenmore neighborhood. The campus and 
surrounding areas offer limitless opportunities for 
recreational activities, from world-class art and 
performances to sporting events and fine dining.

Please visit http://www.bu.edu/ece/faculty-
search for instructions on how to apply. Applica-
tion deadline is January 31, 2011. Boston Univer-
sity is an Equal Opportunity/Affirmative Action 
Employer.

Cal Poly Pomona 
Assistant Professor

The Computer Science Department invites appli-
cations for a tenure-track position at the rank of 
Assistant Professor to begin Fall 2011. We are par-
ticularly interested in candidates with specializa-
tion in Software Engineering, although candidates 
in all areas of Computer Science will be considered, 

and are encouraged to apply. Cal Poly Pomona is 30 
miles east of L.A. and is one of 23 campuses in the 
California State University. The department offers 
an ABET-accredited B.S. program and an M.S. pro-
gram. Qualifications: Possess, or complete by Sep-
tember 2011, a Ph.D. in Computer Science or closely 
related area. Demonstrate strong English commu-
nication skills, a commitment to actively engage in 
the teaching, research and curricular development 
activities of the department at both undergradu-
ate and graduate levels, and ability to work with a 
diverse student body and multicultural constituen-
cies. Ability to teach a broad range of courses, and to 
articulate complex subject matter to students at all 
educational levels. First consideration will be given 
to completed applications received no later than 
December 15, 2010. Contact: Faculty Search Com-
mittee, Computer Science Department, Cal Poly 
Pomona, Pomona, CA 91768. Email: cs@csupomo-
na.edu. Cal Poly Pomona is an Equal Opportunity, 
Affirmative Action Employer. Position announce-
ment available at: http://academic.csupomona.
edu/faculty/positions.aspx. Lawful authorization to 
work in US required for hiring.

California University of PA
Computer Science Faculty

California University of Pennsylvania invites ap-
plications for this tenure-track faculty position. 
Ability to effectively teach Computer Science 
courses and a Ph. D. in Computer Science is re-
quires. For position details and to apply, visit 
https://careers.cup.edu. Calu is M/F/V/D/AA/EOE.

Carnegie Mellon University
School of Design
Tenure Track Faculty Position

School of Design at Carnegie Mellon University
Tenure-Track Faculty Position –  

Design and Computation
Position begins August 2011.  

Apply to kh@cmu.edu.
View complete job description at  

http://bit.ly/cjwnFs

Carnegie Mellon University
Tepper School of Business 
Information Systems Tenure-Track  
Junior Faculty Position 

Tenure-track faculty opening in Information Sys-
tems at the Assistant Professor level, starting in 
September 2011. We are looking for people who are in-
terested in how IT may transform businesses, markets, 
and economic processes. We have a particular interest 
in applicants with research and teaching interests in 
the development and application of machine learn-
ing techniques to business problems or in other 
related areas of business analytics. Teaching assign-
ments encompass BS, Masters, and Ph.D. programs. 
Applicants should send a current curriculum vita, 
evidence of research such as publications, working 
papers, or dissertation proposal to: isgroup@an-
drew.cmu.edu and three recommendation letters 
(via the Postal Service) to Mr. Phillip Conley, Infor-
mation Systems Faculty Recruiting, Carnegie Mel-
lon University, Tepper School of Business, Room 

The Graduate School at IST Austria invites applicants from all countries to its PhD program. IST Austria is 
a new institution located on the outskirts of Vienna dedicated to cutting-edge basic research in the natural 
sciences and related disciplines. The language at the Institute and the Graduate School is English.

The PhD program combines advanced coursework and research, with a focus on Biology, Computer 
Science, Neuroscience, and interdisciplinary areas. IST Austria offers internationally competitive 
PhD salaries supporting 4-5 years of study. Applicants must hold either a BS or MS degree or equivalent. 

The Institute offers PhD students positions with the following faculty:

  Nick Barton  Evolutionary and Mathematical Biology
  Jonathan P. Bollback  Evolutionary Biology  
  Tobias Bollenbach  Biophysics and Systems Biology
  Krishnendu Chatterjee  Game Theory and Software Systems Theory
  Sylvia Cremer  Evolutionary and Behavioral Biology
  Herbert Edelsbrunner  Algorithms, Geometry, and Topology
  Cǎlin C. Guet  Systems and Synthetic Biology
  Carl-Philipp Heisenberg  Cell and Developmental Biology 
  Thomas A. Henzinger  Software Systems Theory
  Peter Jonas  Neuroscience
  Christoph Lampert  Computer Vision and Machine Learning
  Michael Sixt  Cell Biology and Immunology 
  Gašper Tkačik  Theoretical Biophysics and Neuroscience 
  Chris Wojtan  Computer Graphics

Additional faculty members will be announced on the IST website www.ist.ac.at.

For further information and access to the online application please consult www.ist.ac.at/gradschool. 
For inquiries, please contact gradschool@ist.ac.at. For students wishing to enter the program in the 
fall of 2011, the deadline for applications is January 15, 2011.
IST Austria is committed to Equality and Diversity. Female students are encouraged to apply.

CALL FOR PhD STUDENTS

APPLY NOW! 
Deadline:

January 15, 
2011

http://www.bu.edu/ece/facultysearch
mailto:cs@csupomona.edu
http://academic.csupomona.edu/faculty/positions.aspx
https://careers.cup.edu
http://bit.ly/cjwnFs
mailto:isgroup@andrew.cmu.edu
http://www.ist.ac.at
http://www.ist.ac.at/gradschool
mailto:gradschool@ist.ac.at
http://www.bu.edu/ece/facultysearch
mailto:cs@csupomona.edu
http://academic.csupomona.edu/faculty/positions.aspx
mailto:kh@cmu.edu
mailto:isgroup@andrew.cmu.edu


MULTIPLE FACULTY POSITIONS
College of Computing and Informatics, University of North Carolina at Charlotte

CCI is one of the few college-level organizations in computing and informatics among major research 

universities in the US, with close to 60 faculty, 30 staff, and 1200 students, including 130 Ph.D. students. 

The college has a vibrant and cutting edge research enterprise, most notably:  Charlotte Visualization 

Center is one of the leading centers in the nation sponsored by the Department of Homeland Security in 

visual analytics; Cyber DNA Center is a National Center of Excellence in Information Assurance Research 

and Education designated by the National Security Agency;  the Bioinformatics Research Center leads the 

University in structural bioinformatics, molecular biophysics, plant genomics, and metagenomics research. 

For fiscal year 2009-2010 the College received over  $15 million in external research funding.

UNC Charlotte is a rapidly growing urban research university with 900 faculty, over 25,000 students, 

including 5,400 graduate students, with a projected enrollment of 35,000 by 2020. It is ranked among the 

top 10 of up-and-coming national universities by the US News and World Report. Charlotte is a dynamic 

and diverse region of 1.8 million people and is one of the most livable major urban areas in the nation, with 

outstanding cultural and recreational amenities. It is the second largest banking center in the country, and 

a leading center for energy, healthcare, retail, and logistics industries.  

The College of Computing and Informatics is embarking on an exciting venture to develop a new class 

of leading computing and informatics programs for the 21st Century talent and innovation needs. Our 

strategy emphasizes the interplay between developing critical mass in analytics, security, and informatics, 

and building strong connections with banking, healthcare, energy, life science, and biotechnology. We 

invite outstanding entrepreneurial, thought leaders to join our faculty in the following positions:

1.  Department of Computer Science:  tenure-track full professor. The successful 

candidate should have demonstrated skills in working across college and departmental 

boundaries and is experienced in building and managing large-scale, interdisciplinary 

research and educational efforts. The candidate’s research can lie in serious games, data 

warehousing, data analytics, or knowledge systems and discovery. 

2.  Department of Software and Information Systems:  two tenure-track faculty positions 

at all levels, with strong preference given to full and associate professor ranks. A successful 

candidate must have an excellent research record that can attract substantial research 

funding. The Department is particularly interested in faculty with research expertise in health 

informatics, information and network security, modeling, and simulation of complex systems. 

3.  Department of Bioinformatics and Genomics invites applications for the Carol Grotnes 

Belk Distinguished Professorship of Bioinformatics and Genomics with tenure. 

Salaries for the above positions will be highly competitive. All candidates must have a Ph.D. degree in 

relevant areas.  For application details, please visit (https://jobs.uncc.edu) and click on faculty.  Review 

of applications will start in September 2010 and continue until positions are filled. The University of North 

Carolina at Charlotte is an EOE/AA employer and an NSF ADVANCE Institution.
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The School of Computing and Information 
Sciences seeks exceptionally qualified candidates 
for tenure-track and tenured faculty positions at 
all levels and in all areas of Computer Science. A 
Ph.D. in Computer Science or related disciplines 
is required. Preference will be given to candidates 
who will enhance or complement our existing 
research strengths in data and information man-
agement, informatics, operating systems, net-
working, programming languages, security, and 
software engineering. Ideal candidates for junior 
positions should have a record of exceptional 
research in their early careers. Candidates for 
senior positions must have an active and proven 
record of excellence in funded research, publica-
tions, and professional service, as well as a dem-
onstrated ability to develop and lead collabora-
tive research projects. In addition to developing 
or expanding a high-quality research program, 
all successful applicants must be committed to 
excellence in teaching at both graduate and un-
dergraduate levels.

Florida International University (FIU), the 
state university of Florida in Miami, is ranked 
by the Carnegie Foundation as a comprehensive 
doctoral research university with high research 
activity. The School of Computing and Informa-
tion Sciences (SCIS) is a rapidly growing program 
of excellence at the University, with 32 faculty 
members and over 1,400 students, including 
over 90 Ph.D. students. SCIS offers B.S., M.S., 
and Ph.D. degrees in Computer Science, an M.S. 
degree in Telecommunications and Networking, 
and B.S., B.A., and M.S. degrees in Information 
Technology. SCIS has received approximately 

369 Posner Hall, 5000 Forbes Avenue, Pittsburgh, 
PA 15213-3890 (Phone: 412-268-6212). In order to 
ensure full consideration, completed applications 
must be received by Friday, JANUARY 14, 2011. 

Applicants may hold a doctoral degree in any busi-
ness discipline, Information Systems, Computer Sci-
ence, Economics or Operations Research. We are pri-
marily seeking candidates at the Assistant Professor 
level. Applicants should have completed or be near-
ing completion of a Ph.D., and should demonstrate 
potential of excellence in research and teaching.

For information on Carnegie Mellon Univer-
sity’s Tepper School of Business, please visit www.
tepper.cmu.edu

Carnegie Mellon is an equal opportunity, affir-
mative action employer with particular interest in 
identifying women and minority applicants for fac-
ulty positions.

Central Michigan University
Department of Computer Science

The department has two tenure track positions in 
Information Technology to be filled in Fall 2011. 
One is in Applied Networking and one is in Medi-
cal or Health Informatics. For more information 
and to apply electronically: www.jobs.cmich.edu.

Central Washington University 
Assistant/Associate Professor

Central Washington University, Computer Sci-
ence Dept - accepting applications for Ass’t/Assoc 

Prof. All specialization areas are welcome. To ap-
ply online, visit: https://jobs.cwu.edu Screening 
date: 1/03/2011 AA/EEO/Title IX Institution.

Eastern Washington University 
Assistant Professor

The Computer Science Department at Eastern 
Washington University invites applications for a 
tenure-track position starting Sept 2011. Please 
visit: http://access.ewu.edu/HRRR/Jobs.xml for 
complete information. For questions contact 
Margo Stanzak (509) 359-4734

Florida International University
Tenure-track & Tenured Faculty Positions  
(All levels)

FIU is a multi-campus public research university 
located in Miami, a vibrant and globally connect-
ed 24/7 city. Miami’s captivating skyline, taste-
ful tropical cuisine, vivid arts, historically rich 
and diverse neighborhoods, trendy South Beach 
scene, bustling international trade, and youthful 
exuberance provide a perfect environment for our 
engaged university.

Serving more than 42,000 students, FIU offers 
more than 180 baccalaureate, masters, profes-
sional, and doctoral degree programs. As one of 
South Florida’s anchor institutions, FIU is worlds 
ahead in its local and global engagement, finding 
solutions to the most challenging problems of 
our times. 

We invite applications for the above position. Successful candidates can look forward to internationally 
competitive remuneration, and assistance for relocation to Singapore. If you share SUTD’s vision on 
multi-disciplinary curricula and research with a focus on Design in the broadest sense, please email your profile 
and queries to: Ms Jaclyn Lee at jaclynlee@sutd.edu.sg

To learn more about SUTD, please visit www.sutd.edu.sg

FOUNDING HEAD OF PILLAR (Information Systems Technology and Design)
For the Founding Head of Pillar, our search criterion is nothing short of the best and most reputable in the field. Shortlisted candidates must 
minimally have an excellent doctoral qualification and be an international award recipient for academic and research contributions to the 
relevant specialised field, with publications in renowned and reputable journals recognised by the international research community.
The final selection of the Head of Pillar will be based on:
• Your current senior academic position in a renowned prestigious university
• Your successful history in attracting funding for research
• Your proven track record in managing research projects
• Your ability to leverage diverse teams and effectively manage people and resources
• Your passion to share SUTD's vision on the "Big D" approach, focusing on the art and science of design within your specialisation
• Your appetite for entrepreneurship and risk taking
• Your ability to innovate and create an environment that promotes creativity and experimentation
• Your ability to inspire and motivate young minds to become leaders and inventors of tomorrow

The Singapore University of Technology and Design (SUTD), established in collaboration with the Massachusetts Institute of Technology 
(MIT), is seeking a pillar head in the area of Information Systems Technology and Design for this new university slated to matriculate its first 
intake of students in April 2012.

SUTD, the first university in the world with a focus on design accomplished through an integrated multi-disciplinary curriculum, has a mission 
to advance knowledge and nurture technically grounded leaders and innovators to serve societal needs. SUTD is characterised by a breadth 
of intellectual perspectives (the “university”), a focus on engineering foundations (“technology”) and an emphasis on innovation and 
creativity (design). The University’s programmes are based on four pillars leading to separate degree programmes in Architecture and 
Sustainable Design, Engineering Product Development, Engineering Systems and Design, and Information Systems Technology and Design. 
Design, as an academic discipline, cuts across the curriculum and will be the framework for novel research and educational programmes.

MIT’s multi-faceted collaboration with SUTD includes the development of new courses and curricula, assistance with the early deployment 
of courses in Singapore, assistance with faculty and student recruiting, mentoring, and career development, and collaborating on major joint 
research projects, through a major new international design centre and student exchanges. 

Spearhead Cutting-Edge Technology and Design for a Better World
Be one of the top 4 academic leaders in the Singapore University of Technology and Design

http://www.tepper.cmu.edu
http://www.jobs.cmich.edu
https://jobs.cwu.edu
http://access.ewu.edu/HRRR/Jobs.xml
mailto:jaclynlee@sutd.edu.sg
http://www.tepper.cmu.edu
http://www.sutd.edu.sg
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$8.4M in the last two years in external research 
funding, has six research centers/clusters with 
first-class computing infrastructure and sup-
port, and enjoys broad and dynamic industry and 
international partnerships.

HOW TO APPLY:
Applications, including a letter of interest, con-
tact information, curriculum vitae, and the names 
of at least three references, should be submitted 
directly to the FIU J.O.B.S Link website at https://
www.fiujobs.org; refer to Position # 45534. The 
application review process will begin on January 
17, 2011, and will continue until the position is 
filled. Further information can be obtained from 
the School website http://www.cis.fiu.edu, or by e-
mail to recruit@cis.fiu.edu.

FIU is a member of the State University System of 
Florida and is an Equal Opportunity, Equal Access 
Affirmative Action Employer.

Georgia State University
Department of Computer Science

The Department of Computer Science of Georgia 
State University invites applications for an antici-
pated position of Full Professor (possibly Eminent 
Scholar) in the bioinformatics area beginning the 
Fall semester, 2011, pending budgetary approval. 
Earned Ph.D. in Computer Science or a related 
discipline is required. An offer of employment 
will be conditional on background verification.

Prospective candidates should demonstrate 
ability to bring national and international rec-

ognition to the department as a center of excel-
lence for bioinformatics research and education. 
The hired eminent scholar is expected to bring 
in major extramural funding, mentor junior fac-
ulty, recruit top quality PhD students, and foster 
interdisciplinary collaborations amongst faculty 
in various departments in GSU.

Georgia State University, founded in 1913, is 
a Carnegie Doctoral/Research Extensive univer-
sity. Located in the heart of downtown Atlanta, 
this major research university has an enrollment 
of more than 30,000 undergraduate and gradu-
ate students in six colleges. Georgia State is the 
second largest university in the state, with stu-
dents coming from every county in Georgia, every 
state in the nation and from over 145 countries. 
Georgia State University is currently embarking 
on a record $1 billion campus expansion. The 
Computer Science Department offers programs 
leading to the B.S., M.S., and Ph.D. degrees in 
computer science. Currently, 20 out of more than 
60 Ph.D. students are involved in bioinformatics 
research. They are supervised by 10 faculty mem-
bers fully or substantially involved in bioinfor-
matics research through collaboration with Com-
puter Science and Biology faculty. Departmental 
computing facilities for research and instruction 
include a departmental network of PCs, Unix/
Linux workstations, two interconnected Beowulf 
clusters, and a 24-processor supercomputer. The 
department’s faculty attracts substantial from 
many federal agencies including five NSF CA-
REER Awards. 

Applicants should send letter of interest, C.V., 
and three letters of recommendation to: 

The Hong Kong Polytechnic University 
is the largest government-funded tertiary 
institution in Hong Kong with a total student 
count of about 28,000.  It offers high quality 
programmes at Doctorate, Master’s, 
Bachelor’s degrees and Higher Diploma 
levels, undertakes cutting-edge research 
and delivers education that is innovative 
and relevant to industrial, commercial, and 
community needs.  The University has 27 
academic departments and units grouped 
under 6 faculties, as well as 2 independent 
schools and 2 independent research 
institutes.  It has a full-time academic staff 
strength of around 1,400.  The total 
consolidated expenditure budget of the 
University is in excess of HK$4 billion per 
year.  PolyU’s vision is to become a 
“preferred university” offering “preferred 
programmes” with a view to developing 
“preferred graduates”.

The University is now inviting applications 
and nominations for the following post:

Dean of Faculty of Engineering
(Ref.10101101)
Post speci f icat ion of  the above 
posi t ion can be obtained from 
http://www.polyu.edu.hk/hro/postspec/10101101.pdf.

Remuneration and Conditions of Service
Terms of appointment and remuneration 
package are negotiable and highly 
competitive.  

Application
Applicants are invited to send detailed 
curriculum vitae with names and 
addresses of two referees to the Human 
Resources Office, 13/F, Li Ka Shing 
Tower, The Hong Kong Polytechnic 
University, Hung Hom, Kowloon, 
Hong Kong [Fax: (852) 2764 3374; 
E-mail: hrscfeng@polyu.edu.hk], 
quoting position applied for and 
reference number.  Recruitment will 
continue until the position is filled.  
Initial consideration of applications 
will commence in February 2011.  
Candidature may be obtained by 
nomination.  The University reserves the 
right not to fill this post or to make an 
appointment by invitation.  General 
information about the University is available 
on the University’s World Wide Web 
Homepage http://www.polyu.edu.hk or from 
the Human Resources Office [Tel: (852) 
2766 5343].  Details of the University’s 
Personal Information Collection Statement 
for recruitment can be found at 
http://www.polyu.edu.hk/hro/jobpics.htm.

To learn and to apply, for the benefit of mankind

https://www.fiujobs.org
http://www.cis.fiu.edu
mailto:recruit@cis.fiu.edu
http://www.polyu.edu.hk/hro/postspec/10101101.pdf
mailto:hrscfeng@polyu.edu.hk
http://www.polyu.edu.hk
http://www.polyu.edu.hk/hro/jobpics.htm
https://www.fiujobs.org
http://www.ifi.uzh.ch/profhires
mailto:appointment@oec.uzh.ch
mailto:profhires@ifi.uzh.ch
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enthusiastic individuals, committed to excellent 
teaching and continued scholarship. A Ph.D. in 
Computer Science, Computer Engineering, or a 
closely related field is required. While candidates 
in all areas of specialization will be considered, 
we especially welcome applicants with expertise 
in software engineering or network security. More 
information is available at www.loyola.edu/cs and 
www.loyola.edu 

Applicants must submit the following online 
(http://careers.loyola.edu): a letter of application, 
curriculum vita, outline of teaching philosophy, 
and a statement of research objectives.

Massachusetts Institute of Technology
Faculty Positions

The Department of Electrical Engineering and 
Computer Science (EECS) seeks candidates for 
faculty positions starting in September 2011. Ap-
pointment would be at the assistant or untenured 
associate professor level. In special cases, a senior 
faculty appointment may be possible. Faculty du-
ties include teaching at the graduate and under-
graduate levels, research, and supervision of stu-
dent research. We will consider candidates with 
backgrounds and interests in any area of electri-
cal engineering and computer science. Faculty 
appointments will commence after completion 
of a doctoral degree.

Candidates must register with the EECS 
search website at 

https://eecs-search.eecs.mit.edu, and must 
submit application materials electronically to 

Dr. Yi Pan, Chair
Department of Computer Science
Georgia State University
34 Peachtree Street, Suite 1450
Atlanta, Georgia, 30303

Applications can also be sent via email to 
pan@cs.gsu.edu and will be accepted until posi-
tion is filled. 

Georgia State University, a Research Univer-
sity of the University System of Georgia, is an AA/
EEO employer. 

International Computer Science 
Institute 
Director

The International Computer Science Institute 
(ICSI), an independent non-profit laboratory 
closely affiliated with the EECS Department, Uni-
versity of California, Berkeley (UCB), invites ap-
plications for the position of Director, beginning 
Fall 2011.

The ICSI Director’s primary responsibilities 
are to: oversee and expand ICSI’s research agen-
da; act as a high-level external evangelist for ICSI 
research; identify and pursue strategic funding 
opportunities; and strengthen ICSI’s relationship 
with UCB. The Director reports directly to ICSI’s 
Board of Trustees.

ICSI is recognized for world-class research 
activities in networking, speech, language and 
vision processing, as well as computational biol-
ogy and computer architecture. Several of ICSI’s 

research staff have joint UCB appointments, and 
many UCB graduate students perform their re-
search at ICSI. In addition, ICSI places significant 
emphasis on international partnerships and visit-
ing scholar programs.

ICSI is seeking a Director with sufficient 
breadth, interest, and professional connections 
to promote and augment ICSI’s ongoing research 
efforts. Applicants should have recognized re-
search leadership, as well as a strong record in 
research management and demonstrated suc-
cess at government and industrial fundraising. 
Experience with international collaboration and 
fundraising is a plus.

Applications should include a resume, select-
ed publications, and names of three references. 
Review begins February 1, 2011; candidates are 
urged to apply by that date.

To learn more about ICSI, go to http://www.
icsi.berkeley.edu.

To apply for this position, send the above ma-
terial to apply@icsi.berkeley.edu. Recommend-
ers should send letters directly to apply@icsi.
berkeley.edu by 2/1/2011. ICSI is an Affirmative 
Action/Equal Opportunity Employer. Applica-
tions from women and minorities are especially 
encouraged.

Loyola University Maryland 
Assistant Professor, Computer Science

The Computer Science Department invites ap-
plications for a Assistant Professor position for 
the academic year 2011-2012. We are seeking 

Tenure-Track Assistant Professor Position in Compilers
Department of Computer Science, Virginia Tech

The Department of Computer Science at Virginia Tech (www.cs.vt.edu) invites 
applications for hiring at the Assistant Professor rank from candidates with 
primary research focus in compilers, including but not limited to (a) compilers that 
support programming languages and models for emerging architectures such 
as many-core processors and GPGPUs, (b) program analysis, (c) optimizing and 
parallelizing compilers, and (d) compiler-driven runtime systems. The position 
is part of a cluster hire of a total of five positions on both the Blacksburg and 
National Capital Region campuses of Virginia Tech in computer systems, security, 
and cybersecurity by the Department of Computer Science and the Bradley 
Department of Electrical and Computer Engineering (ECE).  The successful 
candidate will join the department on the Blacksburg campus. 

Candidates should have a doctoral degree in Computer Science or a 
cognate area, a record of significant research achievement and publication, a 
coherent research and teaching plan showing the potential to secure research 
funding, build a research program in their area of specialty, and contribute to the 
department’s graduate/undergraduate teaching mission in compilers and related 
areas, and sensitivity to issues of diversity in the campus community. 

Salary for suitably qualified applicants is competitive and commensurate with 
experience. Virginia Tech is an Equal Opportunity/Affirmative Action Institution.
Applications must be submitted online to https://jobs.vt.edu for posting 
#0100838. Applicant screening will begin December 15, 2010 and continue 
until the position is filled. Inquiries should be directed to Godmar Back, Hiring 
Committee Chair, gback@cs.vt.edu. 

Cybersecurity Senior Position
Department of Computer Science, Virginia Tech

The Department of Computer Science (CS@VT) at Virginia Tech seeks applicants 
for a tenure-track faculty position in the area of cybersecurity, at Associate 
Professor or Professor rank, located on the campus of Virginia Tech in the National 
Capital Region (NCR, www.ncr.vt.edu). The successful candidate will contribute 
to the research and graduate programs in the NCR and collaborate with faculty 
at Virginia Tech’s campus in Blacksburg, VA. This position is part of a cluster 
hire of a total of five positions on both campuses in computer systems, security, 

and cybersecurity by the Department of Computer Science and the Bradley 
Department of Electrical and Computer Engineering (ECE) at Virginia Tech. 

Candidates should have research interests in information security, trustworthy 
systems, and other topics relevant to national security and national critical 
infrastructure. Ideal candidates combine cybersecurity with existing department 
strengths in software engineering, high performance computing, systems and 
networks, data mining, and human-computer interaction. Candidates should 
have a record appropriate to a tenured position in scholarship, leadership, and 
interdisciplinary collaboration in cybersecurity; demonstrated ability to contribute 
to teaching at the graduate level in cybersecurity and related subjects; sensitivity 
to issues of diversity in the campus community; established professional network 
and experience in working with cybersecurity-related government agencies 
and industry, potentially including classified research, and the skills needed to 
establish and grow a geographically distributed research group. 

Salary for suitably qualified applicants is competitive and commensurate with 
experience. 

Applications must be submitted online to https://jobs.vt.edu for posting 
#0100818. Applicant screening will begin December 15, 2010 and continue until 
the position is filled. Inquiries should be directed to Chris North, Hiring Committee 
Chair, north@cs.vt.edu. 

Machine Learning/Artificial Intelligence
Department of Computer Science, Virginia Tech

The Department of Computer Science at Virginia Tech (www.cs.vt.edu) invites 
applications from candidates in artificial intelligence with particular interests in 
machine learning for a full-time tenure-track position at any rank, with preference 
for hiring at the Professor or Associate Professor rank. The department plans on 
making multiple hires over multiple years in this area.  Candidates should have an 
established record appropriate to the desired rank of scholarship, leadership, and 
collaboration in a variety of computing and interdisciplinary areas; demonstrated 
ability to contribute to our department’s teaching mission at the undergraduate 
and graduate levels in AI and related subjects; and the organizational skills 
needed to establish and grow a multidisciplinary research center. 

Salary for suitably qualified applicants is competitive and commensurate with 
experience.

Applications must be submitted online to https://jobs.vt.edu for 
posting #0100774. Applicant screening will begin December 15, 2010 and 
continue until the position is filled. Inquiries should be directed to Dennis Kafura, 
kafura@cs.vt.edu. 

Virginia Tech is an Equal Opportunity/Affirmative Action Institution.

mailto:pan@cs.gsu.edu
http://www.loyola.edu/cs
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mailto:gback@cs.vt.edu
http://www.ncr.vt.edu
https://jobs.vt.edu
mailto:north@cs.vt.edu
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mailto:apply@icsi.berkeley.edu
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and about 100 doctoral and post-doctoral posi-
tions. Additional growth through outside funding 
is possible. We maintain an open, international 
and diverse work environment and seek applica-
tions from outstanding researchers regardless 
of national origin or citizenship. The working 
language is English; knowledge of the German 
language is not required for a successful career at 
the institute.

The institute is located in Kaiserslautern and 
Saarbruecken, in the tri-border area of Germany, 
France and Luxembourg. The area offers a high 
standard of living, beautiful surroundings and 
easy access to major metropolitan areas in the 
center of Europe, as well as a stimulating, com-
petitive and collaborative work environment. In 
immediate proximity are the MPI for Informatics, 
Saarland University, the Technical University of 
Kaiserslautern, the German Center for Artificial 
Intelligence (DFKI), and the Fraunhofer Insti-
tutes for Experimental Software Engineering and 
for Industrial Mathematics.

Qualified candidates should apply online at 
http://www.mpi-sws.org/application. The review 
of applications will begin on January 3, 2011, and 
applicants are strongly encouraged to apply by 
that date; however, applications will continue to 
be accepted through January 2011.

The institute is committed to increasing the 
representation of minorities, women and individ-
uals with physical disabilities in Computer Sci-
ence. We particularly encourage such individuals 
to apply.

Mississippi State University
Faculty Position in Computer Science or
Software Engineering

The Department of Computer Science and Engi-
neering (http://www.cse.msstate.edu) is seeking 
to fill an open position for a tenure-track faculty 
member at the Assistant/Associate Professor lev-
els. Evidence of strong potential for excellence in 
research (including the ability to attract external 
funding) and teaching at the graduate and under-
graduate levels is required. The primary areas of 
interest for this position are Software Engineer-
ing, Artificial Intelligence, and Bioinformatics.

Mississippi State University has approximate-
ly 1300 faculty and 20,000 students. The Depart-
ment of Computer Science and Engineering has 
16 tenure-track faculty positions and offers aca-
demic programs leading to the bachelor’s, mas-
ter’s and doctoral degrees in computer science 
and bachelor’s degrees in software engineering 
and computer engineering. Faculty members 
and graduate students work with a number of 
on-campus research centers including the Criti-
cal Infrastructure Protection Center, the High 
Performance Computing Collaboratory, the Insti-
tute for Neurocognitive Science and Technology, 
the Institute for Digital Biology, the Center for Ad-
vanced Vehicular Systems, and the GeoResources 
Institute. Department research expenditures to-
tal around 5.2 million dollars per year. 

Candidates for this position are expected to 
hold a PhD in computer science or closely related 
field (ABDs may be considered). Level of appoint-
ment is commensurate with qualifications and 
experience. 

Applicants should submit a letter of appli-
cation, curriculum vita, teaching statement, 

this website. Candidate applications should in-
clude a description of professional interests and 
goals in both teaching and research. Each appli-
cation should include a curriculum vita and the 
names and addresses of three or more individuals 
who will provide letters of recommendation. Can-
didates should request that their letter writers 
submit recommendation letters directly to MIT 
on the website above. Please submit complete ap-
plication by December 15, 2010.

Send all materials not submitted on the web-
site to:

Professor W. Eric L. Grimson
Department Head, Electrical Engineering 

and Computer Science
Massachusetts Institute of Technology
Room 38-401
77 Massachusetts Avenue
Cambridge, MA 02139

M.I.T. is an equal opportunity/affirmative ac-
tion employer.

Max Planck Institute for Software 
Systems (MPI-SWS)
Tenure-track openings

Applications are invited for tenure-track and 
tenured faculty positions in all areas related to 
the study, design, and engineering of software 
systems. These areas include, but are not limited 
to, data and information management, program-
ming systems, software verification, parallel, dis-
tributed and networked systems, and embedded 
systems, as well as cross-cutting areas like securi-
ty, machine learning, usability, and social aspects 
of software systems. A doctoral degree in comput-
er science or related areas and an outstanding re-
search record are required. Successful candidates 
are expected to build a team and pursue a highly 
visible research agenda, both independently and 
in collaboration with other groups. Senior candi-
dates must have demonstrated leadership abili-
ties and recognized international stature.

MPI-SWS, founded in 2005, is part of a net-
work of eighty Max Planck Institutes, Germany’s 
premier basic research facilities. MPIs have an 
established record of world-class, foundational 
research in the fields of medicine, biology, chem-
istry, physics, technology and humanities. Since 
1948, MPI researchers have won 17 Nobel prizes. 
MPI-SWS aspires to meet the highest standards of 
excellence and international recognition with its 
research in software systems.

To this end, the institute offers a unique envi-
ronment that combines the best aspects of a uni-
versity department and a research laboratory:

a) �Faculty receive generous base funding to 
build and lead a team of graduate students 
and post-docs. They have full academic 
freedom and publish their research results 
freely.

b) �Faculty supervise doctoral theses, and have 
the opportunity to teach graduate and un-
dergraduate courses.

c) �Faculty are provided with outstanding tech-
nical and administrative support facilities 
as well as internationally competitive com-
pensation packages.

MPI-SWS currently has 8 tenured and tenure-
track faculty, and is funded to support 17 faculty 

research statement, and names and contact in-
formation of at least three references online at 
http://www.jobs.msstate.edu/. Review of applica-
tions will begin not earlier than December 2010 
and continue until the position is filled. MSU is an 
Affirmative Action/Equal Opportunity Employer.

Montana State University
RightNow Technologies Professorships 
in Computer Science

The Montana State University Computer Science 
Department is searching for two faculty members 
at either the Assistant, Associate or Full level, 
based on experience. Candidates at the Associ-
ate or Full level must have established or rising 
prominence in their field. A three-year start-up 
package is being provided by RightNow Tech-
nologies. Montana State University is a Carnegie 
Foundation RU/VH research university with an 
enrollment of approximately 13,000. The website 
www.cs.montana.edu/faculty-vacancies has infor-
mation on position requirements and application 
procedures. ADA/EO/AA/Veterans Preference.

Advertising in Career 
Opportunities 

How to Submit a Classified Line Ad: Send 
an e-mail to acmmediasales@acm.org. 
Please include text, and indicate the 
issue/or issues where the ad will appear, 
and a contact name and number.

Estimates: An insertion order will then 
be e-mailed back to you. The ad will by 
typeset according to CACM guidelines. 
NO PROOFS can be sent. Classified line 
ads are NOT commissionable.

Rates: $325.00 for six lines of text, 40 
characters per line. $32.50 for each 
additional line after the first six. The 
MINIMUM is six lines.

Deadlines: 20th of the month/2 months 
prior to issue date. For latest deadline 
info, please contact: 

acmmediasales@acm.org

Career Opportunities Online: Classified 
and recruitment display ads receive a 
free duplicate listing on our website at: 

http://campus.acm.org/careercenter 

Ads are listed for a period of 30 days. 

For More Information Contact: 

ACM Media Sales,  
at 212-626-0686 or  

acmmediasales@acm.org

http://www.cse.msstate.edu
http://www.jobs.msstate.edu/
http://www.cs.montana.edu/faculty-vacancies
mailto:acmmediasales@acm.org
mailto:acmmediasales@acm.org
http://campus.acm.org/careercenter
mailto:acmmediasales@acm.org
http://www.mpi-sws.org/application
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Northeastern Illinois University 
Tenure-track Position

The Computer Science Department of North-
eastern Illinois University in Chicago invites ap-
plications for a tenure-track position starting Fall 
2011. Ph.D. in Computer Science or closely relat-
ed field required. Preference will be given to can-
didates with interests in informatics, software en-
gineering, emerging technologies, and computer 
networks and security. Strong candidates in other 
areas will be considered. AA/EOE View complete 
job posting at: http://bit.ly/neiuFac10

Oregon State University 
School of Electrical Engineering and  
Computer Science
Two tenure-track Professorial positions  
in Computer Science

The School of Electrical Engineering and Com-
puter Science at Oregon State University invites 
applications for two tenure-track professorial 
positions in Computer Science. Exceptionally 
strong candidates in all areas of Computer Sci-
ence are encouraged to apply. We are building 
research and teaching strengths in the areas of 
open source software, internet and social com-
puting, and cyber security, so our primary need is 
for candidates specializing in software engineer-
ing, database systems, web/distributed systems, 
programming languages, and HCI. Applicants 
should demonstrate a strong commitment to 
collaboration with other research groups in the 
School of EECS, with other departments at Ore-
gon State University, and with other universities.

The School of EECS supports a culture of en-
ergetic collaboration and faculty are committed 
to quality in both education and research. With 
40 tenure/tenure-track faculty, we enroll 160 PhD, 
120 MS and 1200 undergraduate students. OSU 
is the only Oregon institution recognized for its 
“very high research activity” (RU/VH) by the Car-
negie Foundation for the Advancement of Teach-
ing. The School of EECS is housed in the Kelley 
Engineering Center, a green building designed 
to support collaboration among faculty and stu-
dents across campus. Oregon State University is 
located in Corvallis, a college town renowned for 
its high quality of life.

For more information, including full position an-
nouncement and instructions for application, visit: 
http://eecs.oregonstate.edu/faculty/openings.php.

OSU is an AAEOE.

Peking University 
School of EECS
Tenure-track Faculty Positions

The School of EECS at Peking University invites ap-
plications for tenure-track positions in the areas of 
energy efficient computing (including but not lim-
ited to energy-efficient computing and communi-
cation architectures, compilation, and system soft-
ware) and applications (such as smart grid, mobile 
computing, sensor networks, and hardware ac-
celeration of computing-intensive applications). 
These positions are associated with the newly es-
tablished Center for Energy-Efficient Computing 
and Applications (http://ceca.pku.edu.cn), which 
offers a new level of startup and compensation 

Review of applications will begin on 1 Decem-
ber 2010. Inquiries may be sent to

ece-hcc-search@ecn.purdue.edu.

Applications will be considered as they are re-
ceived, but for full consideration should arrive by 
1 January 2011. 

Purdue University is an equal opportunity, 
equal access, affirmative action employer fully 
committed to achieving a diverse workforce.

Shell 
Principal Researcher - U22232

For the general field of Computational Modeling 
and Computer Science - To seek out, evaluate, dis-
cover and invent emerging technologies that can 
solve targeted current or future problems in Royal 
Dutch Shell (RDS) businesses. 

The position is designed principally to ensure 
that RDS maximizes its use and leverage of ex-
ternal inventiveness and development, through 
early recognition of potentially valuable new tech-
nologies, to pursue the prospective ones, and to 
funnel them into the organization(s) in RDS that 
are the most likely to derive value. 

To test ideas through the “fastest route to fail-
ure” and/or to champion and develop such technol-
ogies to the point of organizational commitment. 
Typically this will be to the point of investment in 
a funded project within the Innovation Research 
and Development (P&T IRD) Department, but may 
also be direct sponsorship by the business or exter-
nal development with third parties. 

The incumbent will have and maintain a 
broad and deep technical network with research 
institutes, academia, and peers in RDS and other 
companies including in order to be able to early 
recognize new ideas. The incumbent will also 
provide technical perspective for management 
on mid and long term developments in technol-
ogy in the field and their impact on the valuation 
of business opportunities as input to technology 
and business strategy. 

The incumbent will be expected to be a leader 
with credibility in the technical community and 
time will be made available for such a role (e.g. as 
active researcher and/or as PTE/SME) for project 
work, internal consulting or impact external rep-
resentation. 

Position Accountabilities: 
Enhance Shell’s reputation in technology and 
innovation through selected external representa-
tion and via purposeful interaction with external 
institutions universities and companies. 

Leadership with respect to developing real 
technology options for medium and long-term 
technology opportunities in targeted technology 
focus areas such as computer science, high-per-
formance computing, computational chemistry 
and physics, stochastics & computational uncer-
tainty management, computational fluid dynam-
ics, reservoir modeling and simulation. 

Provide the future technology view for Shell 
Leadership as input to Strategic Decisions. 

Assist with maintenance and management of 
a portfolio of internal and external projects on top-
ics in fundamental research and technology that 
are outside the realm of existing Shell businesses 
or technology projects in order to rapidly and cost 
effectively assess their potential impact on Shell. 

packages. Applications from distinguished candi-
dates at senior levels are also encouraged.

To apply, please email the resume, statements 
of research and teaching, and at least three names 
for references to Dr. Tao Wang wangtao@pku.edu.
cn or wangtao@ieee.org. Applications received by 
January 15, 2011 will be given full consideration.

Princeton University 
Computer Science 
Assistant Professor 
Tenure-Track Positions

The Department of Computer Science at Princeton 
University invites applications for faculty positions 
at the Assistant Professor level. We are accepting 
applications in all areas of Computer Science.

Applicants must demonstrate superior re-
search and scholarship potential as well as teach-
ing ability. A PhD in Computer Science or a relat-
ed area is required.

Successful candidates are expected to pursue 
an active research program and to contribute 
significantly to the teaching programs of the de-
partment. Applicants should include a resume 
contact information for at least three people who 
can comment on the applicant’s professional 
qualifications.

There is no deadline, but review of applica-
tions will start in December 2010; the review of 
applicants in the field of theoretical computer 
science will begin as early as October 2010.

Princeton University is an equal opportunity 
employer and complies with applicable EEO and 
affirmative action regulations You may apply on-
line at:

http://www.cs.princeton.edu/jobs
Requisition Number: 1000520

Purdue University
School of ECE, Computer Engineering 
Faculty Position in Human-Centered Computing 

The School of Electrical and Computer Engineer-
ing at Purdue University invites applications for 
a faculty position at any level in human-centered 
computing, including but not limited to visual-
ization, visual analytics, human computer inter-
action (HCI), and graphics. The Computer Engi-
neering Area of the school (http://engineering.
purdue.edu/ECE/Research/Areas/CompEng) has 
nineteen faculty members who have active re-
search programs in areas including AI, architec-
ture, compilers, computer vision, distributed sys-
tems, embedded systems, graphics, haptics, HCI, 
machine learning, multimedia systems, network-
ing, networking applications, NLP, OS, robotics, 
software engineering, and visualization. Eligible 
candidates are required to have a PhD in com-
puter science/engineering or a related field and 
a significant demonstrated research record com-
mensurate with the level of the position applied 
for. Academic duties of the position include teach-
ing, advising students, and maintaining a strong 
research program. Applications should consist of 
a cover letter, a CV, a research statement, names 
and contact information for at least three refer-
ences, and URLs for three to five online papers. 

Applications should be submitted to: https://
engineering.purdue.edu/Engr/AboutUs/Employ-
ment/Applications.

http://bit.ly/neiuFac10
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december 2010  |   vol.  53  |   no.  12  |   communications of the acm     119

Accountable for the development and execu-
tion of cross business innovative R&D programs 
on behalf of and sponsored by Upstream and 
Downstream Research. 

Pro-actively build/maintain a national and in-
ternational network with universities, private and 
government research institutes, and industrial 
companies so that RDS does not miss the next 
technology wave in relevant areas.

Requirements: 
˲˲ Legal authorization to work in the US on a full 

time basis for anyone other than current employer 
˲˲ Master’s in Computer Science or Computer En-

gineering 
˲˲ PhD in Computer Science or Computer Engi-

neering preferred 
˲˲ Minimum five years (post graduate) hands on 

technical and project lead experience in the area 
of simulation, computation and modeling 

˲˲ Minimum ten (10) professional peer reviewed 
or conference papers and/or patents 

˲˲ Experience teaching and training students and/
or technical professionals 

˲˲ Proven experience running multi location/in-
stitution research projects 

˲˲ Evidence of building and maintaining relations 
with leading academic and research institutes 

˲˲ Demonstrated experience collaborating with 
Government agencies and/or National laboratories 

˲˲
Application Deadline: Saturday 06 November 2010
Apply Online at 

http://impact-gs.jobstreet.com/jobs/jobdesc.
aspx?eid=Yf68ImbLavWpP3ctWsft6AkAkq
U%3d&uid=469%7c22232%7c%7c&did=0&i
ts=0&src=8&ref=&cc=US&agn=

Siena College 
Tenure-track Faculty

The Computer Science Department at Siena Col-
lege invites applicants for two tenure track posi-
tions beginning September 2011. The first posi-
tion requires a Ph.D. in Computer Science with 
an interest in teaching a broad range of under-
graduate courses. The second position requires a 
Ph.D. in either Computer Science or Information 
Systems with a very strong interest in teaching 
management information systems and a strong 
programming background. Visit http://www.sie-
na.edu/cssearch for details on how to apply and 
information about the position. Salary and ben-
efits are competitive. Siena College is an EOE.

Swarthmore College
Visiting Assistant Professor

Swarthmore College invites applications for a 
three-year faculty position in Computer Science, 
at the rank of Visiting Assistant Professor, be-
ginning September 2011. Specialization is open. 
Review of applications will begin January 1, 2011, 
and continue until the position is filled. For infor-
mation, see http://www.cs.swarthmore.edu/job.

Swarthmore College has a strong commit-
ment to excellence through diversity in educa-
tion and employment and welcomes applications 
from candidates with exceptional qualifications, 
particularly those with demonstrable commit-
ments to a more inclusive society and world.

research and teaching statements, and the names 
of at least three references. (Post your reference 
list under “other doc”) Applicants must apply us-
ing William & Mary’s online recruitment system 
at: https://jobs.wm.edu.

Review of applications will begin December 
15 and continue until the position is filled. The 
College is an EEO/AA employer.

Applicants must hold a Ph.D. in computer sci-
ence or a related field at the time of appointment, 
must have a strong research record, and should 
have an interest in teaching.

The George Washington University 
Department of Computer Science 
Four Faculty Positions 

The Department of Computer Science at The 
George Washington University is seeking ap-
plicants for four faculty positions in the areas of 
security, systems, and AI. The first is a tenured 
senior position in security, at the rank of Associ-
ate or Full Professor. The other three are tenure-
track positions at the rank of Assistant or Associ-
ate Professor, one in security and the other two in 
systems and Artificial Intelligence. People with 
applied or theoretical research interests in those 
areas are encouraged to apply. Successful candi-
dates may start as early as Fall 2011. 

Basic Qualifications: All applicants must have 
a Ph.D. degree in Computer Science or a closely 
related field. Applicants for the Associate Pro-
fessor rank must have well-established and well 
funded research programs, and applicants for the 
tenured senior position in security must also be 
recognized scholars prepared to take on a lead-
ing research role within the department and in 
the field. Applicants for the Assistant Professor 
rank must demonstrate potential for develop-
ing a quality research program and for attracting 
research funding. ABD candidates for the junior 
positions may apply for the Assistant Professor 
rank, but they must complete their Ph.D. degree 
by August 15, 2011. All applicants must have dem-
onstrated teaching excellence or potential at both 
undergraduate and graduate levels.

The George Washington University is the larg-
est academic institution in the nation’s capital 
with close access to many Federal funding agen-
cies and research laboratories. The University of-
fers comprehensive programs of undergraduate 
and graduate liberal arts studies as well as degrees 
in engineering, law, medicine, public health, 
education, business and international affairs. A 
private institution, GW prides itself on excellent 
research, quality education, and low student-
teacher ratio. The exceptional location affords the 
GW community unique cultural and intellectual 
opportunities. In the high-tech sector, the Wash-
ington, DC Metropolitan area is one of the largest 
IT areas in the nation, putting us in the center of 
activities such as security and biotechnology. 

The Department of Computer Science of-
fers an accredited Bachelor of Science program, 
a Bachelor of Arts program, and Master’s and 
Ph.D degrees. The Department has 18 faculty 
members, numerous affiliated and adjunct fac-
ulty members, and over 425 students. The Depart-
ment has educational and research programs in 
security, systems, networks, graphics, biomedical 
applications, AI, search, and human computer in-
teraction, with funding from various agencies; a 

Texas State University-San Marcos
Department of Computer Science

Applications are invited for a tenure-track posi-
tion at the rank of Assistant Professor, Associate 
Professor, or Professor. Consult the department 
recruiting page at http://www.cs.txstate.edu/re-
cruitment/ for job duties, qualifications, applica-
tion procedures, and information about the uni-
versity and the department.

Texas State University-San Marcos will not 
discriminate against any person (or exclude any 
person from participating in or receiving the ben-
efits of any of its activities or programs) on any 
basis prohibited by law, including race, color, 
age, national origin, religion, sex or disability, 
or on the basis of sexual orientation. Texas State 
University-San Marcos is a member of the Texas 
State University System.

The Citadel
Department of Mathematics and Computer
Assistant Professor

The Department of Mathematics and Computer 
Science invites applications for a tenure-track fac-
ulty position in computer science at the Assistant 
Professor level beginning August 2011. Qualifica-
tions include an earned Ph.D. in computer sci-
ence or a closely related field and a strong com-
mitment to excellence in teaching, research, and 
service. Candidates from all areas of computer 
science are encouraged to apply. For application 
procedures and information about the school 
and department see http://www.mathcs.citadel.
edu/cs_position_2011.html. 

Review of applications will begin on January 
10, 2011, and will continue until the position is 
filled.

Applications from women and minorities are 
especially encouraged. The Citadel is an affirma-
tive action/equal opportunity employer actively 
committed to ensuring diversity in all campus 
employment.

The College of William & Mary
Faculty Position in Computer Science

We invite applications for a tenure-track assis-
tant professor position in Computer Science for 
Fall 2011. We are interested in individuals with 
research expertise in software engineering, pro-
gramming languages, or compiler construction, 
but exceptional applicants from other areas of 
computer science will be considered. 

The College of William & Mary, consistently 
ranked in the elite group of the Best National 
Universities-Doctoral by U.S. News and World 
Report, has committed to a multi-year effort to 
strengthen its computer science research pro-
gram and, as a consequence, the department has 
been the home of multiple NSF CAREER Awards. 
Teaching loads are competitive with top research 
computer science departments in support of the 
department’s research expectations for faculty. 
The department currently consists of thirteen 
faculty members who support B.S., M.S., and 
Ph.D. programs. More information about the de-
partment and university can be obtained at http://
www.cs.wm.edu

Applicants should submit a current resume, 

http://impact-gs.jobstreet.com/jobs/jobdesc.aspx?eid=Yf68ImbLavWpP3ctWsft6AkAkqU%3d&uid=469%7c22232%7c%7c&did=0&its=0&src=8&ref=&cc=US&agn=
http://www.siena.edu/cssearch
http://www.siena.edu/cssearch
http://www.cs.swarthmore.edu/job
http://www.cs.txstate.edu/recruitment/
http://www.mathcs.citadel.edu/cs_position_2011.html
http://www.mathcs.citadel.edu/cs_position_2011.html
http://www.cs.wm.edu
https://jobs.wm.edu
http://www.cs.txstate.edu/recruitment/
http://impact-gs.jobstreet.com/jobs/jobdesc.aspx?eid=Yf68ImbLavWpP3ctWsft6AkAkqU%3d&uid=469%7c22232%7c%7c&did=0&its=0&src=8&ref=&cc=US&agn=
http://impact-gs.jobstreet.com/jobs/jobdesc.aspx?eid=Yf68ImbLavWpP3ctWsft6AkAkqU%3d&uid=469%7c22232%7c%7c&did=0&its=0&src=8&ref=&cc=US&agn=
http://impact-gs.jobstreet.com/jobs/jobdesc.aspx?eid=Yf68ImbLavWpP3ctWsft6AkAkqU%3d&uid=469%7c22232%7c%7c&did=0&its=0&src=8&ref=&cc=US&agn=
http://www.cs.wm.edu
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The main selection criteria will be the candidate’s 
demonstrated ability and commitment to re-
search, the match of interests with the institute’s 
mission, and how the candidate complements 
areas of established strengths of the institute. 
All positions require an earned doctoral degree 
in Computer Science or a closely related area. 
Candidates for tenure-track positions will have 
shown exceptional promise in research and will 
have displayed an ability to work independently 
as well as collaboratively. Candidates for tenured 
positions must possess an outstanding research 
record, have recognized international stature, 
and demonstrated leadership abilities.

Application materials are available at the URL
https://www.imdea.org/internationalcall/ 

Default.aspx?IdInstitute=17

For full consideration, complete applications 
must be received by December 15, 2010 (and ap-
plicants should arrange for the reference letters to 
arrive by that date), although applications will con-
tinue to be accepted until the positions are filled.

Salaries
Salaries at The IMDEA Software Institute are in-
ternationally competitive and are established on 
an individual basis within a range that guarantees 
fair and attractive conditions with adequate and 
equitable social security provision in accordance 
with existing national Spanish legislation. This 
includes access to an excellent public healthcare 
system.

Work Environment
The working language at the institute is English. 
The institute is located in the vibrant area of Ma-
drid, Spain. It offers an ideal working environ-
ment, open and collaborative, where researchers 
can focus on developing new ideas and projects. A 
generous startup package is offered. Researchers 
are also encouraged to participate in national and 
international research projects.

For more information please visit the web 
pages of The IMDEA Software Institute at www.
software.imdea.org

IMDEA is an Equal Opportunity Employer and 
strongly encourages applications from a diverse 
and international community. IMDEA complies 
with the European Charter for Researchers.

The Ohio State University 
Department of Computer Science and 
Engineering (CSE)
Assistant Professor

The Department of Computer Science and En-
gineering (CSE), at The Ohio State University, 
anticipates significant growth in the next few 
years. This year, CSE invites applications for four 
tenure-track positions at the Assistant Professor 
level. Priority consideration will be given to candi-
dates in database systems, graphics & animation, 
machine learning, and networking. Outstanding 
applicants in all CSE areas (including software 
engineering & programming languages, systems, 
and theory) will also be considered.

The department is committed to enhancing 
faculty diversity; women, minorities, and individ-
uals with disabilities are especially encouraged to 
apply.

Applicants should hold or be completing 
a Ph.D. in CSE or a closely related field, have a 
commitment to and demonstrated record of ex-
cellence in research, and a commitment to excel-
lence in teaching.

To apply, please submit your application via 
the online database. The link can be found at: 
http://www.cse.ohio-state.edu/department/posi-
tions.shtml

Review of applications will begin in November 
and will continue until the positions are filled.

The Ohio State University is an Equal Oppor-
tunity/Affirmative Action Employer.

The University of Michigan, Ann Arbor
Department of Electrical Engineering and 
Computer Science
Computer Science and Engineering Division
Faculty Position

Applications and nominations are solicited 
for a faculty position in the Computer Science 
and Engineering (CSE) Division as part of an 
interdisciplinary cluster hire funded by the Uni-
versity President to strengthen expertise in the 
area of petascale computing. We are looking for 
individuals broadly interested in parallel systems 
that scale to petascale and beyond. Relevant areas 
include run-time systems, compilers, algorithms, 
programming languages, tools, and networking. 

Candidates with a focus in this area are en-
couraged to apply. However, all computer science 
and engineering applications will be considered. 
Applications must be received by January 10, 
2011.

Qualifications include an outstanding aca-
demic record, a doctorate or equivalent in com-
puter engineering or computer science, and a 
strong commitment to teaching and research.

To apply please complete the form at: http://
www.eecs.umich.edu/eecs/jobs/csejobs.html

Electronic applications are strongly preferred, 
but you may alternatively send resume, teach-
ing statement, research statement and names of 
three references to:

Professor Satinder Singh Baveja, Chair, CSE 
Faculty Search

Department of Electrical Engineering and 
Computer Science

University of Michigan
2260 Hayward Street
Ann Arbor, MI 48109-2121

The University of Michigan is a Non-Discrim-
inatory/Affirmative Action Employer with an 
Active Dual-Career Assistance Program. The col-
lege is especially interested in candidates who 
can contribute, through their research, teaching, 
and/or service, to the diversity and excellence of 
the academic community.

The University of Michigan, Ann Arbor
Dept. of Electrical Engineering and  
Computer Science
Computer Science and Engineering Division
Faculty Position

The University of Michigan is conducting a search 
for an interdisciplinary “cluster” of five new faculty 
over the next two or three years in the broad area of 
Computational Media and Interactive Systems. We 

NSA-designated Center of Academic Excellence 
and Center of Academic Excellence-Research in 
security, with funding from NSF, DOD, and other 
agencies; and NIH-funded collaborations with 
the medical school in the biomedical areas. For 
further information please refer to http://www.
cs.gwu.edu. 

Application Procedure: To be considered, ap-
plicants must email an application to cssearch@
gwu.edu containing (i) a brief cover letter that 
clearly indicates the position area and rank of in-
terest, (ii) a curriculum vita, (iii) a statement of re-
search and teaching interests, (iv) complete con-
tact information for at least three references, and 
optionally (v) other relevant supporting materials. 
If by regular mail, applications should be sent to: 
Chair, Faculty Search Committee, Department of 
Computer Science, PHIL 703, The George Wash-
ington University, Washington D.C. 20052. Only 
complete applications will be considered. Inqui-
ries about applying will be accorded the utmost 
discretion. Review of applications will begin on 
December 4, 2010, and will continue through the 
Spring 2011 semester, until the position is filled. 
For complete instructions on the application pro-
cess, please visit the department faculty search 
website at http://www.cs.gwu.edu/facsearch/.

The George Washington University is an equal 
opportunity/affirmative action employer. 

The IMDEA Software Institute 
Tenured and Tenure-Track Faculty Positions
Madrid Institute for Advanced Studies in
Software Development Technologies (The 
IMDEA Software Institute)

Open call for Tenured and Tenure-track Research 
positions
The Madrid Institute for Advanced Studies in 
Software Development Technologies (The IMDEA 
Software Institute) invites applications for ten-
ure-track (Research Assistant Professor) and ten-
ured (Research Associate Professor and Research 
Professor) faculty positions. We are primarily in-
terested in recruiting excellent candidates in the 
following areas.

˲˲ Experimental software systems, operating sys-
tems, compilers, and runtime systems.

˲˲ Rigorous empirical software engineering, in-
cluding rigorous approaches to validation and 
testing.

˲˲ Cyber-physical systems, embedded systems, 
and reactive systems.

˲˲ Multicore systems and distributed computing, 
including cloud-computing and service-oriented 
architectures.

˲˲ Design and analysis of algorithms for social 
networks and electronic markets.

Excellent candidates in areas of established 
strengths of the institute, such as programming 
languages, program analysis, security, and verifi-
cation are also encouraged to apply.

The primary mission of The IMDEA Software 
Institute is to perform research of excellence at 
the highest international level in the area of soft-
ware development technologies and, in particu-
lar, to develop tools and techniques which will 
allow the cost-effective development of sophis-
ticated software products with high quality, i.e., 
which are safe, reliable, and efficient.
Selection Process

http://www.cs.gwu.edu
mailto:cssearch@gwu.edu
http://www.cs.gwu.edu/facsearch/
http://www.software.imdea.org
http://www.cse.ohio-state.edu/department/positions.shtml
http://www.cse.ohio-state.edu/department/positions.shtml
http://www.eecs.umich.edu/eecs/jobs/csejobs.html
http://www.cs.gwu.edu
mailto:cssearch@gwu.edu
https://www.imdea.org/internationalcall/Default.aspx?IdInstitute=17
https://www.imdea.org/internationalcall/Default.aspx?IdInstitute=17
http://www.software.imdea.org
http://www.eecs.umich.edu/eecs/jobs/csejobs.html


december 2010  |   vol.  53  |   no.  12  |   communications of the acm     121

are looking for individuals whose work focuses on 
the interplay between computational technologies 
and the creative disciplines, on the use of social 
media and computation in arts and performance 
and craftsmanship, as well as on the development 
of new computational techniques for understand-
ing, shaping, and building with digital media. 
These new positions are collectively supported by 
the College of Engineering (2 positions in Com-
puter Science and Engineering), the School of 
Music, Theatre & Dance (1 position in Performing 
Arts Technology), the School of Art & Design (1 po-
sition), and Taubman College of Architecture and 
Urban Planning (1 position). Independently based 
in different disciplines and academic units, these 
new faculty--creative practitioners and computa-
tional engineers and scientists--will collaborative-
ly engage innovative research and pedagogical de-
velopment to explore new dimensions of creativity 
made possible by a shared digital ecology. 

As part of the interdisciplinary cluster hiring, 
applications are solicited for a faculty position 
in the Computer Science and Engineering (CSE) 
Division in all areas related to analyzing, under-
standing, representing, and creating computa-
tional media, including but not limited to audio, 
music, image, and video information retrieval, 
video understanding and mashups, time-based, 
distributed, collaborative and interactive media, 
and automatic classification, clustering, and ac-
tivity recognition in heterogeneous media.

Qualifications include an outstanding aca-
demic record, a doctorate or equivalent in com-
puter science or computer engineering or a 
discipline relevant to the position, and a strong 
commitment to teaching and research.

To apply please complete the form at: http://
www.eecs.umich.edu/eecs/jobs/csejobs.html

Electronic applications are strongly preferred, 
but you may alternatively send resume, teach-
ing statement, research statement and names of 
three references to:

Professor Satinder Singh Baveja
Chair, CSE Faculty Search
Department of Electrical Engineering and 

Computer Science
University of Michigan
2260 Hayward Street
Ann Arbor, MI 48109-2121

The University of Michigan is a Non-Discrim-
inatory/Affirmative Action Employer with an 
Active Dual-Career Assistance Program. The col-
lege is especially interested in candidates who 
can contribute, through their research, teaching, 
and/or service, to the diversity and excellence of 
the academic community.

Towson University 
Assistant Professor

The Department of Computer and Information 
Sciences at Towson University invites applica-
tions for two tenure-track positions in its Com-
puter Science (CS) and Information Technology 
(IT) programs. Selected candidates will be expect-
ed to teach undergraduate and graduate courses, 
participate in department activities, conduct 
research, and supervise graduate students. Ap-
plicants for the CS position must hold a Ph.D. 
in Computer Science, have a strong publication 
record, and the potential of attracting external 

tems engineering. The current research areas in 
the department include computer graphics and 
geometric modeling, database and information 
management, multimedia systems and gaming, 
networking, computer and network security, and 
software engineering. These areas of research are 
supported by several established labs and spon-
sored by many external funding agencies.

The University of Michigan-Dearborn is lo-
cated in the southeastern Michigan area and of-
fers excellent opportunities for faculty collabora-
tion with many industries. We are one of three 
campuses forming the University of Michigan 
system and are a comprehensive university with 
over 8500 students. One of university’s strategic 
visions is to advance the future of manufacturing 
in a global environment.

The University of Michigan-Dearborn is dedi-
cated to the goal of building a culturally-diverse 
and pluralistic faculty committed to teaching 
and working in a multicultural environment, and 
strongly encourages applications from minori-
ties and women.

A cover letter including the position number 
under consideration, curriculum vitae includ-
ing e-mail address, teaching statement, research 
statement, and three letters of reference should 
be sent to:

Dr. William Grosky, Chair
Department of Computer and Information 

Science
University of Michigan-Dearborn
4901 Evergreen Road
Dearborn, MI 48128-1491
Email: wgrosky@umich.edu,
Internet: http://www.cis.umd.umich.edu
Phone: 313.583.6424, Fax: 313.593.4256

The University of Michigan-Dearborn is an 
equal opportunity/affirmative action employer.

Toyota Technological Institute  
at Chicago
Computer Science Faculty Positions  
at All Levels

Toyota Technological Institute at Chicago (TTIC) 
is a philanthropically endowed degree-granting 
institute for computer science located on the 
University of Chicago campus. The Institute is 
expected to reach a steady-state of 12 traditional 
faculty (tenure and tenure track), and 12 limited 
term faculty. Applications are being accepted in 
all areas, but we are particularly interested in

Theoretical computer science
Speech processing
Machine learning
Computational linguistics
Computer vision
Computational biology
Scientific computing

Positions are available at all ranks, and we 
have a large number of limited term positions 
currently available.

For all positions we require a Ph.D. Degree or 
Ph.D. candidacy, with the degree conferred prior 
to date of hire. Submit your application electroni-
cally at:

http://ttic.uchicago.edu/facapp/
Toyota Technological Institute at Chicago is an 
Equal Opportunity Employer.

funding; all areas of research will be considered. 
Applicants for the IT position must hold a Ph.D. 
in an IT-related field, with those having industry 
experience and the potential for applied research 
funding encouraged to apply.

Applicants should electronically submit a 
letter of application, current resume, copies of 
graduate transcripts, a recent research paper, and 
the name, address, phone and e-mail address of 
three professional references to CSSearch@tow-
son.edu (for the CS position) or ITSearch@tow-
son.edu (for the IT position). Applicants should 
only apply for one of the two positions.

Full position announcements available at: 
http://wwwnew.towson.edu/odeo/employ-

mentatTU/AssistantProfessorComputer-
Science.asp

http://wwwnew.towson.edu/odeo/employ-
mentatTU/AssistantProfessorInformation-
Technology.asp

The review of completed applications will be-
gin January 15, 2011 and continue until the posi-
tions are filled.

Towson University is an equal opportunity/
affirmative action employer and has a strong 
institutional commitment to diversity. Women, 
minorities, persons with disabilities and veterans 
are encouraged to apply.

The University of Michigan - Dearborn
Department of Computer and 
Information Science
Tenure-Track Positions

The Department of Computer and Information 
Science (CIS) at the University of Michigan-Dear-
born invites applications for two tenure-track fac-
ulty positions. Rank and salary will be commen-
surate with qualifications and experience. We 
offer competitive salaries and start-up packages.

Position #1
Applications for an Assistant/Associate/Full 
Professor position in any of the following areas: 
computer and data security, digital forensics, and 
information assurance.

Position #2
Applications for an Assistant/Associate Profes-
sor position. While all areas will be considered, 
we will put special emphasis on applicants in the 
following areas: distributed information-centric 
systems (sensor networks/databases, distributed 
information systems, data dissemination, cloud 
computing, network management and social net-
works), semantic computing (semantic web, web 
services, ontology engineering, semantic-enabled 
applications, semantic integration, semantic in-
terfaces, semantics-based analysis).

Qualified candidates must have, or expect to 
have, a Ph.D. in CS or a closely related discipline 
by the time of appointment and will be expected 
to do scholarly and sponsored research, as well as 
teaching at both the undergraduate and graduate 
levels. Candidates at the associate or full profes-
sor ranks should already have an established 
funded research program. The CIS Department, 
currently at 14 tenure-track faculty, offers several 
BS and MS degrees, and participates in an inter-
disciplinary Ph.D. program in information sys-

http://www.eecs.umich.edu/eecs/jobs/csejobs.html
http://www.new.towson.edu/odeo/employmentatTU/AssistantProfessorComputerScience.asp
http://www.new.towson.edu/odeo/employmentatTU/AssistantProfessorComputerScience.asp
http://www.new.towson.edu/odeo/employmentatTU/AssistantProfessorInformationTechnology.asp
http://www.new.towson.edu/odeo/employmentatTU/AssistantProfessorInformationTechnology.asp
http://www.new.towson.edu/odeo/employmentatTU/AssistantProfessorComputerScience.asp
http://www.new.towson.edu/odeo/employmentatTU/AssistantProfessorInformationTechnology.asp
http://www.eecs.umich.edu/eecs/jobs/csejobs.html
mailto:wgrosky@umich.edu
http://www.cis.umd.umich.edu
http://ttic.uchicago.edu/facapp/
mailto:Cssearch@towson.edu
mailto:Cssearch@towson.edu
mailto:itsearch@towson.edu
mailto:itsearch@towson.edu
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body as it responds to the changing population 
and educational needs of California and the na-
tion. To apply, please visit http://www.cs.ucla.
edu/recruit. Faculty applications received by Jan-
uary 15 will be given full consideration.

University of Calgary 
Department of Computer Science
Assistant Professor Positions

The Department of Computer Science and the 
University of Calgary seeks outstanding candi-
dates for two tenure track positions at the As-
sistant Professor level. Applicants from areas of 
Database Management and Human Computer 
Interaction/Information Visualization are of par-
ticular interest. Details for each position appear 
at: http://www.cpsc.ucalgary.ca/. 

Applicants must possess a doctorate in Com-
puter Science or a related discipline at the time 
of appointment, and have a strong potential to 
develop an excellent research record. 

The department is one of Canada’s leaders as 
evidenced by our commitment to excellence in re-
search and teaching. It has an expansive graduate 
program and extensive state-of-the-art comput-
ing facilities. Calgary is a multicultural city that is 
the fastest growing city in Canada. Calgary enjoys 
a moderate climate located beside the natural 
beauty of the Rocky Mountains. Further informa-
tion about the department is available at http://
www.cpsc.ucalgary.ca/. 

Interested applicants should send a CV, a 
concise description of their research area and 
program, a statement of teaching philosophy, 
and arrange to have at least three reference let-
ters sent to: 

Dr. Carey Williamson
Department of Computer Science 
University of Calgary
Calgary, Alberta, Canada T2N 1N4 or 

search@cpsc.ucalgary.ca 

The applications will be reviewed beginning 
November 2010 and continue until the positions 
are filled.

All qualified candidates are encouraged to ap-
ply; however, Canadians and permanent residents 
will be given priority. The University of Calgary re-
spects, appreciates, and encourages diversity.

University of Delaware
Department of Computer and  
Information Sciences
Network/Systems Security Faculty Position

Applications are invited for a tenure-track faculty 
position at all ranks in Network/Systems Security 
to begin Fall 2011.

More information is available at https://www.
engr.udel.edu/faculty-search.

University of Delaware 
Faculty Positions in National Security 
Technologies

The College of Engineering at the University of 
Delaware invites nominations and applications 
for all levels with mid- and senior-level tenure-
track faculty positions particularly encouraged 

to lead a growing program in National Security 
Technology (www.engr.udel.edu/forms/faculty-
search/); exceptional junior-level applications 
will also be considered. Candidates with back-
grounds in all engineering fields, with research 
interests in technologies related to the protection 
and preservation of the US national interest both 
within and outside our boarders are particularly 
encouraged to apply. 

Appointments may be in a primary engineering 
discipline or as an interdisciplinary appointment 
across departments. Candidates will be expected 
to teach undergraduate and graduate classes with-
in their discipline and to conduct innovative and 
internationally recognized research. If appropri-
ate, candidates applying in areas requiring a high-
level security clearance should either possess or be 
capable of attaining one within the Department of 
Defense or equivalent Federal Agency.

Applicants should submit a curriculum vitae, a 
statement of research and teaching interests and 
achievements, and the names, addresses, phone 
numbers, and e-mail addresses of four references 
at www.engr.udel.edu/forms/facultysearch/. Re-
view of applications will begin as early as October 
15, 2010, although nominations and applications 
will be accepted until the position is filled. 

The UNIVERSITY OF DELAWARE is an Equal 
Opportunity Employer which encourages ap-
plications from Minority Group Members and 
Women.

University of Delaware
Faculty Positions in Computer and  
Information Technology 

The College of Engineering at the University of 
Delaware invites nominations and applications 
for all levels with mid- and senior-level tenure-
track faculty positions particularly encouraged 
to lead a growing program in National Security 
Technology (www.engr.udel.edu/forms/faculty-
search/); exceptional junior-level applications 
will also be considered. Candidates with back-
grounds in all engineering fields, with research 
interests in technologies related to the protection 
and preservation of the US national interest both 
within and outside our boarders are particularly 
encouraged to apply. 

Appointments may be in a primary engineer-
ing discipline or as an interdisciplinary appoint-
ment across departments. Candidates will be 
expected to teach undergraduate and graduate 
classes within their discipline and to conduct in-
novative and internationally recognized research. 
If appropriate, candidates applying in areas re-
quiring a high-level security clearance should ei-
ther possess or be capable of attaining one within 
the Department of Defense or equivalent Federal 
Agency.

Applicants should submit a curriculum vitae, a 
statement of research and teaching interests and 
achievements, and the names, addresses, phone 
numbers, and e-mail addresses of four references 
at www.engr.udel.edu/forms/facultysearch/. Re-
view of applications will begin as early as October 
15, 2010, although nominations and applications 
will be accepted until the position is filled. 

The UNIVERSITY OF DELAWARE is an Equal 
Opportunity Employer which encourages ap-
plications from Minority Group Members and 
Women.

United States Naval Academy 
Computer Science Department 
Assistant Professor

The U.S. Naval Academy’s Computer Science De-
partment invites applications for one or more 
tenure track positions at the rank of Assistant 
Professor. These positions are anticipated to be-
gin in the Autumn of 2011. A Ph.D. in Computer 
Science or closely related field is required.

The Computer Science Department offers 
ABET accredited majors in Computer Science 
and Information Technology. All faculty teach 
courses in both majors. We currently have 80 CS 
majors, 90 IT majors and a faculty of 15. In the 
summer of 2004, the department moved into a 
newly renovated building overlooking the scenic 
Severn River. Our space provides outstanding of-
fice, laboratory, and research facilities for both 
students and faculty, including specialized labs 
for robotics, networking, and information assur-
ance in addition to three micro-computing labs 
and two high performance computing labs.

The Naval Academy is an undergraduate insti-
tution located in historic downtown Annapolis, 
MD on the Chesapeake Bay. Roughly half of its 
faculty are tenured or tenure track civilian pro-
fessors with Ph.D.s who balance teaching excel-
lence with internationally recognized research 
programs. The remaining faculty are active duty 
military officers with Masters or Doctoral de-
grees. Each year the academy graduates roughly 
1000 undergraduate students with majors in the 
sciences, engineering, and humanities. More in-
formation about the department and the Acad-
emy can be found at http://www.usna.edu/cs/ and 
http://www.usna.edu/.

Applicants must have a dedication to teach-
ing, broad teaching interests, and a strong re-
search program. Applications will be considered 
from all areas of Computer Science.

Applicants should send a cover letter, teach-
ing and research statements, a curriculum vitae, 
and three letters of recommendation that ad-
dress both teaching and research abilities to cs-
search@usna.edu. 

Review of applications will begin November 1, 
continuing until the position is filled.

The United States Naval Academy is an Affir-
mative Action/Equal Opportunity Employer. This 
agency provides reasonable accommodations to 
applicants with disabilities. This position is sub-
ject to the availability of funds.

University of California, Los Angeles
Computer Science Department

The Computer Science Department of the Henry 
Samueli School of Engineering and Applied Sci-
ence at the University of California, Los Angeles, 
invites applications for tenure-track positions in 
all areas of Computer Science and Computer En-
gineering. Applications are also encouraged from 
distinguished candidates at senior levels. Quality 
is our key criterion for applicant selection. Appli-
cants should have a strong commitment both to 
research and teaching and an outstanding record 
of research for their level of seniority. Salary is 
commensurate with education and experience.

UCLA is an Equal Opportunity/Affirmative Ac-
tion Employer. The department is committed to 
building a more diverse faculty, staff and student 
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University of Illinois Springfield
Assistant Professor of Computer Science

The Computer Science Department at the Uni-
versity of Illinois at Springfield (UIS) invites ap-
plications for a beginning assistant professor, 
tenure track position to begin August, 2011. 
Please note that a Ph.D. in Computer Science or 
closely related field is required at the time of hire. 
The position involves graduate and undergradu-
ate teaching, supervising student research, and 
continuing your research. Many of our classes are 
taught online. All areas of expertise will be con-
sidered, but computer security is of special in-
terest to the Department. Review of applications 
will begin December 1, 2010 and continue until 
the position is filled or the search is terminated. 
Please send your vita and contact information 
for three references to Chair Computer Science 
Search Committee; One University Plaza; UHB 
3100; Springfield, IL 62703-5407.

Located in the state capital, the University of 
Illinois Springfield is one of three campuses of 
the University of Illinois. The UIS campus serves 
approximately 5,100 students in 20 graduate and 
23 undergraduate programs. The academic cur-
riculum of the campus emphasizes a strong lib-
eral arts core, an array of professional programs, 
extensive opportunities in experiential educa-
tion, and a broad engagement in public affairs 
issues of the day. The campus offers many small 
classes, substantial student-faculty interaction, 
and a rapidly evolving technology enhanced 
learning environment. Its diverse student body 
includes traditional, non-traditional, and inter-
national students. Twenty-five percent of majors 
are in 17 undergraduate and graduate online 
degree programs and the campus has received 
several national awards for its implementation 
of online learning. UIS faculty are committed 
teachers, active scholars, and professionals in 
service to society. You are encouraged to visit the 
university web page at http://www.uis.edu and 
the department web page at http://csc.uis.edu . 
UIS is an affirmative action/equal opportunity 
employer with a strong institutional commit-
ment to recruitment and retention of a diverse 
and inclusive campus community. Women, mi-
norities, veterans, and persons with disabilities 
are encouraged to apply.

University of Maryland College Park
Department of Computer Science

The Department of Computer Science at the Uni-
versity of Maryland, College Park, MD, USA has 
two openings for faculty positions effective July 
1, 2011 or earlier. Applicants will be considered 
for joint appointments between the Department 
and the Institute for Advanced Computer Stud-
ies (UMIACS). We invite applications from candi-
dates to fill two positions at the junior or senior 
levels (tenure-track Assistant Professor or ten-
ured Associate or Full Professor) in Cyber Security 
or a related area.

Applications from women and minority candi-
dates are especially welcome. 
Please apply online at https://jobs.umd.edu 
and hiring.cs.umd.edu. Candidates must apply 
to both websites to receive consideration. Ap-
plications should be completed by January 3, 

faculty position in Data Visualization at the As-
sistant Professor level commencing Fall 2011. A 
complete job description with application details 
may be obtained by visiting http://jobs.unlv.edu/ 
or call (702) 895-2894. A review of applications 
will begin immediately. EEO/AA Employer

University of North Florida 
Director of School of Computing

The University of North Florida invites applica-
tions for the position of Director of the School of 
Computing. Candidates for this position must 
have attained the rank of Full Professor, have 
an earned doctorate in computing, and must be 
eligible for tenure within the School of Comput-
ing. Successful candidates must have administra-
tive and managerial experience; strong record in 
teaching, sponsored research, and service; strong 
record of leadership; appreciation of interrela-
tionships among programs; record of fostering 
collaboration with external constituencies; com-
mitment to strategic planning, program assess-
ment, and accreditation efforts.

Review of applications begins December 6, 
2010 and the position is open until filled. Salary 
is negotiable. The anticipated start date is July 1, 
2011. Applicant must complete a one-page appli-
cation on-line at http://www.unfjobs.org (search 
position: 315250) and must submit all required 
documents to be considered for this position. 
UNF is an Equal Opportunity/Equal Access/Affir-
mative Action Institution.

University of Pennsylvania
Department of Computer and  
Information Science
Faculty Position

The University of Pennsylvania invites applicants 
for tenure-track appointments in computer 
graphics and animation to start July 1, 2011. Ten-
ured appointments will also be considered. 

Faculty duties include teaching undergradu-
ate and graduate students and conducting high-
quality research. Teaching duties will be aligned 
with two programs: the Bachelor of Science and 
Engineering in Digital Media Design, and the 
Master of Science and Engineering in Computer 
Graphics and Game Technology (see http://cg.cis.
upenn.edu). Research and teaching will be en-
hanced by the recently renovated SIG Center for 
Computer Graphics, which houses the largest 
motion capture facility in the region, and is also 
the home of the Center for Human Modeling and 
Simulation. Successful applicants will find Penn 
to be a stimulating environment conducive to 
professional growth.

The University of Pennsylvania is an Ivy 
League University located near the center of Phil-
adelphia, the 5th largest city in the US. Within 
walking distance of each other are its Schools of 
Arts and Sciences, Engineering, Fine Arts, Medi-
cine, the Wharton School, the Annenberg School 
of Communication, Nursing, and Law. The Uni-
versity campus and the Philadelphia area sup-
port a rich diversity of scientific, educational, and 
cultural opportunities, major technology-driven 
industries such as pharmaceuticals, finance, and 
aerospace, as well as attractive urban and subur-
ban residential neighborhoods. Princeton and 

2011 for best consideration. The review of ap-
plicants will be on-going, so we encourage your 
early application.

Additional information about the Depart-
ment of Computer Science and the Institute for 
Advanced Computer Studies is available at http://
www.cs.umd.edu and at http://www.umiacs.umd.
edu .

The University of Maryland is an Equal Opportu-
nity, Affirmative Action Employer.

University of Massachusetts Amherst 
Assistant Professor, Computer Science, Tenure 
Track, Machine Learning

We invite applications for a tenure-track Assis-
tant Professor in the area of machine learning, 
especially graphical models and the development 
of novel machine learning methodology for a di-
verse range of application areas. Applicants must 
have completed (or be completing) a Ph.D. in 
Computer Science, or a related area, and should 
show evidence of exceptional research promise.

Our department, which has a strong record of 
interdisciplinary collaboration, has prominent 
and growing strengths in various areas of ma-
chine learning and AI. In addition, many of our 
faculty work in areas neighboring machine learn-
ing, including vision, robotics, natural language, 
information retrieval, data mining, computation-
al social science, sensor networks and computer 
networks. We are highly supportive of junior fac-
ulty, providing both formal and informal mentor-
ing. We have a substantial history of NSF CAREER 
awards and other early research funding. Com-
puter Science has close ties to other departments 
including statistics/mathematics, engineering, 
biology, physics, linguistics and the social sci-
ences, as well as new “green” initiatives. Amherst, 
a historic New England town, is the center of a vi-
brant and culturally rich area that includes four 
other colleges.

To apply, please send a cover letter referenc-
ing search R39789 with your vita, a research state-
ment, a teaching statement, and at least three 
letters of recommendation. Electronic submis-
sion of application materials in pdf format is pre-
ferred. Send to facrec@cs.umass.edu. Alterna-
tively, paper copies of application materials may 
be sent to: Search R39789, c/o Chair of Faculty 
Recruiting, Department of Computer Science, 
University of Massachusetts, Amherst, MA 01003.

We will begin to review applications on De-
cember 1, 2010 and will continue until the posi-
tion is filled. Salary will be commensurate with 
education and experience. Inquiries and requests 
for more information can be sent to: facrec@
cs.umass.edu

The University of Massachusetts is an Affirma-
tive Action/Equal Opportunity employer. Women 
and members of minority groups are encouraged 
to apply.

University of Nevada, Las Vegas - UNLV 
Data Visualization Faculty Position 

The Howard R. Hughes College of Engineering, 
University of Nevada Las Vegas (UNLV), invites 
applications from all engineering and computer 
science disciplines for a full-time tenure-track 
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careers

research and close involvement with students. 
Our space in the Paul G. Allen Center for Com-
puter Science & Engineering provides opportuni-
ties for new projects and initiatives. The Seattle 
area is particularly attractive given the presence 
of significant industrial research laboratories 
as well as a vibrant technology- driven entrepre-
neurial community that further enhances the 
intellectual atmosphere. Information about the 
department can be found on the web at http://
www.cs.washington.edu.

We welcome applicants in all research areas 
in Computer Science and Computer Engineering 
including both core and inter-disciplinary areas. 
We expect candidates to have a strong commit-
ment both to research and to teaching. The de-
partment is primarily seeking individuals at the 
tenure-track Assistant Professor rank; however, 
under unusual circumstances and commensu-
rate with the qualifications of the individual, ap-
pointments may be made at the rank of Associate 
Professor or Professor. We may also be seeking 
non-tenured research faculty at Assistant, Associ-
ate and Professor levels, postdoctoral researchers 
(Research Associates) and part-time and full-time 
annual lecturers and Sr. Lecturers. Research As-
sociates, Lecturers and Sr. Lecturers will be hired 
on an annual or multi-annual appointment. All 
University of Washington faculty engage in teach-
ing, research and service.

Applicants for both tenure-track and research 
positions must have earned a doctorate by the 
date of appointment; those applying for lecturer 
positions must have earned at least a Master’s 
degree.

Please apply online at http://www.cs. 
washington.edu/news/jobs.html with a letter of 
application, a complete curriculum vitae, state-
ment of research and teaching interests, and the 
names of four references. Applications received 
by December 15, 2010 will be given priority con-
sideration. Open positions are contingent on 
funding.

The University of Washington was awarded an 
Alfred P. Sloan Award for Faculty Career Flexibility 
in 2006. In addition, the University of Washington 
is a recipient of a National Science Foundation 
ADVANCE Institutional Transformation Award to 
increase the participation of women in academic 
science and engineering careers. We are building 
a culturally diverse faculty and encourage applica-
tions from women and minority candidates. The 
University of Washington is an affirmative action, 
equal opportunity employer.

University of Waterloo
David R. Cheriton School of Computer Science
Tenured and Tenure-Track Faculty Positions

Applications are invited for several positions in 
computer science: (a) Up to two senior, tenured 
David R. Cheriton Chairs in Software Systems are 
open for candidates with outstanding research re-
cords in software systems (very broadly defined). 
Successful applicants will be acknowledged lead-
ers in their fields or have demonstrated the po-
tential to become such leaders. These positions 
include substantial research support and teach-
ing reduction. (b) One tenured or tenure-track 
position is open in the area of Health Informat-
ics, including, but not limited to, healthcare IT, 
medical informatics, and biomedical systems. 

versity of Rochester has a strong commitment 
to diversity and actively encourages applications 
from candidates from groups underrepresented 
in higher education. The University is an Equal 
Opportunity Employer.

University of South Carolina
Arnold School of Public Health
Department of Exercise Science
Endowed Chair Position

The University of South Carolina (USC) seeks to 
hire an endowed chair of Technology Applications 
for Health Behavior Change. We are seeking ap-
plicants with an international reputation for de-
livering health behavior change interventions via 
innovative mass communication and cost-effec-
tive approaches. The successful applicant must 
have published extensively in the peer-reviewed 
literature in this area and must have a vision for 
leadership for the Center. The chair will be faculty 
in the Arnold School of Public Health (http://sph.
sc.edu), Department of Exercise Science.

This endowed chair is one of two in the Tech-
nology Center to Enhance Healthful Lifestyles, a 
Center of Economic Excellence (CoEE). The other 
endowed chair position has been established at 
the Medical University of South Carolina. The 
CoEE program (www.sccoee.org/) is designed to 
generate a critical mass of researchers, business-
es, and service providers in identified research 
fields. 

The successful applicant will join a strong 
team of USC investigators in the areas of physical 
activity and dietary change, and will collaborate 
with the major health care systems in SC, the De-
partment of Health and Environmental Control 
(DHEC), and private medical clinics and indi-
vidual practitioners. He or she will be expected 
to obtain external funds to support innovative 
new interventions and to provide significant and 
effective mentorship of doctoral students, post-
doctoral fellows, and junior faculty, and contrib-
ute to the teaching mission of the University.

Candidates are encouraged to submit a letter 
articulating their research leadership experience 
and goals, a curriculum vitae, and a statement of 
research interests and accomplishments to: 

Professor Sara Wilcox, Chair of the Technol-
ogy Applications for Health Behavior Change 
CoEE Search Committee, Arnold School of Public 
Health, 921 Assembly Street, 2nd Floor, Universi-
ty of South Carolina, Columbia, SC, 29208. E-Mail 
applications are encouraged and can be sent to 
wilcoxs@mailbox.sc.edu. A list of references will 
be sought after an initial review of applications.

The University of South Carolina is an affir-
mative action, equal opportunity employer.

Women and minorities are strongly encour-
aged to apply.

University of Washington 
Computer Science & Engineering 
Tenure-Track, Research, and Teaching Faculty

The University of Washington’s Department 
of Computer Science & Engineering has one or 
more open positions in a wide variety of techni-
cal areas in both Computer Science and Com-
puter Engineering, and at all professional levels. 
A moderate teaching load allows time for quality 

New York City are within commuting distance.
To apply, please complete the form located on 

the Faculty Recruitment Web Site at: http://www.
cis.upenn.edu/departmental/facultyRecruiting.
shtml. Electronic applications are strongly pre-
ferred, but hard-copy applications (including the 
names of at least four references) may alterna-
tively be sent to: 

Chair, Faculty Search Committee
Department of Computer and Information 

Science
School of Engineering and Applied Science
University of Pennsylvania
Philadelphia, PA 19104-6389. 

Applications should be received by January 
15, 2011 to be assured full consideration. Applica-
tions will be accepted until the position is filled. 
Questions can be addressed to faculty-search@
cis.upenn.edu. The University of Pennsylvania 
values diversity and seeks talented students, fac-
ulty and staff from diverse backgrounds.

The University of Pennsylvania does not dis-
criminate on the basis of race, sex, sexual orienta-
tion, gender identity, religion, color, national or 
ethnic origin, age, disability, or status as a Viet-
nam Era Veteran or disabled veteran in the ad-
ministration of educational policies, programs or 
activities; admissions policies; scholarship and 
loan awards; athletic, or other University admin-
istered programs or employment. The Penn CIS 
Faculty is sensitive to “two–body problems” and 
opportunities in the Philadelphia region.

University of Rochester
Assistant to Full Professor of  
Computer Science
The UR Department of Computer Science seeks 
researchers in computer vision and/or machine 
learning for a tenure-track faculty position begin-
ning in Fall 2011. Outstanding applicants in other 
areas may be considered. Candidates must have 
a PhD in computer science or related discipline. 
Senior candidates should have an extraordinary 
record of scholarship, leadership, and funding. 

The Department of Computer Science is a 
select research-oriented department, with an 
unusually collaborative culture and strong ties to 
cognitive science, linguistics, and electrical and 
computer engineering. Over the past decade, a 
third of its PhD graduates have won tenure-track 
faculty positions, and its alumni include leaders 
at major research laboratories such as Google, 
Microsoft, and IBM. 

The University of Rochester is a private, Tier I 
research institution located in western New York 
State. The University of Rochester consistently 
ranks among the top 30 institutions, both public 
and private, in federal funding for research and 
development. Half of its undergraduates go on 
to post-graduate or professional education. The 
university includes the Eastman School of Music, 
a premiere music conservatory, and the Univer-
sity of Rochester Medical Center, a major medical 
school, research center, and hospital system. The 
Rochester area features a wealth of cultural and 
recreational opportunities, excellent public and 
private schools, and a low cost of living.

Candidates should apply online at http://www.
cs.rochester.edu/recruit after Nov. 1, 2010. Review 
of applications will begin on Dec. 1, and continue 
until all interview openings are filled. The Uni-
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The successful applicant will help develop a new 
graduate degree program in health informatics. 
(c) One other tenured or tenure-track position is 
available for excellent candidates in any comput-
ing area, but highest priority will be given to can-
didates specializing in systems software (operat-
ing systems, distributed systems, networks, etc.) 
and information systems (e-commerce systems, 
enterprise resource planning systems, business 
intelligence, etc.).

Successful applicants who join the Univer-
sity of Waterloo are expected to be leaders in re-
search, have an active graduate-student program, 
and contribute to the overall development of the 
School. A Ph.D. in Computer Science, or equiva-
lent, is required, with evidence of excellence in 
teaching and research. Rank and salary will be 
commensurate with experience, and appoint-
ments are expected to commence during the 2011 
calendar year. 

With over 70 faculty members, the University 
of Waterloo’s David R. Cheriton School of Com-
puter Science is the largest in Canada. It enjoys 
an excellent reputation in pure and applied re-
search and houses a diverse research program of 
international stature. Because of its recognized 
capabilities, the School attracts exceptionally 
well-qualified students at both undergraduate 
and graduate levels. In addition, the University 
has an enlightened intellectual property policy 
which vests rights in the inventor: this policy 
has encouraged the creation of many spin-off 
companies including iAnywhere Solutions Inc., 
Maplesoft Inc., Open Text Corp., and Research in 
Motion. Please see our web site for more informa-
tion: http://www.cs.uwaterloo.ca.

To submit an application, please register at 
the submission site: http://www.cs.uwaterloo.
ca/faculty-recruiting. Once registered, instruc-
tions will be provided regarding how to submit 
your application. Although applications will be 
considered as soon as possible after they are 
complete and as long as positions are available, 
full consideration is assured for those received 
by November 30.

The University of Waterloo encourages appli-
cations from all qualified individuals, including 
women, members of visible minorities, native 
peoples, and persons with disabilities. All quali-
fied candidates are encouraged to apply; however, 
Canadian citizens and permanent residents will 
be given priority. Fall 2010.

Utah State University
Assistant Professor
Applications are invited for a faculty position at 
the Assistant Professor level, for employment 
beginning Fall 2011. Applicants must have com-
pleted a PhD in computer science by the time of 
appointment. The position requires demonstrat-
ed research success, a significant potential for 
attracting external research funding, excellence 
in teaching both undergraduate and graduate 
courses, the ability to supervise student research, 
and excellent communication skills. The depart-
ment is interested in strengthening its focus in 
the following areas: Software Security, Game De-
velopment, and Database Systems.

USU offers competitive salaries and outstand-
ing medical, retirement, and professional ben-
efits (see http://www.usu.edu/hr/ for details). The 
department currently has approximately 280 un-

Required qualifications: Ph.D. in Computer 
Science or Computer Engineering at the time of 
employment and demonstrated ability to (1) devel-
op funded research program, (2) establish strong 
industrial collaborations, and (3) teach undergrad-
uate/graduate courses. Preferred qualifications: 
knowledge of the ABET accreditation process, rel-
evant industrial background and commitment to 
working with diverse student and community pop-
ulations. WSU Vancouver is committed to building 
a culturally diverse educational environment.

WSU Vancouver serves about 3000 graduate 
and undergraduate students and is fifteen miles 
north of Portland, Oregon. The rapidly growing 
School of Engineering and Computer Science 
(ENCS) equally values both research and teach-
ing. WSU is Washington’s land grant university 
with faculty and programs on four campuses. 
For more information: http://encs.vancouver.
wsu.edu/.

Applications must include: (1) cover letter 
with a clear description of experience relevant to 
the position; (2) vita including a list of referenc-
es; and (3) maximum three-page total summary 
statement of research and teaching experience. 
This statement must describe how the candi-
date’s research activity will expand or comple-
ment the current research in ENCS. It must also 
list the existing ENCS courses and proposed new 
courses the candidate can develop/teach. Ap-
plication deadline is December 15, 2010. Sub-
mit application materials online at http://www.
wsujobs.com. WSU is committed to excellence 
through diversity, has faculty friendly policies 
including a partner accommodation program, 
and a NSF ADVANCE Institutional Transforma-
tion grant (see http://www.excelinse.wsu.edu/). 
WSU employs only US citizens and lawfully au-
thorized non-citizens. WSU is an EO/AA educa-
tor and employer.

Yale University 
Senior Faculty

Yale University’s Electrical Engineering Depart-
ment invites applications from qualified indi-
viduals for a senior faculty position in either 
computer systems or signals & systems. Subfields 
of interest include wireless communications, 
networking, systems on a chip, embedded sys-
tems, and emerging computing methodologies 
inspired by advances in the biological sciences, 
quantum computing, and other novel research 
directions. All candidates should be strongly com-
mitted to both teaching and research and should 
be open to collaborative research. Candidates 
should have distinguished records of research ac-
complishments and should be willing and able to 
take the lead in the shaping of Yale’s expanding 
programs in either computer engineering or sig-
nals & systems. Yale University is an Affirmative 
Action/Equal Opportunity Employer. Yale values 
diversity among its students, staff, and faculty 
and strongly welcomes applications from women 
and under represented minorities.  The review 
process will begin November 1, 2010.  Applicants 
should send a curriculum vitae to:

Chair
Electrical Engineering Search Committee
Yale University
P.O. Box 208284
New Haven, CT 06520-8284

dergraduate majors, 80 MS students and 27 PhD 
students. There are 17 full time faculty. The BS 
degree is ABET accredited. Utah State University 
is a Carnegie Research Doctoral extensive Univer-
sity of over 23,000 students, nestled in a moun-
tain valley 80 miles north of Salt Lake City, Utah. 
Opportunities for a wide range of outdoor activi-
ties are plentiful. Housing costs are at or below 
national averages, and the area provides a sup-
portive environment for families and a balanced 
personal and professional life. Women, minority, 
veteran and candidates with disabilities are en-
couraged to apply. USU is sensitive to the needs 
of dual-career couples. Utah State University is an 
affirmative action/equal opportunity employer, 
with a National Science Foundation ADVANCE 
Gender Equity program, committed to increasing 
diversity among students, faculty, and all partici-
pants in university life. 

Applications must be submitted using USU’s 
online job-opportunity system. To access this job 
opportunity directly and begin the application 
process, visit https://jobs.usu.edu/applicants/
Central?quickFind=54615.

The review of the applications will begin on 
January 15, 2011 and continue until the position 
is filled. The salary will be competitive and de-
pend on qualifications.

Valdosta State University
Head, Department of Mathematics  
and Computer Science 
Valdosta State University is accepting applica-
tions for an administrative tenure-track, fiscal-
year position as Head of the Department of 
Mathematics and Computer Science at the rank 
of associate or full professor. For a complete job 
vacancy announcement and application instruc-
tions email hhatcher@valdosta.edu. The starting 
date is July 1, 2011. The review of applications will 
begin on November 15, 2010, position remains 
open until filled. Valdosta State University is an 
Equal Opportunity educational institution and 
has a strong institutional commitment to diver-
sity. In that spirit, we are particularly interested 
in receiving applications from a broad spectrum 
of people, including, but not limited to, minori-
ties, and individuals with disabilities. Valdosta 
State University has a non-discrimination policy 
that includes sex, race, color, sexual orientation, 
religion, age, marital status, national origin, dis-
ability, and veteran status. 

Requirements include a Ph.D. in mathemat-
ics, computer science, or a closely related field 
and strong teaching and research skills; some 
administrative experience preferred. Candidates 
must possess strong interpersonal and effective 
leadership skills and be committed to excellence 
in teaching. 

Washington State University Vancouver
Tenure-Track Position,  
Assistant Professor level

COMPUTER SCIENCE FACULTY – Washington 
State University Vancouver invites applications 
for a tenure-track position at the assistant pro-
fessor level beginning 8/16/2011. Candidates 
are sought with expertise in computer networks, 
wireless networks or sensor networks. Position 
duties include teaching, research and service.
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Puzzled 
Solutions and Sources 
It’s amazing how little we know about the simple, ordinary, axis-aligned rectangle. Last month 
(p. 112) we posted a trio of brainteasers, including one as yet unsolved, concerning rectangles 
galore. Here, we offer solutions to at least two of them. How did you do? 

1. Partitioning a Rectangle.   
 Solution. We were given a large 

rectangle in the plane, partitioned into 
a finite number of smaller rectangles, 
each with either integer width or inte-
ger height. Our mission was to prove 
the big rectangle also has integer width 
or height. 

The puzzle was the subject of a fa-
mous article “Fourteen Proofs of a 
Result About Tiling a Rectangle” by 
Stan Wagon of Macalester College, St. 
Paul, MN, in The American Mathemati-
cal Monthly 94 (1987). Here, we pro-
vide one of several solutions not found 
among Wagon’s 14. Letting epsilon be 
less than the smallest tolerance in the 
partition, color each small rectangle of 
integral width green, except for a red 
horizontal strip of width epsilon across 
the top and another across the bot-
tom. Next, color each remaining small 
rectangle red, except for a green verti-
cal strip of width epsilon along the left 
side and another along the right side. 
Now place the lower-left point of the 
big rectangle at the origin. 

There is either a green path from the 
left side of the big rectangle to the right 
side or a red path from the bottom to 
the top. Suppose the former. Every time 
the green path crosses a vertical border 
of the partition, it is at an integral co-
ordinate. The big rectangle thus has in-
tegral width. Similarly, a red path from 
bottom to top forces integral height. 

2. Blocking the Enemy.   
 Solution. Recall we were in a 

large rectangular room with mirrored 
walls, while elsewhere in the same 
room was our mortal enemy, armed 
with a laser gun. Our only defense was 
our ability to summon graduate stu-
dents to stand at designated spots in 
the room blocking all possible shots 
by the enemy. How many students 
would we need? We assume for the 
purposes of the problem that we, our 
enemy, and the students are all thin 
enough to be considered points. So, 
for example, if we had continuum 
many students, we could place them 
around us in a circle (with the enemy 
outside). But we can do better. 

This wonderful puzzle seems to have 
begun life at the Leningrad Mathemat-
ics Olympiad of 1990 and has since 
spurred some serious mathematics by, 
among others, Benjamin Schmidt and 
Jean-Francois Lafont of The Ohio State 
University and Eugene Gutkin of the 
University of Southern California. 

First, view the room as a rectangle in 
the plane, with us at P and the enemy at 
Q. We can now tile the plane with cop-
ies of the room by repeatedly reflecting 
the room about its walls, with each copy 
containing a new copy of our enemy. Ev-
ery possible shot by the enemy can be 
represented on this image by a straight 
line from some copy of the point Q to P. 
Every time such a line crosses a bound-
ary between rectangles, the real laser 
beam bounces off a wall. This obser-
vation already tells us there is only a 
countably infinite number of ways for 
the enemy to shoot us, so a countable 
number of students is enough. 

But the shots (once folded into the 
original room) intersect one another 
frequently, and, conceivably, a well-
placed student could block infinitely 
many shots. Indeed, it takes only 16 
students to block every possible shot at 
exactly its halfway point. To see how it 
works, “trace” a copy of the plane tiling 
onto a piece of paper, pin it to the plane 
at our position P, and shrink the paper 
copy by a factor of two vertically and 
horizontally. The many copies of Q on 
the shrunk copy will be the students’ 
positions, serving our purpose because 
each copy of Q on the original tiling ap-
pears halfway between it and us on the 
shrunk copy. There are infinitely many 
such points, but all are copies of a set 
of 16 points in the original room. 

3. Covering a Big Rectangle.  
 Unsolved. The third problem 

is open. No one can prove we can even 
get the small rectangles to cover at 
least 1% of the big rectangle. Another 
mystery is its origin. I heard it 20 years 
ago from Bill Pulleyblank (now pro-
fessor of operations research at the 
U.S. Military Academy, West Point, 
NY), though he doesn’t recall where 
he got it.

Peter Winkler (puzzled@cacm.acm.org) is Professor 
of Mathematics and of Computer Science and Albert 
Bradley Third Century Professor in the Sciences at 
Dartmouth College, Hanover, NH.

All readers are encouraged to submit prospective 
puzzles for future columns to puzzled@cacm.acm.org. 
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fad for string 
quartets and harpsichord recitals, and 
regularly assists the Royal Society in 
its scientific research on the tribes and 
wildlife of the region. 

It was with extreme incredulity that 
Edmund heard there were Barbary pi-
rates in the Caribbean; he thought they 
were confined to the Old World but 
soon learned the very concept of “Bar-
bary pirate” was slanderous European 
propaganda against the North Africans, 
who were behaving no differently from 
the privateers commissioned by Euro-
pean governments, with their letters of 
marque and reprisal. Pirates of the Burn-
ing Sea occasionally plays with the facts 
of history, but always frankly, showing 
great respect for the truth and admiring 
the remarkable accomplishments of the 
18th century. Yet this marvelous virtual 
world has few visitors. 

Another educationally valuable vir-
tual world is A Tale in the Desert (http://
www.atitd.com), a set of nonviolent 
social games with an ancient Egyptian 
motif with perhaps only 1,000 subscrib-
ers today, one 10,000th the peak popu-
lation of World of Warcraft (http://www.
worldofwarcraft.com). 

Tens of thousands of people might 
suddenly subscribe to both Pirates of 
the Burning Sea and A Tale in the Desert, 
though this is probably a vain hope. 
More realistically, leaders of govern-
ment, education, and computer science 
in your world could establish a digital 
library to host the best of the early vir-
tual worlds, not as historical curiosities, 
but as immortal masterworks of culture 
and living laboratories with many uses 
in teaching and research. Legislation 
comparable to what was used to estab-
lish the U.S. Library of Congress (http://
www.loc.gov) might be needed to en-
courage cooperation by the owners of 
the intellectual property. 

It will also be necessary to create 
some curriculum in and around the 
worlds and tweak some of their param-
eters so users with different goals are 
spared having to invest months of ef-
fort to gain full access, as they are today. 
For example, Pirates of the Burning Sea 
allows users who select rare nationali-
ties to advance up the experience ladder 
twice as fast as others. Both World of 
Warcraft and Age of Conan (http://www.
ageofconan.com) allow advanced users 
to create new characters who start their 

virtual lives already far advanced. 
My avatar in your world (I call him 

Bill) has held conferences in both Sec-
ond Life and World of Warcraft. It would 
be a simple matter for him to create a 
high school or college course in either 
Pirates of the Burning Sea or A Tale in the 
Desert. The former would be good not 
only for courses in history but also for 
political economy. Quite apart from its 
Egyptian motif, A Tale in the Desert of-
fers challenges in puzzle solving, logic, 
and the engineering of industrial supply 
chains. Urban studies could be taught 
in The Matrix Online, and teaching mod-
ules incorporating experiments in many 
social sciences could be added to any of 
these worlds. 

The library where I work in Rivendell 
is 1,000 years old, and I have trouble 
imagining all the difficulties you might 
face if you were to try to build a Digital 
Library of Virtual Worlds. Yet what a 
shame it would be if the glorious cre-
ativity of the first generations of virtual 
worlds were truly gone forever. 

The first great grand opera, l’Orfeo, 
composed by Claudio Monteverdi in 
1607 is still performed today, and any-
one may buy a recording for a few dol-
lars. Four hundred years from now, I 
hope your descendents will still be able 
to visit me so I can introduce them to 
Frodo, Bilbo, and Gandalf… and per-
haps all go Orc hunting together. 	

*Rumilisoun and Edmund Bainbridge are both avatars 
of William Sims Bainbridge; the real Edmund was Bill’s 
great-great-great-great-great-great-grandfather, and 
Edmund’s grandson, Commodore William Bainbridge, was 
held captive for two years by Barbary pirates. 

© 2010 ACM 0001-0782/10/1200 $10.00 

The best of  
the early virtual 
worlds are immortal 
masterworks of 
culture and living 
laboratories with 
many uses in 
teaching  
and research. 
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From Elrond’s li brar y  at Rivendell 
in Middle Earth, I write to you about a 
serious threat that endangers the con-
nection between our worlds, and possi-
bly the worlds themselves. I am Rumili-
soun, an immortal Elf lore-master and 
historian, responsible for preserving an-
cient manuscripts, artifacts, and memo-
ries. The connection I speak of, between 
Middle Earth and your Internet, is Lord 
of the Rings Online (http://www.lotro.
com), and similar connections exist 
between our worlds and many others 
that are in imminent danger. Lord of 
the Rings Online is today quite healthy, 
though none can predict whether it still 
will be in 10 years. The history books 
about Middle Earth written by J.R.R. 
Tolkien some 60 years ago will still be 
read in thousands of years, translated 
into whatever language people use then, 
and the movies made from them will en-
dure in constantly renewed digital form. 
Yet many virtual worlds have already 
died, leaving no copies in libraries. 

The Matrix Online closed July 31, 
2009, ending forever the possibility of 
directly experiencing the city depicted 
in the 1999 movie. An intriguing pace-
travel world with an interesting phi-
losophy, Tabula Rasa, died February 
28, 2009. The Sims Online died August 
1, 2008. In all three, though the com-
panies operating them calculated they 
were no longer profitable, they have 
shown no sign of wanting to put them in 
the public domain. Contemporary nov-
els in public libraries cut into the profit 
of trade-book publishers, even though 
academic publishers depend on librar-
ies, and the owners of virtual worlds 
have no incentive to give up their prop-

erty rights. Indeed, allowing a nonprofit 
organization to operate virtual worlds 
would compete directly with their com-
mercial counterparts. 

Transferring virtual worlds to a digi-
tal library would entail some cost, in 
part because they differ so much from 
one another and need maintenance, 
and in part because some changes 
would be needed to make them maxi-
mally valuable for researchers, teach-
ers, and students. On the client side, a 
virtual world consists of a user interface 
plus graphics files, and on the server 
side of network-management software 
and an immense database that reliably 
describes the moment-by-moment con-
dition of thousands of avatars. Without 
both sides of the Internet connection 
and without at least a few hundred in-
habitants, a virtual world cannot exist. 

Consider the world inhabited by my 
friend Edmund Bainbridge. Born in 
New Jersey in 1702, he voyaged at age 
18 to the Caribbean for adventure and 
to try his hand as an English freetrader 
and shipbuilder in Pirates of the Burning 
Sea (http://www.burningsea.com). He 
had a marvelous time sailing across a 
realistic sea in a variety of authentic sail-
ing ships, blasting away with his canon 
at the French, Spanish, and occasional 
pirate. He set up timber mills in two 
forests, one for oak for the hulls of his 
ships, the other for fir for their masts, 
operated a sulfur mine because that 
ingredient for caulking was not avail-
able in the auction system, and is able 
to construct many different craft in his 
shipyard. He enjoys the cultural life of 
the most advanced ports, including the 
recent musical 

Future Tense 
Rebirth of Worlds  
Build a digital library of pioneering virtual worlds  
as a living laboratory of history and social science. 
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Rumilisoun lecturing you at Elrond’s Library in Lord of the Rings Online. 

[continued on p.  127]

Future Tense, one of the revolving features on this page, presents stories and  

essays from the intersection of computational science and technological speculation,  

their boundaries limited only by our ability to imagine what will and could be.  
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IEEE 7th World Congress on Services 
(SERVICES 2011)   

IEEE 8th International Conference on Services Computing (SCC 2011)  
In the modern services and software industry, Services Computing has become a cross-discipline that covers 
the science and technology of bridging the gap between Business Services and IT Services. The scope of Ser-
vices Computing covers the whole lifecycle of services innovation research that includes business componenti-
zation, services modeling, services creation, services realization, services annotation, services deployment, ser-

vices discovery, services composition, services delivery, service-to-service collaboration, services monitoring, services optimiza-
tion, as well as services management. The goal of Services Computing is to enable IT services and computing technology to per-
form business services more efficiently and effectively. Visit http://conferences.computer.org/scc.  

July 5-10, 2011, Washington DC, USA, http://www.servicescongress.org/2011 

Modernization of all vertical services industries including finance, government, media, communi-
cation, healthcare, insurance, energy and ...  

IEEE 9th International Conference on  
Web Services (ICWS 2011) 

As a major implementation technology 
for modernizing software and services 
industry, Web services are Internet-
based application components published 
using standard interface description lan-

guages and universally available via uniform communica-
tion protocols. The program of ICWS 2011 will continue to 
feature research papers with a wide range of topics focus-
ing on various aspects of implementation and infrastruc-
ture of Web-based services. ICWS has been a prime inter-
national forum for both researchers and industry practitio-
ners to exchange the latest fundamental advances in the 
state of the art on Web services. Visit icws.org.   

IEEE 4th International Conference on  
Cloud Computing (CLOUD 2011)  

Cloud Computing is becoming a scal-
able services delivery and consump-
tion platform in the field of Services 
Computing. The technical foundations 
of Cloud Computing include Service-

Oriented Architecture (SOA) and Virtualizations of 
hardware and software. The goal of Cloud Computing 
is to share resources among the cloud service con-
sumers, cloud partners, and cloud vendors in the 
cloud value chain. Major topics cover Infrastructure 
Cloud, Software Cloud, Application Cloud, and Busi-
ness Cloud. Visit http://thecloudcomputing.org.  

Contact: Liang-Jie Zhang (LJ) at 
zhanglj@ieee.org  

(Steering Committee Chair) 

Submiss ion Deadl ines 
 

ICWS 2011:   1 /31 /2011 
CLOUD 2011:  1 /31 /2011 

 SCC 2011:  2 /14 /2011 
SERVICES 2011:  2 /14 /2011 

Sponsored by IEEE Technical Committee on Services Computing (TC-SVC, tab.computer.org/tcsc) 
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Find CSCW 2011 Online

www.cscw2011.org

www.facebook.com/cscw2011

www.twitter.com/cscw2011

Sponsored By
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Keynote Speakers

Mr. Jack Ma
  CEO and Chairman,

  Alibaba Group

Dr. Genevieve Bell
  Director of Interaction

  & Experience Research,

  Intel Corporation

Tutorials
Mobile User Experience

  Essentials

Supporting Multilingual
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Intro to CSCW Research

... and more!

Reserve Your Hotel Room

Discounted reservations at

the conference hotel, the

Hyatt Regency Hangzhou

CSCW is an international and interdisciplinary 

conference that has a special focus on how 

technology intersects with social practices. Join us 

in Building Bridges by connecting with social and 

technical researchers at the conference and 

interacting with research communities from 

around the world.

Conference Co-chairs

Pamela Hinds, Stanford University

John C. Tang, Microsoft Research

Jian Wang, Alibaba Group
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