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editor’s letter

T
here has been sound and fury 
in the Open Access movement 
over the past year. In Decem-
ber 2011, The Research Works 
Act (RWA) was introduced in 

the U.S. House of Representatives. The 
bill contained provisions to prohibit 
open access mandates for federally fund-
ed research, effectively nullifying the U.S. 
National Institutes of Health’s policy 
that requires taxpayer-funded research 
to be freely accessible online. Many 
scholarly publishers, including the As-
sociation of American Publishers (AAP), 
expressed support for the bill. (ACM ex-
pressed objections to the bill.)

The reaction to the bill and its sup-
port by scholarly publishers has been 
one of sheer outrage, with headlines 
such as “Academic Publishers Have Be-
come the Enemies of Science.” On Jan-
uary 21, 2012, renowned British math-
ematician Timothy Gowers declared a 
boycott on Elsevier, a major scholarly 
publisher, pledging to refrain from 
submitting articles to Elsevier jour-
nals, as well as from serving as an edi-
tor or reviewer. The boycott movement 
then took off, with over 13,000 scholars 
having joined so far. 

Frankly, I do not understand why 
Elsevier is practically the sole target of 
the recent wrath directed at scholarly 
publishers. Elsevier is no worse than 
most other for-profit publishers, just 
bigger, I believe. Why boycott Elsevier 
and not Springer, for example? The ar-
gument made by some that “we must 
start somewhere” strikes me as plainly 
unfair and unjust.

Beyond the question of whom to 
target with a boycott, there is the ques-
tion of the morality of the boycott. Of 
course, authors can choose their publi-
cation venues. Also, as a scholar, I can 
chose which publications I am willing 
to support by becoming an editor, but 
the boycott petition also asks signato-

ries to refrain from refereeing articles 
submitting to Elsevier journals. This 
means that if you sign this petition 
then, in effect, you are boycotting your 
colleagues who have disagreed with you 
and chose to submit their articles to an 
Elsevier journal.

I believe in keeping science sepa-
rate from politics. If it is legitimate to 
boycott publishing politics—the issue 
of open access is, after all, a political is-
sue—why is it not legitimate to boycott 
for other political considerations? Is it 
legitimate to refrain from refereeing ar-
ticles written by authors from countries 
with objectionable government behav-
ior?  Where do you draw the line to avoid 
politicizing science?

My perspective is that what really 
propelled the Open Access movement 
was the continuing escalation of the 
price of scholarly publications during 
the 1990s and 2000s, a period during 
which technology drove down the cost 
of scientific publishing. This price es-
calation has been driven by for-profit 
publishers. In the distant past, our field 
had several small- and medium-sized 
for-profit publishers. There was a sense 
of informal partnership between the 
scientific community and these pub-
lishers. That was then. Today, there is 
a small number of large and dominant 
for-profit publishers in computing re-
search. These publishers are thorough-
ly corporatized. They are businesses 
with a clear mission of maximizing the 
return on investment to their owners 

and shareholders. At the same time, the 
scientific community, whose goal is to 
maximize dissemination, continues to 
behave as if a partnership exists with 
for-profit publishers, providing them 
with content and editorial services es-
sentially gratis. This is a highly anoma-
lous arrangement, in my opinion. Why 
should for-profit corporations receive 
products and labor essentially for free?

Beyond the moral issue I raised 
earlier regarding the boycott, there is 
a more practical issue. For-profit pub-
lishers play a key role in computing-
research publishing. As an example, 
approximately 45,000 journal articles 
were published in 2011 in comput-
ing research. In that same year, ACM 
published fewer than 1,000 journal ar-
ticles, and IEEE-Computer Society pub-
lished fewer than 3,500 articles. There 
is a small number of other non-profit 
publishers, but for-profit publishers 
produce the lion’s share of computing-
research journal articles. Boycotting all 
of them is simply not a practical option.

I do not believe, therefore, that boy-
cotting is the right approach to the cur-
rent scholarly publishing controversies. 
If we want to drive for-profit publishers 
out of business, we have to do it the old-
fashioned way, by out-publishing them. 
If professional associations in comput-
ing research would expand their pub-
lishing activities considerably, they 
should be able to attract the bulk of 
computing articles. ACM is only a mi-
nor player in journal publishing. Why is 
ACM publishing fewer than 1,000 jour-
nal articles per year rather than, say, 
5,000 articles? Even if this will not drive 
the for-profit publishers out of the com-
puting-research publishing business, 
the competition would pressure them to 
reform their business practices, which 
is, after all, what we should be after.

Moshe Y. Vardi, editor-in-chi ef

To Boycott or Not to Boycott
DOI:10.1145/2428556.2428557		  Moshe Y. Vardi

I believe in keeping 
science separate  
from politics.
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from the president

A Revolution in India

and ACM-Europe Councils, as well as 
the general ACM Council, as the founda-
tion for the internationalization efforts 
of our association. In addition to the 
ACM-India Council meeting, I was able 
to attend an ACM-W India event and a 
computer science research symposium 
hosted at the Indian Institute of Tech-
nology (IIT) Chennai campus. 

The 2012 ACM-India elections seated 
P.J. Narayanan as the chair of the ACM-
India Council. “PJN,” as he is known, 
is the Dean of Research and Develop-
ment at the International Institute 
of Information Technology (IIIT) at 
Hyderabad,b an institution set up as a 
public/private partnership with the state 
of Andhra Pradesh. His enthusiasm and 
skilled leadership bode well for ACM in 
India. The vigor of the ACM program 
in India is underscored by 63 student 
chapters and 13 professional chapters, 
in addition to very active participation in 
the ACM-W India program. At the Chen-
nai meetings, I counted over 150 women 
in attendance at the ACM-W event, as 
well as a score or more men, including 
me, who were pleased by the dramatic 
reversal of the usual gender balance!

It is well known that India has em-
braced and invested in information 
technology (IT) as an enhancer of job 
creation, notably outsourcing software 
and service-related businesses, facili-
tated in part by access to the global In-
ternet. I learned the strong program of 
education in computer science, engi-
neering, and programming had its ori-

a	 See http://india.acm.org/ for further information.
b	 See http://www.iiit.ac.in/institute/about

gins in the policies of Rajiv Gandhi, the 
youngest prime minister in India’s his-
tory, and the son of Indira Gandhi—the 
first and, so far, only woman to ascend 
to that position. The noted entrepre-
neur Sam Pitroda was a key advisor to 
Rajiv Gandhi and strongly encouraged 
his initiatives in the IT and telecom-
munications spaces. Pitroda continues 
his advocacy in these efforts, serving as 
advisor to the present Prime Minister, 
Manmohan Singh, and other officials 
of the Indian government. Among 
many other posts, Pitroda is also chair 
of the National Innovation Council. 

During my visit, I had the privilege 
of meeting at length with Rahul Gan-
dhi, the son of Rajiv and Sonia Gandhi 
and the grandson of Indira Gandhi. 
Newly elected to the vice presidency of 
the Congress Party of India, Rahul Gan-
dhi is a potential candidate to become 
Prime Minister as early as 2014. Ener-
getic, thoughtful, and a tireless advo-
cate for modernizing India and its in-
frastructure, I found Gandhi to be very 
receptive to the potential for applying 
IT for the benefit of India’s 1.2 billion 
citizens and for improving the Indian 
economy. A massive fiber-networking 
program is in progress to bring high-
speed networking to every village in 
India. Distribution to homes and busi-
nesses could be achieved with the use 
of wireless connectivity including 2G, 
3G, and LTE as well as Wi-Fi. While the 
current population of Internet users 
is estimated at only 140 million today, 
there are 300 million data-capable mo-
biles in use and that number is bound 
to increase. The number of smart-

phones with full Internet capability is 
estimated at 24 million. 

I was able to meet with several In-
ternet users living in a village on the 
outskirts of New Delhi: two 12-year-old 
sixth graders, two 20-year-old IT school 
graduates, and two artisans (electrician 
and plastering) in their 30s. The sixth 
graders were no strangers to Internet-
based applications on mobiles and 
were very adept at making use of lap-
tops/desktops at a nearby Internet café. 
The two IT school graduates were look-
ing for work that would allow them to 
apply their training to well-paying jobs 
in the New Delhi area. The two older 
workers were using their mobiles and 
beginning to use laptops to track down 
work, stay in touch with clients, and en-
courage “word of mouse” advertising. 

While in Hyderabad, I drove around 
the “Cyberabad” industrial park area 
seeing the names of many prominent 
multinational companies including 
Google, Microsoft, Oracle, and IBM.
Major Indian firms such as WIPRO and 
INFOSYS were also notably visible. I 
saw major infrastructure projects in 
progress including metro systems in 
Chennai and New Delhi. Visits with 
the Department of Telecommunica-
tions confirmed their commitment to 
the implementation of national scale 
digital wired and wireless network in-
frastructure. These efforts reinforce 
the potential for Massive Open Online 
Courses (MOOCS) to reach larger audi-
ences with a growing interest in prac-
tical education that can be renewed 
and refreshed during long and varying 
careers. It seemed clear to me there is 
a tide in Indian affairs drawing the re-
search and academic sector, the private 
sector, the government, and the gener-
al population toward a decidedly digital 
future. Moreover, it is especially satisfy-
ing to discover the ACM has a serious 
role to play in encouraging and facili-
tating progress in this direction. 

Vinton G. Cerf, ACM PRESIDENT

I recently had the pleasure of visiting our 
colleagues in India, specifically in Chennai, 
at the ACM-India Councila meeting.  
The ACM-India Council joins the ACM-China
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letters to the editor

Credible high-fidelity agents with 
human-like behavior promise great 
technological and economic benefit 
in such fields as entertainment, mo-
bile computing, e-commerce, and 
training. We have also found that an 
agent attempting to emulate human 
behavior (often failing) has a quirky, 
humorous side that makes it endear-
ing. Why go for a humorless computer 
in a world where marketers dream 
of intelligent assistants connecting 
(emotionally) with their human own-
ers? In 1996, Byron Reeves and Clif-
ford Nass offered ample evidence for 
the theory that people tend to treat 
computers and other media as if they 
were real people in The Media Equa-
tion: How People Treat Computers, Tele-
vision, and New Media Like Real People 
and Places (http://csli-publications.
stanford.edu/site/1575860538.shtml). 

We must keep trying to make intel-
ligent agents as credible and human-
like as we know how. However, the 
premise of French’s article was that it 
is time for the Turing Test to take a bow 
and leave the stage. Embodied artificial 
cognition is an extremely difficult (but 
fascinating) endeavor, and the benefits 
of success are enormous. It is way too 
early to even contemplate giving up. 

Eugene Joseph, Montréal, Canada 

Author’s Response: 
Joseph claims his robots are “making good 
progress” toward passing a full-blown 
Turing Test. This is delusional, cynical 
(perhaps in order to attract financing), or 
shows he does not fully understand how 
incredibly difficult it would be for a machine 
to actually pass a carefully constructed 
Turing Test. My point in the article was that 
intelligent robots, capable of meaningful 
interaction with humans, do not have to 
be Turing-Test indistinguishable from 
humans. Just ask Jimmy [North Side’s 
robot] if Ayame [North Side’s nominal 
adult human] can put her little finger all 
the way up her nose. 

Robert M. French, Dijon, France 

M
o s h e  Y.  V a r d i  identified  
important negative trends 
in his Editor’s Letter 
“Will MOOCs Destroy 
Academia?” (Nov. 2012) 

concerning massive open online 
courses, saying, “If I had my wish, I 
would wave a magic wand and make 
MOOCs disappear…” But we should 
instead regard MOOCs as part of an 
early, awkward stage of a shift in edu-
cation likely to produce something un-
recognizable within even our own gen-
eration. Like journalism, retail sales, 
and many other fields, education is 
undergoing a sea change to some-
thing more fluid in time, space, and 
participation, as well as more peer-
oriented. With lifelong learning in-
creasingly critical today, institutions 
must aim for a vision of the future that 
finds ways to tap subject experts, as 
well as a proper business model that 
keeps both the institutions and the 
experts relevant. However, one thing 
the change does not involve is moving 
the old educational model, with all its 
flaws, to a new online medium. 

Andy Oram, Cambridge, MA 

Don’t Give Up On the Turing Test 
Exploring non-human intelligence—
real and artificial—is fascinat-
ing. Consider novels like Arthur C. 
Clarke’s 2001: A Space Odyssey and 
stories like Isaac Asimov’s I, Robot, as 
well as cinematic adaptions like Blade 
Runner based on Philip K. Dick’s novel 
Do Androids Dream of Electric Sheep? 
The plot invariably revolves around 
machines with an intelligence level 
comparable to that of humans that 
communicate with humans, so not 
far from a Turing test. Fascinating, 
because deep down, we, as humans, 
believe we are unique in our level of 
cognition and ability to emote. 

A credible intelligent agent must 
be able to relate to human percep-
tion, reasoning, communication, and 
life experience, including emotion. 

In “Moving Beyond the Turing Test” 
(Dec. 2012), Robert M. French argued 
this is impossible, outlining a scenario 
only a human could truly understand, 
backed up with an example involving 
a series of instructions for manipulat-
ing one’s fingers. He implied that an-
swering a question about a particular 
step in the sequence is, and always 
will be, out of bounds for machines. 
His assertion (about answering out-
of-bounds questions) was: “Don’t try; 
accept that machines will not be able 
to answer them and move on.” 

I must disagree. My company, North 
Side Inc. (http://www.northsideinc.
com/), pursues research and develop-
ment toward endowing machines with 
verbal ability anchored in real-world 
knowledge. Work in this direction re-
quires that we account for (and simu-
late) human perception, motor func-
tion, cognition, and emotion. Though 
still far from being able to pass the Tur-
ing Test, we are making good progress; 
for descriptions of our recent work 
on embodied intelligent agents with 
conversational ability, see our video 
at http://www.botcolony.com and my 
paper at http://lang.cs.tut.ac.jp/jap-
tal2012/special_sessions/GAMNLP-12/ 
papers/gamnlp12_submission_3.pdf.  

No Place for Old Educational  
Flaws in New Online Media 
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letters to the editor

Teach, Don’t Just Transmit,  
CS Knowledge
I was disappointed in Aman Yadav’s 
and John T. Korb’s Viewpoint “Learn-
ing to Teach Computer Science: The 
Need for a Methods Course” (Nov. 
2012). There is no question that teach-
ing anything well requires knowledge 
of the subject and proper pedagogical 
technique, both covered nicely. Left 
out, however, and worse, mischarac-
terized, was skills. With any human 
behavior, knowledge is only part of the 
equation, typically not the most impor-
tant. Yadav and Korb omitted all dis-
cussion of skills, except for mistakenly 
calling pedagogical knowledge a “skill 
set” (second paragraph in their “Learn-
ing to Teach” section). Knowledge is 
not skill. Skills, or competencies, are 
the know-how that enables a teacher to 
assess what method, technique, demo, 
analogy, illustration, or exercise works 
best for which students in which cir-
cumstances. Competencies cannot be 
reduced to knowledge. 

No amount of content or pedagogi-
cal knowledge can substitute for teach-
ing skill. Generalizations, including 
empirical studies, concerning how to 
present topic X are great, but doing it 
well means crafting it to the students 
and the case at hand. I have, for almost 
30 years, taught computer science, 
from freshman-level intro to comput-
ing to advanced graduate courses in 
software engineering and AI. I focus on 
the student(s) and what they need to 
grasp the concept or acquire the skills 
they need. I ask myself, where are they 
confused? What distinction are they 
missing? Where did they get a wrong 
idea? What do I know about them that 
would enable me to choose the analogy 
that works for them, how to say it so it 
connects, and how to motivate them to 
keep working on something they likely 
find difficult and confusing? How can 
I motivate them to engage with com-
puter science at all? Also, how do I 
invent new examples when the usual 
ones don’t work? And how do I assess 
whether students are getting the con-
cept or skill I am teaching? Moreover, 
how do I respond to the student who 
says, “I’m just dumb”? 

The National Science Foundation 
CS10K Project (http://www.nsf.gov/
publications/pub_summ.jsp?ods_ 
key=nsf12527) may indeed produce 

10,000 teachers by 2016 but will not 
have much influence on the number of 
teenagers with knowledge, skills, and, 
most important, interest in comput-
ing if it does not give those teachers 
the skills that make them teachers, not 
mere knowledge transmitters.

H. Joel Jeffrey, DeKalb, IL 

Real Credit for Virtual Courses? 
In the news story “In the Year of Dis-
ruptive Education” (Dec. 2012), Paul 
Hyman explored the challenge of how 
to award college credit for learning 
gained from free online courses of-
fered by colleges and universities. The 
solution may emerge in two ways: 

Credit by examination (CBE). Despite 
already being offered by many colleges 
as a way to give credit for knowledge, 
CBE also has a downside—that stu-
dents typically pay the same amount of 
tuition as if they were taking the course 
and that some schools limit the award-
ing of credit to those students who 
complete some period of residency at 
the school; and 

Government-sponsored course recog-
nition. Like many states, Ohio has de-
veloped pseudo-course designations, 
called Career-Technical Assurance 
Guides, or CTAGs. A CTAG identifies 
the core content of individual courses 
commonly offered at colleges, techni-
cal schools, and secondary schools; 
private and public colleges in Ohio can 
choose to tie one of their courses to a 
CTAG “virtual” course, in which case 
students earning credit for a tagged 
course at one institution carry that 
credit to all colleges with a similar 
tagged course. 

It may be that states or even coun-
tries will develop CBE for virtual cours-
es, and colleges that tag their courses 
will award college credit regardless of 
how a student gains proficiency. A col-
lege willing to reduce the cost of CBE 
and waive residency requirements 
could unilaterally implement it. Gov-
ernments are usually motivated more 
than the colleges themselves to offer 
CBE at the lowest cost possible. 

Christine Wolfe, Lancaster, OH 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org.
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Jason Hong 
“Password Policies 
are Getting  
Out of Control”
http://cacm.acm.org/ 
blogs/blog-cacm/123889- 

password-policies-are-getting- 
out-of-control/fulltext 
Aug. 23, 2011
Something I learned a long time ago is 
that one person’s inefficiency is some-
one else’s bottom line. This simple ob-
servation explains a lot of the big prob-
lems we are facing worldwide. Rather 
than getting into a discussion of those 
thorny political topics, however, I want 
to use this observation as a starting 
point for discussing something that 
plagues us all: password policies.

In fact, I think I have found the 
most difficult password policy in exis-
tence today. It was a U.S. government 
website, of course. Here were the pass-
word policies the site had in place:

Password Rules: 
˲˲ Minimum 8 characters;
˲˲ Must contain at least 1 capital letter;

Of course, this password expires 
after 60 days (on a site that I only need 
to use every 90 days, no less). And 
when it did expire, it only took me an 
extra 15 minutes to figure out who 
to call to reset the password, plus a 
13-minute hold, before my password 
was finally reset. 

Makes one wonder how much real 
security is actually being offered with 
such measures, especially given the 
costs of staffing a helpdesk and the 
wasted time to end users of having to 
get their passwords reset. 

Why do websites have such strin-
gent password policies? 

It all comes back to the opening 
statement: your inefficiency is some-
one else’s bottom line. In many orga-
nizations, there is an individual whose 
role is to keep computing systems 
secure. They are the people who get 
yelled at when things go wrong and 
whose job is on the line. In extreme 
cases, it becomes fully rational be-
havior to keep increasing security, no 
matter what the cost is for end users, 
regardless of whether it is effective 
or not in practice. (Replace the words 
“computing systems” with “air travel” 
and we have a decent explanation for 
the challenges that TSA faces.)

A 2010 paper by Dinei Florencio and 
Cormac Herley, two researchers at Mi-
crosoft Research, presented an analy-
sis of password policies of 75 differ-
ent websites. They found that, almost 
counterintuitively, “[s]ome of the larg-
est, highest value, and most attacked 
sites on the Internet such as Paypal, 
Amazon, and Fidelity Investments al-

˲˲ Must contain at least 1 lowercase 
letter;

˲˲ Must contain at least 1 number;
˲˲ Must contain at least 1 special 

character;
˲˲ Cannot contain consecutive char-

acters (abc or cba); 
˲˲ Cannot contain repeating charac-

ters (aa, bb, cc); 
˲˲ Cannot contain the same charac-

ter more than twice;
˲˲ Entered password must be differ-

ent from last 10 passwords used; and
˲˲ Cannot be changed within 24 hours.

It actually took me about a dozen 
tries to create a password that covered 
all of this criteria, plus was something 
I had a chance of remembering. Here 
are examples of passwords that failed:

˲˲ My_P@$$w0rd  (failed because of 
repeating characters) 

˲˲ !USg0v8  (failed because too short) 
˲˲ $tuPidP@55  (failed because re-

peating characters) 
I tried a few randomly generated 

passwords, guaranteed to be strong, 
which also failed some required criteria.

Passwords Getting 
Painful, Computing  
Still Blissful  
Jason Hong wonders how anyone can follow  
the mounting complexity of password rules, and  
Daniel Reed ponders the attractions of computing.
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low relatively weak passwords,” pri-
marily because these websites earn 
revenue by having people login.

In contrast, it was government 
and university sites that tended to 
have stricter (and less usable) poli-
cies. They explained these results by 
arguing that “[t]he reason lies not in 
greater security requirements, but 
in greater insulation from the conse-
quences of poor usability. Most orga-
nizations have security professionals 
who demand stronger policies, but 
only some have usability imperatives 
strong enough to push back. When the 
voices that advocate for usability are 
absent or weak, security measures be-
come needlessly restrictive.”

Unfortunately, there are not a lot 
of ways forward here. Passwords are 
cheap and pervasive, and are not going 
away anytime soon. Forcing all mem-
bers of Congress and all generals to 
personally experience the joy of using 
these websites themselves also is not 
realistic, even if highly desirable. 

In the long term, we need more ways 
of getting the incentives of all stake-
holders better aligned. Putting help-
desk costs and information security 
costs under the same budget and under 
the same person is a good start, as it 
would force people to think more about 
the relative costs and benefits of a se-
curity policy. Having customer satisfac-
tion be part of the performance metrics 
for information security folks would 
also help. In the meanwhile, until us-
ability thinking and holistic thinking 
become more pervasive in computer 
security, the rest of us will just have 
to keep suffering the pains of stricter 
password policies.

Daniel Reed 
“Why We Compute”
http://cacm.acm.org/
blogs/blog-cacm/126408-
why-we-compute/fulltext 
Sept. 2, 2011

Why do we, as researchers and practi-
tioners, have this deep and abiding love 
of computing? Why do we compute? 

Superficially, the question seems 
as innocuous as asking why the sky is 
blue or the grass is green. However, like 
both of those childhood questions, the 
simplicity belies the subtlety beneath. 
Just ask someone about Raleigh scat-
tering or the quantum efficiency of 

photosynthesis if you doubt that sim-
ple questions can unearth complexity.

At its most basic, computing is sim-
ply automated symbol manipulation. 
Indeed, the abstract Turing machine 
does nothing more than manipulates 
symbols on a strip of tape using a table 
of rules. More deceptively, the rules 
seem simpler than some board games. 
Though vacuously true, the description 
misses the point that symbol manipu-
lation under those rules captures what 
we now call the Church-Turing thesis.

However, as deep and as beautiful 
as the notion of computability really is, 
I doubt it is the only reason most of us 
are so endlessly fascinated by this mal-
leable thing we call computing. Rather, 
I suspect it is a deeper, more primal 
yearning, one that underlies all of sci-
ence and engineering and that unites 
us in a common cause. It is the insa-
tiable desire to know and understand.

Lessons from Astronomy
When I stood atop Mauna Kea, look-
ing at the array of telescopes perched 
there, I was again struck by our innate 
curiosity. Operated by a diverse array of 
international partnerships and built on 
Mauna Kea at great expense, they are 
there because we care about some fun-
damental questions. What is the evo-
lutionary history and future of the uni-
verse? What are dark matter and dark 
energy? Why is there anything at all?

Answers to these questions are not 
likely to address our current economic 
woes, improve health care, or address 
our environmental challenges. We care 
about the answers, nevertheless. 

As I pondered the twilight my 
thoughts turned to Edwin Hubble, who 
first showed that some of those faint 
smudges in the sky were “island uni-
verses”—galaxies like our own. The uni-
verse was a far bigger place than we had 
heretofore imagined. As Hubble ob-
served about this quest to understand:

From our home on the Earth, we 
look out into the distances and strive to 
imagine the sort of world into which we 
are born. Today we have reached far out 
into Space. Our immediate neighbor-
hood we know rather intimately. But 
with increasing distance our knowledge 
fades, and fades rapidly, until at the last 
dim horizon we search among ghostly 
errors of observations for landmarks 
that are scarcely more substantial. The 

search will continue. The urge is older 
than history. It is not satisfied and it will 
not be suppressed.

Hubble’s comment was about the 
observational difficulties of distance 
estimation and the challenges associ-
ated with identifying standard candles. 
However, it could just as easily have 
been a meditation on computing, for 
we are driven by our own insatiable de-
sires for better algorithms, more flex-
ible and reliable software, new sensors 
and data analytics tools, and by ever 
larger and more faster computers.

Computing the Future
Why do we compute? I suspect it is for 
at least two, related reasons, neither 
relating to publication counts, tenure, 
wealth, or fame. The first is the ability 
to give life to the algorithmic instan-
tiation of an idea, to see it dance and 
move across our displays and devices. 
We have all felt the exhilaration when 
the idea takes shape in code, then be-
gins to execute, sometimes surprising 
us in its unexpected behavior and com-
plexity. Computing’s analogue of deus 
ex machina brings psychic satisfaction.

The second reason is that comput-
ing is an intellectual amplifier, extend-
ing our nominal reach and abilities. I 
discussed the power of computing to 
enable and enhance exploration in a 
previous blog entry. It is why those of us 
in computational science continually 
seek better algorithms and faster com-
puter systems. From terascale to pet-
ascale and the global race to exascale, 
it is a quest for greater fidelity, higher 
resolution, and finer time scales. The 
same deep yearning drives astrono-
mers to seek higher resolution detec-
tors and larger telescope apertures. We 
are all chasing searching the ghostly 
signals for landmarks.

It is our ability to apply our ideas 
and their embodiment in code to a 
dizzying array of problems—from the 
prosaic to the profound—that attracts 
and compels us. It is why we compute. 
Hubble was right. We compute because 
we want to know and understand. The 
urge is deep and unsatisfied. It cannot 
be denied.

Jason Hong is an associate professor of CS at Carnegie 
Mellon University. Daniel Reed is vice president of 
Technology Strategy & Policy and the eXtreme Computing 
Group at Microsoft.
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The model works on the idea, aris-
ing from previous studies by other sci-
entists, that these illnesses begin in 
one part of the brain and spread along 
a network of neurons. Scientists have 
recently learned that dementia seems 
to behave as if it is caused by an er-
rant protein, known as a prion. Prions 
are known to cause the brain illness 
Creutzfeldt-Jakob disease, the human 

T
he re  is,  a s  yet, no cure for Al-
zheimer’s disease, and little 
in the way of treatment. But 
computer models that can 
predict the course of the ill-

ness, which gradually destroys memo-
ry and other cognitive functions, might 
allow doctors to manage the disease 
and perhaps help scientists to better 
understand it. Computer modeling 
might, in fact, lead to clearer progno-
ses and better treatment for a whole 
range of brain disorders, from Parkin-
son’s disease to brain cancer.

One group of scientists, from Weill 
Cornell Medical College in New York 
and the University of California, San 
Francisco, developed a model that 
starts with a magnetic resonance im-
age of the early stages of Alzheimer’s 
or frontotemporal dementia and pre-
dicts how the illnesses would spread 
throughout the brain. 

“We assume that the disease in the 
brain diffuses from one place to an-
other as if it were a gas,” says Ashish 
Raj, assistant professor of computer 
science in radiology at Weill Cornell. 
But instead of spreading through open 
air, the “gas” in question had to travel 
along the brain’s neural pathways. “We 
had to come up with the right kind of 
math that would model how some-
thing diffuses in a network rather than 
in space.”

form of mad cow disease. Proteins nor-
mally fold into shapes that dictate their 
function in the body, but prions are mis-
folded, and can transmit the misfolding 
to healthy proteins, causing them to 
form into plaques called amyloids that 
destroy brain tissue and seem to play a 
role not only in Alzheimer’s but also in 
other degenerative brain diseases such 
as Huntington’s and Parkinson’s. 

Brain fiber tracts (colors represents the orientation of the fibers) are used to study 
connectivity networks, whose diffusion dynamics model dementia. 

Decoding Dementia
Computer models may help neurologists unlock  
the secrets of brain disorders, from Alzheimer’s to cancer.

Science  |  doi:10.1145/2428556.2428561	 Neil Savage
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news

cess” that does not explain why disease 
might not spread between some con-
nected neurons. But he adds it might 
help provide researchers with hints as 
to regions of the brain they ought to 
study with other methods. 

The MRI scans came from the Al-
zheimer’s Disease Neuroimaging Ini-
tiative, run by Weiner, which is col-
lecting brain images that may help 
scientists understand the course of 
the disease. The patients in question 
have only been followed for two to 
four years, and Raj says it will be help-
ful to have images that cover a decade 
or two. But even over that shorter time 
span, an incorrect model would di-
verge from the actual images, which 
this model did not, he explains. 

One advantage of the model, he says, 
is its simplicity. It ignores whatever 
complex activities may be taking place 
at a cellular level and focuses on diffu-
sion patterns to get an accurate picture 
of disease progress. That, says Raj, is an 

example of how computer scientists can 
sometimes aid other scientists. 

Another advantage is that the model 
relies on well-understood principles. 
“We have used a set of tools from graph 
theory that really are quite well known, 
but have found a way that was quite un-
expected to apply them to disease,” Raj 
says. His group is not the only one using 
that sort of modeling to study the com-
munications network in the brain and 
how it relates to dementia. Neurologists 
at VU University Medical Center in Am-
sterdam also applied graph theory to 
examine the differences in connectivity 
in the neural networks of healthy brains 
versus Alzheimer’s brains. 

They started with the idea that 
healthy brains may follow a small 
world network model, in which 
points in the network connect to sev-
eral other points, and hubs with many 
connections link one cluster of con-
nections to many others. What they 
found, says Willem de Haan, one of 
the researchers involved in the work, 
was that connections in the brains of 
Alzheimer’s patients showed a less 
ordered series of connections than 
healthy brains. Then they looked at 
patterns of brain activity from elec-
troencephalograms to see if there 
was any link between activity levels 
and areas that were damaged by amy-
loid plaques.

“The hub in the network, the well-
connected points, seemed vulnerable 
for some reason,” de Haan says. “We 
wanted to try to explain how these hub 
areas became vulnerable.”

Operating on the hypothesis that 
areas of high neural activity were more 
likely to suffer the damage that leads 
to dementia, the group employed a 
neural mass model, a simplified mod-
el that focuses on only a few variables 
to describe the activity of a popula-
tion, or mass, of neurons. They then 
applied an algorithm that “damaged” 
the masses, reducing the number of 
signal-transmitting synapses based 
on the amount of activity in that par-
ticular area. They then used graph 
theory to analyze the results, and 
found the outcomes matched those in 
Alzheimer’s patients.

The computer model provides a 
theory to be tested in actual tissue, de 
Haan says. And it might suggest a pos-
sible treatment to ward off the early 

Raj and Michael Weiner, professor 
of radiology and biomedical imaging 
at UCSF, mapped out how proteins 
are dispersed in healthy brains, then 
applied the assumption that faulty 
proteins would spread from one area 
to another. To determine the rate at 
which they would spread, they looked 
at how the prevalence of dementia var-
ies by age, which should be related to 
how long the disease takes to develop. 
They ran the model, then compared 
the results to actual brain images 
from 18 patients with Alzheimer’s and 
18 with frontotemporal dementia, 
and found the model matched reality. 
Those results, gleaned by bootstrap 
analysis of their data, seems to vali-
date the prion hypothesis, Raj says.

In practical use, the model should 
be able to look at a single scan from a 
dementia patient, figure out where he 
or she is in the course of their disease, 
and predict its progression. That might 
help doctors and patients make deci-
sions about the few treatment options 
that exist.

Marc Diamond, associate professor 
of neurology at Washington University 
in St. Louis School of Medicine, says 
Raj’s model agrees with his studies, 
in cells and mouse brains, of the mo-
lecular mechanisms for Alzheimer’s 
spread. “The two are very consistent 
with one another,” Diamond says. 
“They are basically saying the network 
involvement in some of these diseases 
is consistent with an agent that moves 
between neurons, based on how they’re 
connected to each other.”

The computer model has limi-
tations, Diamond says; he calls it a 
“30,000-foot view of the whole pro-

The computer model 
might help provide 
researchers with 
hints as to regions  
of the brain they 
ought to study with 
other methods.

The accumulation of amyloid plaques between neurons in the brain is one of the hallmarks of 
Alzheimer’s disease.
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sparsely concentrated; Swanson com-
pares it to looking at an iceberg from 
above. The model takes advantage of 
what is known about the cancer’s pro-
liferation rate (how quickly the cells 
reproduce) and its diffusion rate (how 
quickly they move through the brain), 
which is faster in the white matter 
than the gray matter. It also takes into 
account that cells tend to move along 
the blood vessels and fiber tracts in 
the white matter. So by looking at the 
shape of the iceberg, her model can 
predict where the invisible parts lie, 
so that a doctor can target them. And 
by seeing which parts of the brain’s 
structure are affected, it predicts how 
the tumor will grow. 

Raj believes his model could also 
be used to study the dynamics of brain 
development, looking not at just 

where brain connections go wrong, 
but how they form in the first place. It 
might also be applied to epilepsy, in 
which what is diffusing through the 
brain is not a misfolded protein but 
a disordered electrical signal. In fact, 
it should work with any brain ailment 
that is characterized by something 
spreading throughout the brain. 	

Further Reading

De Haan, W., Mott, K., Van Straaten,  
E.C.W., Scheltens, P; and Stam, C.J. 
Activity dependent degeneration explains 
hub vulnerability in Alzheimer’s disease, 
PLOS Computational Biology, Aug. 16, 2012.

Duch, W. 
Computational models of dementia and 
neurological problems, Methods Mol Biol. 
401, 2007.

Harpold, H.L.P., Alvord, E.C. Jr.  
and Swanson, K.R. 
The evolution of mathematical modeling 
of glioma proliferation and invasion, J 
Neuropathol Exp Neurol 66, Jan. 2007.

Raj. A., Kuceyeski. A. and Weiner M.W. 
A network diffusion model of disease 
progression in dementia, Neuron 73,  
Mar. 22, 2012.

Weiner, M. 
Dr. Michael Weiner, MRI specialist, San 
Francisco Vets Admin  
http://www.youtube.com/watch?v=aNo-
KwmReiA

Neil Savage is a science and technology writer based in 
Lowell, MA.

© 2013 ACM 0001-0782/13/03

effects of the disease. If increased 
brain activity does lead to structural 
damage, perhaps methods that alter 
activity levels, through the use of elec-
trical or magnetic stimulation, might 
slow the disease’s progression. The 
researchers would also like to look at 
scans of people in the early stages of 
Alzheimer’s to see if they can find the 
differences in activity levels that the 
computer model predicts.

Another Path
Kristin Rae Swanson, a professor of 
neurological surgery at Northwestern 
University’s Brain Tumor Institute, 
also combines brain scans and mathe-
matical modeling to predict how areas 
of damage spread through the brain. 
But instead of misfolded proteins, she 
is looking at the spread of glioblas-
toma, a deadly brain tumor. All glio-
blastoma patients receive MRIs and 
are treated with radiation and per-
haps brain surgery, but Swanson says 
her models can identify parts of the 
tumor that the scans cannot pick up, 
and predict how a tumor will spread 
through a particular patient’s brain. 
That in turn could lead to individual-
ized treatments that could prolong 
a patient’s life and minimize side ef-
fects of excessive radiation treatment. 
“It’s a different approach to personal-
ized medicine,” she says.

MRIs only pick up the densest part 
of a tumor and miss cells that are more 

MRIs only pick up 
the densest part 
of a tumor and 
miss cells that 
are more sparsely 
concentrated.

James J. “Jim” 
Horning, an 
ACM Fellow 
recognized for 
his work in 
programming 
language 
design and 
specification 

methodology, passed away on 
January 18, 2013 in Palo Alto, 
CA. He was 70 years old.

ACM President Vinton Cerf 
called Horning a “quintessential 
member” of the computer 
science community as well as 
the ACM community. A member 
since 1965, Horning’s devotion 
to the organization was never 

more evident than with his 
work over the last decade as 
co-chair—with Calvin C. (Kelly) 
Gotlieb—of the ACM Awards 
Committee. Their collaboration 
was instrumental in bringing 
global recognition to the 
ACM Awards program as a 
true measure of professional 
excellence and respect.

Horning was a founding 
member and chair of the 
University of Toronto’s Computer 
Systems Research Group in 1969, 
a Research Fellow at Xerox’s PARC, 
and a founding member at DEC’s 
Systems Research Center. His 
security expertise was in great 
demand at companies such as 

McAfee, SPARTA, InterTrust 
Technologies, and Silicon Graphics. 

As the information age 
escalated, Horning became 
increasing concerned about 
ensuring privacy, security, and 
trustworthiness in the private 
and public sector. He was 
an active member of ACM’s 
Committee on Computers 
and Public Policy (CCPP) and 
ACM’s Public Policy Council 
(USACM) from their inception. 
Peter Neumann, CCPP chair 
and moderator of the ACM 
Forum on Risks to the Public in 
Computers and Related Systems, 
called Horning “one my favorite 
friends, colleagues, associates, 

and long-time inspiration.” 
Their friendship spanned 38 
years, with Horning contributing 
to the very first issue of the Risks 
Forum in August 1985. “He made 
many thoughtful technical and 
socially aware contributions, 
always with wisdom, common 
sense, and humanity.”

Cerf recalled Horning as 
“the best one can ever find in 
our profession. Always ready 
to help with a quiet style of 
leadership, many of us felt free 
to consult him and frequently 
did for advice borne of 
experience and calm thought.  
I will miss him as will so many 
in our field and community.”

In Memoriam

Jim Horning, 1942–2013

http://www.youtube.com/watch?v=aNo-KwmReiA
http://www.youtube.com/watch?v=aNo-KwmReiA
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T
he waters off the west coast 
of Scotland are lined with 
once rich, complex coral 
reefs. Over the years, bottom-
trawling fishermen have all 

but ruined them, leaving the coral bro-
ken and displaced. Divers have begun 
working to repair the damaged reefs, but 
in some places they lie more than 650 
feet below the surface, far too deep for 
a standard scuba diver. So, in August, a 
group of researchers at Heriot-Watt Uni-
versity in Edinburgh announced plans 
to build a fleet of underwater robots to 
do the job. These so-called coralbots 
will be able to work at greater depths 
than human divers and stay down for 
longer periods. The coralbots will work 
cooperatively, identifying dead chunks 
of the reef via high-resolution cameras, 
using the lifeless fragments to rebuild 
the inner structure, then stacking still-
living corals on the outside.

Despite the complexity of their task, 
the robots themselves will not be all 
that bright, according to Heriot-Watt 
computer scientist David Corne. “You 
could rebuild the reefs without particu-
larly complex planning or intelligence 
in the robots,” he says. Corne points to 
ants, termites, and wasps as examples. 
Each of the individual creatures follows 
a series of simple rules as they react to 
patterns in their environment, but as a 
group they can produce fantastic struc-
tures. “A termite mound has chambers 
and a whole ventilation network,” he 
notes. And yet it is built by a collection 
of simple intelligences. 

Although Corne points to termites 
and wasps as proof the concept could 
work, he could just as easily cite the 
advances in numerous robotics labs 
across the world. Researchers have 
been interested in the notion of robots 
guided by swarm-type intelligence for 
decades, but in the last few years these 
collectives have become reality. Scien-
tists have demonstrated more than a 
hundred robots working together at a 
time, and within the next year they hope 

to push the population of a controlled 
swarm past 1,000. “It’s unreal what we 
can do as a community compared to just 
five years ago,” says Magnus Egerstedt, 
a roboticist at the Georgia Institute of 
Technology in Atlanta. “There had been 
lots of simulated swarm robotics, but 
actually seeing 50 robots reliably doing 
things together now is not out of the 
question, and five years ago it was.”

Follow No Leader
Several years ago, while in Budapest, 
Hungary, for a conference, Egerstedt 
met a shepherd, and fell into a conver-
sation about the role of the herding dog 
in directing a flock. Egerstedt himself 
had long been puzzled by a theoretically 
related question. “If you’re surrounded 
by a million robot mosquitoes, and 
you have a joystick, what do you actu-
ally do with the joystick?” he asks. “How 
should you interface with the swarm?” 
To him, the interaction of the shepherd 
with the herding dog seemed like the 
answer. “It seemed like a really natural 
way of thinking about human-swarm 
interactions.”

Back in Atlanta, Egerstedt planned 
an experiment to test the idea. He re-
cruited test subjects to see how they 
would fare in directing a group of 25 
simple, wheeled robots around the floor 

of his lab. Each participant was given 
a joystick and asked to accomplish a 
number of relatively simple tasks, such 
as manipulating one of the robots to ar-
range the others in a circle or a wedge 
shape. The robots were programmed to 
react to one another, so the follow-the-
leader technique seemed like it would 
work. Yet the participants failed miser-
ably. “People were overall quite pathetic 
at it,” Egerstedt recalls. 

As a result, Egerstedt moved away 
from this leader-based interaction to a 
more democratic approach. “If you’re 
surrounded by a million mosquitoes, 
you’re probably not going to pick a key 
mosquito and start dragging it around,” 
he acknowledges now. “You’d probably 
wave around in the air and try to get 
them to move around in some pattern.” 

Egerstedt is now designing a follow-
up experiment in which the robots 
move around within a network of wire-
less routers. This time, participants 
will be given a motion-capture wand 
and asked to accomplish similar tasks 
with the robots. The difference is that 
the wand will create flows instead of di-
recting a particular robot. When a user 
waves the wand in one area of the net-
work, the nearby routers will track that 
motion, and, as robots pass nearby, the 
routers will tell them to move the same 

Technology  |  doi:10.1145/2428556.2428562	 Gregory Mone

Rise of the Swarm 
Guided by collective intelligence, teams of small,  
simple robots could soon accomplish amazing feats.

Harvard’s Kilobot project was designed as a low-cost, scalable robot system for 
demonstrating collective behaviors.
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on three simple, vibrating stick legs. Ru-
benstein’s work is linked to Harvard’s 
Robobees project—an NSF-funded 
multiyear effort to build a swarm of au-
tonomous robotic bees that may even-
tually be able to pollinate areas like liv-
ing bees do. 

The Kilobots offer a way to test the 
same algorithms that will guide the 
bees, but in a simpler, cheaper, ground-
ed machine. If the goal is to develop 
control algorithms that can handle true 
swarms, Rubenstein reasoned, then 
those algorithms need to be tested at 
scale. Software that effectively guides 
the actions of a few dozen robots could 
break down when dealing with a few 
thousand. So Rubenstein designed 
the cheapest mobile robot he could, a 
squat, cylindrical machine with an in-
frared sensor and transmitter and, in 
all, less than $15 in parts. For the last 
few months he has been assembling 
his swarm with a goal of reaching 1,000 
early this year.

In the meantime, Rubenstein and his 
collaborators have also demonstrated 
many insect-like behaviors such as navi-
gation and foraging collective transport 
on swarms of up to 100 robots. Like Ku-
mar, he views the individual as dispens-
able. “Everything you need to do can be 
done on the group level, not on the in-
dividual robot level,” he says. “You give 
them a program and they run it. User 
interaction is not necessary.” Still, if a 
human observer wanted to switch the 
swarm’s task midstream, it would be 
possible to communicate that change 
via a central controller. This central con-
troller would not actively mediate the 
actions of the robots. It would merely 
set them to work, or pause their actions 
and send them new directives when 
necessary. 

The insights gleaned from develop-

ing control systems for robots could 
also be transferred to other fields, ac-
cording to Alcherio Martinoli, a roboti-
cist at the Swiss Federal Institute of 
Technology in Lausanne. “You can use 
them as a testbed for fine-tuning certain 
methods and then you can transport 
the methods,” he says. For example, 
Martinoli and his colleagues are explor-
ing how their algorithms might assist a 
flight traffic control system should our 
future skies become overcrowded with 
piloted and unmanned planes. 

Still, it is the direct applications, 
and the tiny machines themselves, that 
draw so much attention to the field of 
swarm robotics. Martinoli has explored 
using swarms to inspect complex in-
dustrial equipment such as jet turbines. 
Kumar’s robots could scour dangerous 
disaster zones or crumpled buildings 
for survivors. Harvard’s Justin Werfel, 
a colleague of Rubenstein, is leading a 
project, TERMES, that aims to create 
a fleet of cooperative construction ro-
bots. Werfel envisions these machines 
building bases in extreme locales such 
as the deep sea or the Moon. With each 
application, numerous technological 
hurdles remain, but experts are quick 
to note that the basic idea of a swarm 
of relatively unintelligent, independent 
agents working together to achieve a 
complex goal is not a stretch at all. “We 
know it can be done because we see it 
happening in nature,” Werfel says. 	
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way. “Then the routers will also talk to 
each other in a distributed way and fig-
ure out how to conduct traffic,” he says. 

Dispensable Machines
Although Egerstedt is excited about the 
potential of what he calls swarm con-
ducting, he is also quick to point out 
the amazing work going on in other 
labs around the world. One oft-cited 
example of he possibilities of swarm-
controlled machines is the work of ro-
boticist Vijay Kumar and his team at 
the University of Pennsylvania. Kumar’s 
group has developed small quadro-
tors that fly in sync like flocks of birds. 
The robots vary pitch, roll, and yaw 
by adjusting the speed of their rotors, 
and roughly 100 times per second they 
calculate their position relative to one 
another and communicate their coordi-
nates via radio. 

Currently, the robots rely on a mo-
tion capture system in the lab that cre-
ates and updates a detailed map of the 
environment for each quadrotor. This 
allows the robots to remain small and 
light, since they do not have to carry 
bulky onboard sensors to do the map-
ping work themselves. But Kumar’s 
team has also demonstrated a larger 
flying robot outfitted with sensors that 
autonomously creates these virtual rep-
resentations of the surrounding space. 
He says he can envision these robots ex-
ploring areas off-limits to humans. “Our 
interests are in search and rescue,” he 
says. “I envision a day when robots are 
the first ones on the scene.”

The robots will be able to function 
in dangerous environments in part be-
cause they are designed to be expend-
able. “The role of individual robots will 
be minimized,” Kumar explains. “The 
idea of one superior unit to control ev-
erybody is not necessary.” In fact, he 
says, you have to assume that a percent-
age of the robots will be lost in danger-
ous environments. The algorithms that 
control them need to be built with this 
in mind. “You need to make sure that 
the algorithms will work independent 
of the number of units.”

Expanding the Swarm
The need to push those algorithms is 
part of what drove Harvard University 
roboticist Mike Rubenstein to construct 
the Kilobot, an inexpensive robot no 
wider than a quarter that moves around 

“Our interests  
are in search and 
rescue,” Kumar says.  
“I envision a day when  
robots are the first 
ones on the scene.”

http://www.youtube.com/watch?v=YQIMGV5vtd4
http://www.youtube.com/watch?v=YQIMGV5vtd4
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E
veryone agrees cybercrime 
affects everyone—governments,  
corporations, the public—but 
to what extent? And while vast 
sums are spent on security to 

protect against the evildoers, why is it 
so difficult to determine the amount of 
the damage they have done?

According to its most recent study, 
security software manufacturer Syman-
tec Corp. reports cybercrime is costing 
the world $110 billion every year. But, 
according to McAfee Inc.—Symantec’s 
closest competitor—the actual annual 
cost worldwide is almost 10 times that, 
approximately $1 trillion.

What’s going on here?
Unfortunately, say security experts, 

there seem to be at least four hurdles 
to accurate reporting:

˲˲ Failure to report. Many organiza-
tions that have been cybercrime vic-
tims do not want to report the prob-
lem because they perceive it as bad for 
business.

˲˲ Self-selection bias. Organizations 
that have not detected losses may be 
more likely to respond to cybercrime 
surveys than those that have. Or those 
that have had very public large losses 
may be more prone to reply than those 
with moderate unreported losses.

˲˲ No standard mechanism for ac-
counting for losses. Sometimes down-
time is figured into the mix. Sometimes 
the cost of buying new equipment or 
upgrades or security services or out-
side consultants is included in the to-
tal. There is no agreement on what and 
what not to include.

˲˲ Undetected losses. Often organi-
zations are not even aware they have 
had losses or the full magnitude of the 
crime is not known.

Consider, for example, a company 
doing advanced research has a break-
in and proprietary information is cop-
ied out of its computers, says Eugene 
H. Spafford, a professor of computer 

science at Purdue University. “If the 
company discovers the intrusion—and 
it might not—an audit might deter-
mine the loss equals the cost cleanup 
and perhaps changing to new security 
software. But what if the company isn’t 
aware of all that was taken or doesn’t 
know how to evaluate it? And what if 
that same proprietary information 
shows up a year later in a competitor’s 
product in another country? How then 
do you evaluate the loss? And what if 
the product has national defense asso-
ciated with it? How do you put a value 
on a significant enough product? Mil-
lions of dollars? Billions?”

McAfee attributes a portion of the 
discrepancy between its reporting and 
Symantec’s to the fact that its study 
focuses on the amount of money busi-
nesses lose worldwide due to both ma-
licious and accidental data loss.

The company concedes, however, 
that coming up with an estimate is par-
ticularly difficult because there are so 

many facets that need to be considered.
“You need to add up losses due to 

corporate espionage, losses that can’t 
be quantified, losses from damage to a 
brand’s reputation, and so on,” says a 
McAfee spokesperson. “But the hardest 
to estimate is the cost to the long-term 
competitiveness of the U.S. economy. 
What is the cost to the U.S. down the 
road when competitors to our best 
hardware, software, and bio-tech com-
panies emerge in the future and take 
away market share and American jobs? 
Those costs—which could be huge—
are the ones that are the most difficult 
to evaluate.”

And, for consumers, it is not only 
about what is lost through fraud with 
online banking; it is also about their 
digital assets.

“What’s the worth of that book draft 
they’ve been working on for a year?” 
asks the McAfee spokesperson. “And 
how much are their photographs worth? 
What about the worth of their online 

Cybercrime: It’s Serious,  
But Exactly How Serious? 
Symantec says $110 billion annually while McAfee says $1 trillion.  
Why can’t anyone agree?

Society  |  doi:10.1145/2428556.2428563	 Paul Hyman 
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the survey and everyone truthfully 
answers “zero,” except for one per-
son who misunderstands the ques-
tion and says that, yes, they have one 
unicorn because their daughter has a 
stuffed one in her bedroom. Your esti-
mate now shows there are one million 
unicorns in the U.S. It’s completely in-
correct and it’s based on that one in-
correct answer.”

If that is the case, does it even make 
sense to try and determine the cost of 
cybercrime given the likelihood the 
results will be hugely inflated? Experts 
say “yes;” that if an organization uses 
the same consistent method repeated-
ly, trends emerge and that is valuable 
for those battling cyber losses.

In addition, from an awareness 
standpoint, experts say it is important 
to get the business world, private indi-
viduals, and government organizations 
to understand the magnitude of the 
problem. Otherwise, the usual attitude 
is “we’ve never had a problem so it’s 
likely we won’t have one in the future.” 

Cynics have charged that cyber-
crime stats are artificially inflated to 
scare more people into buying security 
software. And, they suggest, compa-
nies that profit by selling anti-malware 
software should not be the ones report-
ing on the size of the malware problem. 

On the other hand, say observers, 
who else is going to conduct analyses 
of security other than the security com-
panies who know the field, know whom 
to ask, and generally have respected 
names so people are likely to respond 
to them with good information. 

“You’re not likely to see a survey in 
this area conducted by Hostess Snack 
Foods,” said one. “As for the govern-
ment doing it, many organizations 
simply don’t want to report to the gov-
ernment that they’ve had losses be-

identity? Most victims spend a consid-
erable amount of time trying to recover 
their identities and recreate information 
they’ve lost. What is that time worth?”

The true cost of cybercrime, he 
adds, involves looking at all these 
questions and adding them up “using 
a strong, clear, defensible methodol-
ogy.” Many companies and think tanks 
do not have the time or the money to do 
that kind of extensive research, he says.

Symantec chose not to comment or 
participate in this story.

Meanwhile, Cormac Herley, princi-
pal researcher at Microsoft Research, 
says he has “no faith whatsoever that 
either one of the numbers—Syman-
tec’s or McAfee’s—is anywhere close 
to the truth. You can call anything an 
estimate,” he says, “but that doesn’t 
mean it’s a reasonable reflection of the 
underlying reality.”

Herley and his co-researcher, Dinei 
Florencio, recently wrote a paper, “Sex, 
Lies and Cybercrime Surveys,” after 
reading cybercrime estimates “that 
varied by orders of magnitude. I mean, 
many things have some wiggle room. 
But if physicists couldn’t agree on the 
speed of light to within four orders of 
magnitude, they would just confess 
they didn’t know.”

Herley blames the methodologies 
in the cybercrime surveys that, he says, 
almost always exaggerate the numbers 
on the high side. He believes the actual 
numbers are far smaller.

The problem, he says, is that cy-
bercrime surveys are not like vot-
ing surveys where everyone’s answer 
counts equally. 

 “When you ask people what they 
lost from cybercrime, you have no abil-
ity to verify that they understood the 
question and that they answered truth-
fully,” he explains. “And then, when 
even a single person gives you a num-
ber that is grossly incorrect, they have 
the ability to destroy the entire survey. 
It almost always results in a major up-
ward bias in the numbers. 

To illustrate how one person can 
make nonsense out of a survey, Her-
ley suggests a study to determine how 
many people have pet unicorns. “If 
you ask 100 people (which substitutes 
for a population of 100 million people 
in the country), it means that whatever 
number you get you need to multiply 
by one million. Then you conduct 

Cynics have charged 
that cybercrime 
stats are artificially 
inflated to scare more 
people into buying 
security software.

ACM 
Member 
News
Hanan Samet,  
A Trailblazer In  
Spatial Databases

When Apple 
CEO Tim Cook 
found it 
necessary to 
apologize for 
the quality of 
Apple Maps and 

iPhone users began using 
Google Maps instead, it 
underscored the importance of 
the pioneering work Hanan 
Samet has been doing on 
spatial information for the past 
36 years.In fact, his recent 
paper, “Duking It Out at the 
Smartphone Mobile App 
Mapping API Corral: Apple, 
Google, and the Competition,” 
won a “best paper” award at the 
recent 1st ACM SIGSPATIAL 
International Workshop on 
Mobile Geographic Information 
Systems.

Samet, a professor of 
computer science at the 
University of Maryland, says he 
is particularly honored to have 
won the 2011 Paris Kanellakis 
Theory and Practice Award for 
his research on quadtrees and 
other multidimensional spatial 
data structures for sorting 
spatial information. “It is well 
known that leading vendors such 
as Google and Microsoft use 
Hanan’s results in their GIS and 
commercial mapping systems,” 
notes Dinesh Manocha, a CS 
professor at the University of 
North Carolina. “He can be 
regarded as the world’s leading 
authority on spatial databases 
and multidimensional data 
structures.” Samet referred to 
Kanellakis as “a friend who 
reached out to me when he heard 
of my work and involved me in 
the 1992 PODS conference after 
I co-authored the first paper 
on spatial data mining in the 
1990 PODS Conference.” He 
quipped that he was proud to 
have seemingly solved problems 
that were deemed unsolvable 
“primarily because I did not 
know they could not be solved.”

Samet is currently working on 
building spatial indices based on 
textual specifications of spatial 
data, in contrast to geometric 
ones, for enabling text and 
tweets to be accessed with a map 
query interface.

—Paul Hyman
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crime is the money the world spends 
on anti-virus software, he maintains, 
adding “in fact, the anti-virus compa-
nies make much more money out of 
spam than the bad guys do.”

If, in fact, measuring the true cost of 
cybercrime is viewed as important, ex-
perts have recommendations.

Purdue’s Spafford suggests that a 
reasonable set of metrics—and a rea-
sonable set of questions to obtain those 
metrics—needs to be devised by an or-
ganization familiar with creating sur-
veys and calculating costs.

He recommends a coalition of soft-
ware or hardware vendors, perhaps one 
that already exists, perhaps an organi-
zation like the National Institute of 
Standards and Technology (NIST).

“Whoever it is,” he says, “it needs to 
be someone who has everyone’s trust. 
And that’s not going to be easy, nor is it 
going to be cheap.”

Cambridge’s Anderson suggests 

taking a different route: “Stop wasting 
money on measuring cybercrime and 
stop wasting money on cyberwar,” he 
says. “Spend it on the police instead.”	

Further Reading

Anderson, R. 
Measuring the cost of cybercrime, http://
www.cam.ac.uk/research/news/how-much-
does-cybercrime-cost/, June 8, 2012.

Florencia, D. and Herley, C.  
Sex, lies and cyber-crime surveys, Workshop 
on Economics of Information Security, http://
research.microsoft.com/apps/pubs/default.
aspx?id=149886, June 2011. 

HouseResource.org 
Cybersecurity: Assessing the Immediate 
Threat to the United States (video), http://
www.youtube.com/watch?v=Tmm-rv6oTLY, 
posted May 27, 2011.

McAfee 
Unsecured economies: Protecting vital 
information, http://www.cerias.purdue.edu/
assets/pdf/mfe_unsec_econ_pr_rpt_fnl_
online_012109.pdf, Jan. 21, 2009.

Symantec  
2012 Norton Cybercrime Report, http://
now-static.norton.com/now/en/pu/images/
Promotions/2012/cybercrimeReport/2012_
Norton_Cybercrime_Report_Master_
FINAL_050912.pdf, May 9, 2012.

Verizon RISK Team 
2012 Data Breach Investigations Report, 
http://www.verizonbusiness.com/resources/
reports/rp_data-breach-investigations-
report-2012-ebk_en_xg.pdf, 2012.

WhiteHouse.gov 
New Initiatives To Combat Cyber Terrorism 
(video), http://www.youtube.com/
watch?v=FyRMfZXPxLA, posted May 30, 
2012.

Paul Hyman is a science and technology writer based in 
Great Neck, NY.
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cause they don’t trust how that infor-
mation will be used.”

But Microsoft’s Herley says he be-
lieves “with very high confidence and 
without much fear of contradiction 
the methodologies the companies use 
produce bogus answers. As far as their 
motivations go, I just don’t know and I 
don’t want to speculate. Mistakes hap-
pen all the time even when there’s no 
intent to deceive.”

However, Ross Anderson suspects 
that most cybercrime statistics—“like 
the ridiculous $1 trillion number 
which means cybercrime is 2% of the 
world’s GDP”—have been unreliable 
“because people compiling them  (like 
policemen or security software ven-
dors) have had some axe to grind.” 
Anderson is professor of security en-
gineering at the University of Cam-
bridge’s Computer Laboratory.

His 2008 study, “Security Economics 
And The Single Market,” reports that 
has been the case for years. And in his 
more recent paper, “Measuring The 
Cost of Cybercrime,” he suggests soci-
ety ought to spend less money on anti-
virus software and more on policing the 
Internet.

“Many cybercrimes are committed 
by a small number of people,” he says. 
“For example, in 2010, a third of all the 
spam in the world was sent by one bot-
net. So it would be a lot more efficient 
to just arrest the bad guys and put them 
in jail than to expect several hundred 
million users worldwide to run anti-
virus and anti-spam software. Of course 
the anti-virus and anti-spam compa-
nies don’t agree.”

A large part of the true cost of cyber-

“Many organizations 
simply don’t want  
to report to the 
government that  
they have had losses  
because they don’t 
trust how that  
information will  
be used.”

Cerf NSB Appointee
Last January, President Obama 
announced his intention to 
appoint Vinton G. Cerf to the 
National Science Board. Cerf, 
Vice President and Chief Internet 
Evangelist at Google and ACM 
President, is an appointee to the 
25-member National Science 
Board, which is the governance 
body for the National Science 
Foundation, and additionally 
serves as an independent body 

of advisors to both the President 
and the U.S. Congress on policy 
matters related to science and 
engineering and education in 
science and engineering.

FCC Chairman’s Award
The Federal Communications 
Commission (FCC) honored Juan 
Gilbert and a team of students 
from Clemson University’s 
Human-Centered Computing 
division with the FCC Chairman’s 

2012 Award for Advancement 
in Accessibility. The team was 
recognized for their Prime III: 
A Universally Designed Voting 
Machine that enables voters 
with disabilities to cast votes in 
a private, secure environment 
without assistance. 

BBVA Award to Zadeh
Lotfi A. Zadeh received the 
BBVA Foundation Frontiers 
of Knowledge Award in the 

Information and Communication 
Technologies (ICT) category. 
Zadeh was recognized for the 
invention and development of 
fuzzy logic, a breakthrough cited 
as enabling machines to work 
with imprecise concepts, in the 
same way humans do, and thus 
secure more efficient results 
more aligned with reality. In the 
last 50 years, this methodology 
has generated over 50,000 patents 
in Japan and the U.S. alone. 

Milestones

Computer Science Awards, Appointments
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ACM Fellows Inducted 
Milestones  |  doi:10.1145/2428556.2428580	

A
CM has recognized  52 of 
its members for their con-
tributions to computing 
that are fundamentally 
advancing technology in 

healthcare, cybersecurity, science, com-
munications, entertainment, business, 
and education. The 2012 ACM Fellows 
personify the highest achievements in 
computing research and development 
from the world’s leading universities, 
corporations, and research labs, with 
innovations that are driving economic 
growth in the digital environment.

“These men and women are advanc-
ing the art and science of computing 
with enormous impacts for how we live 
and work,” said ACM President Vinton 
G. Cerf. “The impact of their contribu-
tions highlights the role of computing 
in creating advances that range from 
commonplace applications to extraor-
dinary breakthroughs, and from the 
theoretical to the practical. Some re-
cipients have also helped to broaden 
participation in computing, particu-
larly among underrepresented groups, 
and to expand its impact across mul-
tiple disciplines.”

The ACM Fellows Program was es-
tablished by Council in 1993 to rec-
ognize and honor outstanding ACM 
members for their achievements in 
computer science and information 
technology and for their significant 
contributions to the mission of the 
ACM. For a complete list of ACM Fel-
lows, visit http://fellows.acm.org/

2012 ACM Fellows
Gustavo Alonso 

�ETH Zurich (Swiss Federal  
Institute of Technology)

Lars Arge
Aarhus University

Pierre Baldi
University of California, Irvine

Hans-J. Boehm
Hewlett-Packard

Craig Boutilier
University of Toronto

Tracy K. Camp
Colorado School of Mines

Rick Cattell
Cattell.Net LLC

Larry S. Davis
University of Maryland

Ahmed K. Elmagarmid
�Qatar Computing  
Research Institute

Wenfei Fan
University of Edinburgh

Lixin Gao
�University of Massachusetts,  
Amherst

Simson Garfinkel
Naval Postgraduate School

Garth A. Gibson
Carnegie Mellon University

Saul Greenberg
University of Calgary

Markus Gross
�ETH Zurich (Swiss Federal  
Institute of Technology)

David P. Grove
IBM Research

Jonathan Grudin
Microsoft Research

Rachid Guerraoui
�EPFL (École Polytechnique  
Fédérale de Lausanne)

Manish Gupta
Goldman Sachs

John Hershberger
Mentor Graphics Corporation

Andrew B. Kahng
University of California, San Diego

Anna Karlin
University of Washington

Srinivasan Keshav
University of Waterloo

Gregor Kiczales
The University of British Columbia

Masaru Kitsuregawa
The University of Tokyo

Leonid Libkin
University of Edinburgh

Tova Milo
Tel Aviv University

Klara Nahrstedt
�University of Illinois  
at Urbana-Champaign

Joseph O’Rourke
Smith College

Benjamin C. Pierce
University of Pennsylvania

Keshav K. Pingali
University of Texas, Austin

Andrew M. Pitts
University of Cambridge

Rajeev R. Rastogi
Amazon

Raj Reddy
Carnegie Mellon University

Keith Ross
Polytechnic Institute of NYU

Karem Sakallah 
University of Michigan

Robert S. Schreiber
Hewlett-Packard

Steven Scott
NVIDIA

Bart Selman
Cornell University

Ron Shamir
Tel Aviv University

Yoav Shoham
Stanford University

Joseph Sifakis
�EPFL (École Polytechnique  
Fédérale de Lausanne)

Alistair Sinclair
University of California, Berkeley

Clifford Stein
Columbia University

Ion Stoica
University of California, Berkeley

Roberto Tamassia
Brown University

Walter F. Tichy
Karlsruhe Institute of Technology

Patrick Valduriez
INRIA and LIRMM

Leslie Valiant
Harvard University

Kathy Yelick
�University of California  
at Berkeley/Lawrence Berkeley  
National Laboratory

Ramin Zabih
Cornell University

Xiaodong Zhang
The Ohio State University

http://fellows.acm.org/
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Legally Speaking 
A Copyright Challenge to 
Resales of Digital Music 
A currently pending case will have significant  
implications for secondary markets in digital goods. 

er’s hard drive as the data is migrated 
to cloud storage.  

Once in the cloud, that music is 
available for purchase by other ReDigi 
users. Those who purchase the music 
can maintain it in personal lockers in 
the cloud and access it there through 
streaming. ReDigi makes no new copy 
of the resold music; it simply updates 
its database about who owns that 
music. Alternatively, a purchaser can 
download resold music to his or her 
computer. Downloading music pur-
chased through ReDigi migrates the 
digital file from cloud storage to the 
purchaser’s hard drive.  

ReDigi keeps a share of the resale 
price and provides credits to resellers 
so they can purchase more music from 
other resellers on the ReDigi platform. 
ReDigi also encourages its users to 
make more music available through 
the service by offering discounts on fu-
ture purchases or prizes to those who 
use the service to buy music.  

Capitol’s Complaint 
Capitol’s main claim is that ReDigi 
makes infringing copies of sound re-

H
a v e  y o u  e v e r  purchased 
music from iTunes? If you 
no longer listen to certain 
songs or no longer like the 
band, you might want to re-

sell those tunes. But is it lawful to do 
so?  Capitol Records says no in a law-
suit it brought against ReDigi, Inc., 
whose platform enables resales of 
digital music to take place. To tech-
nologists, iTunes music might seem 
like an environmentally friendly sub-
stitute for CDs, but the law may see 
things differently.

Both Capitol and ReDigi filed mo-
tions for summary judgment in July 
2012 to resolve their dispute. (A judge 
can grant summary judgment when 
there are no facts in dispute requir-
ing a trial to determine who is right 
and when the only issue is how the 
law should apply to the undisputed 
facts.) The presiding judge heard oral 
argument on these motions in October 
2012 and is likely to rule on them soon. 

Because the case presents some 
novel legal issues, it is difficult to pre-
dict the outcome. Whatever the trial 
judge rules, though, this case will un-

doubtedly go to the Second Circuit 
Court of Appeals, and maybe even to 
the U.S. Supreme Court.  

The stakes could hardly be higher 
for all of us who have purchased digital 
copies of copyrighted works. If Capi-
tol wins, secondary markets for digi-
tal goods will be illegal. And resales of 
digital music or e-books, even among 
friends, would be as illegal as peer-to-
peer file sharing of copyrighted con-
tent (unless that content is covered by 
a Creative Commons license).  

ReDigi’s Service 
ReDigi provides a platform through 
which owners of digital music pur-
chased from iTunes can resell that 
music to other music lovers. To initiate 
this process, prospective resellers must 
download ReDigi software and desig-
nate files they want to resell. ReDigi’s 
software checks to make sure the files 
are eligible for transfer (by verifying the 
files were purchased from iTunes) and 
then migrates the data files for that 
music from the reseller’s computer to 
cloud storage. ReDigi’s client-side soft-
ware deletes the data from the resell-

doi:10.1145/2428556.2428564	 Pamela Samuelson 
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price we are able to get. We can also 
lend out the copy, give it as a gift, or 
throw it away if we get tired of it. That is 
because our personal property rights in 
the artifact we purchased override the 
copyright owner’s rights to control fur-
ther distribution of that artifact.

A more legalistic way to make 
this point is to say that copyright law 
grants owners the right to control 
distribution of copies to the public, 
but that right extends only to the first 
sale of that copy to the public. After 
that first sale, the copyright owner’s 
right to control distribution of cop-
ies is said to be “exhausted.” (Inter-
nationally, this principle is known as 
“exhaustion of rights” because any 
transfer of title to a copy of a copy-
righted work—whether by sale, gift, 
or bequest—exhausts the copyright 
owner’s distribution right.)

The exhaustion rule enables book-
stores, libraries, video rental stores, 
and used CD stores to operate free 
from copyright owner control. Flea 
markets and Salvation Army stores also 
benefit from the exhaustion rule when 
they resell books, CDs, and DVDs.  

cordings in which Capitol owns copy-
rights: One copy is made in transmit-
ting the music to the cloud, another 
when storing the music in the cloud, 
and a third when purchasers download 
the resold music.  

A second claim is that ReDigi in-
fringes Capitol’s exclusive right to dis-
tribute copies to the public. Capitol 
argues that this occurs when ReDigi 
software transmits music files from the 
reseller’s computer to the cloud and 
then when the ReDigi software trans-
mits those files to purchasers.  

In addition, Capitol asserts that 
ReDigi is indirectly liable for infringe-
ments committed by its customers who 
resell and purchase music through Re-
Digi’s services. The uploaders are said 
to be unlawfully distributing the mu-
sic, while those who download or ac-
cess music in the cloud are alleged to 
be making unlawful copies of the mu-
sic. ReDigi induces these user infringe-
ments, knowingly contributes to them, 
and financially benefits from infringe-
ments it could have prevented. Capitol 
charges that “ReDigi is [ ] a clearing-
house for infringement and [has] a 

business model built on widespread, 
unauthorized copying of sound record-
ings” owned by Capitol and others.

Capitol alleged infringement of 
copyrights it owns in music found on 
ReDigi’s site. Tracks by Coldplay, Katy 
Perry, Lady Antebellum, Lily Allen, KT 
Tunstall, and Norah Jones were, for in-
stance, found there.  

ReDigi’s First Sale Defense 
It is common knowledge that when we 
buy a CD of recorded music, a book, or 
a DVD movie, we are free to resell that 
copy to anyone we choose for whatever 

Capitol alleged 
infringement of 
copyrights it owns 
in music found on 
ReDigi’s site.
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checks on abuse of the system. Its 
terms of service forbid users from 
infringing copyrights; its software 
checks to ensure files designated for 
resale were lawfully acquired; it pro-
vides tools through which users can 
get rid of files they downloaded ille-
gally; and it gives consumers the op-
portunity to acquire music lawfully. 
Moreover, ReDigi’s customers can-
not cash out of the system; they must 
spend their credits within ReDigi on 
other music. Those who want to traffic 
in pirated files will not find a haven on 
ReDigi’s platform.

Whether Capitol or ReDigi wins on 
summary judgment will likely turn on 
whether the courts take a strict statu-
tory approach to the exhaustion rule or 
construe the rule in light of its histori-
cal purposes.  

Under the strict approach, ReDigi 
would seem ineligible for an exhaus-
tion defense because copies made to 
facilitate resales do not fall within the 
current statutory language and ReDigi 
itself does not own copies whose resale 
it enables.

Under a purposeful approach, Re-
Digi has a far better chance of success 
because it has designed its system so 
there is “virtually no chance” that in-
fringement would occur through use 
of its system “in anything more than 
isolated instances.” Moreover, the 
principle that one can resell prop-
erty one has purchased runs deep in 
American law.

Capitol also does not seem to com-
prehend how computers work. Digital 
music residing on a hard drive is cop-
ied innumerable times as it is used, 
and it is often shifted around from one 
part of memory to another as the com-
puter carries out different operations.  
This kind of copying is not what copy-
right law worries about.

ReDigi is surely right that this case 
will set a precedent that will have pro-
found implications for the continued 
existence of secondary markets in 
digital goods and for the lawfulness 
of any resale or lending of copyrighted 
works in digital form. Stay tuned. This 
case really matters.	

Pamela Samuelson (pam@law.berkeley.edu) is the 
Richard M. Sherman Distinguished Professor of Law and 
Information at the University of California, Berkeley.

Copyright held by author.

ReDigi believes the exhaustion rule 
applies to digital music purchased 
from iTunes as well as to CDs. It has 
designed its software and service to 
conform as closely as possible, given 
the unique characteristics of digital 
technologies, to the contours of the 
first sale rule. “Congress has not ex-
cluded digital files from resale,” Re-
Digi has argued. “Capitol has received 
the benefit that the limited monopoly 
of copyright protection provides when 
it was paid for the first sale.” To allow 
it to control resales of digital music 
would be an unwarranted extension of 
the copyright monopoly.

ReDigi relies on a 1973 case, C.M. 
Paula v. Logan, in which the defen-
dant, after purchasing copies of Pau-
la’s greeting cards, used a technical 
process to transfer the designs onto 
ceramic tiles for resale as artwork. 
Paula argued that this infringed its re-
production right, but the court ruled 
that no duplication had taken place. 
The copy Logan purchased was simply 
transferred to another medium.

Capitol’s Responses 
Capitol’s rebuttals to ReDigi’s first 
sale defense mainly focus on tech-
nicalities of U.S. copyright law. As 
statutorily codified, the exhaustion 
of rights rule limits the distribution 
right, not the reproduction right. In-
sofar as ReDigi makes or encourages 
the making of unauthorized copies of 
digital music, Capitol asserts the ex-
haustion rule is inapplicable. 

Capitol also claims that ReDigi is 
ineligible for an exhaustion defense 
because ReDigi does not own the mu-
sic being resold. Even if the purchaser 
of music from iTunes owns that mu-
sic, he or she is not reselling to ReDigi 
but rather to other ReDigi customers. 
ReDigi thus cannot rely on the exhaus-
tion defense.

Although ReDigi claims to resell 
“used” music, Capitol says there is 
“no such thing as a ‘used’ digital file, 
akin to a dog-eared book or scratched 
CD because digital works can only be 
uploaded and transmitted in new cop-
ies...embodied on different disks or 
servers. Those copies are, in Capitol’s 
view, infringing because purchasers 
“get pristine copies of song files for 
less than they would pay through legiti-
mate channels.”  

Capitol characterizes as “seman-
tic machinations” and “technological 
smokescreens” ReDigi’s characteriza-
tion of its process of transferring digi-
tal music files from one computer to 
another as migrating data by moving it 
in blocks to other computer memory. 
Migrating data involves copying, plain 
and simple, which Capitol claims to be 
entitled to control.

Finally, Capitol asserts that ReDigi 
cannot be sure that resellers of digi-
tal music have not saved the tunes on 
some other device. Capitol relies on a 
2001 U.S. Copyright Office report that 
concluded that the exhaustion prin-
ciple should not apply to transmis-
sion of digital copies because it poses 
an unreasonable risk of copying that 
would harm the market for copyright-
ed works.

So Who Is Right?
There is merit in ReDigi’s argument 
that it has gone “to great lengths to 
build a system that was compliant 
with copyright law in every respect.” 
Having determined that existing tech-
nologies were not suitable for such 
compliance, it developed technolo-
gies capable of operating within the 
constraints of the law. Its system does 
not allow duplication of copies, nor 
of dissemination of multiple copies, 
which ReDigi agrees would infringe 
copyright. ReDigi only facilitates the 
migration of data files from the re-
seller’s computer to the purchaser’s 
computer, which is consistent with 
the spirit, if not the strict contours, of 
copyright law.  

Also meritorious is ReDigi’s claim 
that its “entire business model is to 
provide incentives for legally purchas-
ing music.” It has built in numerous 

Those who want  
to traffic in pirated 
files will not  
find a haven on  
ReDigi’s platform. 
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Broadening Participation  
Academic Careers 
Workshop for 
Underrepresented Groups 
A longitudinal evaluation of the application of knowledge,  
skills, and attitudes of ACW participants. 

panics earned a doctorate degree in 
computer science in 2010. These num-
bers represent 2.2% and 2.9% respec-
tively, of all of the computer science 
doctorates earned in the U.S. There 
were no reported computer science 
doctorates for American Indian/Alas-
kan Native or Native Hawaiian/Pacific 
Islanders for 2010. Persons with dis-
abilities are underrepresented in sci-
ence and engineering despite earning 
more doctorates in S & E fields than 
non-S & E fields since 2007 (see http://
www.nsf.gov/statistics/wmpd/).

A 
pri m a ry  g oal of Academic 
Careers Workshop (ACW) 
is to mentor minorities 
and persons with disabili-
ties about the academic 

career ladder. This goal is accom-
plished through an annual workshop 
spanning several days that includes 
a series of panels and professional 
development sessions. These compo-
nents culminate in a comprehensive 
experience designed to facilitate the 
professional trajectories of advanced 
doctoral students, early-career Ph.D.’s, 
and tenure-track faculty from assistant 
to associate and full professor/senior 
administrators. Alternative careers for 
doctoral-level computer scientists are 
encouraged and supported as well. 

Beginning in 2005, the ACW was 
sponsored by Texas A&M University. 
In 2007, NSF began funding the ACW. 
In 2010, the scope was expanded to in-
clude persons with disabilities.1 The 
2012 Academic Careers Workshop 
(ACW) was organized by four groups: 
The Center for Minorities and People 
with Disabilities in Information Tech-
nology (CMD-IT); the Computing Alli-
ance for Hispanic Serving Institutions 
(CAHSI); the Coalition to Diversify 
Computing (CDC); and the Alliance for 
Access to Computing Careers (Access-
Computing). Among their goals, each 
organization is dedicated to increas-
ing the number of people of color and 

those with disabilities in graduate de-
gree programs and academic careers in 
computing fields. 

Not surprisingly, racial/ethnic mi-
norities and persons with disabilities 
remain underrepresented in comput-
er science and information technol-
ogy disciplines particularly among the 
ranks of tenure-track faculty at col-
leges and universities. The Survey of 
Earned Doctorates (SED) is conducted 
by National Opinion Research Cen-
ter (NORC).2 According to the SED, 37 
Black/African Americans and 48 His-

doi:10.1145/2428556.2428565	 Denice Ward Hood, Stafford Hood, and Dominica McBride

Race/ethnicity of the ACW participants responding to the survey.* 

*Respondents could check 
multiple categories.

Other: 1

Native American: 1

Latino/a: 17

White and 
Latino/a: 1

White: 6

Asian: 5

Black and Latino/a: 1

Black: 52

http://www.nsf.gov/statistics/wmpd/
http://www.nsf.gov/statistics/wmpd/
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email address could be identified, 153 
email messages with the survey link 
were delivered. Eighty-four ACW par-
ticipants completed the survey, which 
is a response rate of 54.9%. Table 1 dis-
plays the number of ACW participants 
and the number and percent of survey 
respondents by ACW year.

The race/ethnicity of the ACW par-
ticipants that responded to the sur-
vey is presented in the accompanying 
figure. The respondents were evenly 
split by gender: 41 (49%) female; 42 
(51%) male. One individual did not re-
spond to this item. Seven individuals 
reported having a disability (visual, 
hearing, mobility). 

Results: Grant Proposal 
Submission and Awards
Given the importance of grant produc-
tivity to the success of tenure-track fac-
ulty, the ACW addressed this topic by 
structuring mock review panels that 
included the review of funded and 
unfunded proposals. The interviews 
and focus groups revealed unanimous 
agreement that this component was 
particularly helpful. Specifically, it 
helped “demystify” the process and 
informed participants of the proposal 
writing process (for example, how to 
frame the relevance and potential im-
pact, how to find the best-fitting grant, 
contacting the program manager, 
opening one’s options to various agen-
cies, and having others edit the pro-
posal). One participant stated that he 
uses the workshop PowerPoint slides 
as a checklist when writing proposals. 
Comments included that the mock re-
view panels increased self-efficacy in 
proposal writing, a greater propensity 
to write proposals as compared to be-

Longitudinal Evaluation
The purpose of the longitudinal evalu-
ation was to ascertain the longer-term 
(two to seven years) effects of the work-
shop and the application of knowledge, 
skills, and attitudes attendees have 
demonstrated after participating. We 
sought to answer questions, such as:

˲˲ How did the participants apply the 
proposal writing components and to 
what extent has this yielded successful 
grant awards? 

˲˲ How did learning about both the 
readily apparent and subtler aspects 
(unwritten rules) of promotion and ten-
ure affect participants’ understanding 
of the promotion and tenure process? 

Methods. The evaluation consisted 
of a mixed-methods design that in-
cluded focus groups and interviews 
conducted during the 2012 ACW and 
an online survey administered sum-
mer 2012 to ACW participants from 
2005 through 2012.  

Focus Groups and Interviews. Two 
focus groups (consisting of three past 

participants each) and eight individ-
ual interviews were conducted at the 
2012 ACW. The interviews and focus 
groups consisted of 14 participants: 
11 men and three women. Six were 
African American/Black; seven were 
Hispanic/Latino—heritages included 
Venezuelan, Cuban, Peruvian, Colum-
bian, Puerto Rican, and Mexican; one 
was East Indian and also deaf (using 
sign language). Two were Ph.D. stu-
dents; three were associate professors 
(two are preparing their dossiers for 
promotion to full professor); one was a 
fifth-year assistant professor who sub-
mitted his promotion and tenure dos-
sier in August 2012; three are assistant 
professors; one was a full professor 
(he was also a full professor when he 
first came to the workshop as a partici-
pant); two were researchers; and two 
were administrators. 

Survey. The survey was adminis-
tered online during May and June 
2012. Of 166 ACW participants who at-
tended from 2005–2012 for whom an 

Table 1. Number of ACW participants and number and percentage of survey respondents 
by ACW year.* 

Year
Number of  

ACW Participants
Number of Survey  

Respondents by Year
Response Rate  

by ACW Year

2005 18 7 38.8%

2006 9 4 44.4%

2007 34 13 38.2%

2009 40 21 52.5%

2010 30 22 73.3%

2011 36 22 61.1%

2012 34 30 88.2%

*No ACW in 2008 to facilitate the transition to a spring workshop schedule.

Table 2. NSF submissions and award rate reported by ACW participants by submission year.

Year
Number of Proposals  

Submitted to NSF
Number of Proposals 

Funded by NSF
Percentage of Proposals 

Funded by NSF

2005 2 1 50%

2006 8 4 50%

2007 10 7 70%

2008 3 1 33%

2009 6 5 83%

2010 8 3 37%

2011 10* 1 10%*

Total for  
all Years

47 22 47%*

*Ten  proposals were submitted for which a funding decision was given. An additional three proposals were submitted 
but a funding decision was not provided.

A unique feature  
of the ACW is  
that it includes  
mock review panels 
in which participants  
review proposals.
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to seek out the information, then it is 
very possible that the individual is at a 
disadvantage and may never obtain it: 
“To me, I think, being deaf, I didn’t feel 
my having the socialization outside of 
being here (at the ACW) because it en-
abled me to get that information and 
knowledge that I was missing. … It 
helped me to ask the right questions. 
Sometimes you need the knowledge to 
know what questions to ask.” 

Fifty (63%) of the survey respon-
dents were in full-time faculty posi-
tions. Most (27) were assistant profes-
sors; six were post-doctoral fellows. 
Almost all (90%) responded that the 
ACW Promotion and Tenure panel 
was essential or helpful in their gain-
ing knowledge and skills in navigat-
ing this process. Ten respondents re-
ported that since their first ACW, they 
have been promoted from assistant 
to associate professor. Eight doctoral 
students acquired assistant professor 
positions. The promotion and tenure 
component was critical for graduate 
students transitioning into faculty 
roles and current faculty progressing 
through the tenure process. 

Conclusion
The findings from this evaluation 
should be of particular interest to de-
partment heads, dissertation direc-
tors, and those supervising postdoc-
toral fellows. The results emphasize 
that the ACW’s unique configuration 
of peer mentoring, professional de-
velopment, and mock proposal re-
views is highly beneficial for early ca-
reer faculty yielding immediate and 
sustained impact. 	
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fore their participation in ACW, and re-
ceiving awards. 

There are other resources available 
to assist with early career faculty and 
doctoral students in computer and 
information science and engineering 
with grant writing, professional de-
velopment, and networking. A few to 
note include the NSF Computer and 
Information Science and Engineer-
ing Career (CISE) Workshops (http://
www.cis.temple.edu/NSFCareer2013/)  
that were offered twice in 2012 with 
two workshops planned for 2013. The 
Richard Tapia Celebration of Diver-
sity in Computing (http://tapiacon-
ference.org/2013/) is an annual con-
ference that provides professional 
development and networking oppor-
tunities focused on academic careers. 
The Computing Research Association’s 
Committee on the Status of Women 
(CRA-W) (http://cra-w.org/ArticleDe-
tails/tabid/77/ArticleID/50/Career-
Mentoring-Workshop-CMW.aspx) and 
the Computing Research Association 
(http://cra.org/events/career-mentor-
ing/) each organize a faculty-mentor-
ing workshop in alternating years. The 
National Institute for Faculty Equity 
(NIFE) convenes a workshop at Geor-
gia Tech for minorities in Engineering 
(http://serc.carleton.edu/facultyequi-
ty/workshop12/index.html).  

A unique feature of the ACW is that it 
includes mock review panels in which 
participants review proposals (prior to 
attending) and engage in a discussion 
during the mock review process. The 
survey revealed 96% of the respondents 
indicated the mock review panel was 
essential or helpful to their gaining 
knowledge and skills related to grant 
proposal development. Fifty-two per-
cent reported they utilize this informa-
tion frequently in their career. 

ACW participants were asked to list 
all full grant proposals submitted (as 
PI or Co-PI) since 2005 and the status. 
Funding agencies included NSF, De-
partment of Education, Department 
of Defense, NIH, CDC, CISCO, and 
NSERC. The respondents reported 
119 proposals submitted from 2005 
to 2011 with 63 proposals funded. The 
percent of proposals funded was an 
impressive 53%. 

The U.S. National Science Founda-
tion (NSF) is where the largest num-
ber of proposals were submitted. 

Table 2 shows the NSF submissions 
and award rate reported by ACW par-
ticipants by submission year. While 
causal inferences cannot be made be-
tween NSF grant awards and ACW par-
ticipation, this table illustrates an im-
pressive pattern of success in securing 
NSF grant awards. One workshop 
participant commented: “Before the 
workshop, I had read proposals but I 
had no idea of how to go about critiqu-
ing proposals or what to look for. Af-
ter this workshop, I was able to know 
what to look for, what was good, and 
how to apply it to what is required…” 
Eighty-eight percent reported the 
ACW was essential or helpful in their 
acquiring the skills and knowledge to 
write successful funding proposals. 

Results: Promotion and Tenure
There is a significant focus at the ACW 
on navigating the promotion and ten-
ure process. This program component 
was also effectual, even for those who 
have chosen alternative careers. Partic-
ipants used this information to guide 
their activities and decisions, be it ob-
taining more information from their 
institution on their tenure process or 
choosing an alternative career path. 
For one participant who had not previ-
ously considered academia, this com-
ponent opened up that option for him. 
For another participant, it helped him 
in planning his path from doctoral stu-
dent to professor. The following quote 
indicates how the knowledge gained 
was applied: “The first thing I did was 
going back to my personnel commit-
tee…and I learned the process of evalu-
ation at my institution...”

One participant with a disability 
conveyed a similar perspective—that if 
one does not know what to ask or how 

There is a significant 
focus at the ACW  
on navigating  
the promotion and 
tenure process.
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The Profession of IT 
Moods, Wicked Problems, 
and Learning 
Wicked problems and learning environments present tough mood  
challenges for leaders and teachers. Telepresence and sensory gadgets  
are unlikely to replace physical presence in these areas.

the CERN facility in Switzerland cul-
minated a search by 5,000 physicists 
spanning nearly 50 years.

I dislike calling complex-systems 
problems “wicked.” I want to reserve 
the term for social tangles. No amount 
of scientific understanding will resolve 
social tangles; we have to address the 
core issue of the human disagreement 
and see if any agreement can be found.

Skilled facilitators have worked 
out processes that help the parties in 
a wicked problem find agreement; ex-
amples are the Appreciative Inquiry, 
Layton-Strauss, and Charrette process-
es.1,2 Trained facilitators help the par-
ties find a shared interpretation and 

I
n  my  pr e vio u s  column  (De-
cember 2012), I discussed the 
importance of understanding 
and being able to interact with 
different moods of individuals 

and groups. Positive moods enhance 
individual and team performance; 
negative moods detract and can ren-
der teams and groups dysfunctional. 
Skilled managers, facilitators, and 
teachers are keenly aware of moods 
and emotions. They know how to guide 
their teams through the moods neces-
sary for a successful project, problem 
resolution, or learning.

There has recently been a lot of 
discussion about the role of technolo-
gies in two important areas: resolving 
wicked problems and learning. Man-
aging moods is very important in these 
areas. I am very skeptical about telep-
resence proposals for these areas: they 
obscure moods.

Moods for Wicked Problems
Many modern social and technology 
challenges can be classified as wick-
ed problems. A wicked problem is a 
very messy social tangle.1 All prior at-
tempts at solving it have failed. No 
one has enough power or resources 
to impose a solution, but everyone 
has enough power to block someone 
else’s disagreeable proposals. The un-
derlying difficulty is that the partici-
pants do not have a shared interpreta-
tion of the issue and they distrust each 
other; therefore, they cannot generate 

a mood of solidarity to move in any di-
rection. It may even compound their 
difficulties to call their issue a “prob-
lem,” since they cannot even agree on 
a problem statement.

The term “wicked problem” is also 
used for problems in complex sys-
tems. The players agree on a problem 
statement, but cannot find a solution 
because extreme complexity hides it. 
Climate change modeling or finding 
effective new drugs look like wicked 
problems in this sense. With enough 
time and effort, we can find enough 
structure and recurrences in the sys-
tem to solve these problems. The re-
cent discovery of the Higgs boson at 

doi:10.1145/2428556.2428566	 Peter J. Denning



viewpoints

march 2013  |   vol.  56  |   no.  3  |   communications of the acm     31

V
viewpoints

develop action plans to move with it. 
The process can be described as a se-
ries of moods:

˲˲ Appreciation. Each player comes 
to appreciate all the points of view and 
concerns of the others. Some players 
modify their own concerns in the pro-
cess. They develop a feeling that their 
concerns are understood and appreci-
ated by the others.

˲˲ Speculation. The players cooperate 
on developing some possibilities for 
action, but do not commit to any par-
ticular action. After the possibilities 
are out in the open, they sort through 
to find out which ones take care of con-
cerns in the group. This will help select 
a small set of promising actions.

˲˲ Resolution and ambition: The group 
commits to actions, usually performed 
by different teams tackling different 
aspects of the issue. The group sees the 
teams as parts of an experiment—try 
multiple actions and see which ones 
produce movement.

˲˲ Follow up: The group assigns man-
agers to watch over the various action 
teams and see them through to com-
pletion. They agree to meet together 
again to renew their shared interpre-
tation, evaluate previous actions, and 
commit to new actions.

The skilled facilitator can sense 
when the group has achieved each of 
these moods and only then moves on 
to the next stage. If the facilitator tries 
to push to the next stage too soon, the 
whole process may fall apart.

Moods for Teaching and Learning
Learning is not just a classroom activ-
ity; it is a team activity and professional 
responsibility. In the previous column, 
a table listed moods commonly en-
countered in the workplace. Seven of 
them directly affect learning—wonder, 
curiosity, inquiry, perplexity, apathy, 
and confusion. Learning from a mis-
take or breakdown is much harder if 
the person has a negative mood about 
it. The best moods are wonder and cu-
riosity: the person knows there is some-
thing to learn, desires to learn, and em-
braces that something good will come 
from learning. The worst moods are 
apathy and confusion: the person is 
either indifferent or is annoyed at the 
mistake or breakdown and blames it 
on someone or something else. The 
teacher or manager seeks to transform 

the mood of a confused person to in-
quiry, curiosity, or even wonder.

Managers who espouse “fail fast and 
often” are trying to predispose their 
people to accept failures and mistakes, 
inquire into what can be learned, and 
take new actions. They are trying to 
dispose their people toward wonder 
and inquiry, and away from confusion, 
procrastination, and resentment over 
wasted effort.

Recall situations where you did not 
know what to do, or you were surprised 
that an event did not go your way. How 
did you react? Do you have a condition-
ing toward confusion and away from 
wonder or inquiry? Do you procras-
tinate when you see that an inquiry 
might be useful?

Other moods come into play when 
it comes to learning to function effec-
tively in a domain. Hubert Dreyfus dis-
cusses six stages of learning: beginner, 
advanced beginner, competent, profi-
cient, expert, and master.3 Each stage 
marks a deeper level of embodiment of 
skill in the domain. The beginner has 
no embodied skill and performs solely 
by following the rules told by the teach-
er. The master relies completely on em-
bodied skill and does not consciously 
apply rules when performing. The 
beginner is not attuned to the moods 
and emotions of people in the domain; 
the master is exquisitely attuned. Each 
stage has a characteristic mood that a 
teacher must foster. Only a person at a 
higher stage can be an effective teacher 
for a person at a lower stage. Viewed in 
this way, the learning process is a rich 
trove of moods.

Can It be Done by Telepresence?
It is interesting that so many com-
mon patterns of collaboration—one-
on-one, teams, wicked problems, and 
teacher-student—all depend on indi-
vidual and group moods. The skilled 
manager, leader, teacher, or facilitator 
must build on positive moods, rechan-
nel negative moods, and remove from 
the team those who will not give up 
toxic moods.

Given that many teams and class-
rooms are now dispersed, it is impor-
tant to ask how well can a leader per-
form these functions from a distance. 
Can telepresence replace physical 
presence? Can we deal effectively with 
emotional issues in the workplace via 

Calendar 
of Events
March 16–17
ACM SIGPLAN/SIGOPS 
International Conference 
on Virtual Execution 
Environments,
Houston, TX,
Sponsored: SIGPLAN, SIGOPS,
Contact: Steve Muir,
Email: steve@grimupnorth.org

March 18–22
Design, Automation and  
Test in Europe,
Grenoble, France,
Sponsored: SIGDA,
Contact: Enrico Macii,
Email: enrico.macii@polito.it

March 18–22
SAC 2013,
Coimbra, Portugal,
Sponsored: SIGAPP,
Contact: Shim Yong-Sang,
Email: yong_shim@sdstate.edu

March 19–22
International Conference on 
Intelligent User Interfaces,
Santa Monica, CA,
Sponsored: SIGCHI, SIGART,
Contact: Jihie Kim,
Email: jihie@isi.edu

March 20–24
Laval Virtual – International 
Conference on Virtual Reality 
and Converging Technologies,
Laval, France,
Contact: Matthieu Lepine,
Email: mlepine@laval-virtual.
org

March 22–24
Symposium on Interactive  
3D Graphics and Games,
Orlando, FL,
Sponsored: SIGGRAPH,
Contact: Marc Olano,
Email: olano@umbc.edu

March 24–27
International Symposium  
on Physical Design,
Stateline, NV,
Sponsored: SIGDA,
Contact: Cheng-Kok Koh,
Email: chengkok@ecn.purdue.
edu

March 24–29
Aspect Oriented Software 
Development,
Fukuoka, Japan,
Contact: Hidehiko Masuhara,
Email: masuhara@graco.c. 
u-tokyo.ac.jp
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particular emotions. Still, such a so-
phisticated system is unlikely to dupli-
cate the skilled facilitator. It provides 
its information only through a visual 
channel. It cannot provide informa-
tion of the richness sensed in the body 
by the facilitator moving around the 
room among the people.

Hubert Dreyfus, noted earlier, de-
votes a whole chapter to the issue of 
telepresence in teaching. His question 
is: How far up on the learning scale 
from beginner to master can a student 
progress when the only contact with 
the teacher is via automated course-
ware and telepresence? Telepresence 
would include real-time voice and 
video interaction between student and 
teacher, video feeds that permit stu-
dents to see what the teacher sees and 
vice versa, and tight integration with 
display tools such as presentations, 
pictures, images, and sounds. It would 
also require technology that supports 
two-way eye contact—generating the 
mutual feeling that the other person is 
looking back at you and is present with 
you. From an examination of teachers 
in classrooms, Dreyfus concludes that 
teachers are exquisitely sensitive to the 
moods in the room. How do teachers 
tell when students are generally recep-
tive to a topic or discussion? When they 
are engaged? That a student’s question 
resonates with the whole class? That a 
quiet student has a burning question? 
Experiments with special tracking de-
vices that permit an observer to see 
exactly what the teacher sees indicate 
observers cannot sense the moods the 
teacher is responding to.

For all these reasons, Dreyfus con-
cludes that today’s technologies are 
barely able to allow a telepresent teach-
er to guide a student up to the level of 

competence. Dreyfus is very skeptical 
that we will figure out how to do the 
higher stages via telepresence. The hu-
man body’s ultrasensitive ways of de-
tecting and responding to moods and 
emotions are not likely to be simulated 
by machines anytime soon.

Still, the future is full of surprises. 
The picture may be brighter for a ju-
dicious combination of telepresence 
and physical presence. MOOCs—mas-
sive open online courses—represent 
a new generation of courseware now 
making college courses available for 
free. The organization of material and 
production quality makes them better 
than many existing courses. They per-
mit much better interactivity with the 
teacher than in a 500-student amphi-
theater. Students form their own group 
“meets” in local Internet cafes so that 
they can physically study together. 
Their instincts to meet overcome the 
limitations of the Internet by foster-
ing the positive moods of learning. If 
a local study group includes an expe-
rienced coach, the students might be 
able to move up the learning ladder 
effectively. Dreyfus may be right that 
“pure” telepresence cannot do the job, 
but coached hybrids might.

Conclusion
Two contemporary challenge areas 
commanding a lot of attention—wick-
ed problems and education—are ap-
proachable by leaders and facilitators 
skilled at reading moods and guiding 
others to the moods needed to reach 
their goals. Technologists who believe 
they can replace facilitators and teach-
ers with machines—such as pure telep-
resence and social media gadgets—are 
mistaken. The human body is exqui-
sitely sensitive to subtle signals that 
enable it to read moods. No one knows 
how to sense, transmit, or receive these 
signals. In these areas, humans must 
remain in the loop.	
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email? Can we operate small teams 
with Skype videoconference? Can we 
manage larger projects with Cisco 
Telepresence? Can we facilitate a wick-
ed problem group on the Internet? If 
not now, are there tools on the horizon 
that would permit any of these things 
in the future?

Let’s consider some of the media 
available now. Email is very good when 
we have expository communications or 
simple coordination actions (requests, 
promises, deliveries, settlements). But 
it is notoriously bad for dealing with 
emotional people or situations. Email 
users are well advised to avoid respond-
ing to emotional email messages and 
instead to call or visit the other person.

Similarly, it is very difficult to con-
duct a speculation by email or other 
online venues such as a real-time wiki 
that only share written statements. 
Without presence, all the subtle cues 
of gestures, postures, voice tones, 
mood sensing, emotional reactions, 
and excitements are missing or diffi-
cult to gauge.

Some teachers have successfully 
used in-class “clicker” systems to get 
quick student feedback on compre-
hension questions. But experiments 
where meeting participants click 
“mood meters” to signal their moods 
have proved superficial because many 
participants do not understand their 
own moods, and because linguistic 
indicators are not complete charac-
terizations of moods. When the group 
members already know each other 
well, a videoconference can work be-
cause the team members have already 
developed a background of trust.

In the 1960s, Paul Eckman created 
a facial action coding system (FACS). 
That system has been perfected over 
the years and has married with mod-
ern vision processing to give us so-
phisticated technology for inferring 
people’s emotions from facial expres-
sions. Market researchers use FACS 
software to discover how people are 
reacting to ads (see Emotionomics, by 
Dan Hill, Kogan Page Publisher, 2010). 
It is not hard to imagine a system in 
the near future that individually tracks 
the facial expressions of everyone in 
a meeting and provides the facilitator 
with a display showing the kinds of 
emotions in the room and giving dis-
play markers that zero in on faces with 

Technologists who 
believe they can 
replace facilitators 
and teachers  
with machines  
are mistaken.
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less visibility than does the home page 
itself, and it is likely that site visitors 
view the history section distinctly less 
often than they do other sections of the 
site. It is heartening to see the recogni-
tion of ethics in the last version of the 
constitution. Nonetheless, the empha-
sis on IT advancement indicates per-
haps where the priorities of ACM mem-
bers are. This is neither surprising nor 
inappropriate; yet, it says to me that the 
heart of the organization and its mem-
bers lies with innovation itself, rather 
than the ethics of innovation.  

It also suggests to me that recogniz-
ing this fondness may be inseparable 
from finding examples and issues of 

I
n  2008,  I  acce pted the ACM edi-
tors’ invitation to solicit manu-
scripts for Communications’ 
Computing Ethics column. 
This is the tenth installment 

published since the inception of the 
column, which has featured a variety of 
authors covering a wide range of ethi-
cal issues—from ethics and robotics 
in civilian and military applications, 
to ethics and smart grid technology, to 
the question of whether software engi-
neering qualifies as engineering. But I 
have not heard much from the readers 
of the column, which leads me to won-
der whether these questions are those 
with salience to ACM members.  

One approach to this question was 
to examine the ACM website. There, 
the members who were selected for 
profiles on the home page indicated 
for me an emphasis in the organiza-
tion on achievement in industry. This 
emphasis prompts me to ask whether 
members might be less interested in 
the ethics of research and develop-
ment and more interested in ethics 
questions that arise in practice.  

This distinction does not seem so 
important looking at the section of 
the ACM website devoted to the asso-
ciation’s history. The history indicates 
rapid post World War II growth from 
its founding as the Eastern Association 
for Computing Machinery in fall, 1947; 
dropping “Eastern” from the name in 
1948; and instituting a constitution in 
1949. In the initial meeting, the pub-
licity stated that the purpose of the 
association “would be to advance the 

science, development, construction, 
and application of the new machinery 
for computing, reasoning, and other 
handling of information.” Presently, 
as the website indicates, the ACM con-
stitution summarizes its purview as 
that of “an international scientific and 
educational organization dedicated to 
advancing the art, science, engineer-
ing, and application of information 
technology, serving both professional 
and public interests by fostering the 
open interchange of information and 
by promoting the highest professional 
and ethical standards.”

This information is found in the 
history section of the site, which has 
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lines and cost overruns, and Occiden-
tal is afraid that if they miss this dead-
line, they would be fined and lose the 
remainder of the prototype contract; 
and they might not be allowed to bid 
on the contract for the full system re-
sulting in thousands of lost jobs. They 
consider and reject the idea of a quick 
patch. Their management decides they 
should deliver the software as-is, not-
ing that FAA testing plans will include 
an active backup system when they do 
get to live tests, and they will do those 
only at a small airport. They will not 
overload the system. After that they 
request changes, and even if not, the 
company can provide an updated ver-
sion of the program with the bug fix. If 
they see the problem, the company can 
claim it was a random occurrence. The 
important thing is no one is in any dan-
ger, so the system can be certified as 
safe, for the use to which it will be put.

In the end the engineer signs off; 
the testing works out okay; the prob-
lem is solved; and the company gets 
much needed business. The lead en-
gineer takes early retirement once the 
prototype project is finished, in order 
to write a book on software testing. He 
feels the book should have a chapter 
on ethics, but he can never bring him-
self to write it.

The questions the author asks at 
the end of the case are, “What do you 
think about the engineer’s decision? 
Was it ethical?” How would you an-
swer, and what are your justifications 
for your answers, particularly your an-
swer to the second question? Think 
about your answers, and then you 
might want to visit the site and review 
the case and commentary. Michael 
McFarland, S.J., a computer scientist 
and the former president of College of 
the Holy Cross, was a visiting scholar 
at the Markkula Ethics Center. He 
wrote the case and posted it to that 
center’s site in June, 2012. He pro-
vides an extensive ethics tutorial with 
it. You can find the case and commen-
tary, with a link to the Markkula site, 
at http://onlineethics.org/Resources/
Cases/OccidentalEng.aspx.	
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The OEC recently posted a case ti-
tled “Occidental Engineering.” I think 
it has a lot to offer, both because it de-
scribes a not infrequent kind of prob-
lem and demonstrates what I believe 
is an important aspect of ethics—that 
having things turn out okay does not 
entail the conclusion that the actions 
taken were ethically appropriate. It also 
contains useful commentary from the 
author about the ethical dimensions of 
the case and how to teach it. One thing 
it does not have is a set of quantitative 
problems that might be relevant to 
engineering students considering the 
case; if readers have relevant sugges-
tions for, or can develop, problem sets 
for this or similar problems that could 
be posted, please let me know.

Here is a brief summary of the case: 
A software engineer in the aerospace 
division of Occidental Engineering is 
working on a contract from the FAA 
that the company had “lowballed” in 
order to beat out competitors and gar-
ner much needed business. But the 
company therefore had to underfund 
and understaff the project. A version 
of the prototype (for a next generation 
air traffic control system) needs to be 
delivered, fully certified for system in-
tegration and test, in three days, but 
that does not leave enough time for 
the engineer and his team to resolve 
a little problem before the delivery 
date—the problem being that when 
there are too many aircraft in the sys-
tem, it will sometimes lose track of 
one or more of them. The team has 
traced the problem to a subtle error 
in memory allocation and reuse. They 
are confident that they can fix it, but it 
will take a month or more.

The government has developed a 
new, get-tough policy on missed dead-

ethics that resonate with the mem-
bers. Meeting this criterion means the 
discussion needs to raise concerns 
that arise in daily practice or at least 
over the course of a project. Perhaps 
they need to be more realistic than 
speculative and capture the different 
interests at stake in the activity and its 
resolution. Sometimes they could be 
quite brief and provide a specific piece 
of advice; other times they would raise 
a series of issues and challenges that 
will take time to play out and resolve. 
Are these appropriate criteria? Do they 
capture members’ priorities?

The Center for Engineering, Eth-
ics, and Society at the National Acad-
emy of Engineering, which I direct, 
manages the Online Ethics Center 
(http://onlineethics.org). It has a 
large selection of cases, many with 
ethics commentaries, and I believe 
that more than a few of them speak 
to the issues that IT scientists and en-
gineers face often. I am going to use 
this column to point readers to a few, 
and ask you whether these cases and 
commentaries, where there are com-
ments, are of significance to you and 
portray phenomena that you recog-
nize as those you or colleagues face. 
If you have other cases (suitably ano-
nymized) that you wish to share, the 
OEC will consider publishing them 
and, as possible, finding people to 
comment on them. You can contact 
me with ideas, cases, or other relevant 
information at rhollander@nae.edu.

Online Ethics Center cases take 
numerous forms. Some are quite de-
tailed, with sections of description 
as well as elaborate commentary. 
Some are quite short with brief com-
mentaries. A longstanding, extensive 
case is that of “The Killer Robot” by 
Richard G. Epstein, which is the tale 
of software gone rogue in a medi-
cal application. See http://www.on-
lineethics.org/Resources/Cases/killer-
robot.aspx. A more recent short case 
involves a difficulty an engineer was 
having figuring out his obligations 
to former and new employers; called 
“Obligation to Client or Employer,” 
this case is not specific to IT engi-
neering but it raises questions per-
tinent to IT engineers and the com-
mentaries provide good advice; see 
http://onlineethics.org/Resources/ 
Cases/Obligation.aspx. 

Having things turn 
out okay does not 
entail the conclusion 
that the actions 
taken were ethically 
appropriate.
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Viewpoint  
Can Computer Professionals and 
Digital Technology Engineers 
Help Reduce Gun Violence? 
Ten idea seeds. 

When Guns Go Digital,  
What Becomes Possible?
Ignoring high-tech military weapons 
like Stinger missile launchers, guns 
are still stuck in the analog, physical 
world. What if, like so many devices 
and appliances, guns became digital? 
What might be possible?

In particular, as guns become digi-
tal—and they will, like so many devices 

R
egardless of one’s position 
on gun control, few of us 
consider it tolerable for 
mass-shootings like the re-
cent ones in the Sandy Hook 

Elementary School, or in a Colorado 
movie theater, or in an Oregon shop-
ping mall, or on a Texas Army base, 
or in a Norwegian youth camp, to con-
tinue to occur. The question is, what 
can we do about it?  We can of course 
engage as citizens in political debates, 
political actions, and policymaking on 
gun legislation and policy. But I would 
like to ask if there is any way that ACM 
members, as computer scientists, en-
gineers, and digital technology experts, 
can use our technical expertise to re-
duce the frequency and casualty count 
of shooting crimes.

This Viewpoint is an attempt to 
start us thinking about that.

Eventually Everything Goes Digital 
In the past several decades, many de-
vices that were mechanical or analog 
electrical 50 years ago became digital: 
calculators, cash registers, watches, 
phones, cameras and photographs, 
movies, music players, musical instru-
ments, washing machines, sewing 
machines, power supplies, roledexes, 
copiers, calendars, televisions, and 
others. As the trend continues, more 
objects and appliances are becoming 
digital: books, magazines, newspapers, 
metronomes, shavers, toasters, cof-

feemakers, cars, planes, trains, light-
ing systems, batteries, power grids, 
homes, and others.

When an object or appliance goes 
digital, capabilities emerge that the old 
pre-digital versions did not have. The 
object is transformed. Some devices, 
after undergoing a digital transforma-
tion, in turn transform our behavior 
and in some cases our society.I
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before them—how can we as respon-
sible computer and digital technology 
professionals help ensure they are saf-
er and less useful in crimes?

Ten Idea Seeds:  
If Guns Were Digital…
I will seed our thinking with some 
blue-sky ideas generating from brain-
storming. The ideas get wilder as 
you read down the list, but none are 
magical; all are based on technology 
that exists today in some form. In the 
spirit of brainstorming, please sus-
pend disbelief, suppress your internal 
critic, and read on with an open mind. 
Then engage your creativity and criti-
cal thinking to improve on or replace 
these idea seeds.

1.	 What if switching a gun out of 
safety mode (in which it will not fire) 
required a combination or key? Actu-
ally, many guns already have this. 
What if all guns did? What if unlock-
ing the safety required the holder 
to say a code? What if guns had a se-
cret second safety in addition to the 
primary safety? What if the secret 
safety were invisible (that is, inter-
nally located) and digital, requiring 
touching the gun to an unlocking de-
vice, like the anti-theft tags on many 
retail products that are deactivated 
at checkout? What if unlocking the 
safety required simultaneous opera-
tion by two people, one with the gun 
and one elsewhere, just as arming a 
nuclear missile requires at least two 
people working separately? What if a 
gun’s safety mode was not controlled 
by a switch that stays in the ON posi-
tion, but rather required a continuous 
data-feed from somewhere to remain 
ON, for example, the gun owner’s re-

peated signals of consent or his or her 
vital signs?

2.	 What if operating a gun required 
authentication, so it would function 
only for an authorized user? What if 
gun owners had to login to their guns 
or otherwise (for example, biometri-
cally) identify themselves to their 
guns, before the gun would fire or per-
form any function? This would make 
stealing guns useless. It would pre-
vent a person’s own guns from being 
used against them or other persons. 
For example, if Nancy Lanza’s guns 
would work only for her, not for her 
son Adam, it would have been more 
difficult for him to shoot her and then 
carry out the mass shootings at Sandy 
Hook Elementary School.

3.	 What if guns could raise alarms if 
stolen? Small “bugs” are available to-
day that can be attached to objects or 
people and raise an alert if removed 
from a specified zone. Such “bugs” 
can already be attached to guns. 
What if there were special gun “bugs” 
that could be programmed to perma-
nently disable the gun if it were not 
returned to the home zone within a 
short grace period? 

4.	 What if every gun could be eas-
ily and accurately located? Consumers 
today can buy key-fobs and stick-on 
tags that can be attached to often-lost 
items (such as keys, glasses, pets, chil-
dren) and, on demand, emit sounds 
or radio signals that allow them 
to be found quickly (for example, 
ClickNDig, EZ-Find, Loc8tor). What if 
each consumer gun, when signaled, 
would emit a sound or signal that 
allowed the gun’s location to be pin-
pointed?  People attempting to carry 
such guns through security check-
points could be easily spotted without 
the need for intrusive pat-downs.

5.	 What if a gun would not fire if it de-
tected alcohol in the breath of its hold-
er? Some of today’s cars “sniff” the 
driver for alcohol breath and lock the 
steering wheel or will not start if they 
detect it. Guns could do something 
similar. Even gun-rights advocates ad-
mit that drunkenness is a significant 
factor in many shooting crimes.

6.	 What if all guns inside a speci-
fied zone could be blocked from firing? 
Cellular phone service in an area or a 
building can be jammed or blocked, 
rendering cellphones in that area use-

What if, like  
so many devices  
and appliances,  
guns became  
digital? What might  
be possible?
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Conclusion
These ideas may seem like wishful 
thinking; they may seem impossible; 
they may even seem crazy or undesir-
able. Indeed, they may be impossible, 
crazy, or undesirable. But they are 
only “seeds” I am planting to start 
creative minds in the computer and 
digital products industry thinking, to 
see if there is any way we as computer 
and digital technology profession-
als can use our technical expertise 
to help reduce the ever-rising casu-
alty count. Furthermore, since sub-
mitting the original version of this 
Viewpoint, I learned that others are 
thinking along similar lines: Jeremy 
Shane, a former U.S. Justice Depart-
ment official during the George H.W. 
Bush administration, wrote an article 
for CNN: “Make Guns Smart” (http://
www.cnn.com/2013/01/09/opinion/ 
shane-smarter-guns/index.html) that 
offers similar suggestions.

Of course, applying our digital tech-
nology expertise to the problem of gun 
violence does not preclude us from 
also engaging as citizens in debate 
and political action. Gun violence, es-
pecially in the U.S., is a highly charged 
issue that must be addressed in many 
different ways. I am engaged politi-
cally on this issue, and I hope you are 
too or in the aftermath of the shootings 
at Sandy Hook Elementary School will 
become so.

But I also hope that now you have 
digested the seed ideas I have listed, 
you can engage your critical mind and 
your creativity and help to grow the 
seeds into viable ideas or replace them 
with better ideas.

Let’s not just wait for others to solve 
the problem of gun violence in our so-
ciety. It is too important.	
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sors and human input to build and 
analyze complex situation profiles 
to decide quickly whether approach-
ing objects are threats or not (for 
example, Israel’s “Iron Dome” mis-
sile defense system). Some military 
weapons systems can actually abort 
if their analysis suggests firing was in 
error or is likely to cause unintended 
casualties or damage, and other safe-
ty-critical systems can self-monitor 
and take action to prevent accidents 
or limit damage (see Nancy Leveson’s 
books, Safeware and Engineering a 
Safer World). Could similar technol-
ogy be made less expensive and built 
into guns? Could future guns—let’s 
call them M160s, AR-1500s, and AK-
47000s—be programmed to shut 
down if their sensory analysis sug-
gested they were being handled by a 
child or used in a crime?

10.	What if shooting were digitized? 
What if digital guns only operated in 
the “cloud,” that is, in virtual worlds? 
What if arguments that escalated to 
violence could take place only in the 
Metaverse (see Neil Stephenson’s 
novel Snow Crash) or the Matrix (see 
the movie by the Wachowski broth-
ers)? What if the Second Amendment 
to the U.S. Constitution were inter-
preted to apply only online, in game-
like environments: in cyberspace you 
can have all the guns you want and 
do all the shooting you want, but in 
meatspace there are serious restric-
tions—perhaps no guns at all. What 
if nations, if they failed to resolve 
their conflicts in negotiations, fought 
things out only in World of Warcraft 
cyberscapes, rather than in real cities 
and landscapes where people, includ-
ing civilians, suffer and die and valu-
able property is destroyed?

Engage your 
creativity and  
critical thinking  
to improve on  
or replace these  
idea seeds.

less. Movie theaters, shopping malls, 
and schools, for example, could block 
guns from firing on their premises. 
What if all guns had a chip that clas-
sified then as “consumer,” “law en-
forcement,” “military,” and so forth. 
Law enforcement officials entering 
an area where a shooter was at large 
could temporarily render all nearby 
guns, or all “consumer” guns, inop-
erative. What if the firing mechanism 
in guns could be fused by a high-pow-
ered electronic pulse, just as such 
pulses can fuse critical parts in car 
engines and electric motors?

7.	 What if each individual gun could 
be shut off or rendered inoperative re-
motely? Smart phones and laptop 
computers can be tracked (for ex-
ample, Apple’s “Find my iPhone” ser-
vice) and even shut down remotely if 
they are on line. For decades, people 
have been able to open and lock their 
cars from a short distance away us-
ing remote control key-fobs. Many 
new cars have digital monitor-and-
control boxes connected to GPS and 
cellular services that allow car owners 
to remotely monitor their car’s loca-
tion and speed and even shut them 
down remotely (for example, Autonet 
Mobile, Mavizon, OnStar, and TiWi). 
Some of today’s homes allow their 
residents to monitor or control cer-
tain household functions by phone or 
Internet when away. What if every gun 
contained a cellular chip that allowed 
the gun’s owner (or law enforcement 
if the gun owner delegates control to 
them) to block the gun from firing? 
What if guns could be jammed by pur-
posefully infecting them with a digital 
virus or worm?

8.	 What if guns would not fire if aimed 
at a person? Many new cameras have 
limited face-recognition capability to 
help focus the camera on the subject’s 
face. Could consumer gun sights use 
similar technology to engage the safe-
ty lock when aimed at a person rather 
than a soda can, bird, or bear? Could 
guns provide auto-safety settings to al-
low their owners to specify what types 
of targets are valid or invalid?

9.	 What if a gun could refuse to fire 
if something “felt wrong” about how it 
was being used? Some military weap-
ons, such as surface-to-air missile 
batteries, already contain artificial 
intelligence software that uses sen-

mailto:jjohnson@uiwizards.com
http://www.cnn.com/2013/01/09/opinion/shane-smarter-guns/index.html
http://www.cnn.com/2013/01/09/opinion/shane-smarter-guns/index.html
http://www.cnn.com/2013/01/09/opinion/shane-smarter-guns/index.html


38    communications of the acm    |   march 2013  |   vol.  56  |   no.  3

V
viewpoints

doi:10.1145/2428556.2428569	 Mikkel Thorup 

Viewpoint  
Funding Successful 
Research
A proposal for result-based funding for research projects.  

will be too low for funding, regardless 
of the researcher’s established record 
of success. However, research needs 
great new ideas. Therefore, we need 
some result-based funding so that we 
can support creative researchers with a 
proven talent for great new ideas even 
if we do not know how it will happen.

The aforementioned issue is of-
ten very real in my field of theoretical 
computer science. Like in other fields, 
theoretical research is only interesting 
if it contains surprises (otherwise it is 
more like development). A project plan 
would make sense if the starting point 
was a surprising idea or approach that 
it would take years to develop, but in 
theory, the most exciting ideas are of-
ten strikingly simple. When you first 
have such an idea, you are typically 
close to done, ready to start writing a 
paper. Thus, if you have the right idea 
when you apply for a grant, you will 
typically be done long before you get 
the grant. The essence of the research 
is an unpredictable search for power-
ful ideas and insights. Thousands of 
wild ideas may be tried in the search 
of a brilliant one that works. The most 
appropriate project description is just 
a description of the importance of the 
area to be researched and the type of 
results aimed for. The track record 
shows which researchers have the tal-
ent to succeed.

The problem (which may be much 
bigger in the EU than in the U.S.) for 
such dynamic research is when pro-
posals are selected by project-orient-
ed researchers who want structured 

R
esearch foundations want 
to fund great research proj-
ects. However, a while back 
Bertrand Meyer wrote an 
interesting blog post: “Long 

Live Incremental Research.”1 With ex-
amples he showed that many of the 
greatest research results could not pos-
sibly be projected in great sounding 
project descriptions. His conclusion is 
that we should drop the high-flying am-
bitions from research project descrip-
tions, and instead support more in-
cremental research proposals, hoping 
that great stuff will happen on the way. 
Indeed incremental research is perfect 
for research projects with predictable 
deliverables. However, I suggest an 
alternative conclusion: for some fund-
ing, we should drop the project de-
scription entirely.  

Instead, we should initiate some 
pure result-based funding. An x-year 
grant could be based on results from 
the last x years. From a research foun-
dation perspective, this eliminates the 
issue of unpredictable research, for 
this funding is not given for a projected 
future that may or may not happen. 
Rather it is rewarded for results already 
delivered. The researcher can at his 
own risk follow the craziest inspira-
tion, but he or she has a strong incen-
tive to make it work if he or she wants 
to secure result-based funding in the 
future. Result-based funding would 
only be applicable for researchers with 
a history of success, with emphasis on 
the more recent past, and the funding 
would only work for basic expenses 

that are independent of the concrete 
project. In the U.S., for example, a base-
line might be one or two months of 
summer salary and one or two gradu-
ate students. Junior faculty hired based 
on an impressive recent track record 
would be fully eligible. Senior faculty 
would need to demonstrate that they 
are still going strong. The simple point 
is to drop the project description and 
just reward what is already done. 

Consider a researcher with a his-
tory of brilliant ideas taking research 
in surprising new directions. If we try 
casting this as a project, the referees 
will rightly complain: “It is not clear 
how the applicant will come up with a 
brilliant idea, nor is it clear what the 
surprise will be.” With such lack of fo-
cus and feasibility, a low project score 
is expected, and then the overall score 
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methodological plans, specifying how 
to attain the proposed goals, and who 
do not appreciate that a successful out-
come depends heavily on the talent of 
the involved researchers. The philo-
sophical difference is if we only count 
the creativity and originality specified 
up front in the project description, or 
if a researcher’s demonstrated talent 
for creativity and originality is counted 
as an integral part of the research to be 
performed in the project.

Dropping the project description 
will greatly increase methodological 
diversity, allowing researchers to use 
the strategy that has proved most suit-
able for their area and their own tal-
ent and skills.  As a simple example, 
Meyer suggested funding incremental 
research, hoping that great surpris-
ing things would turn up on the way. 
I favor the opposite strategy, spend-
ing as much time as possible pursu-
ing overly ambitious targets, but be-
ing flexible about the results. Even if 
the high-flying targets fail, you do not 
need to come home empty-handed, 
for by studying the unknown you may 
discover something new, sometimes 
more interesting than the original 
target. From the perspective of ambi-
tion, I see it as an advantage to mini-
mize time spent on easy targets, but 
foundations seem to prefer that you 
take a planned path with some guar-
anteed targets on the way. The point 
here is not to argue whether one strat-
egy is superior to the other, but rather 
to embrace the diversity of strategies 
that work depending on the area and 
the individual researcher. 

Perhaps more seriously, if a target 
is difficult to achieve, it may be be-
cause it requires an atypical approach 
that would not look reasonable to any-
one else, but which may work for a re-
searcher thanks to his special talents 
and intuition. Indeed, I have often 
been positively surprised seeing how 
others succeeded using an approach 
I had myself dismissed. As a project, 
such unbelievable approaches would 
fail on perceived feasibility, but the 
point in result-based funding is that 
researchers are free to use whatever ap-
proach they find most efficient. Fund-
ing is given to those who prove success-
ful. This gives the perfect incentive to 
do great work; namely to secure future 
result-based funding.

Result-based funding would also 
reduce resources needed to evaluate 
applications. It is very difficult for a 
general panel to evaluate the method-
ology and the probability of success 
of a project.  Moreover, it requires an 
intimate knowledge of a field to evalu-
ate how big a difference a result would 
make relative to what is already known 
in the field. However, handling pub-
lished results, we know what happened 
and if published in a strong venue, the 
experts have already verified the novelty 
to the field.

Some prestigious grants say they 
welcome high-risk high-gain research. 
Surprising breakthroughs in an im-
portant area would fall well within this 
scope. Having researchers with proven 
skills explore the area and follow their 
inspiration may be the optimal strat-
egy, a bit like sending an expedition 
into an unknown territory. Uncertainty 
about what they would find should be 
no worse than high risk. In fact, based 
on past performance, it may be safe to 
assume they will discover something in-
teresting, if not ground-breaking. How-
ever, when a project is scored based on 
focus and feasibility, projects where 
the end results are not predictable in 
advance will fail even if their expected 
return is very high. It has to be possible 
to get a high overall score for promising 
research even if it would not score well 
under standard project parameters like 
focus and feasibility. At the end of the 
day, what we want are results, not proj-
ect descriptions, so what should deter-
mine the overall score is which proposal 
is expected to yield the greatest results.

The issue boils down to the formula 
used to compute the overall score of a 
proposal, the problem being when the 
score is based on a predefined weight-
ed average, diluting the impact of any 
unique aspect. As a concrete case, I 
experienced an integration grant giv-
ing the established quality of the re-
searcher a predefined weight of 30% 
of the total score. The remaining 70% 
of the weight was all about the project-
ed future: project description (30%), 
implementation (20%), and impact 
(20%). The world’s best most original 
researcher with the biggest prizes to 
his or her name can get at most 100% 
on established quality, contributing 
30% to the total average. A more typical 
researcher may get 80% on established 

quality, contributing 30%*80%=24% 
to the total average. The incremental 
advantage of the super-genius over the 
more typical researcher is thus a mere 
6%, which is easily lost in the 70% of 
the weight devoted to the projected 
future. As a kind of entertaining ex-
ample from the projected future, one 
question was: “Outline the capacity for 
transferring the knowledge previously 
acquired to the host.” As a theoreti-
cian I thought the answer was simple: 
“The knowledge sits in my head so the 
transfer is complete on arrival. From 
my head, I will transfer knowledge 
and ideas to students, colleagues, and 
visitors.” Naively I thought I would get 
100% on this one, but my answer was 
deemed unconvincing, that is, 0%. The 
point I try to make here is not whether 
my answer was good or bad. My point 
is that while this transfer of knowl-
edge may be critical in some cases, it 
is typically not an issue in my theoreti-
cal field. The general point is that the 
more standard parameters you involve 
in an average score, the more you favor 
standard proposals that these parame-
ters apply to. However, what makes re-
search special is normally something 
unique, for example, a great research-
er, or a great idea for a project. To let 
the uniqueness come through, one 
should not average, but rather look at a 
maximum, possibly with a fail/pass on 
other parameters, allowing for some 
to be not applicable. The proposed 
result-based funding would cover the 
case of great researchers.

I have proposed the initiation of 
some pure result-based funding as a 
simple efficient method for basic sup-
port of successful researchers, giving 
them the freedom and incentive to 
seek great results even when these are 
not projectable. Project-based propos-
als would still be needed in many cases, 
for example, to justify expensive experi-
ments. Because result-based funding 
is simpler to handle, it could be used 
efficiently as a first line of funding with 
smaller individual grants.	
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Racing to unleash the full potential  
of big data with the latest statistical  
and machine-learning techniques.

By Arun Kumar, Feng Niu, and Christopher Ré

The rise of big data presents both big opportunities 
and big challenges to domains ranging from 
enterprises to sciences. The opportunities 
include better-informed business decisions, more 
efficient supply-chain management and resource 
allocation, more effective targeting of products and 
advertisements, better ways to “organize the world’s 
information,” and faster turnaround of scientific 
discoveries, among others. 

The challenges are also tremen-
dous. For one, more data comes in di-
verse forms: such as text, audio, video, 
OCR, and sensor data. While existing 
data management systems predomi-
nantly assume that data has rigid, 
precise semantics, increasingly more 
data (albeit valuable) contains impre-
cision or inconsistency. For another, 
the proliferation of ever-evolving algo-
rithms to gain insights from data (in 
the name of machine learning, data 
mining, statistical analysis, and so on) 
can often be daunting to a developer 
with a particular dataset and specific 
goals: the developer not only has to 
keep up with the state of the art, but 
also must expend significant develop-
ment effort in experimenting with dif-
ferent algorithms.

Many state-of-the-art approaches 
to both of these challenges are largely 
statistical and combine rich databas-
es with software driven by statistical 
analysis and machine learning. Ex-
amples include Google’s Knowledge 
Graph, Apple’s Siri, IBM’s “Jeopardy!”-
winning Watson system, and the rec-
ommendation systems of Amazon and 
Netflix. The success of these big-data 
analytics-driven systems, also known as 
trained systems, has captured the public 
imagination, and there is excitement 
in bringing such capabilities to other 
verticals such as enterprises, health 
care, sciences, and government. The 
complexity of such systems, however, 
means that building them is very chal-
lenging, even for Ph.D.-level computer 
scientists. If such systems are to have 
truly broad impact, building and main-
taining them needs to become substan-
tially easier, so that they can be turned 
into commodities that can be easily 
applied to different domains. Most of 
the research emphasis so far has been 
on individual algorithms for specific 
machine-learning tasks.

In contrast, the Hazy project (http://
hazy.cs.wisc.edu) takes a systems ap-
proach with the hypothesis: The next 
breakthrough in data analysis may 
not be in individual algorithms, but in 
the ability to rapidly combine, deploy, 

Hazy: Making 
It Easier to 
Build and 
Maintain  
Big-Data 
Analytics
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and maintain existing algorithms. To-
ward that goal, Hazy’s research has 
focused on identifying and validating 
two broad categories of “common pat-
terns” (also known as abstractions) in 
building trained systems (see Figure 
1): programming abstractions and 
infrastructure abstractions. Identify-
ing, optimizing, and supporting such 
abstractions as primitives could make 
trained systems substantially easier to 
build. This can bring us a step closer 
to unleashing the full potential of big-
data analytics in various domains.

Programming abstractions. To en-
sure that a trained-system platform 
is accessible to many developers, 
the programming interface must be 
small and composable to enhance 
productivity and enable developers 
to try many algorithms; the ability to 
integrate diverse data resources and 
formats requires the data model of 
the programming interface to be ver-
satile. A combination of the relational 
data model and a probabilistic rule-
based language such as Markov logic 
satisfies these criteria. Using this 
combination, we have developed sev-
eral knowledge-based construction 
systems (namely, DeepDive, GeoDeep-
Dive, and AncientText). Furthermore, 

our (open source) software stack has 
been downloaded thousands of times 
and used by different communities 
such as natural language processing, 
chemistry, and biostatistics. 

Infrastructure abstractions. To build 
a trained-system platform that can 
accommodate many different algo-
rithms and that scales to large vol-
umes of data, it is crucial to find the 
invariants in applying individual al-
gorithms, to have a clean interface 
between algorithms and systems, and 
to have a scalable data-management 
and memory-management subsystem. 
Using these principles, we developed 
a prototype system called Bismarck,10 
which leverages the observation that 
many statistical-analysis algorithms 
behave as a user-defined aggregate in 
an RDBMS. The Bismarck approach 
to data analysis is resonated by com-
mercial systems providers such as Or-
acle and EMC Greenplum. In addition, 
such infrastructure-level abstractions 
allow us to explore generic techniques 
for improving the scalability and effi-
ciency of many algorithms.

Example Application: GeoDeepDive
An application called GeoDeepDive 
(http://hazy.cs.wisc.edu/geodeepdive) 
illustrates the Hazy approach to build-
ing trained systems. GeoDeepDive is a 
demo project involving collaboration 
with geology researchers to perform 
deep linguistic and statistical analy-
sis over a corpus of tens of thousands 
of journal papers in geology. The goal 
is to extract useful information from 
this corpus and organize it in a way 
that facilitates geologists’ research. 
The current version of GeoDeepDive 
extracts mentions of rock formations, 

tries to assign various types of attri-
butes to these formation mentions 
(for example, location, time interval, 
carbon measurements), and then 
organizes the extractions and docu-
ments in spatial and temporal dimen-
sions for geoscientists. Figure 2 shows 
a high-level overview of how Hazy built 
GeoDeepDive.

Using the Hazy approach, the 
GeoDeepDive’s development pipeline 
consists of the following steps: 

1.	 The developer assembles data re-
sources that are potentially useful for 
GeoDeepDive. 

2.	 The developer composes feature-
extraction functions that convert the 
data resources into relational signals. 

3.	 The developer specifies correla-
tions and constraints over the relation-
al signals in the form of probabilistic 
rules; Hazy’s infrastructure performs 
scalable statistical learning and infer-
ence automatically.

4.	 Hazy outputs probabilistic pre-
dictions for GeoDeepDive.

Input data sources. Hazy embraces 
all data sources that can be useful for 
an application. GeoDeepDive uses 
the Macrostrat taxonomy (http://mac-
rostrat.org/) because it provides the 
set of entities of interest, as well as 
domain-specific constraints (for exam-
ple, a formation can be associated only 
with certain time intervals). Google 
search results are used to map location 
mentions to their canonical names 
and then to latitude-longitude (lat-lng) 
coordinates using Freebase (http://
freebase.com). These coordinates 
can be used to perform geographical 
matching against the formations’ ca-
nonical locations (lat-lng polygons in 
Macrostrat). There are also (manual) 

Applications

Implementations

Algorithms
Infrastructure 
Abstractions

Programming 
Abstractions

Figure 1. Hazy’s programming abstractions 
and infrastructure abstractions.

Figure 2. An overview of GeoDeepDive’s development pipeline.
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document annotations of textual men-
tions of formation measurements that 
serve as training data.

Feature extraction. The input data 
sources may not have the desired for-
mat or semantics to be used directly as 
signals (or features) for statistical infer-
ence or learning. The feature-extrac-
tion step performs such conversions. 
The developer specifies the schema of 
all relations, provides individual ex-
tractors, and then specifies how these 
extractors are composed together. 
For example, we (the developers) per-
form NLP parsing on the input corpus 
to produce per-sentence structured 
data such as part-of-speech tags and 
dependency paths. We then use the 
Macrostrat taxonomy and heuristics to 
extract candidate entity mentions (of 
formations, measures, among others), 
as well as possible co-reference rela-
tionships between the mentions.

Statistical processing. The signals 
produced by feature extraction may 
contain imprecision or inconsistency. 
To make coherent predictions, the de-
veloper provides constraints and (prob-
abilistic) correlations over the signals. 
Hazy uses the Markov logic language; a 
Markov logic program consists of a set 
of weighted logical rules that represent 
high-level constraints or correlations. 
The developer may also specify avail-
able training data, which Hazy would 
use to learn rule weights. The program-
ming interface isolates the internals of 
Hazy’s statistical processing from the 
developer. It is in Hazy’s infrastructure 
where the developer can plug in vari-
ous algorithms.

Output probabilistic predictions. 
The output from Hazy’s statistical 
processing infrastructure consists of 
probabilistic predictions on relations 
of interest (for example, LocatedIn in 
Figure 2). In general, Hazy prefers algo-
rithms with theoretical guarantees (for 
example, Gibbs sampling). Such algo-
rithms ensure  the output predictions 
are well calibrated (for example, if all 
predictions with probability 0.7 are 
examined, then close to 70% of these 
predictions are correct). These predic-
tions can then be fed into the front end 
of GeoDeepDive (Figure 3).

In addition to GeoDeepDive, we 
have deployed the Hazy approach in 
several other projects in a similar man-
ner—for example, DeepDive (http://

hazy.cs.wisc.edu/deepdive), which en-
hances Wikipedia with facts extracted 
from the Web16 (see Figure 4).

Programming Abstractions
Programming abstractions decouple 
the developer’s application-specific 
(logical and statistical) modeling from 
the (statistical inference or learning) al-
gorithms to be used for an application 
at execution time. The purpose of such 
abstractions is to ensure: an applica-
tion developer can try many different 
algorithms for the same dataset and/or 
domain knowledge or heuristics with-

out additional development effort; and 
when the efficiency or quality of one 
algorithm improves, all applications 
using this algorithm experience auto-
matic improvement. A combination of 
the relational data model and a proba-
bilistic logic-based programming lan-
guage has proved effective for meeting 
these two criteria.

Relational data model. As seen in 
the GeoDeepDive example, Hazy’s 
approach to statistical data analysis 
uses the relational data model as the 
basis for the programming abstrac-
tions. Apart from being well studied, 

Figure 3. Screen shot showing probabilistic predictions in GeoDeepDive.

Figure 4. Sample relations about Barack Obama, Elon Musk, and Microsoft extracted by 
DeepDive.

http://hazy.cs.wisc.edu/deepdive
http://hazy.cs.wisc.edu/deepdive
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such succinctness also introduces a 
technical challenge of efficiently in-
stantiating (or grounding) the first-
order rules. Our crucial observation is 
that grounding fundamentally does re-
lation-style joins. We built an RDBMS-
based MLN interface engine, Tuffy, 
which leverages time-tested RDBMS 
infrastructure for joins to achieve high 
performance at scale.14 As it turned 
out, Tuffy was much faster and more 
scalable than the state-of-the-art MLN 
inference engine at the time (see Fig-
ure 5). The comparison is between Al-
chemy’s in-memory grounding (that 
is, rule instantiation) of Markov logic 
and Tuffy’s in-RDBMS grounding. Both 
code snippets are automatically gener-
ated by the corresponding systems for 
the afore-mentioned MLN rule. The 
use of an RDBMS makes Tuffy scalable 
and orders-of-magnitude faster than 
Alchemy, since Tuffy leverages mature 
RDBMS infrastructure for joins.

Markov logic is a flexible language, 
allowing the developer to easily repre-
sent common statistical models such 
as logistic regression and conditional 
random fields; furthermore, the de-
veloper can build more sophisticated 
statistical models by combining mul-
tiple “primitive” models or adding ad-
ditional correlations or constraints.18 
Internally, the Hazy infrastructure is 
able to recognize certain “primitive” 
models in an MLN and select infer-
ence or learning algorithms accord-
ingly. Still, some useful statistical 
modeling elements are not easily rep-
resented in Markov logic (for example, 
correlations involving continuous 
random variables or aggregations). 
To support these more sophisticated 
modeling functionalities, we are ex-
tending Hazy’s programming inter-
face to support general factor-graph 
construction. We are also working on 
extending the framework to support 
user-defined functions for richer ap-
plication-specific logic.

Debugging. From our experience 
with GeoDeepDive and DeepDive, we 
have found debugging to be a key task 
in developing a trained system. Debug-
ging is the process of performing cor-
rections or fine-tuning to the compo-
nents of an application (say, a feature 
extractor or an MLN program). It is 
error-prone and often tedious. To fa-
cilitate the debugging process, we con-

the relational model also underlies a 
large class of important statistical and 
machine-learning methods that use 
relational-style feature vectors. As an 
important consequence, this choice 
automatically provides the advantages 
of a mature data platform such as an 
RDBMS. For example, using an RDBMS 
to manage the data in a Hazy pipeline 
(as in Figure 2), a developer can eas-
ily perform data loading from and to 
other systems. Moreover, as RDBMS 
technologies continue to mature and 
evolve, the same Hazy pipeline would 
continue to gain in scalability and per-
formance automatically.

Probabilistic logic programming. 
The intuitiveness, flexibility, and grow-
ing popularity of Markov logic18 led to 
its adoption as a central programming 
language in Hazy. Researchers have ap-
plied it to a wide range of applications. 
In Markov logic, a developer can write 

first-order logic rules with weights 
(which intuitively model one’s confi-
dence in a rule); this allows the devel-
oper to capture rules that are likely, but 
not certain, to be correct. A Markov log-
ic program (also known as Markov log-
ic network, or simply MLN) specifies 
what data (evidence) is available, what 
predictions to make, and what con-
straints and correlations exist. The pro-
cess of computing predictions given an 
MLN is called inference. Sometimes an 
MLN may be missing weights, and a de-
veloper can provide training data from 
which Hazy can learn rule weights.

Semantically, an MLN represents 
a probabilistic graphical model (con-
ceptually via rule instantiation) that 
in turn represents a probabilistic dis-
tribution over all possible configura-
tions of the relations in an application. 
Thus, a key advantage of Markov logic 
is its succinctness. On the other hand, 

Figure 5. Comparison of in-memory grounding of Markov logic with in-RDBMS grounding.

Problem: Instantiate this soft rule.

0.3 wrote(s,t) ʌ advisedBy(s,p) à wrote(p,t)

wrote(person,paper): known advisedBy(advice,advisor) : unknown

For each person s: 
 For each paper t: 
  If !wrote(s,t) : continue 
  For each person p: 
   If wrote(p,t) : continue 
   Emit grounding <s,t,p> 
 
 
Alchemy: C++ loops in RAM

SELECT w1.id, a.id, w2.id 
FROM wrote w1,advisedBy a, 
     wrote w2 
WHERE w1.truth AND NOT w2.truth 
AND w1.person = a.advisee 
AND w1.paper = w2.paper 
AND a.advisor = w2person 
 
Tuffy: SQL in RDBMS

Runtime: Hours Runtime: Seconds

 I deal     Prediction

Figure 6. Macro-debugging: Example probability calibration graphs for a text-chunking task.
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sider it to be an integral component in 
programming. Here are two types of 
debugging that are applicable for sta-
tistical data processing in general:

˲˲ Macro-debugging with calibration 
graphs. For probabilistic predictions 
to make sense, they must be well 
calibrated. For example, if a system 
outputs a prediction with probabil-
ity 0.7, we want the accuracy of this 
prediction to be 70%. A calibration 
graph characterizes how prediction 
accuracy changes with respect to 
prediction probabilities. In Figure 
6 the x-axis is the probability of pre-
dictions estimated, and the y-axis on 
the left is the number of predictions 
made by the system (accuracy of pre-
dictions). Intuitively, if the system 
outputs a prediction with probabil-
ity 0.7, we want the accuracy of this 
prediction to be 70%. These results 
are for a skip-chain CRF (condition-
al random field) model used on the 
CoNLL-2000 (Conference on Com-
putational Natural Language Learn-
ing) text-chunking task, which con-
tains a training set used for training 
the model, and a testing set used for 
evaluation. Gibbs sampling runs un-
til convergence (decided by the Wald 
test) and provides inference results 
on the testing set. Such assessment 
serves as a sanity check of the whole 
system; if we discover that a system 
is not well calibrated, we can look 
into the training-data acquisition 
process and check possible overfit-
ting problems.

˲˲ Micro-debugging with error analysis. 
To refine or add more probabilistic 
rules, an effective approach is to ana-
lyze errors in the results that our sys-
tem produces: a developer annotates 
each prediction as either correct or 
incorrect, classifies errors into differ-
ent groups, and then addresses the 
error groups accordingly. The chal-
lenge is that to annotate one predic-
tion, we may need to consult many 
related relations. The saving grace is 
that, with a modeling language such 
as Markov logic, it is possible to trace 
backward from each prediction to 
the originating signals (and the rules 
in between). We are trying to design 
and implement a debugging IDE (in-
tegrated development environment) 
to support such explanations using 
provenance information.

Bismarck: A Unified Architecture 
for in-RDBMS Analytics
The Bismarck project10 is the first step 
in devising common infrastructure ab-
stractions. Infrastructure abstractions 
are what decouple algorithms from 
implementation details such as data 
management, memory management, 
and task scheduling. Having a clean in-
frastructure abstraction ensures a sys-
tem builder does not have to reinvent 
or reengineer the wheel when adding 
a new algorithm into the system; and 
when one component of the infrastruc-
ture is improved (for example, better 
memory management), all algorithms 
benefit automatically. Furthermore, a 
clean infrastructure abstraction pro-
vides clear angles to investigate generic 
techniques for improving broad class-
es of algorithms.

Motivation. The Bismarck project 
was motivated by the trend of bring-
ing sophisticated data analytics into 
enterprise applications that depend 
on an RDBMS. From our conversa-
tions with engineers from Oracle and 
EMC Greenplum,13 we learned that 

the overhead of building each new 
analytics technique from scratch—
implementing a new solver with new 
memory requirements, data access 
methods, and others—was a major 
bottleneck in practice. Bismarck aims 
to simplify such systems with a unified 
infrastructural abstraction to handle 
many techniques.

Convex programming: A unifying 
mathematical abstraction. We begin 
with an important observation from 
the math programming literature: 
many analytics techniques can be 
framed as convex programming prob-
lems.8,12 A convex program is an opti-
mization problem where the objec-
tive function is convex (bowl-shaped). 
Examples include logistic regression, 
SVMs (support-vector machines), and 
conditional random fields. Not all 
problems are convex (for example, 
Apriori1 and some graph-mining algo-
rithms), but a large class of problems 
are convex (or convex relaxations), as 
illustrated in Figure 7a. In contrast 
to existing in-RDBMS analytics tools 
that have separate code paths for dif-

Figure 7. (a) Bismarck in an RDBMS; (b) An incomplete list of tasks and techniques.

Analytics Task or Technique

Logistic Regression (LR)

Support Vector Machine (SVM)

Low-Rank Matrix Factorization (LMF)

Conditional Random Field (CRF)

Least-squares, Lasso, and Ridge Regression

Graph Max-Cut Problems

Kalman Filters

Portfolio Optimization

Current 
in-RDBMS Analytics

LR  LMFSVM

RDBMS

LR LMFSVM

Interface

…

…

Bismarck 
in-RDBMS Analytics

Bismarck

RDBMS

LR LMFSVM

Interface

…

(a)

(b)
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ferent analytics techniques, Bismarck 
provides a single framework to imple-
ment them, while possibly retaining 
the same interfaces. Figure 7b shows 
an incomplete list of tasks and tech-
niques that can be handled by Bis-
marck using convex programming 
(and convex relaxations).

This observation is very impor-
tant in data-analysis theory, since 
researchers are able to unify their al-
gorithmic and theoretical studies of 
such problems. Convex problems are 
attractive since local solutions are al-
ways globally optimal, and there are 
many well-studied algorithms that 
can solve them. Because convex pro-
gramming allows the problem defini-
tion to be decoupled from the way it 
is solved or implemented, it is a natu-
ral starting point for a unified analyt-
ics architecture.

Many analytics techniques have 
convex objective functions that are also 
linearly separable: formally, the prob-
lem is to find a vector w∈ℝd (the model) 
for some d ≥ 1 that minimizes the fol-
lowing objective:

min F(w) =  Σ f(w, zi) + P(w)
N

i = 1w ∈ Rd

The objective function F(w) is a 
sum of terms f(w, zi) for i = 1, . . . , N 
where each z is a (training) data point. 
In Bismarck, the zi is represented by 
database tuples—for example, (paper, 
area) for paper classification. We ab-
breviate f(w, zi) = fi(w). For example, in 
SVM classification, fi(w) is the hinge 
loss of the model w on the ith data 
point, and P(w) enforces the smooth-
ness of the classifier (preventing over-
fitting). We can generalize this to in-
clude constraints via proximal point 
methods. One can also generalize to 
both matrix valued w and nondiffer-
entiable functions.19

Gradient methods and incremental 
gradient descent. There are many well-
studied algorithms to solve convex pro-
grams, and the most popular are the 
gradient methods. A gradient, formally 
denoted by ∇F, is the generalization of 
the derivative of a function. Essentially, 
it gives the slope of the curve at a point, 
as shown in Figure 8a. The gradient is 
linear, which means ∇F can be com-
puted as the sum of the N individual 
gradients ∇f(w, zi).

Gradient methods are iterative al-
gorithms that solve convex programs 
(1). They start at some initial value for 

w and then compute the gradient (and/
or related quantities) and use it to take 
a step to the next value of w, until the 
method converges to an optimum. 
Popular gradient methods include 
Conjugate Gradient, Newton Method, 
and BFGS.8 They all scan the full da-
taset at each iteration to compute the 
full gradient ∇F for a single step. This 
could make them inefficient for big 
data. Our goal is to choose a gradient 
method whose data-access properties 
are amenable to an efficient in-RDBMS 
implementation. A classical algorithm 
called IGD (Incremental Gradient De-
scent) fits the bill. IGD approximates 
the full gradient ∇F using only one 
term at a time. Formally, assuming P 
= 0 for simplicity, IGD updates the cur-
rent value at iteration k, w(k) using a rule 
such as:

w (k + 1) =  w (k ) – ∝k  ∇  f (w(k), zj)

Here, αk ≥ 0 is a parameter called step-
size, while zi is one data point. In a data-
base, each zi corresponds to one tuple, 
which brings us to our central observa-
tion: IGD has a tuple-at-a-time data-ac-
cess pattern that is essentially identical 
to a SQL aggregate such as AVG. Essen-
tially, IGD looks at the data tuple one at 
a time and performs a (noncommuta-
tive) “aggregation.” IGD is also a fast 
algorithm, with a runtime that is linear 
in both the dataset size and dimen-
sion. Not surprisingly, IGD has recently 
become popular in the Web-data and 
large-scale learning communities.6,20

IGD and user-defined aggregates. 
The key systems insight in Bismarck 
is that IGD can be implemented using 
a classic RDBMS abstraction called a 
UDA (user-defined aggregate), which is 
available in almost every major RDBMS. 
We prototyped the same Bismarck ar-
chitecture over PostgreSQL and two 
commercial RDBMSs. Using a UDA al-
lows Bismarck automatically to lever-
age mature RDBMS capabilities such 
as memory management and data mar-
shaling. It also means Bismarck can au-
tomatically leverage improvements to 
the RDBMS as its software evolves.

Figure 8b explains how the core 
computation in IGD maps to a UDA 
by comparing it with a SQL AVG. The 
state is the context of aggregation 
(the model in IGD). The data is a da-
tabase tuple. The UDA has three stan-

Figure 8. (a) Gradient descent on a convex function; (b) Comparing AVG and IGD as a UDA.
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dard functions: 
˲˲ Initialize(state) initializes 

the model with given values (for exam-
ple, zeros, or a previous model).

˲˲ Transition(state, data) auto-
matically executes on each tuple. This 
is where the core logic (objective func-
tion and gradient computations) of the 
various analytics techniques lies. Thus, 
the main differences between the im-
plementations of various techniques 
occur primarily in a few lines of code 
here (Figure 9), to be explained shortly. 
Most of the rest of the architecture is 
common across techniques. This can 
help reduce development overhead of 
in-database analytics in Bismarck, in 
contrast to most existing systems that 
have a different code architecture for 
each technique.

˲˲ Finalize(state) returns the 
model, possibly persisting it.

A key difference of IGD from aggre-
gates such as AVG is that IGD may need 
multiple passes (called epochs7) over 
the dataset to reach an optimum solu-
tion. The number of epochs needed is 
either given or determined using heu-
ristic convergence tests based on the 
objective function or gradient’s value.3 
Another detail is that Bismarck may 
randomly reorder the data to improve 
the convergence rate of IGD.

With Bismarck’s unified archi-
tecture we could rapidly implement 
and evaluate four popular analytics 
techniques—LR (logistic regression), 
SVM (support vector machine), LMF 
(low-rank matrix factorization), and 
CRF (conditional random field)—over 
three RDBMSes in less than two man-
months. This is because, as mentioned 
earlier, a large fraction of the code in-
frastructure is common and reusable 
(on a given RDMBS). For example, 
starting with a full implementation of 
LR in Bismarck (in C, over PostgreSQL), 
fewer than two dozen lines of code 
need to change to add SVM. (The code, 
datasets, and a virtual machine with 
Bismarck preinstalled are available 

for download: http://hazy.cs.wisc.edu/
victor/bismarck-download/.) Figure 9 
shows a code snippet comparison of 
the Transition steps of LR and SVM, 
where the main differences lie. Here, w 
is the coefficient vector, and e is a train-
ing example with feature vector x and 
label y. Scale _ And _ Add updates w 
by adding to it x multiplied by the sca-
lar c. Note the minimal differences be-
tween the two implementations. 

Similarly, more sophisticated tasks 
such as LMF were added with only five 
dozen new lines of code. This is possi-
ble since Bismarck abstracts out the in-
variants of the implementations of the 
various techniques into a small number 
of generic functions. This is in contrast 
to most existing tools, where there is 
usually a dedicated code stack for each 
technique. Apart from reducing the 
development overhead, the simplic-
ity and reusability of Bismarck’s archi-
tecture enables generic systems-level 
performance optimizations that apply 
to many analytics techniques. They en-
able Bismarck to achieve competitive 
(often superior) performance against 
many state-of-the-art commercial and 
open source tools on many tasks. More 
importantly, Bismarck achieves auto-
matic scalability to large-scale data, as 
explained in the next section.

Scalability. For big-data applica-
tions, scalability is a central challenge, 
but Bismarck’s architecture is able to 
achieve scalability seamlessly. Recall 
that Bismarck makes full use of the 

powerful RDMBS abstraction of a us-
er-defined aggregate (Figure 8b). The 
UDA mechanism is an industry stan-
dard that has matured over decades 
of development in RDBMS infrastruc-
ture. On a single node, UDAs can scale 
to as much data as the disk(s) can hold 
(hundreds of gigabytes on modern ma-
chines), but UDAs are also scalable to a 
parallel database cluster with one addi-
tion to the three-function abstraction 
of Figure 8b: a Merge(state,state) 
function that merges partial aggre-
gates computed on partitioned data in 
shared-nothing nodes. Although IGD 
is not algebraic11 as SQL AVG, we can le-
verage model-averaging ideas from the 
literature.21 Thus, Bismarck offers au-
tomatic scalability for many analytics 
techniques in its unified architecture. 
In contrast, in many custom-built sys-
tems, scalability is either not taken into 
consideration at all, or the developers 
will have to worry about implementing 
data management and scalability is-
sues, often reinventing the wheel.

The accompanying table shows 
some experimental results validating 
Bismarck’s scalability. (A more com-
prehensive experimental evaluation 
is available in the Bismarck paper.10) A 
check mark means the task completes, 
and X means the approach either crash-
es or takes longer than 48 hours. N/A 
means the task is not supported. We 
compare Bismarck over PostgreSQL 
against the native analytics tool of a 
commercial engine DBMS A, as well as 

Bismarck scalability.

Task Dataset
Bismarck  

PostgreSQL
DBMS A  
(Native)

In-memory 
Tools

Name #Examples Size

LR
Classify300M 300M 135GB

P P X

SVM P P X

LMF Matrix5B 5B 190GB P N/A X

CRF DBLP 2.3M 7.2GB P N/A X

Figure 9. Snippets of C-code implementations.

LR_Transition(ModelCoef *w, Example e) {
	 wx = Dot_Product(w, e.x);
	 sig = Sigmoid(-wx * e.y);
	 c = stepsize * e.y * sig;
	 Scale_And_Add(w, e.x, c); ... }

SVM_Transition(ModelCoef *w, Example e) {
	 wx = Dot_Product(w, e.x);
	 c = stepsize * e.y;
	 if(1 - wx * e.y > 0) {
		  Scale_And_Add(w, e.x, c); } ... }

http://hazy.cs.wisc.edu/victor/bismarck-download/
http://hazy.cs.wisc.edu/victor/bismarck-download/
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For big-data 
applications, 
scalability is a 
central challenge, 
but Bismarck’s 
architecture is 
able to achieve 
scalability 
seamlessly.

popular task-specific in-memory tools 
(Weka, SVMPerf, CRF++, Mallet). All 
in-memory tools crashed either due to 
insufficient memory (Weka, SVMPerf, 
CRF++) or did not terminate even after 
48 hours due to thrashing (Mallet). All 
of the in-RDBMS tools can scale on the 
simple tasks LR and SVM (less than 
an hour per epoch for Bismarck), and 
Bismarck also scales on more complex 
tasks that are not currently available in 
DBMS A.

HogWild! and Jellyfish: Extending 
the infrastructure abstraction. An in-
frastructure abstraction such as Bis-
marck’s enables us to study generic sys-
tem optimizations that apply to many 
techniques. One such optimization is 
the HogWild! mechanism to parallel-
ize IGD.15 Modern machines (say, in 
enterprise settings) typically have mul-
tiple cores and shared memory acces-
sible by each core. IGD can then run in 
parallel on these cores, with the model 
residing in shared memory. 

While one might think locking is 
required to avoid race conditions, the 
HogWild! approach is not to lock at 
all. Under some assumptions, Hog-
Wild! guarantees convergence and 
similar quality. Such lockfree paral-
lelism means HogWild! can achieve 
near-linear speedups on all the analyt-
ics techniques in Figure 7b. We also 
integrated the HogWild! idea into Bis-
marck as an alternative to the native 
UDA parallelism (shared-nothing) and 
found the former to be significantly 
faster for large data that can reside on 
a single node.10

Some analytics techniques have 
specific structures, which can be 
further exploited to improve perfor-
mance. Matrix factorization is an ex-
cellent example, where the Jellyfish 
mechanism exploits the structure 
and outperforms HogWild!. Jellyfish 
achieves this speedup by using the Lat-
in square pattern to chunk the data ma-
trix.17 Unlike HogWild!, such chunking 
enables Jellyfish to run the factoriza-
tion in parallel on multiple cores with-
out any concurrent overwrites or aver-
aging needed on the model.

Overall, as our experiences with Bis-
marck, HogWild!, and Jellyfish (and 
its successor HotTopixx5) show, fun-
damental infrastructure abstractions 
simplify the development of trained 
systems by decoupling the algorithms 

from their implementations. Such de-
coupling allows us to leverage existing 
mature code infrastructures such as 
UDAs, automatically providing fea-
tures such as maintainability and scal-
ability. It also allows us to devise new 
performance optimizations that can 
be designed once and applied to many 
techniques, rather than reinventing 
the wheel again and again. While we 
have focused on applications that use 
an RDBMS here, the infrastructure ab-
straction offered by Bismarck is also 
amenable to newer data platforms 
such as MapReduce/Hadoop that offer 
UDA-like aggregation capabilities. We 
are working on applying our lessons 
from Bismarck to some of these data 
platforms as well.

Future Work and Open Challenges
The Hazy abstractions are a continu-
ously evolving and growing collection, 
and the primary source of motivation 
and inspiration is our own experience 
in developing and deploying trained 
systems such as GeoDeepDive and 
DeepDive. As we refine existing ab-
stractions and explore new ones, the 
following challenges may be particu-
larly interesting (and we are actively 
working in these directions):

Feature engineering. Conventional 
wisdom goes that “more signals beat 
sophisticated models,” and our ex-
perience in developing GeoDeepDive 
affirms this idea. Thus, features (or 
statistical signals) could have a first-
class-citizen status just as algorithms 
in a framework such as Hazy. In con-
trast to algorithms that are typically 
off-the-shelf, the effectiveness of fea-
tures are usually application depen-
dent. As a result, the process of feature 
engineering tends to be iterative and 
have humans in the loop. We are try-
ing to abstract feature engineering as 
a cyclic process involving E3: (data) ex-
ploration, (feature) extraction, and (re-
sults) evaluation.

Assisted development. Tradition-
ally, developing trained systems re-
quires expertise, experience, and a 
deep understanding of the data and 
algorithms. As a result, usually only a 
small number of developers would feel 
qualified for such applications; and 
the development process would often 
be tricky or painstaking even for these 
developers. To lower the barrier and 
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improve the productivity of develop-
ing such applications, we are explor-
ing various options to support assisted 
development (for example, automatic 
feature suggestion, automatic param-
eter tuning, and smart diagnosis of 
trained systems2).

New data platforms. Some recent 
projects aim to bring statistical tools 
to the Hadoop environment.4,9 It 
would be interesting to port the Hazy 
abstractions to Hadoop (and associ-
ated systems such as HBase and Ac-
cumulo). The resulting combination 
is likely to enjoy a large and active user 
base of developers. A key challenge in 
this direction is how to reconcile the 
roles played by the RDBMS in Hazy in 
the Hadoop environment. We are ex-
ploring possible solutions to address 
this challenge.

Conclusion
There is a race to unleash the full po-
tential of big data using statistical and 
machine-learning techniques. The 
high-profile success of many recent 
big-data analytics-driven systems, also 
known as trained systems, has gener-
ated great interest in bringing such 
technological capabilities to a wider 
variety of domains. A key challenge in 
converting this potential to reality is 
making these trained systems easier to 
build and maintain. 

The Hazy project outlined an ap-
proach to tackling this challenge by 
identifying common patterns, also 
known as abstractions, in building such 
systems. The abstractions allow for de-
coupling the concerns of applications 
from the algorithms that are used and 
the underlying implementations that 
are needed. Optimizing and support-
ing these abstractions as primitives en-
ables us to make it easier to build and 
maintain trained systems. Our ideas are 
shaped by, and continue to evolve with, 
our own experiences with building such 
systems (DeepDive, GeoDeepDive, and 
AncientText), as well as our repeated 
interactions with practitioners at ma-
jor enterprises and developers at major 
analytics companies.

The Hazy Research Group’s phi-
losophy is to make all our research 
software available as open source. 
The source code, installation and us-
age documentation, datasets used for 
our research publications, and virtual 

machines with the software tools and 
datasets preinstalled are available at 
http://hazy.cs.wisc.edu. The tools have 
already been downloaded thousands 
of times. Videos providing overviews 
of Hazy projects and tutorials are avail-
able at http://www.youtube.com/user/
HazyResearch/videos. Hazy code has 
been adopted and shipped into pro-
duction by four companies, is used by 
many other research groups, and has 
been deployed at a scientific observa-
tory at the South Pole.	
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It is easy to do amazing things, such as 
rendering the classic teapot in HTML and CSS.

By Brian Beckman and Erik Meijer

The Story  
of the Teapot 
in DHTML

Lau’s demo embodies a glorious hack for 
efficiently rendering triangles in HTML, 
shown in Figure 3. 

The glorious hack is explained later, 
but, to spoil the punch line, once you 
have arbitrary triangles, you can eas-
ily render arbitrary polygons, and thus 
arbitrary polygon-based models. The 
only remaining issues for game-com-
petent 3D graphics are texture map-
ping, bump mapping, reflection map-
ping, and performance. These various 
kinds of mappings all require pixel-
based primitives: the ability to render 
individual pixels efficiently. Though it 
is possible to render individual pixels 
using just the <div> element with a 
CSS style to shrink the element to pixel 
size, this obviously does not provide 
sufficient performance for classic scan 
conversion of 3D models. The work to 
render individual pixels is quadratic in 

Before there was  Scalable Vector Graphics (SVG), Web 
Graphics Library (WebGL), Canvas, or much of anything 
for graphics in the browser, it was possible to do quite 
a lot more than was initially obvious. To demonstrate, 
we created a JavaScript program that renders polygonal 
3D graphics using nothing more than HTML and CSS. 
Our proof-of-concept is fast enough to support physics-
based small-game content, but we started with the iconic 
3D “Utah teapot” (Figure 1) as it tells the whole story in 
one picture. (For background, see http://bit.ly/KQK9a.) It 
is feasible to render this classic object using just regular 
<div> elements, CSS styles, and a bit of JavaScript code 
(Figure 2). This tiny graphics pipeline serves as a timeless 
demonstration of doing a lot with very little.

The inspiration for this project came from Web  
developer Jeff Lau, who on his blog UselessPickles  
implemented a textbook graphics pipeline in handwrit-
ten JavaScript (http://www.uselesspickles.com/triangles/)

http://queue.acm.org
http://bit.ly/KQK9a
http://www.uselesspickles.com/triangles/
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the linear size of a 2D figure, meaning 
that doubling the size of a figure re-
quires roughly four times the work. 

The <div> elements, however, also 
begrudgingly provide a way to draw ver-
tical and horizontal lines, if, for no other 
reason, than for borders around text. 
Several other bloggers (including David 
Betz and the late Walter Zorn) noted 
that by decomposing a figure into paral-
lel “raster lines” instead of pixels, work 
is linear in the linear size of the figure, 
meaning that doubling the size only 
doubles the work. They created JavaS-
cript 2D graphics libraries with reason-
able performance by combining pixel 
drawing where necessary and line drawing 
where possible in <div>s.

The following is an HTML page that 
illustrates the linear method by drawing 
a right triangle of eight vertical raster 
lines of linearly increasing height:

<style>div{ background:Black; 
position:absolute; width:9px; } 
</style>
<div style=”left:10px; 
height:10px;”></div>
<div style=”left:20px; 
height:20px;”></div>
<div style=”left:30px; 
height:30px;”></div>
...
<div style=”left:80px; 
height:80px;”></div>

The CSS style sheet and the inline po-
sition and height declarations create 
eight instances of <div> with linearly 
increasing left coordinate and linearly 
increasing height. This HTML page ren-
ders as shown in Figure 4.

The linear pattern of coordinate 
and height values in HTML should be 
obvious. It should also be obvious how 

to write a program to generate a simi-
lar HTML page that renders not only 
right triangles with a scheme like this: 
just arrange the coordinate and di-
mension values to be linearly increas-
ing or decreasing in appropriate ways. 
The following program dynamically 
generates <div> elements exactly as 
the static markup:

<script>
    �for(var i = 1; i < 9; 

i++) 
      �with(document)

with(body.appendChild(
createElement(“div”)).
style) 

    {
       �left = i * 10;  

height = i * 10;
    }
</script>



52    communications of the acm    |   march 2013  |   vol.  56  |   no.  3

practice

Standard rasterizer algorithms such as 
Bresenham’s permit drawing all kinds 
of figures. Any programmer who has 
taken Computer Graphics 101 has seen 
enough now to create an entire work-
able 2D graphics library in HTML.

Logarithmic Performance
It is possible to achieve quadratic 
performance from pixels and linear 
performance from rasters. Can we do 
better than linear? Lau found loga-
rithmic performance, meaning that 
doubling the linear size of a figure 
requires only a constant amount of 
more work, usually just one or two 
more calls to primitives. Logarithmic 
is much more efficient than linear. 
The difference is the same as that 
between binary search and linear 
search. Lau noticed that <div> + CSS 
has a subtly hidden primitive right 
triangle, if you know where to look. 
Then he presented a beautiful way to 
decompose an arbitrary triangle into 
a logarithmic number of right trian-
gles: his glorious hack.

Notice in Figure 5 that HTML allows 
rendering the four borders of a <div> 
completely independently by setting 
the border-XXX colors. Setting the 
width of the <div> to zero removes the 
text, leaving just four triangles, as in 
Figure 6. 

Is it possible to get rid of two of 
the triangles? This is straightforward: 
make the width of the right (yellow) 
border zero as in the “animation” in 
Figure 7, and similarly shrink the bot-
tom (blue) border to make it disappear 
as well, as in Figure 8; this leaves just a 
green and a red right triangle.

Figure 1. The “Utah Teapot” (from “Fast Ray Tracing by Ray Classification,” by James Arvo 
and David Kirk, 1987).

Figure 2. The teapot rendered in HTML, CSS, and JavaScript.

Figure 3. Lau’s DHTML demo. Figure 4. Render of linear method.
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Now, setting one of the remaining 
border colors to “transparent” renders 
a single right triangle at the native effi-
ciency of the underlying browser’s ren-
dering engine, presumably very high 
(Figure 9). 

Setting the left and bottom borders’ 
width to zero and making the other 
appropriate borders transparent—
straightforward extensions of Lau’s 
method—produces HTML primitives 
for all four kinds of right triangles, as 
in Figure 10. 

Assume at this point a JavaScript 
function drawRightTriangle(P1, 
P2, P3) that can render any of these 
right triangles given the (coordinates 
of the) three vertices. The details are te-
dious and unenlightening, but suffice 
it to say that each of the four branches 
in the implementation must set the 
proper attributes of an underlying 
<div> tag, either directly or through 
CSS style classes. 

Now we have really fast right tri-

the underlying recursive description 
is elegant, as follows: 

Consider an arbitrary triangle; by 
definition of a triangle, the three verti-
ces are not all on the same line. There 
are just two cases to consider: either 

angles, but where are the arbitrary 
triangles with logarithmic perfor-
mance, where doubling the triangle 
size means just one or two extra calls 
to the right-triangle primitive? Lau’s 
original code is iterative in style, but 

Figure 5. HTML border colors. Figure 6. Triangles in HTML.

My borders are bigger than yours

Figure 7. Shrinking the first triangle.

Figure 8. Shrinking the second triangle.

Figure 9. Making the third triangle  
transparent.

(a)

(b)

Figure 10. HTML primitives for all four 
kinds of right triangles.

(a)

(b)
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drawTriangleWithOneHorizon-
talLeg.  Recall that the two kinds of 
triangles-with-one-horizontal-leg are 
hanging-down and standing-up. They 
are completely symmetric, so let us 
work out the final steps only for the 
standing-up triangle. There are three 
possible cases: 

˲˲ The tip is between the two base ver-
tices—an acute triangle. 

˲˲ The tip is exactly over one of the 
two base vertices—a right triangle. 

˲˲ The tip is either to the right or the 
left of the base segment—an obtuse tri-
angle.

If acute, cut the triangle vertically into 
two right triangles and call it a day! If 
right, well, it is a right triangle and done! 
If obtuse, then cut the triangle vertically 

P4.x == P3.x+(P1.x-P3.x)((P4.y-P3.y)/
(P1.y-P3.y))

The pseudocode, assuming that P1, 
P2, and P3 are in downward, increas-
ing-y order, is:

    �function  
drawTriangleWithoutHorizont
alLeg(P1, P2, P3)

    {   �… compute P4 according 
to equations above … ;

        �drawTriangleWithOneHori
zontalLeg(P1, P2, P4);

        �drawTriangleWithOneHori
zontalLeg(P3, P2, P4);   

    }

There is one final function to write: 

there is one horizontal leg, or there is 
not (Figure 11). If there is one hori-
zontal leg, then skip to the next para-
graph. If there is not one horizontal 
leg, then cut the triangle with one 
horizontal line into two triangles, 
each with one horizontal leg. Cutting 
the triangle means computing the 
coordinates of a new point, P4, as in 
Figure 12.

The y coordinate of the new point 
P4 is the same as the y coordinate of 
the middle-in-y point, P2—that is, 
P4.y == P2.y—and the x coordinate 
of the new point is proportionately as 
far from the x coordinate of the bot-
tom point as the y coordinate of the 
new point is from the y coordinate of 
the bottom point:

Figure 11. Two types of triangle.

Triangle with one horizontal leg Triangle without one horizontal leg

Figure 12. Forcing a horizontal side of the 
triangle.

P3

P2 P4

P1

Figure 13. Forcing a vertical side of the triangle.

donedone

Acute

done

Right

done

recurse

Obtuse

Figure 15. A small improvement.

Set my height to zero

Set my color  
transparent

Set my color  
transparent

Set my color to  
desired color

Figure 14. The decomposition of a triangle.

P2

P1

P2

Acute

Obtuse



practice

march 2013  |   vol.  56  |   no.  3  |   communications of the acm     55

into one right triangle (done) and one 
obtuse triangle (recurse on drawTri-
angle). Beautiful! (See Figure 13.)

To avoid infinite recursion in the 
third case, you must also stop if a trian-
gle is too small—say, smaller than one 
pixel. From this description, all the cor-
ner cases are covered and any program-
mer should be able to write a correct 
implementation that performs well. 
When all the recursion has bottomed 
out, the decomposition of a triangle 
looks like Figure 14, which is what Lau 
drew in the first place.

His algorithm decomposes an arbi-
trary triangle into one or two triangles 
with horizontal legs; let’s call those 
aligned triangles. It decomposes any 
acute aligned subtriangle into two 
aligned right triangles, and it decom-
poses any aligned obtuse subtriangle 
into a recursive number of aligned 
right triangles. Mathematically, this 
recursive number is infinite. Computa-
tionally, because you can render only a 
finite approximation of the mathemat-
ical structure on a screen with a finite 
pixel size, the number is logarithmic in 
the size of the figure. 

Note the following small improve-
ment: an acute aligned triangle can be 
rendered directly by setting the border 
opposite the aligned leg of the <div> 
to zero width and the borders on either 
side of the target triangle to transpar-
ent color, as in Figure 15.

Also note that it seems impossible 
to decompose an obtuse aligned tri-
angle into a finite number of acute 
aligned triangles. Marc Levy provides 
the following argument sketch: if 
there were a finite number, then you 
could find the smallest one by sorting 
them by size. Consider the smallest 
one and draw a horizontal cut from 
its vertex farthest from the base of the 
original triangle. The residue is a tri-
angle similar to the original triangle, 
thus leaving a smaller version of the 
original problem, in which there are 
even smaller acute aligned triangles. 
We assumed, however, that we had the 
smallest one, so that premise must be 
wrong: there does not exist a small-
est one; therefore, there is not a finite 
number of them.

From a Teapot to 
Triangles and Back
Now that you know how to draw any 
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triangle anywhere on the screen, how 
can you get the teapot? First, get some 
data from the public domain in a well-
documented format called OFF (http://
segeval.cs.princeton.edu/public/off_
format.html) as seen in Table 1. 

Use a free graphics tool to decimate 
the data (trim it down to manageable 
size) to get the data in Table 2. Then 
convert the data into JavaScript via edi-
tor macros or a simple script. The final 
ingredients to the graphics pipeline 
are backface culling, Z-ordering, orien-
tation by quaternions, and a kinemat-
ics library for spinning the object. Add 
a little spring-and-dashpot physics, 
and you can make your teapot bounce, 
morph, shatter, and unshatter. Code 
for all of these examples is available at 
https://github.com/gousiosg/teapots.

With the right leverage applied at 
exactly the right fulcrum point, it is 
relatively easy to do amazing things, 
such as rendering the classic teapot 
in HTML and CSS. Or, to paraphrase 
the Hacker’s dictionary, we can ex-
tract great pleasure out of stretching 
the capabilities of programmable 
systems beyond the original intent of 
their designers.	

Table 1. Original teapot data; 3,751 triangles too much for good dynamic performance.

1976 3751 11253

-3.0000 1.65 0

-2.98711 1.65 -0.098438

-2.98538 1.56732 -0.049219

... 1976 vertex-coordinate triplets ...

3 1455 1469 1459

3 1449 1455 1459

3 1462 1449 1459

... 3751 triangle patches as indices into the array  

of vertex-coordinate triplets ...

Table 2. Teapot data after uniform decimation; 263  triangles with great performance.

166 263 0

0.000000 0.000000 0.488037

0.941342 -0.188153 0.626546

-0.000023 -0.032926 0.473905

... 166 vertex-coordinate triplets ...

3 57 50 130

3 57 130 123

3 50 81 47

... 263 triangle patches as indices into the array  

of vertex-coordinate triplets ...

https://github.com/gousiosg/teapots
http://queue.acm.org
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Mobile performance issues?  
Fix the back end, not just the client.

By Kate Matsudaira

M obile clients hav e  been on the rise and will only 
continue to grow. This means that if you are serving 
clients over the Internet, then you cannot ignore the 
customer experience on a mobile device.

There are many informative articles on mobile 
performance, and just as many on general API 
design, but you will find few discussing the design 
considerations needed to optimize the back-end 
systems for mobile clients. Whether you have an app, 
mobile website, or both, it is likely these clients are 
consuming APIs from your back-end systems. It is this 
part of that infrastructure that this article is about.

Certainly, optimizing the on-mobile performance of 
the application is critical, but software engineers can 
do a lot to ensure mobile clients are remotely served 
both data and application resources in a reliably 
performant manner.  

What is so special about mobile? If you were to go 
back in time and use the Internet, you would notice 

that most websites felt slower. The 
technology has now evolved to the 
point that clients can efficiently use 
and negotiate low-bandwidth chan-
nels. Mobile clients, however, do not 
have the computer power, storage, and 
high-bandwidth connections of desk-
tops, so mobile needs to be thought 
about a little differently.

Here are some of the special con-
siderations to take into account when 
building mobile-based applications:

˲˲ Limited screen size. There is less 
space for data and images.

˲˲ Smaller number of simultaneous 
connections. This one is important be-
cause unlike Web browsers that can 
run many concurrent asynchronous re-
quests, mobile browsers have a limited 
number of connections per domain at 
any given moment.

˲˲ Slower network. Network perfor-
mance is heavily affected by poor sig-
nal reception and multiple cellular 
handovers (even though some clients 
are on Wi-Fi, some networks are con-
gested and can require additional look-
ups if a user changes cell towers).

˲˲ Slower processing power. Extensive 
client-side computations, 3D graphics 
rendering, and heavy JavaScript usage 
can greatly affect performance.

˲˲ Smaller caches. Mobile clients are 
generally memory-restricted so it is 
best not to rely heavily on cached con-
tent for performance.

˲˲ “Special” browsers. In many ways 
the mobile browser ecosystem is remi-
niscent of the fragmented desktop 
browser scene of several years ago, with 
mobile vendors producing versions with 
fatal deficiencies and incompatibilities.

Although there are many ways to 
tackle these unique obstacles, this ar-
ticle focuses on what can be done from 
an API or back-end service to improve 
the performance (or the perception 
thereof) of mobile clients. The article 
is divided into two parts:

˲˲ Minimizing network connections 
and the need to transmit data—effi-
cient media handling, effective cach-
ing, and employing longer data-orient-
ed operations with fewer connections.

Making  
the Mobile 
Web Faster

http://queue.acm.org
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˲˲ Sending the “right” data across 
the network—designing APIs to return 
only the data that is needed/requested, 
and optimizing for the various types of 
forms of mobile devices.

Although this article is focused sole-
ly on mobile, many of the lessons and 
ideas can be applied to other API client 
forms as well.

Minimizing connections and data 
across the network. Minimizing the 
number of HTTP requests required to 
render a Web page is undoubtedly one 
of the biggest ways of improving mo-
bile performance. There are many ways 
to do this, but the exact approach may 
depend on your data and the architec-
ture of your application.

In most cases you want to minimize 
how much information is sent across 
the network.  Rendering on the server 
has its advantages (such as when the 
server sends back whole HTML pages) 
since it requires less compute and 
processing resources than doing so 
on the client. Of course, the downside 
of this approach is that the more code 
rendered server side, the more likely 
that code may have display issues 
in client browsers (and dealing with 
browser compatibility is seldom fun). 
Still, the more that can be done on 
the client, the fewer trips across the 
network. After all, that is why “apps” 
have become so popular—if you could 
do everything in the Web browser with 
the network, this would be a mobile 
website world.

Minimize image requests. In a stan-
dard browser, making a single request 
for each image on the page results in 
speed improvements and allows you 
to take advantage of caching for each 
image. The browser is able to execute 
each request quickly and in parallel, so 
there is not a big performance hit for 
making many requests (and with the 
caching benefits there can even be per-
formance gains). This same request, 
however, can be a killer on mobile.

Since every request for data on a 
mobile device can require substan-
tially more overhead, it can add signifi-
cant latency to each request. There-

fore, minimizing image requests can 
reduce the number of requests and in 
some cases the amount of data that 
needs to be sent (which can also help 
mobile performance).    

Here are some strategies to consider: 
Use image sprites. The use of image 

sprites can reduce the number of in-
dividual images that need to be down-
loaded from the server, but sprites can 
be cumbersome to maintain and diffi-
cult to generate in some circumstanc-
es (such as on product search results 
where you are showing thumbnail im-
ages for many products).

Use CSS instead of images. Avoid-
ing images where possible and us-
ing CSS (Cascading Style Sheets) 
rendering for shadows, gradients, 
and other effects can reduce the 
amount of bytes that need to be trans-
mitted and downloaded.

Support responsive images. A popu-
lar way of delivering the right image 
to the right device is using responsive 
images. Apple does this by loading 
regular images and then replacing 
them with high-resolution ones using 

JavaScript.7 There are several other 
ways3 of approaching this problem, 
but the issue is far from solved.12

In these cases you should make sure 
that the server-side support and APIs 
are able to support different versions 
of the same image, and the exact way to 
do that will depend on the approach of 
the clients. For example, one easy way 
of doing this with an API is to support 
a handful of image sizes as a parameter 
for the request, as shown in Figure 1.

To keep APIs simple, make this pa-
rameter optional and send back a de-
fault size. To pick your default size, se-
lect either the smallest size (to handle 
situations such as responsive images) 
or the most commonly used size on 
your website.

Use data URIs for images inline to 
minimize extra requests. An alternative 
to sprites is to use data URIs (uniform 
resource identifiers) to embed images 
inline within the HTML itself. This 
makes the images part of the overall 
page, and while the URI-encoded im-
ages can be larger in terms of bytes, 
they compress better with gzip com-
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pression, which helps minimize the 
effect of transmitting additional data. 

If using URIs, then make sure to:
˲˲ Resize images to the appropriate 

size before encoding into the URI 
payload.

˲˲ Gzip-compress responses (to take 
advantage of compression).

˲˲ Note that URI-encoded images are 
part of the CSS of the page. As a result, 
caching of individual images is more 
difficult, so do not use this approach 
if there are good reasons to cache the 
image locally (that is, it is reused fre-
quently on several pages).

Leverage localStorage and caching. 
Since mobile networks can be slow, 
HTML, CSS, and images can be stored 
in localStorage to make the mobile ex-
perience faster. (There is a great case 
study on Bing’s improvements using 
localStorage for mobile to reduce the 
size of an HTML document from about 
200KB to about 30KB.11)

Pulling data out of local storage can 
negatively impact performance,13 but it 
is typically much less than the latency 
incurred going across the network. In 
addition to localStorage, some apps 
are using other features in HTML5,6 

such as appCache,1 to improve perfor-
mance and startup time.

One optimization that can be lever-
aged on the server involves being aware 
of what is on the device. By embed-
ding CSS and JavaScript directly within 
a single Web request, then storing a 
reference to those files on the client, 
it is possible to track what has been 
downloaded and resides in the cache. 
Then, the next time the client makes a 
request to the server, it can pass the ref-
erences to its cached files to the server 
via a cookie. The server then only has to 
send new files over the network, which 
prevents the client from downloading 
those assets again.  

This trick to leverage local caching 
can save a lot of time. (For more details 
on how directly to embed and then ref-
erence these files, as well as other re-
sources for more reading on the topic, 
see Mark Pilgrim’s Dive into HTML5.8)

Prefetch and cache data. One great 
way to improve perceived performance 
is by prefetching data that will be used 
throughout the mobile experience so 
it can be loaded directly on the device 
without additional requests—for ex-
ample, paginated results, popular que-

request for product

3rd Party Data 
(Local Prices)

Figure 3.  An API call with third-party prefetching (along with Figure 2).

API 
Layer

Backend 
Product 
Service

Local 
cache

request for 
local prices

request with  
product detail

request for pricesrequest with local prices

Figure 1. Example request and response using a parameter to indicate image size.

Request: 
http://yourdomain.com/api/objects.json?objectIds=18369542&imageSize=IMG_
140x140 

Response: 
objects: [ 
     { product: {
          id: “18369542”,
          title: “Upright Freezer”,
          brand:  “Frigidaire”,
          imageURL: “https://yourdomain.net/140x140/18369542- 
140x140.jpg”,
     }   }
     { product: {
          id: “14958145”,
          title: “Sony Bravia 32” LCD”,
          brand:  “Sony”,
          imageURL: “https://yourdomain.net/140x140/14958145- 
140x140.jpg”,
     }   }
]

These are the size options used in my last project 
{‘IMG_ORIGINAL’|’IMG_70x70’|’IMG_80x80’|’IMG_85x85’|’IMG_90x90’|’IMG_100
x100’|’IMG_140x140’|’IMG_160x160’|’IMG_170x170’|’IMG_180x180’|’IMG_200x2
00’|’IMG_312x312’}

Figure 2. Example request and response for a specific product, with a flag indicator to 
show prefetching data.

Request for product: 
http://example.com/api/products.json?productId=18369542&local=true

Response: 
{“product: {
  “id: “18369542”,
  “title: “Upright Freezer”,
  “brand:  “Frigidaire”,
}}

Request for prices: 
http://example.com/api/prices.json?productId=18369542
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ries, and user data.  Thinking about 
these use cases and factoring them 
into your API design will allow you to 
create APIs designed for prefetching 
and caching data before the user inter-
acts with it, increasing the perception 
of responsiveness.  

If your client is an app, then for data 
that is not likely to change between 
updates (such as categories or main 
navigation) consider shipping the data 
inside the app so it never requires a trip 
across the network. 

If you want to get sophisticated, 
ship the data inside the app but also 
create a versioning and expiration 
scheme; that way, the app can ping the 
server in the background and update 
the data only if the version on the de-
vice is out of date.

Ideally, you want to transfer data 
when needed by the client and pre-
load data when advantageous to do so 
(such as, when the network or other 
required resources are not in use). 
Therefore, if an end user will not view 
the image or content, then do not 
send it (this is particularly important 
for responsive sites since some just 
“hide” elements). Design your APIs to 
be flexible and support sending small-
er payloads to the client.

A great use case for prefetching 
images is a gallery of image results, 
such as a list of products on an e-
commerce site. In these situations it 
is worth downloading the previous 
and next image(s) to speed up inter-
actions and browsing. Be careful, 
however, not to go overboard and 
fetch too far ahead; otherwise, you 
could end up requesting data that 
may not be seen by the user. 

Use nonblocking I/O. With client 
optimizations, it is well known to watch 
out for blocking JavaScript execution,14 
which can have a big impact on the per-
ception of performance. This is even 
more important for APIs. If there is a 
longer API call, such as one that could 
rely on a third party and might time 
out, it is important to implement this 
as nonblocking (or even long-waiting) 
and instead choose a polling or trigger-
ing model:

˲˲ Polling API (pull-based model). 
The client makes a request and then 
periodically checks for the results of 
that request, periodically backing off 
if required. 

˲˲ Triggering API (push-based model). 
The call makes the request and then 
listens for a response from the server. 
The server is provided a call back so it 
can trigger an event letting the caller 
know the results are available. 

Triggering APIs are typically more 
difficult to implement, as connec-
tions on mobile clients are unreliable. 
Therefore, polling is a much better op-
tion in most cases.

For example, in Decide.com’s mo-
bile app,4 each product page shows 
availability and pricing at stores close 
to a user’s location. Since a third party 
delivers those results, the developers 
did not want the local pricing to take as 
long as the partner’s API did to deliver 
results to the client. To work around 
this, Decide.com created its own wrap-
per API that allows users to pass a flag 
for any product query (a set of APIs sup-
ported retrieving product data in vari-
ous ways) that would signal the server 
to retrieve local prices for that product.  
Those prices would be stored in the 
server’s cache. Then in the event the 
user would want the local pricing for 
the product, those prices would have a 
higher probability of being in the cache 
and would not incur the longer wait 
times from the third-party partner.   

This method is a lot like prefetching 
on the client but is instead done on the 
server side with APIs and data. Figure 
2 depicts sample requests to show how 
this works.

As shown in Figure 3, this call looks 
in the cache first, and if the prices for 
that product are not present, it calls the 
third-party API and waits.

In general, you want to make sure 
that APIs return quickly and do not 
block while waiting for results, since 
mobile clients have a limited number 
of connections. In cases where some 
components are significantly slower 
than others on the server side, it can 
be worth breaking the API into sepa-
rate calls using typical response time 
as a factor. That way the client can 
start rendering pages from the initial 
fast response calls while waiting for 
the slower ones. The goal is to mini-
mize the time-to-text rendering on 
the screen.

You should avoid chatty APIs, and 
it is important in slow network situa-
tions to avoid several API calls. A good 
rule of thumb is to have all the data 

You want to make 
sure that APIs 
return quickly  
and do not block 
while waiting for 
results, since 
mobile clients have 
a limited number  
of connections.

http://Decide.com
http://Decide.com
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Design your APIs  
to allow clients  
to request just  
the information  
they need.

needed to render a page returned in a 
single API call.

Avoid redirects and minimize DNS 
lookups. When it comes to requests, 
redirects can negatively impact per-
formance, especially if they cross do-
mains and require a DNS lookup.

For example, many sites handle 
their mobile sites using client-side re-
directs; for example, when a mobile 
client goes to its main site URL (for ex-
ample, http://katemats.com), it would 
redirect the client to the mobile site 
(http://m.katemats.com). This is espe-
cially common when the sites are built 
on different technology stacks. Here is 
an example of how this works:

1.	 A user Googles “yahoo” and clicks 
on the first link in the results.

2.	 Google captures the click using its 
own tracking URL and then redirects 
the phone to http://www.yahoo.com 
[redirect].

3.	 Google’s redirect response goes 
through the cell tower and then back to 
the phone.

4.	 Then there is a DNS lookup for 
www.yahoo.com.

5.	 The IP resulting from the DNS 
lookup is sent through the cell tower 
and back to the phone.

6.	 When the phone hits http://www.
yahoo.com, it is recognized as a mo-
bile client and is redirected to http:// 
m.yahoo.com [redirect].

7.	 The phone then has to do an-
other DNS lookup for that subdomain 
(http://m.yahoo.com).

8.	 The IP resulting from the DNS 
lookup is sent through the cell tower 
and back to the phone.

9.	 The resulting HTML and assets 
are finally sent back through the cell 
tower and then to the phone.

10.	 Some of the images on pages of 
the mobile site are served via a CDN 
(content delivery network), referencing 
yet another domain, http://l2.yimg.com.

11.	 The phone then has to do an-
other DNS lookup for that subdomain, 
http://l2.yimg.com.

12.	 The IP resulting from the DNS 
lookup is sent through the cell tower 
and back to the phone.

13.	 The images are rendered, com-
pleting the page.

As is obvious from this example, a 
lot of overheard is involved in these re-
quests. They can be avoided by using 
redirects on the server side (routing 

via the server and keeping DNS look-
ups and redirects to a minimum on 
the client) or by using responsive tech-
niques.2 If DNS lookups are unavoid-
able, try using DNS prefetching for 
known domains to save time.

Use HTTP pipelining and SPDY. 
Another useful technique is HTTP 
pipelining, which allows for combin-
ing multiple requests into one.  If I 
were to implement an optimization 
translation layer, however, I would opt 
for SPDY, which essentially optimizes 
HTTP requests to make them much 
more efficient. SPDY is getting trac-
tion in places such as Amazon’s Kindle 
browser, Twitter, and Google.

Sending the “Right” Data
Depending on the client, the experi-
ence may require different files, CSS, 
JavaScript, or even the number of re-
sults. Creating APIs in a way that sup-
ports different permutations and ver-
sions of results and files provides the 
most flexibility for creating amazing 
client experiences.

Use limit and offset to get results. As 
with regular APIs, fetching results us-
ing limit and offset allows clients 
to request ranges of the data that make 
sense for the client’s use case (thus, 
fewer results for mobile). The limit 
and offset notation is more common 
(than, say, start and next), well under-
stood in most databases, and therefore 
easy to build on:

/products?limit=25&offset=75

You should choose a default that 
caters either to the lowest or highest 
common denominator, depending on 
which clients are more important to 
your business: smaller if mobile clients 
are your biggest users; bigger if users 
are likely to be on their desktops, such 
as a B2B website or service.

Support partial response and par-
tial update. Design your APIs to allow 
clients to request just the informa-
tion they need. This means that APIs 
should support a set of fields, instead 
of returning the full resource represen-
tation each time. By avoiding the need 
for clients to collect and parse unnec-
essary data, it can simplify the requests 
and improve performance.

Partial update allows clients to do 
the same thing with data they are writ-
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ing to the API (thereby avoiding the 
need to specify all elements within the 
resource taxonomy).

Google supports partial response 
by adding optional fields in a comma-
delimited list as follows:

http://www.google.com/calendar/
feeds/zachpm@google.com/pri-
vate/full?fields=entry(title, 
gd:when)

For each call, specifying entry indicates 
that the caller is requesting only a par-
tial set of fields. 

Avoid or minimize cookies. Every time 
a client sends a request to the domain, it 
will include all of the cookies that it has 
from that domain—even duplicated en-
tries or extraneous values. This means 
keeping cookies small is another way to 
keep payloads down and performance 
up. Do not use or require cookies unless 
necessary. Serve static content that does 
not require permissions from a cookie-
less domain, such as images from a stat-
ic domain or CDN. (The Google Develop-
ers site provides some best practices for 
cookies and performance.5)

Establish device profiles for APIs. 
With the many different screen sizes 
and resolutions on desktops, tablets, 
and mobile phones, it is helpful to es-
tablish a set of profiles you plan to sup-
port. For each profile you can deliver 
different images, data, and files so they 
suit each device; you can do this using 
media queries on the client.10

If each profile is tailored to a device, 
then it has the opportunity to offer a 
better user experience. For each differ-
ent function and scenario supported 
by each profile, however, the more diffi-
cult it will be to maintain (since devices 
are constantly changing and evolving). 
As a result, the smartest approach is 
to support only as many profiles as ab-
solutely necessary for your particular 
business. (The mobiForge website of-
fers more information on some trade-
offs and options for creating great ex-
periences on different devices.9)

For most applications three profiles 
will be sufficient:

˲˲ Mobile phone—smaller images, 
touch enabled, and low bandwidth.

˲˲ Tablet—larger images designed 
for lower bandwidth, touch enabled, 
more data per request.

˲˲ Desktop—larger, high-resolution 

images designed for tablets with high 
resolution and Wi-Fi or desktop browsers.

Selecting the right profile can be 
handled by the client, which means on 
the server side APIs just need to sup-
port this configuration. You should 
design APIs to take these profiles as 
input, or parameters, and send differ-
ent information based on the device 
making the request. Depending on the 
application, this may mean sending 
smaller images, fewer results, or inline 
CSS and JavaScript.

For example, if one of your APIs re-
turns search results to the client, each 
profile might behave differently as:

/products?limit=25&offset=0

This would use the default profile 
(desktop) and serve up the standard 
page, making a request for each image 
so subsequent product views could be 
loaded from cache:

/products?profile=mobile&limi
t=10&offset=0

This would return 10 product results 
and use the low-resolution images en-
coded as URIs with the same HTTP re-
quest: 

/products?profile=tablet&limi
t=25&offset=0

This would return 20 product results 
using the larger-size low-resolution im-
ages encoded as URIs with the same 
HTTP request.

You can even create special profiles 
for devices such as feature phones. Un-
like smartphones, feature phones can 
cache files on only a per-page basis, so 
it is better to send CSS and JavaScript 
with each request for these clients. Us-
ing profiles is an easy way to support 
that functionality server side. 

You should use profiles instead of 
partial responses when the response 
from the server is drastically different 
per profile—for example, if the response 
has inline URI images and compact 
layout in one case but not the other. Of 
course, profiles could be specified using 
a “partial response,” although typically 
it is used to specify a part (or portion) of 
a standard schema (such as a subset of a 
larger taxonomy), not a whole different 
set of data, format, among others.

Conclusion
There are many ways to make the Web 
faster, including mobile. This article 
is meant to be a useful reference for 
API developers who are designing the 
back-end systems that support mobile 
clients—and to this end, ultimately 
enabling and preserving a positive mo-
bile-application user experience.	
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Urb an reconnaissan ce and  search-and-rescue 
missions are ideal candidates for multi-robot teams 
due to the potential hazard the missions pose to 
humans and the inherent parallelism that can be 
exploited by teams of cooperating robots. However, 
these domains also involve challenging problems due 
to having to work in complex, stochastic, and partially 
observable environments. In particular, non-uniform 
and cluttered terrain in unknown environments is 
a challenge for both state-estimation and control, 
resulting in complicated planning and perception 
problems. Limited and unreliable communications 

further complicate coordination 
among individual agents and their hu-
man operators. 

To help address the problems, the 
Multi-Autonomous Ground robot In-
ternational Challenge (MAGIC), held 
November 2010 in Adelaide, Australia, 
brought together five teams, including 
nearly 40 robots, to pursue more than 
$1 million in prize money in a competi-
tion organized and funded by the Aus-
tralian government’s Defence Science 
and Technology Organisation (DSTO, 
http://www.dsto.defence.gov.au/MAG-
IC2010/) and the U.S. Army’s Research, 
Development and Engineering Com-

Exploration 
and Mapping 
with 
Autonomous 
Robot Teams 

doi:10.1145/2428556.2428574

The MAGIC 2010 robot competition showed 
how well multi-robot teams can work with  
human teams in urban search. 

By Edwin Olson, Johannes Strom, Rob Goeddel,  
Ryan Morton, Pradeep Ranganathan,  
and Andrew Richardson 

http://www.dsto.defence.gov.au/MAGIC2010/
http://www.dsto.defence.gov.au/MAGIC2010/
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mand (RDECOM, www.rdecom.army.
mil/). The teams were instructed to ex-
plore and map a large indoor-outdoor 
area while recognizing and neutraliz-
ing threats (such as simulated bombs 
and enemy combatants). Although the 
contest showcased the ability of teams 
to coordinate autonomous agents in 
a challenging environment it also re-
flected the limitations of the state of 
the art in state estimation and percep-
tion (such as map-building and object 
recognition) (see Figure 1). 

MAGIC is the most recent of the 
robotics Grand Challenges, following 
in the tradition of well-known com-

petitions sponsored by the Defense 
Advanced Research Projects Agency 
(DARPA) tracing back to a 2001 U.S. 
congressional mandate requiring one-
third of all ground combat vehicles 
to be unmanned by 2015. Over the 
course of the DARPA challenges, teams 
developed technologies for fully au-
tonomous cars, including the ability 
to drive in urban settings, navigating 
moving obstacles and obeying traffic 
laws.18,19 Moreover, they fostered devel-

 key insights

 � �Human operators can help a robot team 
be more efficient and recover from errors. 

 � �A good state estimate, in the form of a map, 
is the most critical piece of information for 
a team of robots—and the most difficult 
to obtain.

 � �Grand Challenge competitions like  
MAGIC highlight challenging open 
problems and provide a venue for 
evaluating new approaches. 

Figure 1. Team Michigan robots. Michigan deployed 14 custom-made robots  
that cooperatively mapped a 500m × 500m area; each included a color camera  
and laser range finder capable of producing 3D point clouds. 
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opment of new methods for planning, 
control, state estimation, and perhaps 
most important, robot perception and 
sensor fusion. 

Unfortunately, however, these ad-
vances were not mirrored in smaller 
robots (such as those used by soldiers 
searching for and neutralizing impro-
vised explosive devices, or IEDs) or for 
robots intended to help first respond-
ers in search-and-rescue missions. 
Instead, tele-operation, or remote-
joystick control by a human, remains 
the dominant mode of interaction 
(see Figure 2). These real-world sys-
tems pose several challenges not in 
the DARPA challenges: 

Limited/unreliable GPS. The Global 
Positioning System (GPS) is often un-
reliable or inaccurate in dense urban 
environments or indoors. GPS can also 
be jammed or spoofed by an adversary; 
the winning DARPA vehicles relied ex-
tensively on GPS; 

Multi-robot cooperation. Robots are 
individually generally less capable 
than humans, with their potential 

arising from multi-robot deployments 
that explicitly coordinate with one an-
other; and 

Humans in the loop. By allowing hu-
mans to interact with robot teams in 
real time, the system becomes more 
effective and adaptable to changes in 
mission objectives and priorities; this 
ability entails developing visualization 
methods and user-interface abstrac-
tions that allow humans to understand 
and manipulate the state of the team. 

MAGIC focused on increasing the ef-
fectiveness of multi-robot systems by in-
creasing the number of robots a single 
human operator can manage effective-
ly. This is in contrast to more-traditional 
robot systems that typically require one 
or more operators per robot.2 Partici-
pants were required to deploy a team of 
cooperating robots to explore and map 
a hostile area, recognize and catalog the 
location of interesting objects (such as 
people, doorways, IEDs, and cars), and 
perform simulated neutralization of 
IEDs using a laser pointer. Two human 
operators were allowed to interact with 

each robot team, but interaction time 
was measured and used to calculate a 
penalty to each team’s final score. 

The contest attracted 23 teams 
from around the world, a number re-
duced through a series of competitive 
down selects to five finalists invited to 
the final competition at the Adelaide 
Showgrounds, a 500m × 500m area 
including indoor and outdoor spaces. 
Aerial imagery provided by contest or-
ganizers was the only prior knowledge. 
While previous DARPA challenges pro-
vided detailed GPS waypoints describ-
ing the location and topology of safe 
roads, MAGIC robots would have to 
figure out such information on their 
own. Whereas other search-and-res-
cue robotics contests typically focus 
on smaller environments with signifi-
cant mobility and manipulation chal-
lenges (such as the RoboCup Rescue 
League, http://www.robocuprescue.
org/), MAGIC was at a much larger 
scale, with greater focus on autono-
mous multi-robot cooperation.16 

To succeed, a team had to combine 
robot perception, mapping, planning, 
and human interfaces. Here, we high-
light some of the key decisions and 
algorithmic choices that led to Michi-
gan’s first-place finish.14 Additionally, 
we highlight how Michigan’s mapping 
and state-estimation system differed 
from the other competitors, one of the 
key differences setting Michigan apart. 

System Design 
The Michigan system was largely cen-
tralized: A ground-control station near 
the center of the competition area col-
lected data from individual robots, 
fused it to create an estimate of the 
current state of the system (such as 
position of robots and location of im-
portant objects), then used it to assign 
new tasks to the robots. Most robots 
focused on exploring the large compe-
tition area, a task well suited to paral-
lelization. However, other robots were 
able to perform additional tasks (such 
as neutralizing IEDs). The discovery 
of such a device would cause a “neu-
tralize” task to be assigned to a nearby 
robot. Each team’s human operators 
were positioned at the ground-control 
station where they could view current 
task assignments, a map of the operat-
ing area, and (perhaps most important) 
guide the system by vetting sensor data 

Figure 2. Finalist robots. 

(a)

(c)

(b)

(d)

Each team used a unique robot 
platform (in ranked order, 
left to right): Michigan had 14 
custom-built robots; Penn had 
seven custom-built robots; 
the Reconnaissance and 
Autonomy for Small Robots 
team, principally organized by 
Robotics Research LLC and 
QinetiQ, based its seven robots 
on the Talon commercial plat-
form; MAGICian, a coalition of 
Australian schools, adapted 
a commercial base for its five 
robots; and Cappadocia, a co-
alition based mainly in Turkey, 
had six custom-built robots. 

http://www.robocuprescue.org/
http://www.robocuprescue.org/
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or overriding task assignments. 
Michigan’s robots received their 

assignments via radio and were re-
sponsible for executing their tasks 
without additional assistance from the 
ground-control station; for example, 
robots used their 3D laser range finder 
to identify safe terrain and avoid ob-
stacles on their own. They were also re-
sponsible for autonomously detecting 
IEDs and other objects. The informa-
tion they gathered (including object-
detection data and a map of the area 
immediately around the robot) was 
heavily compressed and transmitted 
back to the ground-control station; in 
practice, these messages were often 
relayed by other robots to overcome 
the limited range of Michigan’s radios. 
With the newly collected information, 
the ground-control station updated its 
map and user interfaces and computed 
new (improved) tasks for each robot. 
This process continued until the mis-
sion was complete. 

Such a system poses many chal-
lenges: How does the ground-control 
station compute efficient tasks for the 
robots in a way that maximizes the ef-
ficiency of the team? How can humans 
be kept informed about the state of 
the system? How can humans contrib-
ute to the performance of the system? 
How do robots reliably recognize safe 
and unsafe terrain? How do robots 
detect dangerous objects? How can 
the information collected by robots 
be compressed sufficiently so it can be 
transmitted over a limited, unreliable 
communications network? And how 
does the ground-control station com-
bine information from the robots into 
a single globally consistent view? 

Recognizing that many of these 
tasks rely on an accurate, detailed map 
of the world, Michigan focused on fus-
ing robot data into a globally consistent 
view. The accuracy of the map was a pri-
mary evaluation criterion in the compe-
tition, as well as a critical component in 
effective multi-agent planning and the 
human-robot interface; for example, 
where should robots go next if one does 
not know where they are now or where 
they have already been. 

A notable difference between Michi-
gan and the other teams was the accu-
racy of the maps it produced. Map qual-
ity pays repeated dividends throughout 
the Michigan system, with correspond-

ing improvement in human-robot in-
terfaces and planning. The variability 
in map quality from team to team is 
a testament to the difficulty and un-
solved nature of multi-robot mapping. 
Michigan began with a state-of-the-art 
system, but it was inadequate in terms 
of both scaling to large numbers of ro-
bots and dealing with the errors that 
inevitably occur. New methods, both 
automatic and humans in the loop, 
were needed to achieve adequate per-
formance; the following section ex-
plores a few of them. 

Technical Contributions 
While MAGIC posed many technical 
challenges, mapping and state estima-
tion were arguably most critical. Using 
GPS may seem like an obvious starting 
point, but even under best-case condi-
tions, it cannot provide a navigation 
solution for the significant fraction of 
the time robots are indoors. Outdoors, 
GPS data (particularly from consumer-
grade equipment) is often fairly good, 
within a few meters, perhaps. GPS can 
also be wildly inaccurate due to effects 
like multi-path. In a combat situation, 
GPS is easily jammed or even spoofed. 
Consequently, despite having GPS re-
ceivers on each robot, Michigan ulti-
mately opted not to use GPS data, re-
lying instead on its robots’ sensors to 
recognize landmarks. This strategy was 
not universally adopted, however, with 
most teams using GPS in some way. 

Mapping and state estimation. Con-
ceptually, map building can be viewed 
as an alignment problem, with robots 
periodically generating maplets of 
their immediate surroundings using a 
laser scanner. The challenge is to de-
termine how to arrange the maplets so 
they form a large coherent map, much 
like the process of assembling a pan-
oramic photo from a number of over-
lapping photos (see Figure 3). Not only 
can the system assemble a map this 
way but also the position of each of the 
robots, since each is at the center of its 
own maplet. 

Michigan’s state-estimation system 
was based on a standard probabilistic 
formulation of mapping in which the 
desired alignment can be computed 
through inference on a factor graph; 
see Bailey and Durrant-Whyte1 and 
Durrant-Whyte and Bailey7 for a sur-
vey of other approaches. The Michigan 

While MAGIC posed 
many technical 
challenges, 
mapping and  
state estimation 
were arguably  
most critical. 
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particular configuration of the world, 
it predicts the distribution of the sen-
sor; for example, a range sensor might 
return the distance between two vari-
able nodes plus some Gaussian noise 
the variance of which can be charac-
terized empirically. 

Our goal was to compute p(x|z), or 
the posterior distribution of the ma-
plet positions, given all sensor observa-
tions. Using Bayes’s rule, and assum-
ing we have no a priori knowledge of 
what the map should look like (or p(x) 
is uninformative), we obtain: 

p(x|z) α ∏ p(zi|x) (1)

The goal was to find the maplet po-
sitions x that has maximum probabil-
ity p(x|z). Assuming all the edges are 
simple Gaussian distributions of the 
form e(zi – µ)T Σ –1 (zi – µ), this computation 
becomes a nonlinear least-squares 
problem. Specifically, we can take the 
logarithm of both sides, which con-

verts the right-hand side into a sum 
of quadratic losses. We maximize the 
log probability by differentiating with 
respect to x, resulting in a first-order 
linear system. The key idea is that 
maximum likelihood inference on a 
Gaussian factor graph is equivalent to 
solving a large linear system; see Th-
run et al.17 for a more detailed explana-
tion. The solution to this linear system 
yields the position of each maplet. 

The resulting linear system is ex-
tremely sparse, as each edge typically 
depends on only two maplet positions. 
In the Michigan system, each maplet 
was generally connected to from two 
to five other maplets. Sparse linear al-
gebra methods can exploit this spar-
sity, greatly reducing the time needed 
to solve the linear system for x. The 
Michigan method was based on sparse 
Cholesky factorization;6 we could com-
pute solutions for a graph with 4,200 
nodes and 6,300 edges in about 250ms 
on a standard laptop CPU. New data is 

factor graph included nodes for un-
known variables—the location of each 
maplet—and edges connecting nodes 
when something is known about the 
relative geometric position of the two 
nodes. Loosely speaking, an edge en-
codes a geometrical relationship be-
tween two maplets; that is “maplet A is 
six meters east and rotated 30 degrees 
from maplet B”; none of these relation-
ships is known with certainty, so edges 
are annotated with a covariance ma-
trix. A map commonly contains many 
of these edges, with many of them sub-
tly disagreeing with one another. 

More formally, let the position of 
all maplets be represented by the state 
vector x, which can be quite large, as it 
contains two translation and one rota-
tion component for each maplet, and 
there can be thousands of maplets. 
Edges convey a conditional probabil-
ity distribution p(zi|x), where zi is a 
sensor measurement. This quantity 
is the measurement model; given a 

Figure 3. Mapping overview. Individual maplets (a) are matched in a pairwise fashion. 

(a)

The resulting network of constraints can be 
represented through a factor graph similar to 
(c) in which circles represent robot positions 
and squares probabilistic constraints. The 
final map (b) is computed by re-projecting all 
sensor observations according to maximum-
likelihood robot positions. 

(b)

(c)
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always arriving, so this level of perfor-
mance allowed the map to be updated 
several times per second. 

An important advantage of using 
the factor graph formulation is that 
it is possible to retroactively edit the 
graph to correct errors; for example, if 
a sensing subsystem erroneously adds 
an edge to the graph (incorrectly as-
serting that, say, two robot poses are a 
meter apart), we could “undo” the er-
ror by deleting the edge and comput-
ing a new maximum likelihood esti-
mate. Such editing is not possible with 
methods based on, say, Kalman filters. 
In this case, we relied on human opera-
tors to correct these relatively rare er-
rors, discussed later. 

Scan matching and loop validation. 
The Michigan mapping approach de-
pended on identifying high-quality 
edges; more edges generally result in a 
better map since the linear system be-
comes over-constrained, reducing the 
effect of noise from individual edges. 

The system used several different 
methods to generate edges, including 
dead reckoning (based on wheel-en-
coder odometry and a low-cost inertial 
measurement unit, or the set of sen-
sors that measures acceleration and 
rotation of the robot) and visual detec-
tion of other robots using their 2D “bar 
codes,” as in Figure 1.10 But the most 
important source of edges in the Michi-
gan system (by far) was its scan-match-
ing system, attempting to align two ma-
plets by correlating them against each 
other, looking for the translation and 
rotation that maximize their overlap. 
One such matching operation (see Fig-
ure 4) includes the probability associ-
ated with each translation and rotation 
computed in a brute-force fashion. 

This alignment process is compu-
tationally expensive, and in the worst 
case, each maplet had to be matched 
with every other maplet. In practice, 
the robot’s dead-reckoning data can 
help rule out many false matches. But 
with 14 robots operating simultane-
ously, and with each one producing 
a new maplet every 1.4 seconds, hun-
dreds or thousands of alignment at-
tempts per second are needed. 

The Michigan approach to mapping 
was based on an accelerated version of 
a brute-force scan-matching system.11 
The key idea is a multi-resolution 
matching system, generating low-res-

olution versions of the maplets and a 
first attempt to align them. Because 
they are smaller, the alignment is much 
faster. Good candidate alignments are 
then attempted at higher resolution. 

While simple in concept, a major 
challenge was ensuring the low-resolu-
tion alignments did not underestimate 
the quality of an alignment that could 
occur with higher-resolution maplets. 
The Michigan solution relied on con-
structing the low-resolution maplets in 
a special way; rather than apply a typi-
cal low-pass-filter/decimate process 
(which would tend to obliterate struc-
tural details), we used a max-decimate 
kernel to ensure matches between low-
resolution maplets never underesti-
mate the overlap that could result from 
aligning full-resolution maplets. When 
aligning low-resolution maplets, we 
never underestimated the overlap that 
could result from aligning the full-res-
olution maplets. 

Michigan’s earlier scan-matching 
work11 considered two different reso-
lutions, allowing approximately 50 
matches per second. This would be 
adequate for a small number of ro-
bots, but for a larger team, it becomes 
a bottleneck. For MAGIC, we modified 
the approach to consider matches over 
a full pyramid of reduced-resolution 
images that resulted in matching rates 
of approximately 500 matches per sec-
ond. The quality of the resulting map 
ultimately depended on the number 
of matches found, and a higher pro-
cessing rate increases the likelihood 

of finding these matches. Our fast-
matching system was pivotal in keep-
ing up with our large robot team. Other 
teams used similar maplet-matching 
strategies though were not as fast; for 
example, the Australian MAGICian 
team reported its GPU-accelerated sys-
tem was capable of seven to 10 match-
es per second. 

The improvement in our matching 
speed allowed us to consider a large 
number of possible matches in real 
time to support our global map. How-
ever, our state-of-the-art method had 
a non-zero false-positive rate, align-
ing maplets based on similar-looking 
structures, even if the maplets are not 
actually near each other. 

There is a fundamental trade-off be-
tween number of true positives and in-
creased risk of false positives. Increas-
ing the threshold for what constitutes 
a “good-enough” match also increases 
the likelihood that similar looking, 
but physically distinct, locations are 
matched incorrectly. Such false-posi-
tive matches can cause the inference 
method to distort the map to explain 
the error. 

To reduce the false-positive rate to 
a usable level, we performed a loop-
validation step on candidate matches 
before the system could add them to 
the factor graph. The basic idea of 
loop validation is to require that mul-
tiple matches “agree” with each oth-
er.4,12,13 Consider a topological “loop” 
of matches: A match between node A 
and B, another match between B and 

Figure 4. Brute-force search for best maplet alignment. The search space is 3D (two  
translation, one rotation) represented as a series of 2D cross-sections. 

Bright areas 
indicate good 
alignment; finding 
the best match 
quickly is critical 
in large-scale 
mapping systems, 
with resulting 
matches becoming 
edges in the factor 
graph. 
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C, and a third match between C and 
A. If the matches are correct, then the 
composition of their rigid-body trans-
formations should approximately be 
the identity matrix. When this occurs, 
the system adds the matches to the 
factor graph. 

Human-robot interfaces. In sim-
ple environments (such as an indoor 
warehouse), the combination of 
loop-validation and automatic scan-
matching presented here were suf-
ficient for supporting completely au-
tonomous operation of Michigan’s 
robot team (see Figure 5). However, in 
a less-structured environment (such 
as many of the outdoor portions of 
MAGIC 2010), mapping errors would 
still occur; for example, the MAGIC 
venue included numerous cable con-
duits that caused robots to unknow-
ingly get stuck, causing severe dead-
reckoning estimation error. At the 
time of MAGIC 2010, Michigan’s sys-
tem was not able to handle such prob-
lems autonomously. 

However, map errors are relatively 
obvious to human operators. Michigan 
thus developed a user interface that 
allowed human operators to look for 

errors and intervene when necessary. 
With new (validated) loop closures be-
ing added to the graph at a rate of two 
to three per second, a human operator 
could easily be overwhelmed by asking 
for explicit verification of each match. 

Instead, human operators would 
monitor the entire map. When an er-
ror occurred (typically visible as a 
distortion in the map), the operator 
could “roll back” automatically added 
matches until the problem was no lon-
ger present. The operator could then 
ask the mapping system to perform an 
alignment between two selected ma-
plets near where the problem had been 
detected. This human-assisted match 
served as additional a priori informa-
tion for future autonomous matching 
operations, making it less likely the 
system would repeat the same mistake. 

Michigan found this approach, 
which required only a few limited in-
teractions to remove false positives, a 
highly effective use of humans to sup-
port the continued autonomy of its ro-
bots’ planning system. Michigan was 
the only team to build a user interface 
that allowed direct supervision of the 
real-time state estimate; other teams 

handled failures in automatic state es-
timation by requiring humans to track 
the global state manually, then inter-
vene at the task-allocation level. Early 
versions of the system lacked a global-
mapping system, with human opera-
tors providing separate map displays 
for each robot. Michigan’s experience 
with this approach indicated that op-
erators could not effectively handle 
more than five or six robots this way. 
Maintaining a global map is critical to 
scaling to larger robot teams, and the 
Michigan user interface was a key part 
of maintaining map consistency. 

Evaluation 
The main evaluation metrics for an 
autonomous reconnaissance system 
are quality of the final map produced 
and amount of human assistance re-
quired to produce it and were also 
the primary metrics the MAGIC orga-
nizers used to determine the winner 
and subsequent ranking of the final-
ists, as in Figure 2. While the specific 
performance data used in the compe-
tition was not made public, we pres-
ent selected results we obtained by 
processing our logs; we also compare 
with other teams’ published results 
where possible. 

Lacking detailed ground truth for 
the MAGIC venue, the best evaluation 
of map quality is necessarily subjec-
tive; Figure 6 compares post-pro-
cessed maps for the Michigan team 
against the mapping software of MA-
GICian (fourth place) applied to the 
data collected by the Penn team (sec-
ond place); additionally, the map pro-
duced by the Michigan system (inset), 
includes distortions resulting from er-
roneous matches that, in the interest 
of time, the human operators chose 
not to correct. This result shows that 
high-quality maps can be produced in 
this domain; Michigan’s competition-
day results showed our state estima-
tion was sufficiently good to be useful 
for supporting online planning. The 
system allowed us to completely ex-
plore the first two phases of the com-
petition while simultaneously per-
forming mission objectives relating 
to dynamic and static dangers (such 
as IEDs and simulated mobile enemy 
combatants). 

We would also would like to mea-
sure the frequency of human inter-

Figure 5. Indoor-storage-warehouse map. In uncluttered environments posing few  
mobility challenges, Michigan’s team of 14 robots could explore and map with little  
human intervention. 
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action required to support our state 
estimation system during MAGIC. 
However, Michigan did not collect the 
data necessary to evaluate this metric 
during our run; we thus replicated 
the run by playing back the raw data 
from the competition log and having 
our operator reenact his performance 
during the competition. These condi-
tions are obviously less stressful than 
competition but are still representa-
tive of human performance. The re-
sult (see Figure 7) was the addition 
of 175 loop closures, on average two 
interactions per minute, which gen-
erally occurred in bursts. However, at 
one point, the operator did not inter-
act with the system for 5.17 minutes. 

Our evaluation shows we were able 
to support cooperative global state es-
timation for a team of autonomously 
navigating robots using only a single 
part-time operator. Yet there remain 
significant open problems, including 
how to reduce human assistance even 
further by improving the ability of the 
system to handle errors autonomous-
ly. Additional evaluation of the sys-
tem, as well as technical descriptions 
of the other finalists, can be found 
elsewhere, including in Boeing et al.,3 
Butzke et al.,5 Erdener,8 Lacaze et al.,9 
and Olson et al.14 

Discussion 
MAGIC’s focus was on increasing the 
robot-to-human ratio and efficiently 
coordinating the actions of multiple 
robots. Key to reducing the cognitive 
load on operators is how to increase 
the autonomy of robots; for a given 
amount of cognitive loading, more 
robots can be handled if they simply 
require less interaction. We identified 
global state estimation as a key tech-
nology for enabling autonomy and be-
lieve the mapping system we deployed 
for MAGIC outperforms the systems 
of our competitors. While this was 
one of the key factors differentiating 
Michigan from the other finalists, it 
was not the only important point of 
comparison. In fact, many of the other 
choices we made when developing the 
system also had a positive effect on 
our performance. 

In particular, we made a strategic 
decision early on that we would em-
phasize a large team of robots. This is 
reflected in the fact that we brought 

twice as many robots to the competi-
tion as the next largest team. This strat-
egy ultimately affected the design of all 
our core systems, including mapping, 
object identification, and communica-
tion. Given that we had a finite budget, 
it also forced us to deploy economical 
robot platforms with only the bare ne-
cessities in sensing to complete the 
challenge. The result was our robots 
were also the cheapest of any of the fi-
nalists (by a significant margin), cost-
ing only $11,500 each. 

One approach to detecting danger-
ous objects is to, say, transmit video 
feeds back to human operators and 

rely on them to recognize the hazard. 
Given a design goal of maximizing 
the number of robots, such a strat-
egy is unworkable; there is neither 
the bandwidth to transmit that many 
images nor could humans be ex-
pected to vigilantly monitor 14 video 
streams. The system simply had to 
be able to detect dangerous objects 
autonomously, whereas other teams 
with fewer robots could be success-
ful with less automation. At the same 
time, handling more tasks autono-
mously also meant our human op-
erators had more time to assist with 
mapping tasks. 

Figure 6. Minimally post-processed maps from Michigan’s robots (a) and MAGICian’s  
mapping algorithm using Penn’s data (b) from Reid and Brauni.15 The map produced online 
by the Michigan robots is inset top-left. 

(a)

(b)
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An interesting question relates to 
the optimal size of the robot team; 
larger teams have greater parallelism-
exploiting potential but also place 
greater demands on human operators. 
These demands are strongly depen-
dent on the reliability and autonomous 
capabilities of the robots; less-capable 
robots would place greater demands 
on the operators. An area of future 
work involves trade-offs between the 
size of a robot team and the cognitive 
load on human operators and how the 
autonomous capabilities of the robots 
affect this trade-off. 

Conclusion 
MAGIC resulted in significant prog-
ress toward urban search using teams 
of robots aided by human operators. 
Michigan’s approach, emphasizing 
accurate mapping, helped maximize 
the autonomous capabilities of its 
robots and maintain the operator’s 
situational awareness, allowing two 
humans to effectively control a larg-
er team of robots. However, MAGIC 
also highlighted the shortcomings of 
state-of-the-art methods. It remains 
difficult to maintain a consistent map 
for large numbers of robots; Michi-
gan’s competition-day maps still 
show distortions due to errors in the 
system’s matching capability. The sys-
tem coped with these errors at the cost 
of greater operator workload we con-
tinue to target in our ongoing work. 

Competitions like MAGIC highlight 
open technological challenges in areas 
often viewed as “solved.” MAGIC thus 

brought the prospect of cooperative 
teams of robots and humans closer 
than ever, but also highlighted the chal-
lenging research problems that remain. 
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Figure 7. Map interaction experiment. Michigan’s mapping operator reenacted the  
supporting role for the phase 2 dataset to measure the frequency of interaction required  
to maintain a near-perfect state estimate; see Figure 6 for resulting map. The human  
workload was modest, averaging only two interactions per minute. 
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Recent ad van ces  in  mobile computing, hardware, 
and software empower end users worldwide through 
a range of mobile devices (such as smartphones and 
tablets) with improved and novel capabilities (such  
as localization through the Global Positioning System, 
context awareness through sensors, Internet access 

through cellular networks, and short-
range communications through Wi-Fi 
networks). The result is intense compe-
tition among providers of online social 
services for mobile users regardless of 
location and profile, along with numer-
ous mobile social networking (MSN) 
applications in which billions of people 
use their mobile devices to tap a spec-
trum of instant, relevant, high-quality 
services (such as interaction with peers 
with similar interests, sharing informa-
tion, and creating virtual communities). 

Like online social networking sites 
(OSNS), MSN applications are social 
structures consisting of individuals or 
organizations connected through spe-
cific types of interdependency (such 
as friendship, kinship, common inter-
est, financial exchange, and beliefs). 
They are based on a variety of architec-
tures depending on whether they are 
extensions of existing OSNS, designed 
purely for mobile devices, focused 
on mobile users, or data- or service-
oriented. Services available to mobile 
users follow several trends, including 
social gaming, business, and media. 
To better understand the state of MSN 
applications, we reviewed their archi-
tectures, trends, and impact over the 
past few years, motivated by the lack 
of previous studies surveying MSN 
applications in both the business 
sector and the research community. 
We were also motivated by our strong 
interest in understanding how MSN 

Mobile Social 
Networking 
Applications 
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They deliver the right social service to  
the right user anytime, anyplace, without  
divulging personal data.

by Nafaâ Jabeur, Sherali Zeadally, and Biju Sayed

 key insights
 � �Along with PC functions, TV, games,  

and business services are available 
through mobile devices, wherever and 
whenever a user might want them. 

 � �Mobile devices are readily discoverable 
by nearby people and social services. 

 � �Even more services are expected soon, 
along with numerous challenges and 
questions about privacy and data security. 
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applications provide services to the 
right users at the right time through 
communication and context-aware 
technologies. One of our major con-
tributions is proposed improvements 
that can be incorporated into existing 
MSN services, enabling seamless mi-
gration from PC-based environments 
to mobile environments. In addition, 
we also provide broad insight into 
state-of-the-art MSN applications, 
identifying strengths and weaknesses, 
classifications, and a new proposed 
classification under which a non-ex-
haustive set of MSN applications can 
be identified. 

Mobile Social Networks 
Several surveys previously revealed 
the dramatic increase in popularity of 
MSN applications. Indeed, a 2011 sur-
vey found 53% of mobile users in North 
America used these applications.8 An-
other survey found nearly 40% (almost 
300 million people worldwide) of those 
accessing monthly social networks 
from their mobile devices are Facebook 
users.23 The analytics firm ComScore3 
reported the number of people access-
ing social networks from their phones 
in France, Germany, Italy, Spain, and 
U.K. grew by 44% in 2011, reaching 55 
million users in September 2011 in 
these five countries. ComScore also re-
ported that Twitter and LinkedIn more 
than doubled their numbers of users 
in the same year. Meanwhile, Warren25 
concluded that the number of mobile 
subscribers accessing Facebook and 
Twitter increased by 112% and 347% 
from January 2009 to January 2010, re-
spectively, while the number decreased 
by 7% for MySpace in the same period 
(see Table 1). 

The increasing popularity of MSN 
applications is notably due to new, in-
teresting services and ways of engaging 
in social interaction and collaboration 
through mobile devices. Indeed, in ad-
dition to locating and alerting users 
about friends and communities, users 
can also use location-based services 
(such as to recommend nearby com-
mercial offers) and data-sharing servic-
es (such as photos). Some services have 
been extended from PC-based social 
networking sites to be available almost 
everywhere, anytime, for mobile devic-
es following their location- and prox-
imity-aware facilities (see Figure 1). 

Several MSN initiatives have been 
proposed; for example, Smith21 pre-
sented the Reno mobile-phone applica-
tion in which users query one another 
and exchange location information in 
response to other queries or even when 
unprompted. In Reno, mobile devices 
are classified into types and matched 
to specific types of queries. The Real-
ity Mining project6 demonstrates the 
ability of Bluetooth-enabled mobile 
phones to measure information access 
in different contexts, recognize social 
patterns in routine user activity, infer 
relationships, and identify socially sig-
nificant locations. The CenceMe sys-
tem15 collects users’ status or context 
information through mobile sensors, 
exporting it automatically to social net-
works. Serendipity5 uses Bluetooth to 
find nearby devices and a central server 
to match profiles for either a profes-
sional introduction or for more per-
sonal reasons (such as dating). Nicolai 
et al.16 proposed an application that 
relies on neighboring-device discovery 
to sense and visualize the surrounding 
social network on mobile devices. Mo-
biClique18 is a mobile ad hoc network 
in which Bluetooth-enabled mobile 
devices communicate directly with 
other devices as they meet opportunis-
tically. The CityWare system described 
in Kostakos and Neill10 is built on a 
similar idea but passes proximity infor-
mation to an online social-networking 
application that aggregates and sends 
statistics about users’ surroundings. 

From PC- to Mobile-based  
Environment 
The technological progress in mobile 
devices, communication facilities, and 
context-aware capabilities is the major 
driver behind the shift among social-
networking sites from Web-based to 
hybrid to pure mobile applications. 
Mobile applications attract the atten-
tion of mobile users who want social 
services anytime, anywhere, eliminat-
ing the need for desktop PCs. In con-
trast to PC-based social-networking 
sites, important features for users in 
mobile social services include imme-
diacy, relevance, brevity, and retrieval.7 
Immediacy means users get answers 
to their questions or report on impor-
tant events on the fly. Relevance means 
MSN applications use location-aware 
devices to send queries and messages 

In addition to user 
profiles, MSN 
applications should 
address users’ 
emotional states,  
as well as the focus 
of their attention. 
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to people within a defined geographic 
area, enabling groups of users to share 
an experience virtually. Brevity means 
short messages delivered through mo-
bile devices are easier for others to un-
derstand and respond to. And retrieval 
means conversations are archived and 
retrieved later by participants or oth-
ers, creating a kind of real-time archive 
of social interactions. 

To reap these benefits, MSNs are 
adapting the way they provide their ser-
vices, especially by minimizing explicit 
user intervention while aiming to deliv-
er the right content to the right user at 
the right time. To this end, in addition 
to providing similar PC-based social-
networking services, MSNs must be 
able to capture optimistically relevant 
contextual features in users’ surround-
ings.13 Such features include location-
related, user-related, device-related, 
interaction-related, and spatio-tempo-
ral-related attributes. 

Location-related attributes. Several 
location-related attributes may be rel-

evant to MSN applications, depending 
on the service to be provided to the 
user, including type of location (such 
as public space, restaurant, and class-
room) and neighboring objects of in-
terest at that location (such as friends 
and others with similar profiles and 
landmarks recommended by friends). 
To capture the characteristics related 
to user location, MSN applications can 
benefit from such technologies as GPS, 
sensors, radio frequency identification 
(RFID), and near-field communication 
(NFC) chips in smartphones to estab-
lish radio communication by touching 

them together or even by just bring-
ing them into close proximity. Several 
commercial MSN providers, includ-
ing Aka-Aki, BrightKite, Dodgeball, 
Mobiluck, and Plazes, use location-
aware devices. Several research efforts 
have also proposed MSN applications 
based on GPS, including Marmasse,14 
and/or proximity sensing, including 
Eagle and Pentland,6 Kostakos and 
Neill,10 Miluzzo et al.,15 and Nicolai et 
al.16 CenceMe16 is an example of a sys-
tem that takes inputs from a broad set 
of sensors, automatically learns from 
each user’s history of digital behavior, 

Table 1. Number of mobile subscribers accessing specific social networking sites via 
mobile browsers in 2010; source: C. Warren25

Jan. 2009 (000s) Jan. 2010 (000s) % change

Facebook 11,874 25,137 +112%

MySpace 12,338 11,439 -7%

Twitter 1,051 4,700 +347%

Figure 1. MSN services and their providers; provider key: N: network; A: application; S: service; Y: system. 

Main Idea Providers and Links

Services based on location-aware devices

The MSN provider gets the locations of its users from their GPS-enabled mobile devices, 
using the information to locate nearby friends, provide recommendations, and allow users to 
discover their surroundings.  

Aka-Aki (A) (http://www.aka-aki.com/)
Brightkite (S) 
Foursquare (S) (https://foursquare.com/)
Gowalla (N) (http://gowalla.com/) 
Loopt (A) (https://www.loopt.com/) 
Playtxt (N) (http://www.playtxt.net) 
Plazes (Y) (http://www.plazes.com)  

Services based on proximity-aware devices

The MSN provider allows its users to use their Bluetooth-enabled devices (such as Aki-Aki, 
Bluedating, Lovegety, MobiClique, Nokia Sensor, Proxidating, Speck, and Toothing) or Wi-Fi 
connectivity (such as Aka-Aki, FaceTime, and Jambo) to find and communicate with nearby 
friends and others with similar profiles and interests. 

Bluedating (S) (http://www.bluedating.com/)
FaceTime (S) (http://www.apple.com/iphone/built-in-apps/
facetime.html) 
Jambo (N) (www.jambo.net)
LoveGety (Y)
Nokia Sensor (A)
Proxidating (S) (http://www.proxidating.com)
Speck (Y) (http://speck.randomfoo.net/)
Toothing (S)

Services provided by centralized servers

The MSN provider has a remote server with which mobile users interact to get services, 
including recommendations (such as Whrrl and Yelp), finding friends (such as MobiLuck), 
seeking and exchanging information and goods (such as PeopleNet), exchanging messages, 
viewing profiles, reading and sending bulletins, and viewing photos (such as Bebo, Facebook, 
Myspace, MyYearBook, and Twitter), downloading and playing games (such as Friendster and 
Zynga), streaming video (such as YouTube), making professional contacts (such as LinkedIn), 
and learning (such as iTeach). 

Bebo (S) (http://www.bebo.com/m/)
Facebook (S) (http://www.facebook.com/mobile/)
Friendster (S) (http://m.friendster.com/)
iTeach (A) (http://grou.ps/iteachmobile)
LinkedIn (S) (http://touch.www.linkedin.com/mobile.html)  
MobiLuck (S) (http://www.mobiluck.com/en/)
Myscape (S) (http://www.myspace.com/)
MyYearBook (S) (http://www.myyearbook.com/mobile.php)
PeopleNet (N) (www.peoplenetonline.com/)
Twitter (S)  (http://twitter.com/#!/twittermobile)
Whrrl (S)
Yelp (S) (http://www.yelp.com/)
YouTube (S) (http://www.youtube.com/mobile)
Zynga (A) (http://company.zynga.com/games/mobile-games)

http://www.aka-aki.com/
https://foursquare.com/
http://gowalla.com/
https://www.loopt.com/
http://www.playtxt.net
http://www.plazes.com
http://www.bluedating.com/
http://www.jambo.net
http://www.proxidating.com
http://speck.randomfoo.net/
http://www.bebo.com/m/
http://www.facebook.com/mobile/
http://m.friendster.com/
http://grou.ps/iteachmobile
http://touch.www.linkedin.com/mobile.html
http://www.mobiluck.com/en/
http://www.myspace.com/
http://www.myyearbook.com/mobile.php
http://www.peoplenetonline.com/
http://twitter.com/#!/twittermobile
http://www.yelp.com/
http://www.youtube.com/mobile
http://company.zynga.com/games/mobile-games
http://www.apple.com/iphone/built-in-apps/facetime.html
http://www.apple.com/iphone/built-in-apps/facetime.html
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and outputs status information much 
richer than current location and com-
munication preference. CenceMe’s 
ability to learn is important for MSN 
applications in which implicit infor-
mation is inferred from GPS and sen-
sor data to recommend nearby spatial 
objects (such as landmarks) likely to 
be of interest to the user. Likewise, 
an MSN application should be able to 
identify nearby people who might be 
of interest to the user (such as friends 
or friends of friends within the same 
geographical area). 

User-related attributes. As the user 
is the focus of MSNs, several com-
mercial applications deliver services 
based on personal profiles; for ex-
ample, Loopt, Mobiluck, Playtxt, and 
Proxidating all basically compare 
user profiles and preferences, send-
ing an alert when a positive match is 
confirmed. In addition to user pro-
files, MSN applications should ad-
dress users’ emotional states, as well 
as the focus of their attention. Also 
helpful is for them to identify and au-
tomatically update users’ status (such 
as participation in sports and work or 
relaxing at home).9 To the best of our 
knowledge, commercial MSN applica-
tions do not yet support such compu-
tationally complex issues. Among re-
searchers, inference of user activity is 
addressed through various approach-
es; for example, in SenSay,20 a smart-
phone prototype takes advantage of 
user context to improve usability, so 
if the user is busy and wishes to not 
be disturbed, the smartphone can 
answer/reply automatically through 
a short message service. Marmasse14 
developed a system that uses GPS 
data, accelerometer data to distin-
guish between walking and driving, 
and a microphone to distinguish be-
tween talking and silence. 

Device-related attributes. Mobile 
devices are characterized by process-
ing, memory, sensing, and battery 
capability, as well as display screen 
and compatibility with existing tech-
nology. These parameters are being 
improved on such devices as smart-
phones and tablets; for example, 
smartphones, which may contain a 
large number of sensors and inte-
grated devices, are being upgraded 
into powerful computing platforms. 
However, such progress is not al-

ways accompanied by corresponding 
progress in MSN services. Indeed, 
existing MSN applications are not al-
ways available on all platforms and 
devices; for example, Jambo and 
Toothing are available for cellphones 
and PDAs, Whrrl can be downloaded 
onto the BlackBerry Pearl, Curve, and 
Nokia N95 smartphones, and Friend-
ster is optimized for Android, iOS, 
and Windows Phone 7 smartphones 
with screens larger than 3.5 inches. 
For convenience, MSN providers sup-
port services that comply with cur-
rent standards, as compliance yields 
better interoperability, particularly 
among mobile devices supported by 
different technologies. Compliance 
also yields enhanced games and so-
cial-media services because many of 
them have specific processing and 
display requirements. 

Spatio-temporal-related attributes. 
Spatio-temporal events are important 
features of context awareness. Events 
like day, night, and rain have different 
effects on users, as well on the services 
provided to them through mobile de-
vices. Indeed, users could be disturbed 
by nearby events (such as heavy rain 
or loud sounds like thunder) so their 
moods might influence the service they 
are looking for and the way they inter-
act with others through MSN applica-
tions. Despite the importance of these 
effects, few reported research efforts 
(such as Liaquat et al.11) address spatio-
temporal attributes and their effect on 
MSN applications. Such efforts have 
focused on the behavior of mobile us-
ers while using their devices over vari-
ous time periods; they have also stud-
ied temporal social communications 
where different centrality measures 
(such as proximity) can help determine 
optimal ways to disseminate informa-
tion within social networks. Further 
work is needed to capture and analyze 
spatio-temporal events and their ef-
fects on MSN services. Sensors may 
help, as they are promising tools for 
data acquisition and for capturing pat-
terns of user behavior during spatio-
temporal events. 

Social-interaction-related attributes. 
MSNs offer a novel user-interaction 
paradigm combining the benefits of PC-
based social networks and mobile-com-
puting devices.22 This interaction might 
be achieved by sending and receiving 

text messages (such as SMS), multime-
dia messaging service, or MMS, and/or 
email. As these facilities are not neces-
sarily available on mobile devices, in-
teraction among devices is not always 
straightforward. In commercial MSNs, 
device interaction is achieved basically 
through Bluetooth (such as in Aka-Aki), 
Wi-Fi connectivity (such as in Jambo), 
and mobile Internet connections (such 
as in Facebook and Twitter). Among 
researchers, BlueFriend22 takes advan-
tage of mobile devices and Bluetooth 
technology to scan the environment for 
members of the BlueFriend communi-
ty. If found, virtual personal cards (with 
user profiles and preferences) are ex-
changed to assess the degree of match-
ing among nearby users. 

Serendipity5 combines the existing 
communication infrastructure with 
online-introduction-system function-
ality to facilitate interaction between 
physically close people through a cen-
tralized server. It repeatedly scans for 
Bluetooth devices, transmitting the 
discovered devices to a server that 
calculates a similarity score between 
any two proximate users. When this 
score reaches a predefined threshold, 
the server alerts both users, sending 
them information that might include 
pictures, news of mutual interest, and 
talking points. 

Architectural Considerations 
MSN follows three different types 
of architecture: centralized (such as 
Facebook and Twitter), peer-to-peer, 
or P2P (such as BlackBerry Messen-
ger, Lovegety, and Proxidating), and 
hybrid (such as Jambo). Centralized 
architectures allow users to access 
multiple services by interacting with 
remote MSN servers through their 
mobile devices, freeing the devices 
from overly demanding processing 
load and extending battery lifetimes. 
P2P architectures allow users to inter-
act directly through specific software 
tools and hardware facilities (such 
as Bluetooth and Wi-Fi) on their de-
vices. In addition to sharing similar 
contexts, users may also meet face to 
face when in neighboring locations. 
Combining centralized and P2P archi-
tectures, hybrid architectures allow 
users to interact through their mobile 
devices while accessing services from 
remote MSN servers. 
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Chang et al.2 proposed a centralized 
architecture consisting of four main 
components: client devices, wireless-
access network, the Internet and its 
hosts, and the server-side, including 
database- and application-specific 
servers. With a Web-service technol-
ogy, the server can query a location 
module installed on the client device. 
The wireless-access network serves as 
TCP/IP pipes to allow the client and 
the server to communicate. The Inter-
net component consists of third-party 
application servers (such as MapServ-
er, the Simple Mail Transfer Protocol 
mail server, and Voice over IP). 

Rana et al.19 proposed a service-
oriented architecture with three main 
layers: service integrator, back-end 
services, and mobile client. The ser-
vice integrator integrates mobile-
device software and back-end ser-
vices (such as for location tracking) 
through a standard interface. The 
back-end service layer is responsible 
for collecting Web data through spe-
cial application programming inter-
faces (APIs) that set up connections 
between social networks and data-
collector services. The service inte-
grator ensures the interoperability of 
mobile clients with services. The mo-
bile client allows client applications 
(such as Android and iOS) to access 
available services. 

Johansson9 presented an architec-
ture in which mobile devices (with au-
dio, Bluetooth, and GPS) collect and 
process contextual information to as-
sess its importance; data processing is 
handled by an MSN engine on the mo-
bile device. The processed data is then 
used as input to the MSN. 

Mani et al.12 developed a software 
prototype that supports P2P sponta-
neous social networking through fast 
setup and deployment of a distributed 
social network that supports several 
services, including community cre-
ation, instant messaging, and VoIP. 

Regardless of the type of architec-
ture and number of layers or modules 
it includes, an MSN architecture must 
support several requirements: context 
awareness, acquiring and analyzing 
contextual data collected from Blue-
tooth, GPS, sensors, and other technol-
ogies; client/server and P2P commu-
nication, enabling mobile devices to 
communicate with each other, as well 

as with the server’s back-end, to receive 
requested services; and services allow-
ing generation of requested services 
and updating of related data. Hybrid 
architectures are best for addressing 
such requirements. 

Classifying MSN Applications 
We have identified four broad categories 
of MSN applications in the literature: 

Pure and hybrid. Tong24 classified 
MSN applications as pure and hybrid. 
Pure MSN applications are designed 
for mobile devices; hybrid MSN appli-
cations are designed for Web-based 
platforms but have been extended to 
mobile platforms; 

Discovery. Pietiläinen18 proposed a 
categorization including three types of 
applications: proximity-based, check-
in-based, and participatory sensing. 
Proximity-based MSN (such as Eagle,5 
Kostakos and Neill,10 and Nicolai et 
al.16) uses devices that allow discovery 
of nearby devices. Related device infor-
mation is useful for matching profiles 
on a central server,5 visualizing the 
surrounding social network on a mo-
bile device,16 and displaying collected 
statistics of encounters with other us-
ers.10 Similar applications, including 
LoveGety and Nokia Sensor, have also 
been deployed in commercial settings 
that use Bluetooth to discover poten-
tial mates. In check-in-based MSN 
(such as BrightKite, Foursquare, Gow-
alla, Loopt, Mobiluck, and Whrrl), us-
ers constantly notify centralized Web 
servers of their current location and 
status. Mobile devices are just a way 
to update and consume available ser-
vices. In participatory sensing,15 mo-
bile devices collaboratively collect data 
from sensors (such as accelerometers, 
cameras, and GPS). Data is typically 
stored on central servers that provide 
aggregated reports of the data through 
a Web-based interface; 

Major features. O’Sullivan17 pro-
posed a classification system includ-
ing six groups based on dominant fea-
tures. In the texter group, the service 
focuses on sending short, text-based 
messages to a group of people simul-
taneously. In the radar group, the ser-
vice knows the locations of users and 
their friends; applications allow users 
to check for nearby friends and/or re-
ceive notification if friends are nearby. 
In the geotagger group, MSN applica-

Combining 
centralized and 
P2P architectures, 
hybrid architectures 
allow users to 
interact through 
their mobile  
devices while 
accessing services 
from remote  
MSN servers. 
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tions allow users to tag locations with 
images and information on a world 
map. Users may tag places for shop-
ping, dining, or other activities, shar-
ing the tags with friends. In the dating 
group, applications are identical to 
their online counterparts in which us-
ers create profiles for helping identify 
one another. In the social-networker 
group, applications aim to be like on-
line social-networking platforms. And 
in the media-share group, applica-
tions share media files with groups of 
people; and 

Push and pull. Rana et al.19 divided 
MSN applications into push-and-pull 
categories according to how data is ac-
quired. Pull applications collect real-
time information (such as micro-blogs 
and status) from various social net-
works using social APIs. Push applica-
tions are able to publish users’ contex-
tual information collected by sensors 
to various mobile networks. 

Proposed classifications for MSN 
applications. Though Tong’s pro-
posed classification system24 focuses 
on the nature of MSN applications by 
dividing them into pure and hybrid 
categories, the classification does not 
account for interaction between the 
application and the user (ultimately 
the mobile device), as highlighted in 
Pietiläinen’s classification system.18 
Neither classification emphasizes the 
services provided by MSN applications. 
The issue of services is the basis of the 
proposed grouping in O’Sullivan.17 
This grouping does not seem accurate 
in light of the overlap between some 
groups that combine location-based 
services, messaging, media sharing, 
and geotagging. Rana et al.’s propos-
al19 is restrictive because it focuses on 
acquisition of data from user devices, 
as well from other social networks. 
Consequently, these proposals are in-
adequate for classifying MSN applica-
tions. We therefore propose to group 
MSN applications according to their 
categories, audience, usage, and in-
teraction approaches (see Figure 2). 
The category group classifies these 
applications into pure and hybrid, as 
in Tong.24 The audience group classi-
fies MSN applications with respect to 
whether they accommodate individu-
als of all interests and backgrounds 
or have a niche focus, catering to 
specific groups of people. The usage 

group classifies MSN applications ac-
cording to their purpose, which could 
be informational (such as informing 
communities of news and promotions 
and addressing everyday problems), 
professional (such as job seeking), ed-
ucational (such as collaboration with 
fellow students), dating, multimedia 
and content sharing, and social con-
nections (such as being in touch with 
friends). The interaction-approach 
group includes the three subclasses 
proposed by Pietiläinen,18 proximity-
based, check-in-based, and participa-
tory sensing. Table 2 includes a partial 
list of MSN applications based on the 
classification in Figure 2. 

Trends, Challenges, Opportunities 
MSN users constantly search for ways 
to interact, engage, and share infor-
mation while on the move through 
mobile devices (such as smartphones 
and tablets). Some newer devices sup-
port fourth-generation communica-
tion technologies, motivating vendors 
to provide services on a range of plat-
forms, including Android, BlackBer-
ry, iOS, and Windows 8. In addition to 
hardware improvement, application 
developers are moving toward mobile 
advertising, TV, and social gaming, as 
well as toward new services (such as 
mobile wallets), mobile commerce, 
and cloud-based services. These ser-
vices are enticing research topics. 

Emerging cloud-computing plat-
forms (such as Amazon Web Services, 
Google App Engine, and Salesforce) 
can be coupled with mobile devices 
and MSN applications to create mobile 
social-cloud ecosystems in which MSN 
applications improve the user’s experi-
ence and productivity, with cloud com-
puting providing a robust, scalable, 
low-maintenance infrastructure. The 
mobile social cloud is driven in part by 
recent dramatic performance improve-
ment in the IT infrastructure, together 
with innovations related to cloud com-
puting (such as distributed computing, 
multicore processors, service-oriented 
architectures, and virtualization). 

Meeting MSN-application-user ex-
pectations involves several challenges: 
One is performance, especially when 
users expect the same level of service 
on their mobile devices they enjoy on 
the desktop. Performance depends 
on available bandwidth of current cel-

Current  
information-
exchange models 
provide little 
protection for  
user privacy;  
for example, 
Facebook requires 
users allow access 
to their personal 
information and 
associate that 
information with 
their identities.
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lular networks, though it does not ef-
fectively support increased video-con-
tent exchange and delivery. For better 
performance, MSN applications must 
be able to cope with integration and 
standardization; social-networking 
stakeholders compete in the mobile-
services market by proposing different 
proprietary solutions that do not find 
widespread acceptance due to integra-
tion difficulties. Manufacturers, de-
signers, and developers must all agree 
on open solutions based on standards 
to address heterogeneity and interop-
erability of different hardware and 
software technologies. 

Moreover, MSN application users 
meeting opportunistically through 
proximity-aware devices must be 
able to address challenges involved 
in maintaining efficient communica-
tions between mobile devices; for ex-
ample, future wireless technologies 
(such as Bluetooth v3.0, low-power Wi-
Fi, and Wi-Fi Direct) may someday sup-
port more-efficient opportunistic com-
munications. Indeed, Bluetooth v3.0 
includes native support for alternative 
physical layers to increase capacity 
while delivering low power consump-
tion. Wi-Fi Direct promises to auto-
mate ad hoc device-to-device commu-
nications through 802.11. 

Despite these advances, devel-

opers must still guarantee efficient 
opportunistic communications, as 
new protocols and mechanisms are 
needed for the detection and control 
of temporal communities resulting 
from opportunistic communications. 
In addition to maintaining user pri-
vacy in these communities, research-
ers must begin to address how to ag-
gregate the communities, looking for 
patterns in their creation and main-

tenance and improving content dis-
semination and resource sharing. 

Another research challenge con-
cerns design and implementation of 
adaptive discovery of friends or people 
sharing the same interests. Adapta-
tion may help minimize the energy 
consumption of mobile devices, sup-
porting dynamic changes in context 
and benefiting from historical infor-
mation. Novel mechanisms may some 

Figure 2. MSN applications classifications. 

Category

Mobile Social Networking 
Applications

Interaction 
ApproachUsage

Pure Hybrid

Audience

Broad Niche

Proximity-based

Participatory 
sensing

Check-in-based

Informational

Professional

Dating

Education

Multimedia and 
content sharing

Social 
connection

Table 2. Classifying MSN applications. 

Class Sub-Class Examples 

Category Pure Foursquare, Gowalla

Hybrid Facebook, MySpace, Twitter

Audience Broad  Bebo, Facebook, MyYearBook, MySpace 

Niche LoveGety, Orkut, PeopleNet, Speck

Features Proximity-based Jambo, FaceTime, LoveGety, Nokia Sensor, 
Proxidating, Speck, Toothing5,17

Check-in-based Brightkite, Foursquare, Gowalla, Loopt; 
Mobiluck, Whrrl

Participatory sensing Wireless Rope16

Use Informational PeopleNet, Serendipity 

Professional LinkedIn

Educational iTeach

Dating Proxidating, Toothing 

Social connections Facebook, MySpace, Twitter 

Multimedia and content 
sharing

Friendster, YouTube, Zynga 
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day support prediction of friends and 
identification of those nearby who 
share the same interests. Indeed, user 
A frequently detects friend B nearby 
but not friend C due to the limitations 
of proximity-aware devices. However, 
if friend B is able to detect friend C, 
then friend B is able to notify friend A 
that friend C is not far away and could 
be expected to appear soon. A can then 
be prepared to be in touch with C or 
alternatively might leave to avoid con-
tact with C. 

Personalization is another MSN 
challenge, with users requesting servic-
es with easy-to-use interfaces and the 
ability to match profiles, backgrounds, 
and contexts. It may be partially solved 
through regional languages in order 
to promote strong penetration of MSN 
applications; for example, Facebook 
recently launched a mobile applica-
tion in multiple Indian regional lan-
guages, including Bengali, Gujarati, 
Hindi, Kannada, Malayalam, Marathi, 
Punjabi, and Tamil. Since personaliza-
tion requires knowledge of personal 
information, security and privacy is a 
serious challenge for developers of all 
MSN applications. 

These applications must prevent 
data misuse or breaches of confiden-
tiality, especially with businesses find-
ing mobile phones to be at the core of 
their interest in collecting data and 
disseminating products. Current in-
formation-exchange models provide 
little protection for user privacy; for 
example, Facebook requires users al-
low access to their personal informa-
tion and associate that information 
with their identities. In other systems 
using Bluetooth, nearby individu-
als can snoop other users’ data sent 
openly through wireless connections. 
Access to user data makes it easy for 
malicious users to spoof and inject 
traffic into MSNs.1 Knowing such at-
tacks are possible, users lose trust in 
their service providers and fellow us-
ers, as they may not be the people they 
claim to be. In such instances, users 
are reluctant to disclose personal in-
formation, including identity and lo-
cation. Using a trusted central server 
that collects information from indi-
vidual users, computing and dissemi-
nating proximity results on demand, 
may guarantee privacy and security 
in MSN applications. However, such 

a solution would be ineffective unless 
dedicated servers are deployed locally 
to support MSNs.4

Several recent projects offer solu-
tions to privacy and security issues in 
MSN applications; for example, Soci-
alAware1 allows interaction of social-
network information with real-world 
location-based services without com-
promising user privacy and security. 
Interaction is based on encrypted 
identifiers associated with a verified 
user location. The system then allows 
location-based services to query the 
local area for social-network infor-
mation without disclosing personal 
user data.1 Moreover, Dong et al.4 de-
veloped techniques and protocols for 
computing social proximity between 
any two users looking to discover po-
tential friends. To prevent malicious 
hacker attacks (such as falsifying 
proximity) during exchange of attri-
butes of the two users for whom the 
proximity is calculated, the authors 
developed a proximity-pre-filtering 
protocol to determine whether the 
proximity between users exceeds a 
given threshold. To protect privacy, 
the protocol ensures the initiator can 

Figure 3. MSN challenges, trends, opportunities. 
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know only the comparison result be-
tween the estimated proximity and 
the threshold. To defend against at-
tacks, Dong et al.4 developed a secure 
protocol based on homomorphic 
cryptography consisting of three ma-
jor components: authentication with-
out long-term linkability; efficient 
and privacy-preserving proximity 
pre-filtering; and private, verifiable 
proximity computation. Dong et al. 
also developed another protocol that 
leverages both homomorphic cryp-
tography and obfuscation. 

Although a number of initia-
tives have been proposed for user 
privacy, users and service providers 
alike need more efficient, scalable 
mechanisms for future MSN appli-
cations. Current policies in MSN ap-
plications should be personalized. 
Researchers may thus propose and 
implement new models for privacy 
and trust where user context, goals, 
profile, and cultural background are 
included. These models should also 
give users greater control over their 
personal data (see Figure 3). Ensur-
ing privacy and security are related to 
services and applications, technol-
ogy, and user/system/application in-
terfaces, as an integral part of secure 
personal communication. 

Conclusion 
Mobile devices have spurred ex-
plosive growth and deployment of 
services delivered through MSN ap-
plications. In order to deliver the ap-
propriate service to the right user at 
the right time, they exploit context 
awareness and emerging communi-
cation technologies. However, this 
goal is not yet completely achievable, 
so additional effort is needed to cap-
ture and analyze contextual features 
to allow smooth migration of servic-
es from PC-based environments to a 
mobile environments. We have sur-
veyed current commercial MSN ap-
plications, analyzing many proposed 
MSN architectures. We also proposed 
a better way to classify MSN applica-
tions, summarizing related trends 
and challenges. A hybrid architecture 
involving P2P communications as-
sisted by online servers is the most 
flexible. Providers are willing to offer 
the right services through the right 
technology and appropriate interfac-

es, but constraints involving mobile 
devices and dynamic contexts must 
still be addressed. 
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Exact 
Exponential 
Algorithms

of non-parameterized instances of in-
tractable problems? At first glance, the 
general case of an NP-complete prob-
lem is a formidable opponent: when 
faced with a problem whose instances 

Many computational problems have been shown to be 
intractable, either in the strong sense that no 
algorithm exists at all—the canonical example being 
the undecidability of the Halting Problem—or that no 
efficient algorithm exists. From a theoretical 
perspective perhaps the most intriguing case occurs 
with the family of NP-complete problems, for which it 
is not known whether the problems are intractable. 
That is, despite extensive research, neither is an 
efficient algorithm known, nor has the existence of 
one been rigorously ruled out.16

To cope with intractability, advanced techniques 
such as parameterized algorithms10,13,31 (that isolate the 
exponential complexity to a specific structural 
parameter of a problem instance) and approximation 
algorithms34 (that produce a solution whose value  
is guaranteed to be within a known factor of the  
value of an optimum solution) have been developed.  
But what can we say about finding exact solutions 

 key insights

 � �While it remains open whether or not 
P equals NP, significant progress in 
the area of exhaustive search has been 
made in the last few years. In particular, 
many NP-complete problems can 
now be solved significantly faster by 
exhaustive search. The area of exact 
exponential algorithms studies the 
design of such techniques.

 � �While many exact exponential 
algorithms date back to the early days 
of computing, a number of beautiful 
surprises have emerged recently.

doi:10.1145/2428556.2428575

Discovering surprises in  
the face of intractability.

by Fedor V. Fomin and Petteri Kaski
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can express arbitrary nondeterministic 
computation, how is one to proceed at 
solving a given instance, apart from the 
obvious exhaustive search that “tries out 
all the possibilities”?

Fortunately, the study of algorithms 
knows many positive surprises. Com-
putation is malleable in nontrivial 
ways, and subtle algorithmically ex-
ploitable structure has been discov-
ered where none was thought to ex-
ist. Furthermore, the more generous 
a time budget the algorithm design-
er has, the more techniques be-
come available. Especially so if the 
budget is exponential in the size of 
the input. Thus, absent complexity-
theoretic obstacles, one should be 
able to do better than exhaustive 

search. This is the objective of exact 
exponential algorithms.15

Arguably, the oldest design techni
que to improve upon exhaustive search 
is branching or backtrack search,18,35 
which recursively splits the exhaustive 
search space, attempting to infer in the 
process that parts of the space need 
not be visited. For recent applications 
of branching techniques, we refer to 
Eppstein12 and Fomin et al.14 Another 
classical design technique is dynamic 
programming,2 which derives a solution 
from the bottom up by storing solu-
tions of  smaller subproblems and 
combining them via a recurrence rela-
tion to progressively yield solutions of 
larger subproblems. These two tech-
niques in many cases give significant 

improvements over plain exhaustive 
search, but in other cases, no improve-
ment at all upon exhaustive search has 
been available, and many problems 
remain with this status.

In what follows, we do not try to give 
a comprehensive survey of exact expo-
nential algorithms. Indeed, even list-
ing the most significant results would 
require a format different from this 
review. Instead, we have chosen to 
review the area by highlighting three 
recent results. In each case, research 
had been essentially stuck for an 
extended period of time—in one case 
for almost 50 years!—and it was con-
ceivable that perhaps no improvement 
could be obtained over the known algo-
rithms. But computation has the power 
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to surprise, and in this article we hope 
to convey some of the excitement sur-
rounding each result. We also find 
these results particularly appealing 
because they are a posteriori quite 
accessible compared with many of the 
deep results in theoretical computer 
science, and yet they illustrate the sub-
tle ways in which computation can be 
orchestrated to solve a problem.

Three NP-Complete Problems
The three problems we discuss in more 
detail are Maximum 2-Satisfiability, 
Graph Coloring, and Hamiltonian Path. 
We start by giving an overview of previ-
ous approaches to attack each prob-
lem, and then in the subsequent 
sections discuss the novel algorithms.

MAX-2-SAT. The satisfiability problem 
takes as input a logical expression built 
from n variables x1, x2, …, xn and the 
Boolean connectives ¬ (NOT), ∨ (OR), 
and ∧ (AND). The task is to decide 
whether the expression can be satisfied 
by assigning a truth value, either 
0  (false) or 1 (true), to each variable 
such that the expression evaluates to 1. 
For example, the expression

� (1)

can be satisfied by setting x1 = 1 and 
x2 = 0, whereas the expression

(2)

is not satisfiable.
It is customary to assume that the 

input expression is in conjunctive nor-
mal form, where it is required that the 
expression is the AND of clauses, each 
of which is an OR of literals, which are 
variables or negations of variables. If all 
clauses have k literals, then the expres-
sion is in k-conjunctive normal form, or 
k-CNF. For example, (1) is in 2-CNF and 
(2) is in 3-CNF. The satisfiability 

problem for an expression in k-CNF is 
called the k-CNF satisfiability or k-SAT 
problem. It is polynomial-time solvable 
for k ≤ 2 and NP-complete for k ≥ 3.17

A stronger variant of the problem, 
maximum k-CNF satisfiability or 
MAX-k-SAT, gives a threshold t as addi-
tional input, and the task is to decide 
whether there is an assignment of 
truth values to the variables such that 
at least t clauses evaluate to 1. This vari-
ant is NP-complete for all k ≥ 2.17

MAX-k-SAT is trivially solvable by try-
ing all possible truth assignments. 
When a formula has n variables, it has 2n 
possible assignments and for each 
assignment we can compute in polyno-
mial time how many clauses are satis-
fied. Thus, the total running time, up to 
a factor polynomial in n, is dominated 
by 2n. A special case of the problem, 
known as MAX-CUT, can be obtained by 
formulating MAX-2-SAT as a problem of 
partitioning the vertices of an n-vertex 
graph into two subsets such that at least 
t edges cross between subsets. However, 
even in the special cases of MAX-2-SAT 
and MAX-CUT, no better algorithm than 
the trivial exhaustive search was known 
until the work of Williams.36

Graph Coloring. In the graph coloring 
problem, we are given as input a graph 
G with n vertices and a palette of k col-
ors. The task is to decide whether it is 
possible to assign to each vertex a color 
from the palette so that the coloring is 
proper, that is, every edge has distinct 
colors at its ends. For example, the 
graph in Figure 1 admits a proper col-
oring of its vertices using three colors.

The graph coloring problem is poly-
nomial-time solvable for k ≤ 2 and 
NP-complete for k ≥ 3.17 The minimum 
number of colors for which a graph G 
has a proper coloring is the chromatic 
number χ(G) of G.

The first algorithmic approaches to 
compute the chromatic number of a 
graph can be traced back to the work of 
Zykov.41 The idea is based on a branch-
ing procedure. The base case of the 
branching occurs when all pairs of ver-
tices of G are adjacent, that is, G is a 
complete graph, in which case the 
chromatic number is equal to the num-
ber of vertices in G. Otherwise, G con-
tains a pair u, v of vertices that are not 
joined by an edge. In every proper col-
oring of G  it holds that u and v either 

have distinct colors (in which case we 
construct a new graph by joining u and 
v with an edge), or have the same color 
(in which case we construct a new 
graph by identifying u and v). This 
enables us to recursively branch on the 
two cases and return the best of the two 
solutions obtained. In terms of run-
ning time, however, this approach is in 
general no better than plain exhaustive 
search, which involves iterating 
through the kn distinct ways to color the 
n vertices of G using the k available col-
ors, and for each coloring testing 
whether it is proper.

After Zykov’s seminal work, the his-
tory of algorithms for graph coloring 
benefits from a digression to the study 
of independent sets in graphs. In par-
ticular, every proper coloring of G has 
the property that no two vertices of the 
same color are joined by an edge. Such 
a set of vertices is an independent set of 
G. An independent set of G is maximal 
if it is not a proper subset of a larger 
independent set of G. In 1976, Lawler27 
observed that dynamic programming 
and advances in the study of indepen-
dent sets can be used to drastically 
improve upon the kn exhaustive search. 
Let us first develop a basic version of 
the algorithm. Since each color class in 
a proper coloring of G is an indepen-
dent set of G, we have that G is 
k-colorable if and only if the vertex set V 
of G decomposes into a union of k inde-
pendent sets of G. Stated in terms of the 
chromatic number, we have χ(G) = 0 if G 
has no vertices; otherwise, we have

χ(G) = 1 + min {χ(G \I) : I ∈ I(G)},� (3)

where I(G) is the family of all nonempty 
independent sets of G, and G\I denotes 
the graph obtained from G by deleting 
the vertices in I. For every subset X ⊆ V, 
we can thus compute the chromatic 
number χ(G[X]) of the subgraph of G 
induced by X as follows. When X  is 
empty, we set χ(G[X]) = 0. When X is 
nonempty, we compute the value 
χ(G[X]) from the already computed 
values of proper subsets of X by making 
use of (3).

What is the running time of this 
algorithm? The algorithm considers all 
subsets X ⊆ V, and for each such X, it 
considers all I ⊆ X that are indepen-
dent in G[X]. The number of such I is at 
most 2|X|. Thus, the number of steps of 

Figure 1. Graph coloring.
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the algorithm is, up to a factor polyno-
mial in n, at most .

Lawler also observed that the 
basic  3n-algorithm can be improved. 
Namely, instead of going through all 
subsets I  ⊆  X that are independent in 
G[X], it suffices to consider only maxi-
mal independent sets of G[X]. It was 
known29 already in the 1960s that the 
number of maximal independent sets 
in a graph with i vertices is at most 3i/3, 
and that these sets can be listed in time 
O  (3i/3n). Thus, the exponential part of 
the running time of the algorithm is 
bounded by

It is possible to make even further 
improvements of this idea by more 
accurate counting of large and small 
maximal independent sets.11 But in all 
these improvements the following 
common pattern seemed unavoidable: 
we have to go through all vertex subsets 
of the graph, and for each subset, we 
have to enumerate an exponential 
number of subsets, resulting in time 
Cn, for a constant C > 2.

Hamiltonian Path. In the NP-complete 
Hamiltonian cycle problem, we are 
given a graph on n vertices and the task 
is to decide whether the graph has a 
Hamiltonian cycle, which is a cycle vis-
iting every vertex of the graph exactly 
once. For example, the graph in 
Figure 2 has a Hamiltonian cycle, out-
lined in bold edges.

This is a special case of the famous 
Traveling Salesman Problem, where 
the task is to, given an n × n matrix of 
travel costs between n cities, design a 
travel schedule that visits each city 
exactly once and returns back to the 
starting point so that the total cost is 
minimized.

A stronger variant, the Hamiltonian 
path problem, constrains one of the 
vertices as the first vertex s and another 
vertex t as the last vertex, and asks us to 
decide whether the graph has a path 
that starts at s, ends at t, and visits all 
the vertices exactly once. (By trying all 
the pairs {s, t} joined by an edge, we 
can solve the Hamiltonian cycle prob-
lem if we can solve the Hamiltonian 
path problem.)

For the Hamiltonian path problem, 
exhaustive search iterates through the 
(n − 2)! ways to arrange the n vertices 
into a sequence that starts at s and 
ends at t, testing for each sequence 
whether it forms a path (of the mini-
mum cost).

Bellman3 and Held and Karp19 
used dynamic programming to solve 
the problem in time O  (2nn2), by keep-
ing track for every vertex v and vertex 
subset S, the existence (or the mini-
mum cost) of a path from s to v that 
visits exactly the vertices in S  ⊆  V. 
This algorithm, however, requires 
also space 2n.

It is possible to solve the problem 
within the same running time but 
within polynomial space by making use 
of the principle of inclusion and exclu-
sion. It seems that essentially the same 
approach was rediscovered several 
times.1,23,25 To illustrate the design, 
Figure 3 displays a graph with n  = 8 
vertices {a, b, c, d, e, f, g, h}.

Let us assume that s = a and t = h. 
A walk of length n − 1 that starts from s 
and ends at t can be viewed as a string 
of length 2n − 1 with alternating and 
possibly repeating vertices and edges, 
such as

	 aAeCbDf  FcGgIdJh� (4)

or

	 aBf DbEgGcFf FcHh.� (5)

We observe that each such walk 
makes exactly n visits to vertices and 
contains, possibly with repetitions, n 
− 1 edges. Moreover, the walk is a 
Hamiltonian path if and only if the 
walk visits n distinct vertices; indeed, 
otherwise there is at least one vertex 
that is visited more than once. For 
example, (4) is a path and (5) is a non-
path because it repeatedly visits f 
(and c).

Although finding a Hamiltonian 
path is a challenging computational 
problem, one can compute in polyno-
mial time the number of walks of 
length k from s to t. Indeed, let A be the 
adjacency matrix of G with rows and 
columns indexed by vertices of G, such 
that the (x, y)-entry of A is set to 1 if 
there is an edge from x to y in G, and 
set to 0 otherwise. By induction on k we 
observe that the (s, t)-entry of the kth 
matrix power Ak counts the number of 
walks of length k in G that start at s 
and end at t. Therefore, the number 
of walks of length n − 1 can be read 
from the matrix An−1, which can be 
computed in time polynomial in n.

One approach to isolate the paths 
among the walks is to employ the 
principle of inclusion and exclusion. 
Consider a finite set X and three sub-
sets A1, A2, and A3 (see Figure 4).

To obtain |A1 ∪ A2 ∪ A3|, we can use 
the following formula

Figure 2. Hamiltonian cycle.

Figure 3. Example for Hamiltonian path.

a b

e f

c d

g h

A
B C

D
E F

G
H I

J

Figure 4. A Venn diagram for three subsets.

X

A2 A3

A1



84    communications of the acm    |   march 2013  |   vol.  56  |   no.  3

review articles

length 3 that starts and ends at a vertex 
x must pass through three distinct ver-
tices, and thus form a triangle, 
enabling us to extract the number of 
triangles in D from the diagonal 
entries of the matrix  A3. Thus, it suf-
fices to compute the matrix A3. The 
immediate algorithm for computing 
the product of two v × v matrices 
requires O (v3) steps. However, this 
product can be computed in time 
O (vω), where ω < 2.376 is the so-called 
square matrix multiplication expo-
nent; see Coppersmith and Winograd7 
and Strassen.32 Very recently, it has 
been shown that ω < 2.3727.33

The key insight is now to exploit the 
fact that triangles can be found quickly 
to arrive at a nontrivial algorithm for 
MAX-2-SAT. Toward this end, suppose 
we are given as input a 2-CNF formula 
F over n variables. We may assume that 
n is divisible by 3 by inserting dummy 
variables as necessary. Let X be the set 
of variables of F and let X0, X1, X2 be an 
arbitrary partition of X into sets of 
size n/3.

Let us transform the instance F 
into a directed graph D as follows. For 
every i =  0, 1, 2 and every subset Ti ⊆ 
Xi , the graph D has a vertex Ti . The 
meaning of Ti is that it corresponds to 
an assignment that sets all variables 
in Ti to the value 1 and all variables in 
Xi\Ti to the value 0. Let us write Vi for 
the set of all subsets Ti ⊆ Xi. The arcs 
of D are all possible pairs of the form 
(Ti, Tj), where Ti ⊆ Xi , Tj ⊆ Xj , and j ≡ i 
+ 1 (mod 3). We observe that D has v = 
3 × 2n/3 vertices and 3 × 22n/3 arcs. For i = 
0, 1, 2, let the set Ci consist of all 
clauses of F that either (a) contain vari-
ables only from Xi ; or (b) contain one 
variable from Xi and one variable from 
Xj , with j ≡ i + 1 (mod 3). Now observe 
that every clause of F has at most two 
variables. In particular, either both 
these variables belong to some set Xi , 
or one variable is in Xi and the other is in 
Xj with j ≡ i + 1 (mod 3). Thus, the sets 
C0, C1, C2 partition the clauses in F. We 
still require weights on the arcs of D. 
Let us set the weight w(Ti , Tj) of the 
arc from Ti ⊆ Xi to Tj ⊆ Xj to be equal to 
the number of clauses in Ci satisfied by 
assigning the value 1 to all variables in 
Ti ∪ Tj and the value 0 to all remaining 
variables in (Xi ∪ Xj) \ (Ti ∪ Tj).

To illustrate the construction, let us 
assume F is the following formula

or, equivalently,

The principle of inclusion and exclu-
sion generalizes the last formula to the 
case when there are q subsets 
A1, A2, …, Aq of X by

	 �
(6)

Let us come back to the Hamiltonian 
path problem. Take q = n − 2 and sup-
pose that the vertices other than s and t 
are labeled with integers 1, 2, …, n − 2. 
Let X be the set of all walks of length 
n  −  1 from s to t and, for each i = 1, 2, 
…,  n  −  2, let Ai be the set of walks in X 
that avoid the vertex i. Then,  
is the set of Hamiltonian paths, and we 
can use (6) to count their number. In 
particular, for each fixed  J ⊆ {1, 2, …, q}, 
the right-hand side of (6) can be com-
puted time polynomial in n by counting 
the number of walks of length n − 1 
from s to t in the graph with the vertices 
in J deleted.

This approach can be used to 

compute the number of Hamiltonian 
paths in an n-vertex graph in time 
O  (2nn). It is also possible to obtain sim-
ilar running time by making use of 
dynamic programming. But in both 
approaches, it seemed that the most 
time consuming part of the procedure, 
going through all possible vertex sub-
sets, was unavoidable. This situation 
was particularly frustrating because the 
2n barrier had withstood attacks since 
the early 1960s.

Surprise 1: MAX-2-SAT
Let us recall that for MAX-2-SAT the 
challenge was to break the 2n barrier in 
running time. The following approach 
for doing this is due to Williams.36 An 
alternative approach via sum-product 
algorithms is due to Koivisto.26

Let us start with a seemingly unre-
lated task, namely that of deciding 
whether a given directed graph D con-
tains a triangle, that is, a triple x, y, z of 
vertices such that the arcs xy, yz, and zx 
occur in D. While the immediate com-
binatorial approach to find a triangle 
in a v-vertex graph is to try all possible 
triples of vertices, which would require 
O (v3) steps, there is a faster algorithm 
of Itai and Rodeh.22 The algorithm 
relies on formulating the problem in 
terms of linear algebra. Let A be the 
adjacency matrix of D, and recall that 
the (s, t)-entry of the kth power Ak 
counts the number of walks of length k 
from s to t. In particular, every walk of 

Figure 5. The directed graph D with one triangle T0T1T2 highlighted. 

V0

V1

V2

T0

T1

T2



march 2013  |   vol.  56  |   no.  3  |   communications of the acm     85

review articles

and partition the variables so that X0 = 
{x1, x2}, X1 = {x3, x4}, and X2 = {x5, x6}. 
Then, C0 = {(x1 ∨ x2), (¬x2 ∨ x3), (x1 ∨ 
x3), (¬x2 ∨ x4)}, C1 = {(x3 ∨ x4), (¬x4 ∨ 
¬x6)}, and C2 = {(x1 ∨ ¬ x5)}. Figure 5 
illustrates the underlying graph D, 
where each set V0, V1, V2 has size 4. 
For example, V0 = {Ø, {x1}, {x2}, {x1, 
x2}}. For sets T0 = Ø, T1 = {x3, x4}, and 
T2 = {x6}, the corresponding assign-
ment, viz. x1 = x2 = 0, x3 = 1, x4 = 1, x5 = 
0, x6 = 1, satisfies five clauses. 
Accordingly, the weight of the triangle 
T0T1T2 in D is also five.

The equivalence of the following 
statements follows from the construc-
tion of D: (i) There is a subset of vari-
ables T ⊆ X such that exactly t clauses 
are satisfied by assigning the value 1 to 
variables in T and the value 0 to the 
variables in X \T. (ii) The graph D con-
tains a triangle T0T1T2 with Ti ⊆ Xi for 
each i = 0, 1, 2 such that

t = w(T0, T1) + w(T1, T2) + w(T2, T0).

Thus, to find an assignment that satis-
fies most clauses, it suffices to find a 
heaviest triangle in D.

We are almost done. Indeed, every 
formula with n variables has at most 
4n2 clauses of length 2, and hence to 
find a heaviest triangle, it suffices to 
test for the existence of a triangle of 
weight t for each 0 ≤ t ≤ 4n2 in turn. 
To test for a triangle of weight t, we 
go through all possible O (t3) parti-
tions t = t0 + t1 + t2 into nonnegative 
parts, and for each partition, we con-
struct a subgraph Dt0, t1, t2 of D by leav-
ing only arcs of weight ti for arcs 
going from subsets of Xi to subsets of 
Xj with j ≡ i + 1 (mod 3). Finally, it suf-
fices to decide whether Dt0, t1, t2

 has a 
triangle. The subgraph Dt0, t1, t2 can be 
constructed in time O (22n/3n) by going 
through all arcs of D. The total run-
ning time is thus

Because ω < 2.376, we conclude that 
the running time of the algorithm is 
O (1.74n).

Surprise 2: Graph Coloring
The next surprise is due to Björklund 
et  al.6 To explain the idea of the algo-
rithm, it will again be convenient to 
start with a task that may appear at first 
completely unrelated, namely the mul-
tiplication of polynomials. To multiply 
two given polynomials, the elementary 
algorithm is to cross-multiply the 
monomials pairwise and then collect 
to obtain the result:

(1 + 3x + x2) (2 – x + x2) 
  = 2 – x + x2 + 6x – 3x2 + 3x3 + 2x2  
     – x3 + x4 
  = 2 + 5x + 2x3 + x4.

In particular, if we are multiplying two 
polynomials of degree d (that is, the 
highest degree of a monomial with a 
nonzero coefficient is d), we require 
O (d2) steps to get the result via the ele-
mentary algorithm due to the cross-
multiplication of monomials. 
Fortunately, we can drastically improve 
upon the elementary algorithm by 
deploying the fast Fourier transform 
(FFT) to evaluate both input polynomi-
als (given as two lists of d + 1 coeffi-
cients, one coefficient for each 
monomial) at 2d + 1 distinct points,  
x0, x1, …, x2d, then multiplying the evalu-
ations pointwise, and finally employ-
ing the inverse FFT to recover the list of 
coefficients for the product polyno-
mial. With such an algorithm, the 
number of operations is reduced from 
O (d2) to O (d log d).

But what about graph coloring? 
Could we formulate the task of decom-
posing the vertex set into a union of 
independent sets of G as a task analo-
gous to polynomial multiplication? Let 
us try to find the solution incremen-
tally for j = 1, 2, …, k. Suppose we have a 
list of all the sets of vertices that decom-
pose into a union of j independent sets 
of G, and would like to determine such 
a list for j + 1.

Let us consider an example. Figure 6 

displays a graph with n = 4 whose inde-
pendent sets are

∅, {a}, {b}, {c}, {d}, {a, d}, {c, d}.

For j = 2, the sets of vertices that 
decompose into a union of j indepen-
dent sets are

∅, {a}, {b}, {c}, {d}, {a, b}, {a, c},
{a, d}, {b, c}, {b, d}, {c, d}, 
{a, b, d}, {a, c, d}, {b, c, d}.

Given the family of independent sets 
and  the family of solutions for j, we 
would like to determine the family of 
solution for j + 1. Pursuing an analogy 
with polynomial multiplication, we 
can view the sets in both set families as 
“monomials” and multiply these 
“monomials” using set union. For 
example:

(∅ + {a} + {a, b}) ∪ (∅ + {b, c} + {c}) 
  = ∅ + {b, c} + {c} 
    + {a} + {a, b, c} + {a, c} 
    + {a, b} + {a, b, c} + {a, b, c} 
  = ∅ + {a} + {a, b} + {a, c}  
    + 3{a, b, c} + {b, c} + {c}.

In general, both set families being mul-
tiplied may have up to 2n members, and 
the same holds for the product. Again 
the elementary algorithm will consider 
the monomials pairwise, which 
requires consideration of 2n × 2n  = 4n 
pairs in the worst case. But analogous 
to polynomial multiplication, it turns 
out that we can do considerably better.

Suppose the input set families are 
f and g. We can view f  (and similarly g) as a 
function that takes an integer value f (S) 
for each subset S ⊆ V of our n-element 
vertex set V. (Indeed, let us assume that 
we have f (S) = 1 if and only if the set S is 
in the family, and f (S)  =  0 otherwise.) 
The product, e = f ∪ g, is then a similar 
function defined for each S ⊆ V by 
the rule

Since each pair (A, B) contributes by f (A) 
g (B) to the value of e at exactly S = A ∪ B, 
we observe that O (4n) multiplications 
and additions suffice to compute the 
function e from the given functions f 
and g, which corresponds to the 
elementary multiplication algorithm. 
Now, the analogy to the FFT algorithm 

Figure 6. Example for graph coloring.
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for multiplying polynomials suggests a 
different approach, namely to trans-
form the inputs f and g somehow, then 
multiply pointwise, and finally trans-
form back to the original representa-
tion to recover f ∪ g. The relevant 
transform turns out to be the zeta 
transform fz of f, defined for all Y ⊆ V by

fz(Y) = ΣX ⊆ Y
 f(X),

and its inverse, the Möbius transform fm 
of  f, defined for all Y ⊆ V by

Indeed, the product f ∪ g can be 
computed using the expression

f ∪ g = ( ( fz ) × ( gz ) )m.

Both the zeta transform f  fz and 
the Möbius transform f  fm admit 
fast algorithms analogous to the FFT. 
Indeed, it follows from the work of 
Yates40 (see Knuth24) that given f as 
input, we can compute f z (and simi-
larly fm) using O (2nn) additions and 
subtractions. This algorithm is per-
haps best illustrated in arithmetic cir-
cuit form, which Figure 7 illustrates in 
the case n = 3. Observe that each of the 
n dashed cubes takes the sum along 
one of the n “dimensions” so that each 
output f z(Y) ends up taking the sum of 
all the inputs f (X) with X ⊆ Y.

We can thus compute e = f ∪ g from 
f and g given as input using O (2nn) 
additions, negations, and 
multiplications.

It now follows that we can decide in 
O (2nnk) steps whether a given n-vertex 
graph G is k-colorable. Indeed, we first 
compute the characteristic function f 
of the independent sets of G, that is, 
for each S ⊆ V we set f (S) = 1 if S is inde-
pendent in G, and f (S) = 0 otherwise. 

Next, we compute the functions ej for 
j  = 1, 2, …, k by starting with e1 = f and 
taking the product ej = f ∪ ej − 1 for j ≥ 2. 
We have that G is k-colorable if and 
only if ek(V) > 0.

Surprise 3: Hamiltonian Path
Here we illustrate the third surprise, 
namely a randomized algorithm for 
the Hamiltonian path problem that 
runs in time O (1.66n). This algorithm 
is due to Björklund.4 For ease of expo-
sition, we restrict our consideration to 
bipartite graphs and obtain running 
time O (1.42n). (The algorithm design 
here is also slightly different from 
Björklund’s original design; here we 
rely on reversal of a closed subwalk for 
cancellation of non-paths5 and, 
inspired by Cygan et  al.,8 use the 
Isolation Lemma in place of polyno-
mial identity testing.)

Let us return to the example in 
Figure 3. We observe that the graph is 
bipartite with n = 8, V1 = {a, b, c, d}, and 
V2 = {e, f, g, h}. As before, our task is to 
decide whether there exists a 
Hamiltonian path from vertex s to ver-
tex t. Let us assume that s = a and t = h.

Every walk of length n − 1 makes 
exactly n visits to vertices, where exactly 
n/2 visits are to vertices in V1 because 
the graph is bipartite. Let us now label 
each of the n/2 visits to V1 using an inte-
ger from L = {1, 2, …, n/2}. In particular, 
each walk has (n/2)n/2 possible label-
ings, exactly (n/2)! of which are bijec-
tive, that is, each label is used exactly 
once. For example, let us consider the 
labeled walk

	 � (7)

We observe that (7) is a bijectively 
labeled non-path.

Let us now partition the set of all 
labeled walks into two disjoint classes, 

the “good” class and the “bad” class. A 
labeled walk is good if the labeling is 
bijective and the walk is a path. 
Otherwise a labeled walk is bad. We 
observe that the good class is non-
empty if and only if the graph has a 
Hamiltonian path from s to t.

We now develop a randomized algo-
rithm that decides whether the good 
class is nonempty. The key idea is to 
build a sieve for filtering labeled walks 
so that (a) the bad class is always fil-
tered out and (b) a “witness” from the 
good class remains with fair probabil-
ity whenever the good class is non-
empty. Conceptually, it will be 
convenient to regard the sieve as a 
“bag” (multiset) to which we “hash” 
labeled walks so that upon termina-
tion each “bad” hash value will occur 
in the bag an even number of times, 
and each “good” hash value will occur 
exactly once.

Define the hash of a labeled walk to 
be the multiset that consists of all the 
elements visited by a walk, together 
with their labels (if any). For example, 
the hash value of (7) is

� (8)

In general, we cannot reconstruct a 
labeled walk from its hash value. 
However, every bijectively labeled 
path—that is, every good labeled 
walk—can be reconstructed from its 
hash value. Indeed, the vertices in a 
path are distinct, and the set of edges 
of a path determines the ordering of 
the vertices, which we know must start 
with s and end with t. Thus, each good 
labeled walk has a unique hash value.

Our next objective is to make sure 
that each hash value arising from a 
bad labeled walk gets inserted an even 
number of times into the sieve. 
Toward this end, there are two disjoint 
types of bad labeled walks, namely (a) 
bijectively labeled non-paths and (b) 
non-bijectively labeled walks.

Let us consider a bijectively labeled 
non-path W. We show that W can be 
paired with a bijectively labeled non-
path W ′ with the same hash value. If we 
view W as a string, there is a minimal 
string prefix that contains a repeated 
vertex. Let us call the last vertex v in 
such a prefix the first repeated vertex in 
W. Let v be the first repeated vertex in 
W, and call the subwalk between the 

Figure 7. Fast zeta transform for n = 3.
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first two occurrences of v in W the first 
closed subwalk in W. For example, in (7) 
the first closed subwalk is  
There are two cases to consider in 
setting up the pairing, depending on 
whether the first repeated vertex in W is 
in V1 or in V2.

If the first repeated vertex is in V1, 
let us define W ′ by transposing the 
labels of the first and last vertex in the 
first closed subwalk (that is, the first 
two occurrences of the first repeated 
vertex in W). For example, in the case 
of (7) we obtain

	 �
(9)

Clearly, W and W ′ have the same hash 
value. Furthermore, because W  is bijec-
tively labeled, W ′ ≠ W. Since W ″ = W, we 
have a bijective pairing of bijectively 
labeled non-walks where the first 
repeated vertex is in V1.

If the first repeated vertex is in V2, let 
us reverse the first closed subwalk (also 
reversing the labels) in W to obtain the 
bijectively labeled non-path W ′. For 
example,

	 � (10)

gets paired with

	 � (11)

It is immediate that W and W ′ have the 
same hash value. We also observe that 
W″ = W since two reversals restore the 
original bijectively labeled non-path. It 
remains to conclude that W ≠ W ′. Here 
it is not immediate that reversing the 
first closed subwalk will result in a dif-
ferent labeled walk. Indeed, the first 
closed subwalk may be a palindrome, 
such as  in

	 � (12)

Fortunately, because of bijective label-
ing, the only possible pitfall is a palin-
drome of length 5 that starts at V2, 
visits a vertex in V1, and returns to the 
same vertex in V2. We can avoid such 
palindromes by keeping track of the 
last vertices visited by a partial walk, 
and hence assume that our labeled 
walks do not contain such palin-
dromes, and consequently W ′ ≠  W. 
Thus, the set of bijectively labeled 
non-paths partitions into disjoint 

pairs {W, W ′}, where each pair has the 
same hash value.

Next, let us consider a non-bijectively 
labeled walk W. Each such W avoids 
at  least one label from the set of all 
labels L. In particular, if W avoids 
exactly a labels, there are exactly 2a sets 
A ⊆ L such that W avoids every label in A 
(and possibly some other labels out-
side A).

From the previous observations we 
now obtain the following high-level 
algorithm. For each subset A ⊆ L in 
turn, we insert into the sieve the hash 
value of each labeled walk that avoids 
every label in A. After all subsets A have 
been considered, a hash value occurs 
with odd multiplicity in the sieve if 
and only if it originates from a good 
labeled walk.

A second key idea is now to imple-
ment the sieve at low level using what 
is essentially a layer of hashing so that 
the hash values—such as (8)—are not 
considered explicitly, but rather by 
weight only. That is, instead of siev-
ing hash values explicitly, we sieve 
only their weights. In particular, at 
the start of the algorithm, let us asso-
ciate an integer weight in the interval 
1,  2, …, n(n+1) independently and 
uniformly at random to each of the  
(n+1)n/2 elements that may occur in 
a hash value. The weight of a hash 
value is the sum of the weights of its 
elements. When running the sieve, 
instead of tracking the (partial) walks 
and their (partial) hash values by 
dynamic programming, we only track 
the number of hash values of each 
weight. This enables us to process each 
fixed A ⊆ L in time polynomial in n. The 
number of all sets A ⊆ L is 2|L| ≤ 2n/2 < 
1.42n. Thus, the total running time of 
the above procedure is O (1.42n). 
When the sieve terminates, we assert 
that the input graph has a 
Hamiltonian path if the counter for 
the number of hash values of at least 
one weight is odd; otherwise we 
assert that the graph has no 
Hamiltonian path.

To see that the presence of an odd 
counter implies the existence of a 
Hamiltonian path, observe that by 
our careful design, each bad hash 
value gets inserted into the sieve an 
even number of times, and in partic-
ular contributes an even increment 
to the counter corresponding to the 

weight of the hash value. Thus, an 
odd counter can arise only if a good 
hash value was inserted into the 
sieve, that is, the graph has a 
Hamiltonian path.

Next, let us study the probability of 
a false negative, that is, all counters are 
even although the graph has a 
Hamiltonian path. Here it suffices to 
invoke the “Isolation Lemma” of 
Mulmuley et al.30 which states that for 
any set family over a base set of m ele-
ments, if we assign a weight indepen-
dently and uniformly at random from 
1, 2, …, r to each element of the base 
set, there will be a unique set of the 
minimum weight in the family with 
probability at least 1 − m/r. In particu-
lar, if we consider the set family of 
good hash values—indeed, each good 
hash value is a set—there is a unique 
such hash value of the minimum 
weight—and hence an odd counter in 
the sieve—with probability at least 1/2.

We thus have a randomized algo-
rithm for detecting Hamiltonian paths 
in bipartite graphs that runs in time 
O (1.42n), gives no false positives, and 
gives a false negative with probability 
at most 1/2. (The algorithm could now 
be extended to graphs that are not 
bipartite with running time O (1.66n) by 
partitioning the vertices randomly into 
V1 and V2 and employing a bijective 
labeling also for the edges with both 
ends in V2.)

Conclusion
This article has highlighted three 
recent results in exact exponential 
algorithms, with the aim of illustrating 
the range of techniques that can be 
employed and the element of surprise 
in each case. In this regard, it is per-
haps safe to say that the area is still in a 
state of flux, and with more research 
one can expect more positive sur-
prises. Certainly, the authors do not 
mind to be labeled as optimists in this 
sense. We also hope the three high-
lighted results have illustrated per-
haps the main reason why one wants 
to study algorithms that run in expo-
nential time. That is, the study of expo-
nential time algorithms is really a 
quest for understanding computa-
tion and the structure of computa-
tional problems, including pursuing 
the sometimes surprising connections 
uncovered in such a quest.
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algorithms. Dantsin and Hirsch9 sur-
vey algorithms for SAT, while Malik 
and Zhang28 discuss the deployment 
of SAT solvers in practical applica-
tions. Husfeldt21 gives an introduc-
tion to applications of the principle of 
inclusion and exclusion in algorith-
mics. Flum and Grohe13 give an intro-
duction to parameterized complexity 
theory and its connections to subex-
ponential and exponential time com-
plexity. Williams37 relates improve
ments to exhaustive search with 
superpolynomial lower bounds in cir-
cuit complexity.
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We conclude with three challenge 
problems, each of which at first sight 
appears quite similar to one of the 
three surprises we have covered in this 
article. Frustratingly enough, however, 
there has been no progress at all on 
these problems.

MAX-3-SAT. We have seen that MAX-2-
SAT can be solved in time O (2ωn/3) essen-
tially because of the existence of 
nontrivial algorithms for matrix multi-
plication. But no such tools are avail-
able when one considers instances with 
clauses of length 3 instead of length 2. 
The challenge is to find an algorithm 
that runs in time O ( (2 − ε)n) for MAX-3-
SAT, where n is the number of variables 
and ε > 0 is a constant independent of n.

Edge Coloring. The edge-coloring prob-
lem asks us to color the edges of a 
graph using the minimum number of 
colors such that the coloring is proper, 
that is, any two edges that share an 
endvertex must receive different col-
ors. It is known that the number of 
colors required is either ∆ or ∆ + 1, 
where ∆ is the maximum degree of a 
vertex, and it is NP-complete to decide 
which of the two cases occurs.20 For a 
graph G, the edge-coloring of G is 
equivalent to deciding whether the 
chromatic number of the line graph 
L(G) of G is ∆ or ∆ + 1, which implies 
that edge-coloring can be solved in 
time 2mmO (1), where m is the number of 
edges in G. The challenge is to find an 
algorithm that runs in time O ( (2 − ε)m) 
where ε > 0 is independent of m.

Traveling Salesman. While the 
Hamiltonian cycle problem can be 
solved in randomized time O (1.66n), 
no such algorithm is known for the 
Traveling Salesman Problem with n 
cities and travel costs between cities 
that are nonnegative integers whose 
binary representation is bounded in 
length by a polynomial in n. The chal-
lenge is to find an algorithm that runs 
in time O ( (2 − ε)n) where ε > 0 is inde-
pendent of n.

Further Reading
Beyond the highlighted results in this 
article, the recent book of Fomin and 
Kratsch15 and the surveys of 
Woeginger38, 39 provide a more in-depth 
introduction to exact exponential 

mailto:fomin@ii.uib.no
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Technical Perspective
Video Quality Assessment in 
the Age of Internet Video 
By David Oran

authors call buffering) cause the most 
dramatic effects on user engagement, 
particularly for “live” content such as 
sports and news. At some level, video 
stalls are analogous to major failures 
or glitches of earlier systems, and cause 
the most profound dissatisfaction 
among users. Stalls are a widespread 
phenomenon new to Internet video, 
and stem from the time- and location-
varying quality of Internet bandwidth, 
packet loss patterns, and congestive 
overload. The protocols used today for 
adaptive streaming of video are still 
primitive and the subject of both active 
research and standardization work. As 
they improve, the frequency and sever-
ity of stalls should decrease, no longer 
masking the magnitude of other effects 
such as encoding quality, variations in 
quality due to adaptation algorithms, 
and join time. Other results in this work 
must be seen in the light of the domi-
nance of stalls compared to the other 
phenomena the authors evaluate.

Despite the ubiquity and popular-
ity of Netflix and YouTube, we are still 
in the early days of the Internet video 
phenomenon. As with VoIP, users ini-
tially were delighted to the point of as-
tonishment that the system worked at 
all, since it provided access to a signifi-
cantly larger library of content, at lower 
cost, greater convenience, and on more 
devices than available in the “walled 
gardens” offered by broadcasters, sat-
ellite, and cable systems. Today we are 
in the hyper-growth phase, where users 
expect the systems to have high avail-
ability but not necessarily reach the 
quality of the legacy systems. It will not 
be long before quality as well is compet-
itive with or even in some cases exceeds 
non-Internet systems. 

We will need mature measurement 
methodologies to support these sys-
tems. This work is a good start.	

David Oran (oran@cisco.com) is a Cisco Fellow at Cisco 
Systems, Cambridge, MA.

© 2013 ACM 0001-0782/13/03

In the days of one-size-fits-all video de-
livery, broadcasters and rebroadcast-
ers (like satellite and cable companies) 
concerned themselves with maintain-
ing very high delivery quality under con-
ditions they mostly controlled, from the 
original released content to the users’ 
eyeballs. Variations in delivered qual-
ity were, of course, present. Televisions 
differed in size and quality of electron-
ics. Both analog and digital broadcast 
technologies had distance-based deg-
radations and occasional partial or 
total failures. Nonetheless, users’ ex-
pectations of these systems were set to 
“broadcast quality” and providers were 
held to that standard by both regulators 
and the content owners. Quality mea-
surement for broadcast video, both via 
objective metrics and subjective assess-
ment, are a mature field with gener-
ally well-understood methodology and 
agreed standards.

Once again, it appears that “the In-
ternet changes everything.” The variety 
of endpoints for consuming video has 
dramatically increased. The variety of 
formats and delivery protocols has ex-
ploded, with standards lagging inven-
tion by years. Consumer access has 
opened up beyond the broadcasters 
and licensees through the global avail-
ability of “over the top” video services 
like Netflix, Hulu, and YouTube. All of 
this is eerily reminiscent of the disrup-
tive trajectory of Voice-over-IP (VoIP), 
which went from a hobbyist curiosity in 
the mid-1990s to a competitive main-
stream commercial service in the early 
2000s, to poised to completely replace 
the PSTN by the year 2020. The tipping 
point came around 2004, when the ma-
jority of global voice traffic was carried 
at least partially over the Internet.

As with VoIP, we are seeing consum-
ers substantially changing their con-
sumption behavior and their assess-
ment of service quality. Convenience 
trumps quality. Quality expectations are 
lower, partially due to this, but also due 
to dramatically lower pricing for large 

libraries of content. In this changed 
environment, what measures of quality 
are most relevant, and how are they ob-
tained from consumers no longer teth-
ered to a single delivery service? In the 
following paper, the authors study the 
relationship between various objective 
measures of video delivery quality and 
user engagement, which they propose as 
the overall measure of the effectiveness 
of a video service.

Prior to digital video services, which 
have the ability to easily instrument a 
large number of programmable end-
points, user engagement could be as-
sessed only by expensive means and 
with small sample sets, as was done 
for decades by companies like Nielsen. 
Digital cable systems could get a rough 
measure of user engagement by log-
ging channel-changing behaviors. More 
recently IPTV systems, which emulate 
classic over-the-air and cable broadcast 
systems using IP network technology, 
have collected both channel-change 
and video-quality information from 
endpoints. None of these systems, 
however, has amassed anywhere near 
the quantity and diversity of data avail-
able to the authors through the Conviva 
service, nor have they published exten-
sive studies relating video quality mea-
sures to user engagement. For large-
scale Internet video services, this study 
is groundbreaking and will provide a 
baseline set of measures for others to 
use in future work.

Some of the results are unsurpris-
ing. Stalls in video output (which the 
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Abstract
As the distribution of video over the Internet is becoming 
mainstream, user expectation for high quality is constantly 
increasing. In this context, it is crucial for content providers 
to understand if and how video quality affects user engage-
ment and how to best invest their resources to optimize 
video quality. This paper is a first step toward addressing 
these questions. We use a unique dataset that spans differ-
ent content types, including short video on demand (VoD), 
long VoD, and live content from popular video content pro-
viders. Using client-side instrumentation, we measure qual-
ity metrics such as the join time, buffering ratio, average 
bitrate, rendering quality, and rate of buffering events. We 
find that the percentage of time spent in buffering (buffer-
ing ratio) has the largest impact on the user engagement 
across all types of content. However, the magnitude of this 
impact depends on the content type, with live content being 
the most impacted. For example, a 1% increase in buffering 
ratio can reduce user engagement by more than 3 min for a 
90-min live video event.

1. INTRODUCTION
Video content already constitutes a dominant fraction of 
Internet traffic today and several analysts forecast that 
this contribution is set to increase in the next few years.1, 15 
This trend is fueled by the ever decreasing cost of con-
tent delivery and the emergence of new subscription- 
and ad-based business models. Premier examples are 
Netflix which now has reached 20 million US subscrib-
ers, and Hulu which distributes over one billion videos 
per month.

As Internet video goes mainstream, users’ expecta-
tions for quality have dramatically increased; for example, 
when viewing content on TV screens anything less than 
“SD” quality (i.e., 480p) is not acceptable. In the spirit of 
Herbert Simon’s articulation of attention economics, the 
overabundance of video content increases the onus on 
content providers to maximize their ability to attract users’ 
attention.18 Thus, it becomes critical to systematically 
understand the interplay between video quality and user 
engagement. This knowledge can help providers to bet-
ter invest their network and server resources toward opti-
mizing the quality metrics that really matter.2 However, 
our understanding of many key questions regarding the 
impact of video quality on user engagement “in the wild” 
is limited on several fronts:

1.  Does poor video quality reduce user engagement? And 
by how much?

2.  Do different quality metrics vary in the degree in which 
they impact the user engagement?

3.  Does the impact of the quality metrics differ across 
content genres and across different granularities of 
user engagement?

This paper is a first step toward answering these ques-
tions. We do so using a unique dataset of client-side mea-
surements obtained over 2 million unique video viewing 
sessions from over 1 million viewers across popular content 
providers. Using this dataset, we analyze the impact of video 
quality on user engagement along three dimensions:

•	 Different quality metrics: We capture characteristics of 
the start up latency, the rate at which the video was 
encoded, how much and how frequently the user expe-
rienced a buffering event, and what was the observed 
quality of the video rendered to the user.

•	 Multiple timescales of engagement: We quantify the 
user engagement at two levels: per-view (i.e., a single 
video being watched) and per-viewer (i.e., aggregated 
over all views for a specific user).

•	 Different types of content: We partition our data based 
on video type and length into short VoD, long VoD, and 
live, to represent the three broad types of video content 
being served today.

To identify the critical quality metrics and to understand the 
dependencies among these metrics, we employ well-known 
techniques such as correlation and information gain. We also 
augment this qualitative analysis with regression techniques 
to quantify the impact. Our main observations are

•	 The percentage of time spent in buffering (buffering 
ratio) has the largest impact on the user engagement 
across all types of content. However, this impact is 
quantitatively different for different content types, with 
live content being the most impacted. For a highly pop-
ular 90-min soccer game, for example, an increase in 
the buffering ratio of only 1% can lead to more than 
3 min of reduction in the user engagement.

The original version of this paper with the same title was 
published in ACM SIGCOMM, 2011.
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•	 The average bitrate at which the content is streamed 
has a significantly higher impact for live content than 
for VoD content.

•  The quality metrics affect not only the per-view engage-
ment but also the number of views watched by a viewer 
over a time period. Further, the join time has greater 
impact on viewer-level engagement.

These results have important implications on how con-
tent providers can best use their resources to maximize user 
engagement. Reducing the buffering ratio can increase the 
engagement for all content types, minimizing the rate of 
buffering events can improve the engagement for long VoD 
and live content, and increasing the average bitrate can 
increase the engagement for live content. However, there are 
also trade-offs between the buffering and the bitrate that we 
should take into account. Our ultimate goal is to use such 
measurement-driven insights so that content providers, 
delivery systems, and end users can objectively evaluate and 
improve Internet video delivery. The insights we present are 
a small, but significant, first step toward realizing this vision.

2. PRELIMINARIES AND DATASETS
We begin this section with an overview of how our dataset 
was collected. Then, we scope the three dimensions of the 
problem space: user engagement, video quality metrics, and 
types of video content.

2.1. Data collection
We have implemented a highly scalable and available real-
time data collection and processing system. The system 
consists of two parts: (a) a client-resident instrumentation 
library in the video player and (b) a data aggregation and pro-
cessing service that runs in data centers. Our client library 
gets loaded when Internet users watch video on our affili-
ates’ sites and monitors fine-grained events and player sta-
tistics. This library collects high fidelity raw data to generate 
higher level information on the client side and transmits 
these in real time with minimal overhead. We collect and 
process 0.5TB of data on average per day from various affili-
ates over a diverse spectrum of end users, video content, 
Internet service providers, and content delivery networks.

Video player instrumentation: Figure 1 illustrates the 
lifetime of a video session as observed at the client. The 
video player goes through multiple states (connecting and 
joining, playing, paused, buffering, stopped). For example, 
the player goes to paused state if the user presses the pause 
button on the screen, or if the video buffer becomes empty 
then the player goes into buffering state. By instrumenting 
the client, we can observe all player states and events and 
also collect statistics about the playback quality.

2.2. Engagement and quality metrics
Qualitatively, engagement is a reflection of user involve-
ment and interaction. While there are many ways in which 
we can define engagement (e.g., user-perceived satisfaction 
with the content or willingness to click advertisements), in 
this study we focus on objectively measurable metrics of 
engagement at two levels:

1.  View level: A user watching a single video continuously 
is a view. For example, this could be watching a movie 
trailer clip, an episode of a TV serial, or a football 
game. The view-level engagement metric of interest is 
the play time—the duration of the viewing session. 
Note that we do not count ads in the stream as sepa-
rate views; they are part of the actual content.

2.  Viewer level: To capture the aggregate experience of 
a  single viewer (an end user identified by a unique 
system-generated client ID), we study the viewer-
level engagement metrics for each unique viewer. 
The two metrics we use are the number of views and 
the total play time across all videos watched by the 
viewer.

For completeness, we briefly describe the five industry-
standard video quality metrics we use in this study2:

1.  Join time (JoinTime): This represents the duration 
from the time at which the player initiates a connec-
tion to a video server till the time sufficient player 
video buffer has filled up and the player starts render-
ing video frames and moves to playing state. In Figure 
1, this is the length of the joining state.

2.  Buffering ratio (BufRatio): This is the fraction of the 
total session time (i.e., playing plus buffering time) 
spent in buffering. This is an aggregate metric that can 
capture periods of long video “freeze” observed by the 
user. As illustrated in Figure 1, the player goes into a 
buffering state when the video buffer becomes empty 
and moves out of buffering (back to playing state) 
when the buffer is replenished.

3.  Rate of buffering events (RateBuf): BufRatio does not cap-
ture the frequency of induced interruptions. For exam-
ple, a video session that experiences “video stuttering,” 
where each interruption is small but the total number of 
interruptions is high, might not have a high buffering 
ratio, but may be just as annoying to a user. Thus, we use 
the rate of buffering events .

4.  Average bitrate (AvgBitrate): A single video session 
can have multiple bitrates if the video player can 
switch between different bitrate streams. Such 
bitrate adaptation logic is widely deployed in com-
mercial players today. This metric is simply the 

Figure 1. An illustration of a video session lifetime and associated 
video player events.
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average of the bitrates played weighted by the dura-
tion each bitrate is played.

5.	 Rendering quality (RendQual): Rendering rate (frames 
per second) is central to user’s visual perception. This 
rate may drop because of either CPU effects (e.g., 
player may drop frames if the CPU is overloaded) or 
network effects (e.g., congestion causes the buffer to 
become empty). To normalize the metric across videos 
that have different encoded frame rates, we define ren-
dering quality as the ratio of the rendered frames per 
second to the encoded frames per second of the 
stream.

2.3. Dataset
We collect close to 4TB of data each week. On average, 1 week 
of our data captures measurements of over 300 million views 
watched by about 100 million unique viewers across all of 
our affiliate content providers. The analysis in this paper is 
based on the data collected from five of our affiliates in the 
fall of 2010. These providers appear in the Top-500 most 
popular sites and serve a large volume of video content, thus 
providing a representative view of Internet video quality and 
engagement.

We organize the data into three content types and within each 
content type we choose two datasets from different providers. 
We choose diverse providers in order to rule out biases induced 
by the particular provider or the player-specific optimizations 
and algorithms they use. For live content, we use additional 
data from the largest live streaming sports event of 2010: the 
FIFA World Cup. Table 1 summarizes the number of unique 
videos and viewers for each dataset, described below. To ensure 
that our analysis is statistically meaningful, we only select vid-
eos that have at least 1000 views over the week-long period.

•	 Long VoD: Long VoD clips are videos that are at least 
35 min and at most 60 min in duration. They are typi-
cally full episodes of TV shows. The two long VoD data-
sets are labeled as LvodA and LvodB.

•	 Short VoD: We categorize video clips as short VoD if the 
video length is 2–5 min. These are often trailers, short 
interviews, short skits, and news clips. The two short 
VoD datasets are labeled as SvodA and SvodB.

•	 Live: Sports events and news feeds are typically delivered 
as live video streams. There are two key differences 
between the VoD-type content and live streams. First, the 

client buffers in this case are sized such that the viewer 
does not lag more than a few seconds behind the video 
source. Second, all viewers are roughly synchronized in 
time. The two live datasets are labeled LiveA and LiveB. 
As a special case study, the dataset LiveWC corresponds 
to the three of the final World Cup games with almost a 
million viewers per game on average.

3. ANALYSIS TECHNIQUES
In this section, we show preliminary measurements to 
motivate the types of questions that we want to answer and 
briefly describe the analysis techniques we use.

Overview: Figure 2 shows the cumulative distribution 
functions (CDF) of four quality metrics for dataset LvodA. 
We see that most viewing sessions experience very good 
quality, that is, have low BufRatio, low JoinTime, and rel-
atively high RendQual. At the same time, however, the 
number of views that suffer from quality issues is not 
trivial—7% experience BufRatio larger than 10%, 5% have 
JoinTime larger than 10s, and 37% have RendQual lower 
than 90%. Finally, only a small fraction of views receive 
the highest bitrate. Given that a significant number of 
views experience quality issues, content providers would 
naturally like to know if (and by how much) improving 
their quality could have potentially increased the user 
engagement.

As an example, we consider one video object each from 
LiveA and LvodA, bin the different sessions based on the 
quality metrics, and calculate the average play time for each 
bin in Figures 3 and 4. These figures visually confirm that 
quality matters. At the same time, these initial visualizations 
also give rise to several questions:
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Figure 2. Cumulative distribution functions for four quality metrics for dataset LvodA.

Table 1. Summary of the datasets in our study.

Dataset Number of videos Number of viewers (100K)

LiveA 107 4.5
LiveB 194 0.8
LvodA 115 8.2
LvodB 87 4.9
SvodA 43 4.3
SvodB 53 1.9
LiveWC 3 29
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•	 How do we identify which metrics matter the most?
•	 Are these quality metrics independent or is the 

observed relationship between the engagement and 
the quality metric M due to a hidden relationship 
between M and a more critical metric M’?

•	 How do we quantify how important a quality metric is?
•  What causes the seemingly counterintuitive behav-

iors? For example, RendQual is negatively correlated 
(Figure 4(d) ), while the AvgBitrate shows non-mono-
tone relationships (Figure 3(c) ).

To address the first two questions, we use the well-known 
concepts of correlation and information gain. To measure 
the quantitative impact, we also use linear-regression-
based models for the most important metric(s). Finally, we 
use domain-specific insights and controlled experiments 
to explain the anomalous observations. Next, we briefly 
describe the statistical techniques we employ.

Correlation: To avoid making assumptions about the 
nature of the relationships between the variables, we choose 
the Kendall correlation instead of the Pearson correlation. 
The Kendall correlation is a rank correlation that does not 
make any assumption about the underlying distributions, 
noise, or the nature of the relationships. (Pearson correla-
tion assumes that the noise in the data is Gaussian and that 
the relationship is roughly linear.)

Given the raw data—a vector of (x, y) values where each x 
is the measured quality metric and y the engagement metric 
(play time or number of views)—we bin it based on the value 
of the quality metric. We choose bin sizes that are appropri-
ate for each quality metric of interest: for JoinTime, we use 

0.5s intervals, for BufRatio and RendQual we use 1% bins, for 
RateBuf we use 0.01/min sized bins, and for AvgBitrate we 
use 20 kbps-sized bins. For each bin, we compute the empir-
ical mean of the engagement metric across the sessions/
viewers that fall in the bin.

We compute the Kendall correlation between the mean-
per-bin vector and the values of the bin indices. We use this 
binned correlation metric for two reasons. First, we observed 
that the correlation coefficient was biased by a large mass of 
users that had high quality but very low play time, possibly 
because of low user interest. Our goal in this paper is not to 
study user interest. Rather, we want to understand how the 
quality impacts user engagement. To this end, we look at the 
average value for each bin and compute the correlation on 
the binned data. The second reason is scale. Computing the 
rank correlation is expensive at the scale of analysis we tar-
get; binned correlation retains the qualitative properties at 
much lower computation cost.

Information Gain: Correlation is useful when the rela-
tionship between the variables is roughly monotone increas-
ing or decreasing. As Figure 3(c) shows, this may not hold. 
Furthermore, we want to move beyond analyzing a single 
quality metric. First, we want to understand if a pair (or 
a set) of quality metrics are complementary or if they cap-
ture the same effects. As an example, consider RendQual in 
Figure 3; RendQual could reflect either a network issue or a 
client-side CPU issue. Because BufRatio is also correlated 
with PlayTime, we may suspect that RendQual is mirroring 
the same effect. Identifying and uncovering these hidden 
relationships, however, is tedious. Second, content provid-
ers may want to know the top-k metrics that they should 
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Figure 3. Qualitative relationships between four quality metrics and the play time for one video in LvodA.
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Figure 4. Qualitative relationships between four quality metrics and the play time for one video in LiveA.
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optimize to improve user engagement.
To this end, we augment the correlation analysis 

using information gain,16 which is based on the concept of 
entropy. Intuitively, this metric quantifies how our knowl-
edge of a variable X reduces the uncertainty in another vari-
able Y; for example, what does knowing the AvgBitrate or 
BufRatio “inform” us about the PlayTime distribution? We 
use a similar strategy to bin the data and for the PlayTime, 
we choose different bin sizes depending on the duration of 
the content.

Note that these analysis techniques are complemen-
tary. Correlation provides a first-order summary of mono-
tone relationships between engagement and quality. The 
information gain can corroborate the correlation or aug-
ment it when the relationship is not monotone. Further, it 
extends our understanding to analyze interactions across 
quality metrics.

Regression: Kendall correlation and information gain are 
largely qualitative measures. It is also useful to understand 
the quantitative impact; for example, what is the expected 
increase in engagement if we improve a specific quality met-
ric by a given amount? Here, we rely on regression. However, 
as the visualizations show, the relationships between the 
quality metrics and the engagement are not obvious and 
many metrics have intrinsic dependencies. Thus, directly 
applying regression techniques may not be meaningful. As a 
simpler and more intuitive alternative, we use linear regres-
sion to quantify the impact of specific ranges of the most 
critical quality metric. However, we do so only after visually 
confirming that the relationship is roughly linear over this 
range so that the linear data fit is easy to interpret.

4. ENGAGEMENT ANALYSIS
We begin by analyzing engagement at the per-view level, 
where our metric of interest is PlayTime. We begin with long 
VoD content, then proceed to live and short VoD content. In 
each case, we compute the binned correlation and informa-
tion gain per video and then look at the distribution of the 
coefficients across all videos. Having identified the most 
critical metric(s), we quantify the impact of improving this 
quality using a linear regression model over a specific range 
of the quality metric.

At the same time, content providers also want to under-
stand if good quality improves customer retention or if it 
encourages users to try more videos. Thus, we also analyze 
the user engagement at the viewer level by considering the 
number of views per viewer and the total play time across all 
videos watched by the viewer in a 1-week interval.

4.1. Long VoD content
Figure 5 shows the absolute and signed values of the correla-
tion coefficients for LvodA to show the magnitude and the 
nature (increasing or decreasing) of the correlation. We sum-
marize the median values for both datasets in Table 2 and 
find that the results are consistent for the common quality 
metrics BufRatio, JoinTime, and RendQual, confirming that 
our observations are not unique to a specific provider.

The result shows that BufRatio has the strongest correla-
tion with PlayTime. Intuitively, we expect a higher BufRatio 

to decrease PlayTime (i.e., more negative correlation) and 
a higher RendQual to increase PlayTime (i.e., a positive cor-
relation). Figure 5(b) confirms this intuition regarding the 
nature of these relationships. We also notice that JoinTime 
has little impact on the play duration.

Next, we use the univariate information gain analysis 
to corroborate and complement the correlation results. In 
Figure 6, the relative order between RateBuf and BufRatio is 

Table 2. Median values of the Kendall rank correlation coefficients 
for LvodA and LvodB. We do not show AvgBitrate and RateBuf for 
LvodB because the player did not switch bitrates or gather buffering 
event data. For the remaining metrics, the results are consistent 
with dataset LvodA.

Quality Metric

Correlation coefficient

LvodB LvodA

JoinTime −0.17 −0.23
BufRatio −0.61 −0.67
RendQual 0.38 0.41
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Figure 5. Distribution of the Kendall rank correlation coefficients 
between quality metrics and play time for LvodA.
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reversed compared to Figure 5. The reason is that most of 
the probability mass is in the first bin (0–1% BufRatio) and 
the entropy here is the same as the overall distribution (not 
shown). Consequently, the information gain for BufRatio is 
low; RateBuf does not suffer this problem and has higher 
information gain. Curiously, we see that AvgBitrate has 
high information gain even though its correlation with 
PlayTime is very low; we revisit this later in the section.

So far we have looked at each quality metric in isolation. 
A  natural question then is whether two or more metrics 
when combined together yield new insights that a single 
metric does not provide. However, this may not be the case 
if the metrics are themselves interdependent. For example, 
BufRatio and RendQual may be correlated with each other; 
thus knowing that both are correlated with PlayTime does 
not add new information. Thus, we consider the distribu-
tion of the bivariate relative information gain values in 
Figure 7. For clarity, rather than showing all combina-
tions, for each metric we include the bivariate combination 
with the highest relative information gain. We see that the 

combination with the AvgBitrate provides the highest bivar-
iate information gain. Even though BufRatio, RateBuf, and 
RendQual had strong correlations in Figure 5, combining 
them does increase the information gain suggesting that 
they are interdependent.

Surprising behavior in AvgBitrate: We noticed that 
AvgBitrate has low correlation but high information gain in 
the univariate and bivariate analysis. This is related to our 
earlier observation in Figure 3. The relationship between 
PlayTime and AvgBitrate is not monotone; it peaks between 
800 and 1000 Kbps, low on either side of this region, and 
increases slightly at the highest rate. Because of this non-
monotone relationship, the correlation is low.

However, knowing the value of AvgBitrate allows us 
to predict the PlayTime and thus there is a non-trivial 
information gain. This still leaves open the issue of low 
PlayTime in the 1000–1600 kbps band. This range cor-
responds to clients that observe many bitrate switches 
because of buffering induced by poor network conditions. 
Thus, the PlayTime is low here as a result of buffering, 
which we already observed to be the most critical factor.

4.2. Live content
Figure 8 shows the distribution of the correlation coef-
ficients for dataset LiveA, and we summarize the median 
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Figure 6. Distribution of the univariate gain between the quality 
metrics and play time for LvodA.
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between the quality metrics and play time, for dataset LiveA.
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values for the two datasets in Table 3. We notice one key 
difference with respect to the LvodA results: AvgBitrate is 
more strongly correlated for live content. Similar to data-
set LvodA, BufRatio is strongly correlated, while JoinTime is 
weakly correlated.

For both long VoD and live content, BufRatio is a criti-
cal metric. Interestingly, for live, we see that RateBuf has 
a much stronger negative correlation with PlayTime. This 
suggests that the Live users are more sensitive to each 
buffering event compared to the Long VoD audience. 
Investigating this further, we find that the average buffer-
ing duration is much smaller for long VoD (3 s), compared 
to live (7 s). That is, each buffering event in the case of 
live content is more disruptive. Because the buffer sizes 
in long VoD are larger, the system fares better in face of 
fluctuations in link bandwidth. Furthermore, the system 
can be more proactive in predicting buffering and hence 
preventing it by switching to another server, or switching 
bitrates. Consequently, there are fewer and shorter buffer-
ing events for long VoD.

Information gain analysis reconfirms that AvgBitrate is 
a critical metric and that JoinTime is less critical for Live 
content (not shown). The bivariate results (not shown 
for  brevity) mimic the same effects as those depicted in 
Figure 7, where the combination with AvgBitrate has the 
largest information gains.

Surprising behavior with RendQual: Figure 4(d) shows 
the counter-intuitive effect where RendQual was negatively 
correlated with PlayTime for live content. The above results 
for the LiveA and LiveB datasets confirm that this is not an 
anomaly specific to one video but a more pervasive phenom-
enon. Investigating this further, we found a surprisingly 
large fraction of viewers with low rendering quality and high 
play time. Furthermore, the BufRatio values for these users 
were also very low. In other words, these users see a drop in 
RendQual even without any network issues but continue to 
view the video.

We hypothesized that this effect arises out of a combina-
tion of user behavior and player optimizations. Unlike long 
VoD viewers, live video viewers may run the video player in 
background or minimize the browser (and maybe listen-
ing to the commentary). In this case, the player may try to 
reduce the CPU consumption by decreasing the frame ren-
dering rate. To confirm this hypothesis, we replicated this 
behavior in a controlled setup and found that the player 
drops the RendQual to 20%. Interestingly, the PlayTime peak 
in Figure  4(d) also occurs at 20%. These suggest that the 

anomalous relationship is due to player optimizations when 
users play the video in the background.

Case study with high impact events: One concern for con-
tent providers is whether the observations from typical videos 
can be applied to “high impact” events (e.g., Olympics10). To 
address this concern, we consider the LiveWG dataset. We 
focus here on BufRatio and AvgBitrate, which we observed as 
the most critical metrics for live content in the previous dis-
cussion. Figure 9 shows that the results for LiveWC1 roughly 
match the results for LiveA and LiveB. We also confirmed 
that the coefficients for LiveWG2 and LiveWC3 are identical. 
These results suggest that our observations apply to such 
events as well.

4.3. Short VoD content
Finally, we consider the short VoD category. For both data-
sets SvodA and SvodB, the player uses a discrete set of 2–3 
bitrates without switching and was not instrumented to 
gather buffering event data. Thus, we do not show the 
AvgBitrate (correlation is not meaningful on two points) and 
RateBuf. Table 4 summarizes the median values for both 
datasets. We notice similarities between long and short 
VoD: BufRatio and RendQual are the most critical metrics. As 
before, JoinTime is weakly correlated. The information gain 
results for short VoD largely mirror the results from the cor-
relation analysis and we do not show these.

4.4. Quantitative analysis
As our measurements show, the interaction between the 
PlayTime and the quality metrics can be quite complex. 

Table 3. Median values of the Kendall rank correlation coefficients 
for LiveA and LiveB. We do not show AvgBitrate and RateBuf because 
they do not apply for LiveB. For the remaining metrics the results  
are consistent with dataset LiveA.

Quality Metric

Correlation coefficient

LiveB LiveA

JoinTime −0.49 −0.36
BufRatio −0.81 −0.67
RendQual −0.16 −0.09

Table 4. Median values of the Kendall rank correlation coefficients 
for SvodA and SvodB. We do not show AvgBitrate and RateBuf  
because they do not apply here.

Quality Metric

Correlation coefficient

SvodB SvodA

JoinTime 0.06 0.12
BufRatio −0.53 −0.38
RendQual 0.34 0.33
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Figure 9. Impact of two quality metrics for LiveWC1, one of the  
three final games from the 2010 FIFA World Cup. A linear data fit is 
shown over the 0–10% subrange of BufRatio.
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The values of the correlation coefficients are qualita-
tively consistent across the different datasets (not shown) 
and also similar to the trends we observed at the view level. 
The key difference is that while JoinTime has relatively little 
impact at the view level, it has a more pronounced impact at 
the viewer level. This has interesting system design implica-
tions. For example, a provider may decide to increase the 
buffer size to alleviate buffering issues. However, increas-
ing buffer size can increase JoinTime. The above result 
shows that doing so without evaluating the impact at the 
viewer level may reduce the likelihood of a viewer visiting 
the site again.

5. RELATED WORK
Content popularity: There is an extensive literature on 
modeling content popularity and its implications for 
caching (e.g., Cheng et al.,6 Yu et al.,12 and Huang et 
al.14). While our analysis of the impact on quality on 
engagement is orthogonal, one interesting question is if 
the impact of quality differs across popularity segments, 
for example, is niche content more likely to be affected 
by poor quality?

User behavior: Yu et al. observe that many users have 
small session times as they “sample” a video and leave.12 
Removing this potential bias was one of the motivations 
for our binned correlation analysis. Other researchers 
have studied channel switching in IPTV (e.g., Cha et al.8) 
and seek-pause-forward behaviors in streaming systems 
(e.g., Costa et al.7). These highlight the need to under-
stand user behavior to provide better context for the mea-
surements similar to our browser minimization scenario 
for live content.

Measurements of video delivery systems: The research 
community has benefited immensely from measurement 
studies of deployed VoD and streaming systems using 
both “black-box” inference (e.g., Gill et al.,4 Hei et al.,13 and 
Saroiu et al.17) and “white-box” measurements (e.g., Chang 
et al.,9 Yin et al.,10 and Sripanidkulchai et al.19). Our work fol-
lows in this rich tradition of measuring real deployments. 
At the same time, we have taken a significant first step to 
systematically analyze the impact of the video quality on 
user engagement.

User perceived quality: Prior work has relied on con-
trolled user studies to capture user perceived quality indi-
ces (e.g., Gulliver and Ghinea11). The difference in our 
work is simply an issue of timing and scale. Internet video 
has only recently attained widespread adoption; revisiting 
user engagement is ever more relevant now than before. 
Also, we rely on real-world measurements with millions 
of viewers rather than small-scale controlled experiments 
with a few users.

Engagement in other media: Analysis of understand-
ing user engagement appears in other content delivery 
mechanisms as well: impact of Website loading times 
on user satisfaction (e.g., Bouch et al.5), impact of qual-
ity metrics such as bitrate, jitter, and delay on call dura-
tion in VoIP (e.g., Chen et al.3), among others. Our work 
is a step toward obtaining similar insights for Internet 
video delivery.

Thus, we avoid black-box regression models and restrict 
our analysis to the most critical metric (BufRatio) and only 
apply regression to the 0–10% range of BufRatio after visu-
ally confirming that this is roughly a linear relationship.

We notice that the distribution of the linear-fit slopes 
is very similar within the same content type in Figure 10. 
The median magnitudes of the slopes are one for long 
VoD, two for live, and close to zero for short VoD. That 
is, BufRatio has the strongest quantitative impact on 
live, then on long VoD, and then on short VoD. Figure 9 
also includes linear data fits on the 0–10% subrange for 
BufRatio for the LiveWG data. These show that, within the 
selected subrange, a 1% increase in BufRatio can reduce 
the average play time by more than 3 min (assuming a 
game duration of 90 min). In other words, providers can 
increase the average user engagement by more than 3 min 
by investing resources to reduce BufRatio by 1%. Note that 
the 3 min drop is not from the 90-min content time but 
from expected view time which is around 40 min; that is, 
engagement drops by roughly 7.5% ( ).

4.5. Viewer-level engagement
At the viewer level, we look at the aggregate number of views 
and play time per viewer across all objects irrespective of that 
video’s popularity. For each viewer, we correlate the average 
value of each quality metric across different views with these 
two aggregate engagement metrics.

Figure 11 visually confirms that the quality metrics also 
impact the number of views. One interesting observation 
with JoinTime is that the number of views increases in 
the range 1–15s before starting to decrease. We also see 
a similar effect for BufRatio, where the first few bins have 
fewer total views. This effect does not, however, occur for 
the total play time. We speculate that this is an effect of 
user interest. Many users have very good quality but little 
interest in the content; they sample the content and leave 
without returning. Users who are actually interested in the 
content are more tolerant of longer join times (and buffer-
ing). However, the tolerance drops beyond a certain point 
(around 15s for JoinTime).
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Figure 10. CDF of the linear-fit slopes between PlayTime and the 
0–10% subrange of BufRatio.
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6. REFLECTIONS
The findings presented in this paper are the result of an 
iterative process that included more false starts and misin-
terpretations than we care to admit. We conclude with two 
cautionary lessons we learned that apply more broadly to 
future studies of this scale.

The need for complementary analysis: For the long VoD 
case, we observed that the correlation coefficient for the aver-
age bitrate was weak, but the univariate information gain 
was high. The process of trying to explain this discrepancy 
led us to visualize the behaviors. In this case, the correlation 
was weak because the relationship was not monotone. The 
information gain, however, was high because the interme-
diate bins near the natural modes had significantly lower 
engagement and consequently low entropy in the play time 
distribution. This observation guided us to a different phe-
nomenon, sessions that were forced to switch rates because 
of poor network quality. If we had restricted ourselves to a 
purely correlation-based analysis, we might have missed 
this effect and incorrectly inferred that AvgBitrate was not 
important. This highlights the value of using multiple views 
from complementary analysis techniques in dealing with 
large datasets.

The importance of context: Our second lesson is that 
while statistical techniques are excellent tools, they need 
to be used with caution and we need to take the results of 
these analyses together with the context of the user and 
system-level factors. For example, naively acting on the 
observation that the RendQual quality is negatively corre-
lated for live content can lead to an incorrect understanding 
of its impact on engagement. As we saw, this is an outcome 
of user behavior and player optimizations. This highlights 
the importance of backing the statistical analysis with 
domain-specific insights and controlled experiments to 
replicate the observations.�
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Figure 11. Visualizing the impact of JoinTime and BufRatio on the number of views and play time for LvodA.
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Dalhousie University
Halifax, Canada 
Faculty of Computer Science
Probationary Tenure Track Assistant Professor

Probationary Tenure Track Assistant Professor 
position in the Faculty of Computer Science. Dal-
housie University (http://www.dal.ca) invites ap-
plications for a Probationary Tenure Track posi-
tion at the Assistant Professor level in the Faculty 
of Computer Science (http://www.cs.dal.ca) that 
currently has 30 faculty members, approximately 
425 undergraduate majors and 240 master’s and 
doctoral students. The Faculty partners with oth-
er Faculties in the University to offer the Master 
of Electronic Commerce, Master of Health Infor-
matics and Master of Science in Bioinformatics 
programs, and is an active participant in the In-
terdisciplinary PhD program. Dalhousie Univer-
sity is located in Halifax, Nova Scotia (http://www.
halifaxinfo.com/), which is the largest city in At-
lantic Canada and affords its residents outstand-
ing quality of life. 

The Faculty welcomes applications from out-
standing candidates in Computer Science. An ap-
plicant should have a PhD in Computer Science 
or related area and be comfortable teaching core 
computer science courses, particularly Software 
Engineering. Evidence of a strong commitment 

Self-Identification form (Word):  
http://hrehp.dal.ca/Files/Academic_
Hiring_%28For/selfid02.doc

Iowa State University
Chair & Professor, Department of Computer 
Science

Iowa State University is seeking a Chair for the 
department of Computer Science. Primary  
responsibilities are to provide visionary leader-
ship; encourage all aspects of research, teaching 
and service; advance development of depart-
ment; facilitate faculty efforts to attract extramu-
ral funding; and promote productive relation-
ships with all constituents. Successful applicants 
will have excellent communication skills.

ISU is an Affirmative Action/Equal Opportu-
nity Employer. Please apply at www.iastatejobs.
com, #121311.

Middle East Technical University 
Northern Cyprus Campus (METU NCC)
Faculty Positions at Computer Engineering 
Program

Full-time faculty position (open rank) in Comput-
er Engineering at METU NCC from September, 
2013 (or an agreed date). Ph.D. in Computer Sci-
ence or related field required, visiting positions 
available. Competitive salaries and subsidized 
accommodation offered, visit ncc.metu.edu.tr/
academic/Guidelines_for_Application.php.

to and aptitude for research and teaching is es-
sential. The ideal candidate will be open to col-
laborative research within the faculty and add to 
or complement existing research strengths and 
strategic research directions of the Faculty. 

Applications should include an application 
letter, curriculum vitae, a statement of research 
and teaching interests, sample publications, and 
the names, email addresses and physical address-
es of three referees. The application must include 
the Equity Self-Identification form (see the URL 
below). All documents are to be submitted to the 
email address below as PDF files. 

Applicants should provide their referees with 
the URL of this advertisement (see below), and 
request that they forward letters of reference by 
email to the same address. 

Applications will be accepted until April 30, 
2013

All qualified candidates are encouraged to ap-
ply; however Canadian and permanent residents 
will be given priority. Dalhousie University is an 
Employment Equity/Affirmative Action Employ-
er. The University encourages applications from 
qualified Aboriginal people, persons with a dis-
ability, racially visible persons and women.

Submission Address for application docu-
ments and reference letters:  
appointments@cs.dal.ca

Location of this advertisement:  
www.cs.dal.ca

Self-Identification form (PDF):  
http://hrehp.dal.ca/Files/Academic_
Hiring_%28For/selfid02.pdf

Advertising in Career 
Opportunities

How to Submit a Classified Line Ad: Send 
an e-mail to acmmediasales@acm.org. 
Please include text, and indicate the issue/
or issues where the ad will appear, and a 
contact name and number.
Estimates: An insertion order will then be 
e-mailed back to you. The ad will by 
typeset according to CACM guidelines.  
NO PROOFS can be sent. Classified line ads 
are NOT commissionable.
Rates: $325.00 for six lines of text, 40 
characters per line. $32.50 for each 
additional line after the first six. The 
MINIMUM is six lines.
Deadlines: 20th of the month/2 months 
prior to issue date.  For latest deadline 
info, please contact: 

acmmediasales@acm.org
Career Opportunities Online: Classified 
and recruitment display ads receive a free 
duplicate listing on our website at: 

http://jobs.acm.org 
Ads are listed for a period of 30 days.

For More Information Contact: 
ACM Media Sales

at 212-626-0686 or 
acmmediasales@acm.org

http://inroads.acm
.org

ACM
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computing educators worldwide

Paving the way toward excellence in computing education
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Puzzled  
Solutions and Sources  
Last month (February 2013) we posed a trio of brainteasers 
concerning probability and dice. Here, we offer solutions  
to all three. How did you do? 

DOI:10.1145/2428556.2428578		  Peter Winkler

1. Four different numbers.
You were asked to compute 

the probability of getting exactly four 
different numbers when tossing six 
dice (each with faces numbered 1 
through 6). The answer, surprisingly 
(to me, at least, when I discovered it by 
accident) is that it is over 50%; that is, 
rolling a “four” this way is more likely 
than all other outcomes combined. 
The calculation is easy to mess up, by 
over- or undercounting. Four different 
numbers can be produced in two gen-
eral ways: three of one number, and one 
each of three other numbers; or two 
each of two numbers, and one each of 
two others. For each of these ways, we 
first pick a “pattern” (such as ABCBBD), 
then assign numbers left to right. The 
total number of ways to roll a “four” is 

((6 choose 3) + (6 choose 2) ×  
(4 choose 2) × 1/2) × 6 × 5 × 4 × 3 = 23,400 

which, when divided by the total of 66 
ways to roll the dice, gives approxi-
mately 50.154321%. 

2.Four of a kind vs. six different.  
This and the next puzzle were 

both inspired by correspondence with 
my longtime friend Bob Henderson of 
Mason, MI. A single die is rolled un-
til Alice sees all the faces or Bob sees 

four of a kind. One of them must win 
by the 16th roll; in the slowest case, 15 
rolls would consist of three of each of 
five faces, and none of the sixth. Who 
is more likely to win? It turns out Bob 
has a sizeable advantage. The easiest 
way to see this is to prove by induc-
tion that after any number of rolls, he 
is more likely to have won than Alice. 
Surprised? I often see eyebrows go up 
at the idea that most of the time (over 
63%, it turns out) some number will 
appear four times before some other 
number appears even once. This out-
come is related to the oft-cited obser-
vation that runs of heads or tails in a 
sequence of coin flips tend to be lon-
ger than people expect. 

3.Seven-seven vs. eight-seven. 
A pair of dice is rolled repeat-

edly, with Alice gunning for two 7s in a 
row and Bob for an 8 followed immedi-
ately by a 7. Which is smaller: average 
time for Alice to succeed or average 
time for Bob to succeed? And who is 
more likely to get their wish first? Sup-
pose the dice-pair is rolled twice. Of 
the 362 possible outcomes, the number 
yielding a sum of seven twice is 62 = 36.  
The number of outcomes yielding 8 
then 7 is only 5 × 6 = 30. Looks good 
for Alice, one might think. It takes on 
average six rolls to get a 7 and a sev-
enth roll to try to duplicate it; Alice 

will go through this procedure an av-
erage of six times, so, overall, it takes 
an average of 7 × 6 = 42 rolls for her to 
get what she wants. (We are making 
heavy use here of the fact that if you try 
something repeatedly that has prob-
ability of success p, it will take you 
on average 1/p trials to succeed.) The 
calculation for Bob is trickier since if 
he rolls an 8 then misses by rolling a 
second 8, he immediately gets anoth-
er try. Doing the math, it works out to 
an average of 43.2 rolls to satisfy Bob. 
But another calculation shows that 
when Alice and Bob compete head to 
head on the same rolls, Bob wins with 
probability 35/66 > 53%. But how can 
this be? Perhaps the best intuition is 
provided by rolling the dice until both 
parties succeed. When Alice wins (that 
is, 7-7 comes up before 8-7) it is always 
by at least two rolls. But Bob can win 
by just one roll, when 8-7-7 comes up 
in that order. It is in just this kind of 
situation—where wins by one party 
tend to exhibit smaller margins than 
wins by the other—that expectation 
and probability can produce opposing 
results.  

All readers are encouraged to submit prospective 
puzzles for future columns to puzzled@cacm.acm.org. 

Peter Winkler (puzzled@cacm.acm.org) is William Morrill 
Professor of Mathematics and Computer Science,  
at Dartmouth College, Hanover, NH.

© 2013 ACM 0001-0782/13/03 

mailto:puzzled@cacm.acm.org
mailto:puzzled@cacm.acm.org


march 2013  |   vol.  56  |   no.  3  |   communications of the acm     103

last byte 

the algorithm is operating.  We have 
designed algorithms that maintain 
consistent data, synchronize clocks, 
compute functions, and coordinate 
robots.  We have also worked quite a 
bit recently on low-level wireless com-
munication issues—managing conten-
tion among different senders in wire-
less networks.

Are there certain techniques, princi-
ples, or characteristics you have found 
helpful, or does every fickle network 
bring its own set of problems?

Some common techniques emerge.  
For example, we try to implement ab-
straction layers, which are basically 
simpler models, over more complex 
models. You could have a Virtual 
Node layer that adds fixed nodes at 
known locations to a mobile wireless 
network and makes it easier to write 
higher-level algorithms. Or a Reliable 
Local Broadcast layer that masks is-
sues of contention management in 
wireless networks, producing a more 
reliable substrate for writing higher-
level algorithms. 

Various algorithmic techniques 
do also recur, such as quorum-based 
reliable data management, random 
methods for information dissemina-
tion, and back-off protocols for sched-
uling transmissions.

You have also begun working on biolog-
ically inspired distributed algorithms. 
Can you talk a bit about that work?

I’m really just starting on this, but 
the idea is that biological systems are 
a lot like distributed algorithms. Why? 
Because they consist of many compo-
nents, interacting to accomplish a com-
mon task, and communicating mainly 
with nearby components. So I’m read-
ing about, for example, self-organizing 
systems of insects and bacteria, systems 
of cells during development, and neural 
networks, and I’m trying to apply a dis-
tributed algorithms viewpoint. It’s too 
early to see what will emerge, but surely 
we can define models, state problems, 
describe systems at different levels of 
abstraction as distributed algorithms, 
analyze the algorithms, and maybe even 
prove lower bounds. 

Leah Hoffmann is a technology writer based in Brooklyn, 
NY.
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properties of agreement and validity, 
which are required to hold always, and 
termination properties, which are re-
quired to hold during stable periods. 
These algorithms are not only inter-
esting theoretically, but provide inter-
esting guidelines for development of 
practical fault-tolerant systems.

In the 1980s, you also began work on in-
put-output, or I/O, automata, which are 
used to model distributed algorithms.

Mark Tuttle and I developed the 
I/O automata modeling framework for 
asynchronous distributed systems ear-
ly on, in 1987. We had some asynchro-
nous distributed algorithms and we 
wanted to prove that they worked, but 
we were doing a lot of work to define 
our models and found that we were re-
peating that work in different papers. 
So we stepped back and developed a 
rigorous math model for systems with 
interacting components.

Later, you extended the work to cover 
synchronous systems, as well.

The I/O automata framework doesn’t 
deal with timing, so we defined another 
model, the Timed I/O Automata model, 
to cover synchronization. This is what 
we use as the foundation of our work 
on algorithms for mobile systems and 
wireless networks. My student Roberto 
Segala also worked with me to develop 
probabilistic versions, which are use-
ful for describing randomized algo-
rithms and security protocols.

So you have various frameworks that 
support the description of individual 
components in a system, and can then 
be used to produce a model for the en-
tire system. 

I don’t think the effort in develop-
ing these models is done yet. It would 
be nice to combine all the frameworks 
into one that includes discrete, con-
tinuous, timed, and probabilistic fea-
tures, which is what’s needed to under-
stand modern systems.

Let’s talk about some of your more re-
cent work.

For the past 10 years or so, my group 
and I have been working on distributed 
algorithms for dynamic networks, in 
which the network changes over time 
because participating nodes can join, 
leave, fail, recover, and move, all while 

problems in 
the presence of failures in synchronous 
models, in the form of Byzantine agree-
ment. They were also studying fault-tol-
erant clock synchronization. From that 
problem, I defined an easier problem 
of “approximate agreement” on real 
values, where everybody starts from 
a real value and has to agree on some 
value that is in the range of all the 
other values. We studied that first in 
synchronous models, and then we saw 
we could extend the result to asynchro-
nous models. Putting it all together, it 
seemed pretty natural to consider the 
problem of exact agreement in asyn-
chronous systems. 

Another impetus was the then-
current work on database transaction 
commits. This is a critical example of 
a practical problem of exact agreement 
on whether a transaction should com-
mit or abort. It is important in practice 
for the solution to tolerate some fail-
ures, though not necessarily Byzantine 
failures—just simple stopping failures.  
And an asynchronous model would be 
appropriate, because you couldn’t re-
alistically assume absolute bounds on 
the message delays.

How did your work proceed from there?
At first I thought that we might come 

up with an algorithm for the asynchro-
nous case of this problem, like we had 
for approximate agreement. But our 
attempts failed, so we started trying to 
find an impossibility result. We went 
back and forth, working on both direc-
tions. We narrowed in on the solution 
relatively quickly—it didn’t take more 
than a few weeks. Formulating the 
ideas nicely, in terms of concepts like 
bivalence, came a bit later.

When did you realize FLP’s significance?
I think we understood the practical 

significance for transactions relatively 
quickly, but we did not predict the im-
pact it would have on later research. 
Theoreticians have developed many 
results that extend FLP to other prob-
lems, and many results that circum-
vent the limitation using such meth-
ods as randomization and failure 
detectors. Most interestingly, I think, 
is that FLP triggered the development 
of algorithms that established a clear 
separation of requirements for fault-
tolerant consensus problems:  safety 

[cont in ue d  fro m  p.  104]
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Q&A  
The Power of 
Distribution 
Nancy Lynch talks about achieving consensus, developing  
algorithms, and mimicking biology in distributed systems.

Yes, my husband and I had a two-
body problem, so we kind of moved 
around. But math departments were 
not hiring very much, so in 1977, I went 
to Georgia Tech as an associate pro-
fessor of computer science. At Geor-
gia Tech, I was surrounded by applied 
computer scientists, so I abandoned 
working in abstract complexity theory 
and started looking at computer sys-
tems. Distributed systems were just 
beginning to be important at that time, 
and there were other people at Georgia 
Tech who were interested in building 
them. I decided there must be some 
interesting mathematics to be devel-
oped, and began to work on developing 
a theory for distributed systems.

That work put you back in touch with 
Michael Fischer, with whom you had 
worked at MIT.

Yes, Mike and I started working to-
gether on this, going back and forth 
between Georgia Tech and the Univer-
sity of Washington, where he was at the 
time. We made a lot of progress on this 
new theory very quickly, and in 1981, 
on the strength of that work, I went to 
MIT on a sabbatical, got a tenured of-
fer the next year, and stayed. And I have 
been here ever since. 

Your most famous result in distributed 
computing is the so-called FLP impos-
sibility proof of 1985, which proves that 
asynchronous systems cannot reach 
consensus in the presence of one or 
more failures. Can you talk about how 
you reached it?

We were studying different models 
of distributed computing, both syn-
chronous and asynchronous. In syn-
chronous models, computation occurs 
in lock-step rounds. In asynchronous 
models, there is no common notion of 
time, and processes can move at arbi-
trarily different speeds.

Researchers like Leslie Lamport, 
Danny Dolev, and Ray Strong were study-
ing consensus 

Right away, I lucked into taking 
Hartley Roger’s course on recursive 
functions. I also took Seymour Pap-
ert’s course on automata theory. I took 
other classes, of course—traditional 
math courses like algebra and analy-
sis—but when it came time to choosing 
a research project, it seemed like all the 
other topics were already very well devel-
oped, and that it would be hard to make 
a big contribution. So at that point, two 
years in, I moved toward the newer ar-
eas of computational complexity theory 
and algorithms, where there was much 
more opportunity to have an impact. I 
was lucky enough to join a new and ac-
tive group working in these areas, led by 
Albert Meyer and Mike Fischer.

After you finished your Ph.D., you had a 
series of jobs in the math departments 
of Tufts, the University of Southern 
California, and Florida International.

Drawn  to the  subject by its elegance, 
MIT professor Nancy Lynch has spent 
her career making sense of computa-
tional complexity while establishing 
the theoretical foundations of distrib-
uted computing. The FLP impossibility 
proof, among her best-known results, 
helped define the limitations of dis-
tributed systems. Input-output autom-
ata offered a valuable framework for 
verifying distributed algorithms. More 
recently, she has helped develop algo-
rithms for dynamic networks and, dur-
ing a fellowship year at the Radcliffe 
Institute for Advanced Study, begun to 
investigate a distributed approach to 
biological systems. 

You were born into modest circum-
stances in Borough Park, Brooklyn. 
What drew you to math and computer 
science?

I don’t come from an academic fam-
ily. But I did well in math and got into 
Hunter High School, which was, at 
the time, a school for gifted girls—it is 
now co-ed. At Hunter, I had a wonder-
ful mentor, Dr. Harry Ruderman, who 
adopted me as his protégé and encour-
aged me to explore advanced math 
problems. Then I went to Brooklyn Col-
lege, took the Putnam exam, and got a 
great deal of attention and encourage-
ment from the math faculty because I 
ranked in the top 80 or so nationwide. 
And after all that, I got into MIT with an 
NSF graduate fellowship. 

Was it at MIT you were introduced to the 
field of theoretical computer science? [continued on p.  103]
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