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I
n  a  r e ce n t  social-media post-
ing I quoted a blog entry by 
Michael Mitzenmacher, titled 
“Easy Now,” which opened with 
the sentence “In the past year 

or so, I’ve gotten reviews back on mul-
tiple papers with the complaint that 
the result was too simple.” He went on 
to assert: “From my standpoint, easy is 
a plus, not a minus.” Both the original 
blog entry and my own posting were 
heavily commented on, with the gen-
eral sentiment strongly sympathizing 
with Mitzenmacher. This unhappiness 
with the current state of computing-
research conferences seems to reflect 
the general mood in the community, as 
has been discussed on these pages over 
the past few years. 

A three-day Perspective Workshop 
on the subject of “Publication Culture 
in Computing Research” was held at 
Schloss Dagstuhl in November 2012 (for 
details, see http://bit.ly/1c9jxAS). A key 
motivation for the workshop was the 
observation that in spite of the perva-
sive dissatisfaction with the status quo, 
“the community seems no closer to an 
agreement whether a change has to take 
place and how to effect such a change.” 
I would have liked to report that we 
reached agreement that change must 
take place and we figured out how to ef-
fect such a change. Unfortunately, we 
did not. We did, however, reach agree-
ment on many issues.

One of the main insights developed 
at the workshop was the computing-
research publishing ecosystem—both 
conferences and journals—has simply 
failed to scale up with the growth of the 
field. Consider the following numbers. 
Between 2002 and 2012, Ph.D. produc-
tion in computer science and engineer-
ing in North America doubled, roughly 
from 800 to 1,600 (numbers for other 

parts of the world are not available, 
regrettably). The number of confer-
ence papers published by ACM also 
roughly doubled, from 6,000 to 12,000. 
How did we respond to this growth in 
research production? Simple; instead 
of doubling the size of our conferences 
we doubled the number of conferences. 
The number of ACM conferences dur-
ing this period grew from about 80 to 
almost 160!

We are all aware of the adverse ef-
fects of “conference inflation.” In-
stead of serving as community-build-
ing events, many conferences have 
become paper-publishing events, the 
infamous “journals that meet in ho-
tels.” Matching papers and confer-
ences has become more difficult, as 
reviewers struggle to find reasons to 
reject papers, such as “the result is too 
simple.” Papers bounce from confer-
ence to conference, creating an ever-
increasing review workload. It is not 
uncommon to hear of a paper being 
rejected summarily from one confer-
ence only to receive a best-paper award 
from another conference.

I find this failure to scale extremely 
ironic considering how much our disci-
pline is about scaling: higher complex-
ity, larger volumes of data, and larger 
problems. We have built the Internet, 
which is about to go interplanetary, 
but we have failed to scale our own in-
stitutions. Considered from that per-
spective, one path forward in the pub-
lication-culture debate is to note the 
growth of the field and resolve to grow 
our conferences rather than to continue 
proliferating them. Imagine SIGPLAN, 
for example, having, say, two large bian-
nual meetings, rather than the 14 con-
ferences SIGPLAN sponsors now.

A bold proposal along these 
lines is expressed in the Viewpoint 

“Publish Now, Judge Later” by Doug 
Terry on page 44 of this issue. Terry 
starts with the observation that com-
puting-research conferences today 
face a reviewing crisis with too many 
submissions and not enough time for 
reviewers to carefully evaluate each 
one. The result is the process, meant 
to identify the papers of the “high-
est quality,” is itself of questionable 
quality. In fact, there is evidence that 
while reviewers may reach consensus 
on the small fractions of the strongest 
submissions and the weakest submis-
sions, there is no consensus on the 
main bulk of the submissions, and the 
final accept/reject decisions are essen-
tially random.

Terry, therefore, proposes an ap-
proach where conferences accept any 
paper that extends the current body of 
knowledge, as it is extremely difficult 
to judge the true significance of any 
new research result. In this approach, 
a conference publication is not the  
final publication of a research result, 
but its first publication. Through dis-
cussions and follow-on journal publi-
cation, the community will eventually 
reach judgment on the significance of 
the result.

The change from “reject as default” 
to “accept as default” would be a signif-
icant change to our publication culture. 
I do not expect to see such a change be 
adopted quickly or widely. It would be 
nice, however, to see one computing-re-
search subcommunity be brave enough 
to experiment with it. To quote a Chi-
nese proverb, “A journey of a thousand 
miles begins with a single step.”

Follow me on Facebook, Google+, 
and Twitter.

Moshe Y. Vardi, editor-in-chief 

Copyright held by Author.
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I have just returned from a trip to Warsaw 
where I had the opportunity to visit the 
Copernicus Science Museum. It was filled 
with young people racing from one interactive 

exhibit to another. For those who may 
be familiar with the Exploratorium in 
San Francisco (recently relocated to the 
Embarcadero), think of the Coperni-
cus Museum as the Exploratorium on 
steroids. The facility houses an amaz-
ing array of interactive exhibits ranging 
from humaniform robots to an olfac-
tory laboratory that presented hours 
if not days of opportunity for visitors 
to explore the real world through care-
fully crafted displays. Among the most 
unusual was a laboratory that provided 
a collection of distilled essences that, 
when combined, produced pleasant to 
pungent to downright smelly effects. 
It included essences from plants and 
flowers to the anal glands of animals 
like beavers and civets. (I wondered 
how these particular essences might 
have been discovered…).

What does all this have to do with 
virtual reality?

As I encountered these fascinating 
experiences drawn from the physical 
world, I thought about what we have 
been able to achieve in the virtual 
world of computing. We create our 
own realities in this space. We can ex-
plore in a simulated way universes that 
bear little relation to our real world. 
We can change fundamental physical 
constants to observe the effects. We 
can design systems that could work 
in environments that might exist only 
in our imagination or might exist only 
in the hearts of stars. The computable 
universe is in some sense even larger 
and diverse than the real one, unless, 
perhaps, you subscribe to the infinite 
universe theory.

Just as neural structures in the brain 
deal only with electro-chemical actions, 
computers deal with binary bits. The 
neurons of the brain do not distinguish 
between input signals coming from 
ears, nose, eyes, tongue, or fingers. All 
the senses end up being represented 
with the same kinds of electro-chem-
ical signals. Unsurprisingly, it is now 
thought that the same neural struc-
tures are used to detect and analyze 
sensory patterns, regardless of their or-
igin. Computers end up processing bi-
nary encoded signals (possibly passing 
through analog/digital converters) and 
in both directions. That is, computers 
receive and interpret incoming digital 
signals and generate outgoing digital 
signals, regardless of the ultimate way 
in which these signals are rendered.

Whether we are typing on a keyboard, 
fingering a touch pad, or speaking, 
these media become digital signals suit-
able for processing. In the other direc-
tion, digital signals may be transduced 
to drive a variety of output media. The 
modes through which we interact with 
computers have been evolving toward 
ever-richer alternatives. The remarkable 
Microsoft Kinect device is an example 
in which gestures of all kinds become a 
new vocabulary through which to com-
municate with computers. By the same 
token, output media are growing richer. 
The worlds of imagination will be ren-
dered by increasingly diverse means, 
including, one supposes, three-dimen-
sional display technology and so-called 
“3-D printers.” In fact, there is no limit 
to the potential variety of output media 
one could imagine. Bone conduction de-

vices cause sound to “materialize” inside 
the cochlea—as does the speech proces-
sor used with cochlear implants. One 
can begin to imagine other mechanisms 
that go well beyond today’s Google Glass 
toward direct neuro-electric stimulation 
of the retina or the optical nerve.

Speculations like this lead one to 
imagine that Asimov’s “visi-sonor” may 
not be as far-fetched as it seemed when 
he wrote the Mule in his famous Foun-
dation Trilogy. It also makes one won-
der about the potential inherent in to-
day’s CAVE display rooms. Perhaps the 
Star Trek holodeck is not as far in the 
future as it might seem at first glance. 
There are already many applications 
that can process the massive amounts 
of data taken by magnetic resonance 
imaging and present the results in 
three-dimensional format. At the same 
time, one can readily imagine register-
ing and calibrating analyzed and simu-
lated results overlaid on real images—
the classic definition of augmented 
reality that is already demonstrable. Ap-
plications that overlay languages and 
currency translations over images of 
menus in the restaurant already exist. 
Barcode scanners overlay database in-
formation on the image of jars of food.

It seems irresistible to predict and 
inescapable to imagine that in the fu-
ture we will see broader and more di-
verse ways in which to render computer 
output or to capture computer input. 
Perhaps a 21st-century Descartes will be 
heard to say, “I think, therefore it is!”

Vinton G. Cerf, acm president  

Copyright held by Author.

Virtual Reality Redux
DOI:10.1145/2544172		  Vinton G. Cerf
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In accordance with the Constitution and Bylaws of the ACM, the Nominating 
Committee hereby submits the following slate of nominees for ACM’s officers. 
In addition to the officers of the ACM, two Members at Large will be elected. The 
names of the candidates for each office are presented in random order below: 

President (7/1/14–6/30/16):
Alexander L. Wolf, Imperial College London
Ronald Perrott, University of Oxford and Queen’s University Belfast

Vice President (7/1/14–6/30/16):
Vicki L. Hanson, Rochester Institute of Technology and University of Dundee
Eugene H. Spafford, Purdue University

Secretary/Treasurer (7/1/14–6/30/16)
David A. Wood, University of Wisconsin
Erik Altman, IBM TJ Watson Research Center

Members at Large (7/1/14–6/30/18):
Victor Bahl, Microsoft Research, Redmond
Per Stenström, Chalmers University of Technology, Sweden
Cherri Pancake, Oregon State University
Madhavan Mukund, Chennai Mathematical Institute, India

The Constitution and Bylaws provide that candidates for elected offices of the 
ACM may also be nominated by petition of one percent of the Members who as 
of November 1 are eligible to vote for the nominee. Such petitions must be ac-
companied by a written declaration that the nominee is willing to stand for elec-
tion. The number of Member signatures required for the offices of President, Vice 
President, Secretary/Treasurer and Members at Large, is 753.

The Bylaws provide that such petitions must reach the Elections Committee 
before January 31. Original petitions for ACM offices are to be submitted to the 
ACM Elections Committee, c/o Pat Ryan, COO, ACM Headquarters, 2 Penn Pla-
za, Suite 701, New York, NY 10121, USA, by January 31, 2014. Duplicate copies 
of the petitions should also be sent to the Chair of the Elections Committee, 
Gerry Segal, c/o ACM Headquarters. All candidates nominated by petition are 
reminded of the requirements stated in the Policy and Procedures on Nomina-
tions and Elections that a candidate for high office must meet in order to serve 
with distinction. This document is available on: http://www.acm.org/about/
acm-policies-procedures, or copies may be obtained from Rosemary McGuin-
ness, Office of Policy and Administration, ACM Headquarters. Statements and 
biographical sketches of all candidates will appear in the May 2014 issue of 
Communications of the ACM.

The Nominating Committee would like to thank all those who helped us with 
their suggestions and advice.

�Alain Chesnais, Chair,  

Sheila Anand, Susan Dumais, Ben Fried, and Fabrizio Gagliardi

Nominees for Elections  
and Report of the ACM 
Nominating Committee
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and scientific society in computing. 
Recognizing the expressed desires 
of our membership and the research 
community at large, ACM took a bold 
new approach to—and stand on—
open access publishing, one that will 
no doubt set the tone for other profes-
sional organizations. We witnessed 
the steadfast commitment and global 
impact of our hubs in Europe, India, 
and China. And we continue to enrich 
ACM’s pledge to educate future gener-
ations about the wonders of computer 
science with new initiatives and joint 
efforts that share our resources with 
the world.

Last April, ACM ushered in sev-
eral publishing policy changes that 
increased access to its journals and 
conference proceedings. The changes 
were designed to balance the needs of 
authors and researchers in the com-
puting community by expanding au-
thor rights as well as enabling SIGs to 
sponsor the open access to their most 
current proceedings. These latest pol-
icy changes serve as another step for-
ward in an ongoing process in which 
ACM adapts to the new realities of 
scholarly publishing and prepares for 
an open access future.

ACM’s international initiatives 
continue to flourish with ACM Eu-
rope, ACM India, and ACM China 
working to build a greater following 
in these territories by spreading the 
word and sharing the resources with 
technology associations and educa-
tors worldwide. Indeed, ACM Europe 
was officially incorporated as a legal 
entity in Europe this June—a remark-

able feat for an organization less than 
four years old. With this status, ACM 
Europe can participate in discussions 
with the European Union on such top-
ics as computing research, technology 
policies, and education priorities.

Education is the heartbeat of ACM: 
be it steering the computing cur-
riculum for students and educators; 
taking the lead in equipping K–12 
teachers with the tools and talent to 
teach next generations; providing 
publications of the highest quality 
to nourish today’s professionals and 
scholars; or advising policymakers 
on the merits of computing as a core 
component to a student’s future. I 
was proud to be part of the first Hei-
delberg Laureate Forum (HLF)—an 
event aimed at broadening the vision 
of young researchers in computer sci-
ence and mathematics by connecting 
them with many of the preeminent 
scientists in the field. The inaugural 
HLF gathered more than 25 ACM A.M. 
Turing Award recipients and winners 

of other prestigious honors to share 
information and insights with 200 
young researchers from around the 
world. Imagine the young student be-
ing able to sit down with the very role 
models that sparked their comput-
ing passions. It was an extraordinary 
event—a natural for ACM—and I look 
forward to next year’s forum.

The following report lists just some 
of the many activities and accom-
plishments of the Association over 
the fiscal year. As I write this letter, we 
are deep into the first quarter of FY14, 
with many more plans and challenges 
to address. In many ways, ACM is at a 
turning point. With the open access 
movement changing community ex-
pectations about how publications 
should be financed and distributed; 
with our international presence thriv-
ing but SIG membership declining, 
we must look to restructure ACM’s 
business models in order to build a 
robust interconnected set of current 
and future activities, programs, and 
products. This challenge is of para-
mount importance in the coming 
year. Indeed, senior ACM leaders and 
staff recently held a two-day retreat to 
sort through the options and explore 
new ways of thinking about products 
and services. 

As always, we look to our devoted 
volunteers and members to share their 
insights and ideas with us. Together, 
we can prepare ACM for a future even 
more accomplished and amazing than 
its past.

Vinton G. Cerf, acm president

FY ’13 was an exceptional year for ACM. 
Membership reached a record high for  
the 11th consecutive year, solidifying ACM’s 
lead as the world’s largest educational 

We continue to 
enrich ACM’s pledge 
to educate future 
generations about  
the wonders of 
computer science.
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ACM, the Association for Computing 
Machinery, is an international scientific 
and educational organization dedicat-
ed to advancing the arts, sciences, and 
applications of information technology.

Publications
ACM leadership, along with the ACM 
Publications Board, responded to ap-
peals to make the association’s schol-
arly articles more openly accessible by 
spearheading a comprehensive review 
of its copyright policy. These efforts 
resulted in major changes to ACM’s 
publishing rights model that were in-
troduced last April. ACM authors exer-
cise greater control of their published 
works as they are now offered three 
choices for managing rights: an author-
pays open access option, an exclusive 
license agreement, along with the tra-
ditional copyright transfer. In addition, 
ACM took steps to allow SIGs to open 
up more of their conference content. 

The centerpiece of ACM publica-
tions is the ACM Digital Library (DL) 
serving as the primary distribution 
mechanism for all the association’s 
publications as well as host to scien-
tific periodicals and a set of confer-
ence proceedings from external or-
ganizations. The DL, now available 
at 2,650 institutions in 64 countries, 
boasts an estimated 1.5 million users 
worldwide. The result of this wide-
spread availability led to more than 15 
million full-text downloads in FY13.

ACM is committed to increasing 
the scope of material available via the 
DL. Last year, over 30,000 full-text ar-
ticles were added, bringing total DL 
holdings to 380,000 articles. ACM’s 
Guide to Computing Literature is also 
integrated within the DL. More than 
150,000 works were added to the bib-
liographic database in FY13, bringing 
the total Guide coverage to more than 
2.2 million works. 

ACM is the publisher of 79 peri-
odicals, including 41 journals and 
transactions, eight magazines, and 30 
newsletters as of year-end FY13. Dur-

ing the year, ACM added 465 volumes 
of conference and related workshop 
proceedings to its portfolio. In addi-
tion, a collection of over 1,260 e-books 
is now assimilated into the DL, avail-
able to all ACM members. Moreover, 
the ACM International Conference 
Proceedings Series (ICPS) added 102 
new volumes, a significant increase 
over FY12.

A proposal to reinstate the ACM 
Press Book Series was adopted by the 
ACM Publications Board, 12 years 
after the previous book series effort 
was discontinued. This new series, in 
partnership with Morgan & Claypool 
publishers, will take advantage of the 
opportunities presented in the schol-
arly e-book market and focus primar-
ily on academic-oriented research 
monographs and graduate-level text-
books with an emphasis on unique, 
innovative works.

The Publications Board’s initiative 
to update the 1998 Computer Classifi-
cation System was finalized in FY13. It 
was an exhaustive effort involving 160 
domain experts and 13 subdiscipline-
specific teams. The previous CCS 
terms are now mapped to the new ver-
sion and all articles appearing in the 
DL reflect the new CSS concepts.

Transactions on Economics and 
Computation made its debut this year; 
next on deck is Transactions on Spatial 
Algorithms and Systems and Transac-
tions on Parallel Computing coming 
later this year. 

Education
ACM continues to lead the computer 
science education community through 
the work of the ACM Education Board, 
the ACM Education Council, ACM 
SIGCSE, Computer Science Teachers 
Association (CSTA), and ACM Educa-
tion Policy committee. 

ACM’s Education Board readied re-
sults from its first survey for non-doc-
toral-granting institutions in comput-
ing (NDC). The goal of this annual 
report is to help fill the gaps in data 
on non-Taulbee programs and con-
tribute a more complete view of the 
academic landscape in computing. 
Indeed, the report confirmed positive 
trends in enrollment and degree pro-
duction at participating not-for-profit 
U.S. academic institutions that grant 
bachelor’s and/or master’s degrees in 
major computing disciplines. 

A white paper addressing the grow-
ing popularity of massive open online 
courses (MOOCs) was published this 
year that outlined the challenges and 
opportunities presented by new tech-
nologies and current educational ex-
periments. The work was a combined 
effort between the ACM Education 
Board, Council, and CSTA. 

A 10-year effort to revise and revital-
ize the computer science curriculum 
guidelines was finalized this year with 
the release of the ACM/IEEE-CS Com-
puter Science Curriculum (CS2013). 
Several high-level themes provided an 
overarching guide for the development 
of CS2013, including the importance 
of viewing CS as a discipline actively 
seeking to work with other disciplines; 
reevaluating the essential topics with 
enough flexibility to add new ones as 
needed; identifying existing exemplar 
courses; and understanding that curri-

ACM’s Annual Report for FY13

The Digital Library, 
now available  
at 2,650 institutions 
in 64 countries, 
boasts an estimated 
1.5 million users 
worldwide.

Highlights of ACM Activities:  
July 1, 2012–June 30, 2013 
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cula exists within specific institutional 
needs, goals, and constraints.

The CSTA continues to thrive as a 
key component in ACM’s efforts to see 
real computer science exist and count 
at the high school level. CSTA mem-
bership increased 27% to a record 
13,966 in FY13. The organization re-
leased four pivotal reports that exam-
ine the state of computer science in 
the K–12 environment, be it CS teach-
er readiness, student experiences, or 
major education research projects.

Under the guidance of the Educa-
tion Policy Committee, ACM contin-
ued its efforts to reshape the U.S. ed-
ucation system to see real computer 
science exist and count as a core grad-
uation credit in U.S. high schools. 
Working with the CSTA, the National 
Center for Women and Information 
Technology, NSF, Microsoft, and 
Google, ACM helped launch a new 
public/private partnership under the 
leadership of Code.org to strengthen 
high school level computing cours-
es, improve teacher training, engage 
states in bringing computer science 
into their core curriculum guidelines, 
and encourage more explicit federal 
recognition of computer science as a 
key discipline in STEM discussions. 

Several SIGs hosted innovative ed-
ucational programs and special proj-
ects throughout the year. For exam-
ple, one of the major objectives of the 
ACM SIGGRAPH Education Commit-
tee is to help establish a worldwide 
network of computer graphics educa-
tors. This year, the committee’s initia-
tives were promoted at conferences in 
Brazil, Germany, Spain, and Mexico.

Professional Development
The Practitioners Board and Profes-
sional Development Committee (PDC) 
directed many new products and initia-
tives designed for computing profes-
sionals and managers. 

The ACM PDC continued building 
on the success of the previous year, 
notably increasing the frequency and 
reach of its webinar program. The 
committee added six webinars in 
FY13, bringing the total number to 
10. Among the featured topics: the fu-
ture of the Internet; engineering SaaS; 
IBM Watson; and parallel computing.

The PDC also worked to tighten the 
integration of ACM assets such as the 

addition of Turing Centenary videos, 
Queue content, and other ACM learn-
ing tools like Tech Packs and podcasts 
in the ACM Learning Center—the hub 
of ACM’s learning ecosystem. 

ACM Queue, the online practitio-
ner’s magazine spirited by the Prac-
titioner Board, again surpassed the 
million-pageview threshold, with 
1,039,447 pages viewed over the last 
12 months. 

ACM Queue also began creating 
and publishing video portraits—in-
terviews with young practitioners 
who are ACM members. Five portraits 
were published this year and the re-
sponse showed great promise.

Public Policy
ACM’s U.S. Public Policy Council (US-
ACM) educates policymakers in many 
areas of potential legislation. This 
year the committee provided support, 
voiced opposition, or gave expert 
feedback to lawmakers regarding the 
Identity Ecosystem Steering Group, 
the continuity of e-government, re-
form of the Electronic Communica-
tions Privacy Act and the Computer 
Fraud and Abuse Act, and noted con-
cerns about federal caps on scientific 
and technical conference spending. 
USACM also offered advice on how 
the U.S. Patent and Trademark Office 
and the software community could 
enhance the quality of software-relat-

ACM Council

President
Vinton G. Cerf

Vice President
Alexander L. Wolf

Secretary/Treasurer
Vicki L. Hanson

Past President
Alain Chesnais
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Erik Altman

Publications Board  
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Ronald Boisvert 
Jack Davidson

Members-at-Large
Eric Altman
Ricardo Baeza-Yates
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Mary Lou Soffa
Eugene Spafford
Salil Vadhan

SGB Council 
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Brent Hailpern 
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ed patents and outlined ways in which 
technology issues should be treated 
in the context of voting systems and 
election reform.

The Committee on Computers and 
Public Policy assists ACM in a vari-
ety of internationally relevant issues 
pertaining to computers and public 
policy. CCPP’s respected ACM Forum 
on Risks to the Public in Computers and 
Related Systems, designed to discuss 
potential and serious computer-relat-
ed risks with a global audience, covers 
such issues as human safety, privacy, 
election integrity, and societal/legal 
responsibilities. 

The Education Policy Committee 
and CSTA remains deeply involved in 
Computing in the Core coalition ef-
forts to increase access to rigorous 
computing courses for all students. 
In the last year, CSTA members par-
ticipated in many events promoting 
education initiatives on this front and 
met with legislators to discuss STEM 
education issues.

The Committee on Professional 
Ethics (COPE) engages in a variety of 
projects to promote professionalism 
and ethical behavior consistent with 
and supportive of the ACM’s position 
on professional ethics. Along with 
crafting workshops devoted to meth-
ods of teaching ethics and decision 
making, COPE endorsed the Pledge 
of the Computing Professional and 
worked with other computer societies 
nurturing ethics. 

SIGCHI’s International Public Pol-
icy Committee is finalizing a report 
to serve as a foundation for the topic 
of human-computer interaction and 
public policy.

Students
The 37th Annual ACM International 
Collegiate Programming Contest 
(ACM-ICPC) took place in St. Peters-
burg, Russia, with 120 teams compet-
ing in the World Finals. Earlier rounds 
of the competition included nearly 
30,000 contestants representing 2,300 
universities from 91 countries. Finan-
cial and systems support for ICPC is 
provided by IBM. The top four teams 
won gold medals as well as employ-
ment or internship offers from IBM.

The ACM Student Research Com-
petition (SRC), sponsored by Micro-
soft Research, continues to offer a 

unique forum for undergraduate and 
graduate students to present their 
original research at well-known ACM-
sponsored and co-sponsored confer-
ences before a panel of judges and at-
tendees. This year’s SRC saw graduate 
and undergraduate winners compete 
against more than 219 participants in 
contests held at 17 ACM conferences. 

The ACM-W Scholarship program 
further enhanced its support for 
women undergraduate and graduate 
students in CS and related programs. 
The committee awarded 33 student 
scholarships in FY13 to students to 
attend research conferences around 
the world. 

SIGPLAN’s mentoring initiatives 
are designed to encourage and sup-
port the next generation of the pro-
gramming languages community. 
Like all ACM SIGs, SIGPLAN sup-
plies financial support for students 
to attend conferences. Moreover, the 
group supports a Programming Lan-
guages Mentoring workshop to en-
courage students to pursue careers in 
this field. 

Internationalization
ACM Europe was incorporated into a 
legal entity in FY13. As a legal entity, 
ACM Europe is now able to engage 
and influence EU-wide policy and par-

Balance Sheet: June 30, 2013 (in Thousands)

Assets

Cash and cash equivalents $35,237

Investments 69,608

Accounts receivable and other current assets 5,766

Deferred conference expenses and other assets 6,045

Fixed assets, net of accumulated depreciation and amortization 983

Total Assets $117,639

LIABILITIES AND NET ASSETS

Liabilities:

Accounts payable, accrued expenses, and other liabilities $10,442

Unearned conference, membership, and subscription revenue 24,683

Total liabilities $35,125

Net assets:

Unrestricted 75,800

Temporarily restricted 6,714

Total net assets 82,514

Total liabilities and net assets $117,639

Optional Contributions Fund — Program Expense ($000)

Education Board accreditation $95

USACM Committee 20

Total expenses $115
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ticipate in discussions in areas such 
as technology, computing research, 
and education. 

The first European Federated Re-
search Conference took place in Paris 
last May, a banner event that incorpo-
rated five conferences on diverse as-
pects of computing. The meeting was 
a significant success for a first confer-
ence held during a difficult financial 
climate in Europe. 

Last April, ACM India hosted the 
first-of-its-kind celebration of Wom-
en in Computing in India, providing 
a unique opportunity for collective 
learning and showcasing work in 
progress for many young scholars. 

This landmark event was designed 
to help empower women in comput-
ing in India, offering workshops and 
seminars focused on entrepreneur-
ship, potential career paths, and best 
practices for women employees work-
ing in IT firms. 

A faculty summit held last Febru-
ary by ACM India in cooperation with 
Microsoft Research India was a great 
success. “Scaling Up Research and 
Innovation in Indian Institutions” fo-
cused on education challenges in In-
dia, particularly issues facing young 
CS researchers and the quality and 
impact of MOOCs. In addition, ACM 
India established a new Education 

2012 ACM  
Award Recipients

ACM A.M. Turing Award
Shafi Goldwasser and Silvio Micali

ACM-Infosys Foundation 
Award in the Computing 
Sciences
Jeffrey Dean and Sanjay Ghemawat

ACM/AAAI  
Allen Newell Award
Yoav Shoham
Moshe Tennenholtz

The 2013–2014 ACM-W  
Athena Lecturer Award
Katherine Yelick

Grace Murray Hopper 
Award
Martin Casado
Dina Katabi

Eugene L. Lawler Award 
for Humanitarian 
Contributions within 
Computer Science  
and Informatics
Thomas Bartoschek
Johannes Schöning

ACM-IEEE CS 2013  
Eckert-Mauchly Award
James Goodman

Karl V. Karlstrom 
Outstanding  
Educator Award
Eric Roberts

Outstanding Contribution  
to ACM Award
Zvi Kedem

Distinguished  
Service Award
Mateo Valero

Paris Kanellakis Theory 
and Practice Award
Andrei Broder
Moses Charikar
Piotr Indyk

Software System Award
LLVM
Chris Lattner
Vikram Adve
Evan Cheng

ACM-IEEE CS  
Ken Kennedy Award
Mary Lou Soffa

Doctoral Dissertation 
Award
Shvamnath Gollakota

Honorable Mention
Peter Hawkins 
Gregory Valiant

ACM India Doctoral 
Dissertation Award
Ruta Mehta

Honorable Mention
Srikanth Srinivasan

Statement of Activities: Year ended June 30, 2013 (in Thousands)

revenue Unrestricted 
Temporarily 
Restricted Total

Membership dues $8,574 $8,574

Publications 20,207 20,207

Conferences and other meetings 25,424 25,424

Interests and dividends 1,854 1,854

Net appreciation of investments 2,805 2,805

Contributions and grants 3,634 $1,689 5,323

Other revenue 234 234

Net assets released from restrictions 1,894 (1,894) 0

Total Revenue 64,626 (205) 64,421

EXPENSES

Program:

Membership processing and services $807 $807

Publications 11,390 11,390

Conferences and other meetings 23,206 23,206

Program support and other 9,048 9,048

Total 44,451 44,451

Supporting services:

General administration 10,743 10,743

Marketing 1,538 1,538

Total 12,281 12,281

Total expenses 56,732 56,732

Increase (decrease) in net assets 7,894 (205) 7,689

Net assets at the beginning of the year 67,906 6,919 74,825

Net assets at the end of the year $75,800 $6,714 $82,514*

*  Includes SIG Fund balance of $36,793K
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Committee to consider how ACM can 
contribute to the growth of high-qual-
ity education throughout the region.

ACM China finished its third year 
of operation by extending its outreach 
efforts to bring ACM awareness to 
academic institutions and industries 
in this vast region. With each pass-
ing year the number of conferences, 
chapters, and memberships estab-
lished in the region increases. ACM 
China also continues to explore part-
nership opportunities with the China 
Computer Federation (CFF), indeed 
for the last two years selected articles 
from Communications of the ACM have 
been translated into Chinese and 
published in CFF’s magazine.

An important role for the Education 
Board is to improve understanding of 
the computer education landscape on 
a global scale. Over the last year, the 
board continued to collaborate with 
ACM Europe and Informatics in Eu-
rope by offering guidance on comput-
ing in schools throughout Europe. 

International activities and confer-
ences hosted by ACM SIGs increase 
every year. KDD-2012 was a huge 
success in Beijing, where its clos-
ing panel session on big data drew 
record-breaking attendance. SIGevo 
held a workshop at the University of 
Adelaide in Australia and its GECCO 
conference is slated for Amsterdam. 
And SIGAPP held its annual Sympo-
sium on Applied Computing confer-
ence in Coimbra, Portugal.

Electronic Community 
ACM rolled out a new online e-Rights 
Transfer application system in April, 
giving authors new options for man-
aging rights and permissions. The 
system, now used by all ACM jour-
nals, proceedings, and magazines, 
completely automates the rights 
transfer process. 

The Technology and Tools Task 
Force developed a Web 2.0 website, 
Technology that Educators of Com-
puting Hail (TECH). This effort is a re-
flection of its charter to promote great 
teaching by providing the best tech-
nology and tools resources for com-
puting educators.

By the end of the year, ACM maga-
zines Communications of the ACM, ACM 
Inroads, and interactions became ac-
cessible as easy-to-use mobile apps for 

iPhones, iPads, and Android devices.  
These new downloadable apps enable 
members to access their favorite ACM 
magazines in a new way. 

The Publications Board spirited 
a project to develop a webpage tem-
plate to be used for all ACM journals 
and transactions. The result will give 
ACM publications a professional, uni-
form look and feel that enhances the 
imprint of one of ACM’s top services—
journal publishing.

ACM SIGs across the board con-
tinue to strengthen their online pres-
ence to build global awareness as 
well as incorporate social media into 
their operation at every opportunity. 
SIGACCESS, for example, enhanced 
its website with resources such as a 
set of guidelines that reflect current 
thinking on language for writing in 
the academic accessibility commu-
nity as well as a guide for planning 
accessible conferences.  The con-
ference program for SIGUCCS 2012 
was offered via a mobile app that al-
lowed attendees to view the program, 
choose their sessions, and submit 
session evaluations using their mo-
bile devices. SIGMOD’s official blog 
catches the heartbeat of the commu-
nity on exciting and controversial top-
ics from posts by notable researchers 
and teachers in the database commu-
nity. The SIG’s DBJobs online service 
continues to attract job seekers with a 
database background.

Conferences 
SIGGRAPH 2012 welcomed 21,212 
artists, research scientists, gaming 

experts and developers, filmmak-
ers, students, and academics from 83 
countries to Los Angeles. More than 
1,200 speakers and contributors par-
ticipated in the event and SIGGRAPH’s 
exhibition hall drew 161 industry orga-
nizations from 19 countries.

KDD-2012 attracted a record high 
in attendance and the number of pa-
per submissions. In addition, the con-
ference introduces an option for every 
selected paper to be accompanied by 
a 30-second video summary, an Asia-
Pacific track, and an industry practice 
expo that resulted in standing-room-
only attendance.  

The flagship conference for the 
ACM Special Interest Group on Data 
Communication (SIGCOMM) contin-
ues to thrive in scope and attendance. 
This year’s conference, held in Hel-
sinki, drew over 600 attendees.

Recognition
There were 125 new chapters chartered 
in FY13. Of the 15 new professional 
chapters, all were internationally 
based; of the 110 new student chap-
ters, 60 were international.   

The ACM Fellows Program recog-
nized 52 members for their contribu-
tions to computing and computer 
science in FY13. The new inductees 
brought the number of ACM Fellows to 
over 750.

ACM also named 41 new Distin-
guished Members in FY12, of which 
there were six Distinguished Educa-
tors, three Distinguished Engineers, 
and 32 Distinguished Scientists, bring-
ing the total number of Distinguished 
Members to 326.

ACM-W’s Regional Celebration 
Committee provided support for wom-
en in computing events in Australasia, 
Chicago, Kentucky, New Mexico, New 
York, Nova Scotia, Ohio, Ontario, the 
Pacific Northwest, Pune (India), and 
the Rocky Mountain region. In addi-
tion, ACM continues to partner with the 
Anita Borg Institute in presenting the 
annual Grace Hopper Celebration of 
Women in Computing.	

© 2014 ACM 0001-0782/14/01
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“The Lacks family is honored to be part 
of an important agreement that we be-
lieve will be beneficial to everyone.” 

The oncologists treating Lacks 
should indeed have asked her whether 
they could reuse her cells for research. 
But monetary payment in such cases 
could lead toward a market in human 
body parts. Your body is “yours” in 
many senses of the word, but not in 
the sense that you may sell it. This is a 
consequence of the 13th Amendment 
to the U.S. Constitution and other anti-
slavery laws around the world. 

The Michaels further said, “Consid-
er the story of Henrietta Lacks, whom 
scientists named ‘HeLa.’” In my expe-
rience, even this is inaccurate. I have 
heard many scientists say they work 
with “HeLa cells,” as well as with BL321 
cells and CHO DG44 cells not of human 
origin. When I have heard them speak 
of Henrietta Lacks, they have called her 
by her full name. 

The Michaels rightly said, “There is 
a stark asymmetry between those who 
use wearables and those who do not. … 
Maker or hacker communities … create 
personalized devices … [which] often 
[are] commercialized for mass con-
sumption.” I suspect they were trying 
to reinforce this point by saying if “sci-
entists” disrespected Henrietta Lacks, 
then perhaps engineers devising wear-
able devices today would likewise be 
disrespectful of bystanders in the field 
of view. 

Such lazy generalizations about sci-
entists can hardly help readers like me 
address the ethical challenges we face. 

Chris Morris, Chester, U.K. 

Planned [Software] Immortality 
I could not disagree more with Mar-
shall Van Alstyne’s column paean to 
mortality “Why Not Immortality?” 
(Nov. 2013) because, unlike the living 
creatures and appliances he modeled, 
there is no aspect of software that can-
not be designed to evolve. Software be-
comes obsolete and must be replaced 
only if its designers do not design for 
immortality. Consider our cities. Al-

I
n his editor’S Letter “The End 
of The American Network” (Nov. 
2013), Moshe Y. Vardi made 
this startling statement: “Thus, 
in spite of its being a globally 

distributed system, the Internet is ul-
timately controlled by the U.S. govern-
ment. This enables the U.S. government 
to conduct Internet surveillance opera-
tions that would have been impossible 
without this degree of control.” This is 
untrue on several levels: First, so-called 
U.S. control of the Internet is limited to 
approval of root-zone changes of the Do-
main Name System, though the U.S. has 
never exercised that authority against 
any top-level delegation or re-delega-
tion proposed by the Internet Corpora-
tion for Assigned Names and Numbers 
(http://www.icann.org), the not-for-
profit organization that oversees the 
Internet’s naming and numbering sys-
tem. In addition, root-zone servers exist 
outside the U.S., and any heavy-handed 
attempt by the U.S. government to exer-
cise unwarranted control over the con-
tents of the zone would be international 
political suicide and likely cause a near 
immediate takeover by operators in oth-
er countries. Second, this administra-
tive function has nothing to do with the 
routing of information on the Internet 
and does not provide any agency of the 
U.S. government any advantage for sur-
veillance of Internet traffic. 

Although the topology of the early 
Internet was such that much of the 
world’s traffic flowed through the U.S., 
it was a historical artifact of the Inter-
net’s early development. More recent-
ly, the pattern changed radically, with 
Internet topology evolving into a more 
comprehensive global mesh structure. 

Vardi’s repetition of spurious and 
incorrect claims, often made for po-
litical reasons by other countries, 
gives credence to ignorance while il-
lustrating the extent to which a knee-
jerk reaction generated by Edward 
Snowden’s recent disclosures con-
cerning the National Security Agency’s 
surveillance of personal communica-
tions worldwide has been unthinking-
ly adopted by otherwise presumably 

sensible individuals. A retraction of 
Vardi’s statement is essential to con-
firm ACM is a professional organiza-
tion, not a thoughtless echo chamber 
for uninformed sentiment. 

�George Sadowsky, Woodstock, VT  
(The author is a member of the ICANN 
Board of Directors) 

Author’s Response: 
I am not an Internet expert and  
am happy to be educated by Internet 
insiders like Sadowsky. But the revelations 
that have poured out for the past many 
months resulted in a massive loss  
of public trust in insiders. It behooves 
Internet insiders like Sadowsky to  
speak up and explain precisely what role  
the U.S. government plays in Internet 
governance and what has enabled the 
massive Internet surveillance operations 
run by the National Security Agency.  
Only more transparency, rather than 
vehement denials, may begin the process  
of rebuilding the public’s trust in insiders. 

Moshe Y. Vardi, Editor-in-Chief 

Just the Facts… for Ethics Sake 
Katina Michael’s and MG Michael’s 
“Computer Ethics” column “No Limits 
to Watching?” (Nov. 2013) was marred 
by a careless discussion of HeLa, an im-
mortal line of human-derived cells that 
is today an important tool for biomedi-
cal research since being derived from 
a sample of cervical cancer cells taken 
from Henrietta Lacks, a patient at 
Johns Hopkins Hospital in Baltimore, 
in 1951. 

The Michaels said Henrietta 
Lacks’s “…cells were ‘taken without 
her knowledge.’” In fact, she had a 
biopsy, like millions of other cancer 
patients. They further said, “Until 
this year... HeLa cells were ‘bought 
and sold...’ without compensation.” 
The understanding agreed in August 
between the National Institutes of 
Health and Lacks’s family was, in fact, 
about access to genomic data, not 
compensation. Lacks’s granddaughter 
Jeri Lacks Whye even said to the NIH: 

U.S. Does Not Control the Internet 
DOI:10.1145/2541883.2541886		
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though Julius Caesar would not recog-
nize Paris or Rome today as the places 
he knew, they existed long before his 
time, and will continue to exist long 
after mine. We do not abandon cities 
and replace them with new ones; cities 
live forever because we continuously 
reinvent and renew them. Over time, 
neighborhoods built for horses and 
wagons have evolved to suit cars. Of-
fice parks replace factories. But even 
as they morph, cities live on, except 
in the rare instance when one is de-
stroyed by natural disaster or by war. 
Although nothing short of the universe 
itself is truly immortal—and even that 
is in doubt—it is time to stop viewing 
software through the automobile de-
signer’s mind-set of planned obsoles-
cence and view it instead through the 
urban planner’s mind-set. Great soft-
ware should last forever but can do so 
only if its designers think of it that way, 
investing in continuous reengineering 
to make it happen. 

K.S. Bhaskar, Malvern, PA 

Cyberstalking Already Addressed 
Esther Shein’s news item “Ephemeral 
Data” (Sept. 2013) said the ex-boyfriend 
of a woman in Florida had posted 
nude photos of her online and that the 
woman now wanted a law to “criminal-
ize ‘cyberstalking’” in Florida. I would 
like to point out this would be a waste 
of her time since Florida already has a 
cyberstalking law under state statute 
784.048 subsection 1.d. Moreover, I do 
not see how enacting such a law has 
anything to do with being stalked in 
the first place since the legal definition 
of stalking involves (as defined by the 
Florida Legislature) “…willful, mali-
cious harassment or following evinced 
by a course of conduct over a period of 
time, no matter how short, including 
any acts of credible threats to one’s 
safety, the safety of those close to that 
person, or the safety of the person’s 
family members.” 

Since the photos of the Florida 
woman allegedly exist, one can assume 
she consented to them being taken. If 
not, another Florida law comes into 
play concerning voyeurism. If the wom-
an indeed consented to the photos, 
she should have thought about having 
them taken in the first place, since we 
all know relationships do not necessar-

ily last forever. By the way, nude photos 
do not constitute porn. 

Anthony Cunarro, Palm Beach, FL 

Ismail Cem Bakir Freed from Jail 
My letter “Free Ismail Cem Bakir” (Oct. 
2013) concerned Istanbul Technical Uni-
versity computer student Ismail Cem 
Bakir, who had been arrested and ille-
gally imprisoned by the Turkish govern-
ment in July following anti-government 
protests in June. I am now pleased to say 
he has been released, with all charges 
dropped. I sent the letter to my colleague, 
Vladimir Lifschitz, of the University of 
Texas, who was to lecture at the 29th 
International Conference on Logic Pro-
gramming in Istanbul, August 24–29, 
and who then took time to speak on this 
violation of Bakir’s human rights. 

Several weeks later, a computer sci-
entist, fluent in Turkish and who at-
tended Lifschitz’s lecture, informed 
him the Turkish government had in-
deed released Bakir, finding this infor-
mation in a search of the Turkish web-
site “ITU Gezi Forum #8”; Gezi is the 
park in Istanbul that was at the center 
of anti-government protests. 

The translation he sent said 29 
people, mostly university students, in-
cluding Bakir, had been arrested and 
held illegally for four days, quoting 
Bakir saying “…he was in the stands 
to watch the graduation ceremony 
on July 8, and that he noticed plain-
clothes police officers, summoned by 
the administration, taking photos of 
him and of many others like him. He 
said that might be one of the reasons 
he was taken into custody. He thanked 
his professors and friends who didn’t 
leave him alone during his time in cus-
tody and in the Çağlayan courthouse.” 

Publicizing information on and 
support for our colleagues can be crit-
ical when their scientific freedom and 
human rights are at risk. As seen from 
Bakir’s statement, his colleagues 
helped his cause and improved his 
morale while doing no harm. Public-
ity in Communications and other jour-
nals is also extremely useful. 

Jack Minker, College Park, MD 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org.
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The Communications Web site, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.
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Mark Guzdial  
“Results from the 
First-Year Course 
MOOCs: Not There Yet”
http://bit.ly/1gX4AYl

October 18, 2013

MOOCs in the Coursera, Udacity, and 
edX form are tightly tied to CS. The 
leaders of the xMOOC movement came 
out of computer science, and most of 
the first generation of xMOOCs focused 
on teaching computer science. Many of 
the MOOC evaluations so far have been 
expert reviews. Our Learning Sciences 
and Technologies seminar at Georgia 
Tech’s College of Computing just read 
Moti Ben-Ari’s travelogue on his expe-
riences in Coursera’s and Udacity’s 
introductory CS MOOC. The empirical 
results of the first rounds of MOOCs on 
intro courses are now in, so it is worth 
considering how they are doing.

Karen Head has finished her series 
of posts in The Chronicle of Higher Edu-
cation on the freshman-composition 
MOOC she taught with Gates Foun-
dation funding. The stats were disap-
pointing—only 238 of the approxi-
mately 15K students who did the first 
homework finished the course. That is 

presentation with visual elements. There 
were other students who joined the course 
after the second week; we cautioned them 
that they would not be able to pass it be-
cause there was no mechanism for doing 
peer review after an assignment’s due 
date had passed.

Georgia Tech also received funding 
from the Gates Foundation to develop 
a MOOC approach for a first-year col-
lege physics course. I met with Mike 
Schatz, the lead teacher on that effort. 
It is a remarkable course, including a 
“laboratory” where students take vid-
eos of moving objects, then construct 
computational simulations in Python 
to match the real-world observations. 
The completion results were pretty 
similar to Karen’s: 20K students signed 
up, 3K students completed the first as-
signment, and only 170 finished. 

In terms of empirical studies, Mike 
had an advantage that Karen did not — 
there are standardized tests for mea-
suring the physics knowledge he was 
testing, and he used those tests before 
and after the course. Mike said the 
completers fell into three categories: 
those who came in with a lot of phys-
ics knowledge and who ended with 
relatively little gain, those who came 
in with very little knowledge and made 
almost no progress, and a group of stu-
dents who really did learn a lot. They 
do not yet know the relative percent-
ages of the three categories. However, 
it is clear that being a completer does 
not mean that anything was learned.

I also met with Jason Freeman who  
finished his Survey of Music Technol-
ogy MOOC for Coursera. His results 

even less than the ~10% we saw com-
pleting other MOOCs.

Karen Head writes:
No, the course was not a success. Of 

course, the data are problematic: Many 
people have observed that MOOCs often 
have terrible retention rates, but is reten-
tion an accurate measure of success? We 
had 21,934 students enrolled, 14,771 of 
whom were active in the course. Our 26 
lecture videos were viewed 95,631 times. 
Students submitted work for evaluation 
2,942 times and completed 19,571 peer 
assessments (the means by which their 
writing was evaluated). However, only 
238 students received a completion certifi-
cate—meaning that they completed all as-
signments and received satisfactory scores.

Our team is now investigating why so 
few students completed the course, but we 
have some hypotheses. For one thing, stu-
dents who did not complete all three ma-
jor assignments could not pass the course. 
Many struggled with technology, espe-
cially in the final assignment, in which 
they were asked to create a video presen-
tation based on a personal philosophy 
or belief. Some students, for privacy and 
cultural reasons, chose not to complete 
that assignment, even when we changed 
the guidelines to require only an audio 

MOOCs Need More Work; 
So Do CS Graduates
Mark Guzdial assesses the first full year of massive open online courses, 
while Joel C. Adams considers the employment outlook for CS grads.

doi:10.1145/2555813			   http://cacm.acm.org/blogs/blog-cacm
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were a bit better: 24K signed up, 13K  
visited, and 900 completed. It seems 
the more advanced the course, the bet-
ter the completion rate.

The report from San Jose State Uni-
versity’s MOOC experiment with a re-
medial mathematics course found: The 
researchers say, perhaps unsurprisingly, 
that what mattered most was how hard 
students worked. “Measures of student 
effort trump all other variables tested for 
their relationships to student success, in-
cluding demographic descriptions of the 
students, course subject matter, and stu-
dent use of support services.”

It is not surprising, but it is relevant. 
Students need to make an effort to 
learn. New college students, especially 
first-generation college students, may 
not know how much effort is needed. 
Who will be most effective at commu-
nicating the message about effort and 
motivating that effort—a video of a pro-
fessor, or an in-person professor who 
might even learn your name?

MOOC companies have set a goal of 
democratizing education. They aim to 
make education available to people who 
would not otherwise get access to edu-
cation. MOOCs are not yet succeeding at 
that goal. The empirical findings (for ex-
ample, Armando Fox’s results at Berke-
ley and Tucker Balch’s demographics) 
suggest MOOCs draw mostly men (es-
pecially in the CS MOOCs) who already 
hold degrees and are overwhelmingly 
from the U.S. and the developed world. 
Right now, xMOOCs seem most suc-
cessful for professional and continuing 
education. Gary May, dean of engineer-
ing at Georgia Tech, recently wrote in In-
side Higher Ed, “The prospect of MOOCs 
replacing the physical college campus 
for undergraduates is dubious at best. 
Other target audiences are likely better-
suited for MOOCs.” That summarizes 
the current state pretty well. 

Joel C. Adams 
“Hot Job Market for 
Computer Science 
Graduates”
http://bit.ly/JaSMim

April 19, 2012

Back in 2010, companies were hiring 
computing graduates as fast as we could 
produce them, but there was a wide-
spread misperception that U.S. com-
puting jobs were in danger of being off-

shored. Many people still believe this. 
To counteract this, I put together a 

Web page called the Market for Comput-
ing Careers. My basic idea was to create 
visualizations of the U.S. Bureau of La-
bor Statistics (US-BLS) employment pro-
jections and data on bachelor’s degrees 
awarded, to help people—especially 
students, parents, teachers, and guid-
ance counselors—understand what the 
U.S. government was predicting the job 
market for CS graduates would be like. I 
had seen fragments of this data report-
ed in piecemeal fashion, but I wanted 
to collect these pieces in one place to try 
and tell a more complete story.

I updated this Market For Comput-
ing Careers page using the new US-BLS 
2010–2020 employment projections, as 
well as the most recent U.S. STEM grad-
uation data (2008) available from the 
National Science Foundation.

The new US-BLS projections predict 
the already hot job market for comput-
ing professionals will become even hot-
ter this decade. Excluding health care, 
these projections predict the five ca-
reers in science, technology, engineer-
ing, and mathematics (STEM) with the 
most growth will all be in computing:

Taken collectively, these projections 
predict computing careers will make up 
73% of the jobs in STEM careers this de-
cade compared to 16% in (non-software) 
engineering, 9% in the natural sciences, 
and 2% in mathematical sciences. 

To try to predict how competitive 
the job environment will be, we can 
combine the US-BLS total job projec-
tions (new jobs plus retirement-replace-
ments) with graduation data from the 
NSF. Dividing the total projected com-
puting jobs per year by the number of 
computing bachelor’s degrees awarded 
in the most recent year yields a jobs/
grads ratio of 3.5 computing jobs per 
person graduating with a bachelor’s de-
gree in computing. (In 2010, this com-

puting jobs/grads ratio was 2.9.) By con-
trast, the total jobs/grads ratio is below 
1.0 in every other STEM area. 

This data suggests on average, 
there will be 97,000 more U.S. com-
puting jobs than graduates each year, 
a shortfall that even the current H1B 
Visa Quota is insufficient to address. 
To meet this decade’s demand with 
homegrown talent, U.S. colleges and 
universities would need to produce 3.5 
times as many computing graduates 
per year as they did in 2008. The Taul-
bee Survey data has shown modest in-
creases in computing graduation rates 
the past two years at  Ph.D.-granting 
institutions, but the observed increas-
es do not come close to addressing the 
projected demand.

Companies seeking U.S. computing 
professionals will thus be competing 
with other companies for a limited sup-
ply of personnel. We are already seeing 
this competition, as many of our stu-
dents are receiving multiple internship 
offers, and many of our graduates are 
receiving multiple job offers. The US-
BLS projections suggest this competi-
tion will likely increase this decade.

For visualizations of this data, see the 
2012 Market For Computing Careers 
page at http://cs.calvin.edu/p/Comput-
ingCareersMarket. For comparison pur-
poses, see the 2010 Market For Comput-
ing Careers page at http://cs.calvin.edu/
images/department/jobs/2018/.

Now is a great time to be a comput-
ing major as the abundance and variety 
of computing jobs over the next decade 
should make it relatively easy to find 
a career that is stimulating, fulfill-
ing, and that compensates well. Help 
spread the word!

Mark Guzdial is a professor at the Georgia Institute of 
Technology. Joel C. Adams is a professor of computer 
science at Calvin College.
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Career

Projected 
Growth  

(New Jobs)

Percentage 
Of All STEM 

Growth

1. Software developer 	 314,600 	 30%

2. Systems analyst 	 120,400 	 12%

3. Computer support 	 110,000 	 11%

4. Network/system administrator 	 96,600 	 9%

5. Network architect, Web developer, computer security professional 	 65,700 	 6%
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Inviting Young 
Scientists

Meet Some of the Greatest Minds  
of Mathematics and Computer Science

Young researchers in the fields of mathematics and/or computer science are invited 
to participate in an extraordinary opportunity to meet some of the preeminent 
scientists in the field. ACM has joined forces with the Heidelberg Laureate Forum 
(HLF) to bring students together with the very pioneering researchers who may have 
sparked their passion for science and math. These role models include recipients of 
the Abel Prize, the ACM A.M. Turing Award, and the Fields Medal. 

The next Heidelberg Laureate Forum will take place September 21–26, 2014 
in Heidelberg, Germany. 
The week-long event will focus on scientific inspiration and exchange through a 
series of presentations, workshops, panel discussions, and social events involving 
both the laureates and the young scientists.

Who can participate?
The HLF invites new and recent Ph.D’s, Ph.D. candidates, other graduate students 
involved in research and undergraduate students with solid experience in and a 
commitment to computing research to apply. 

How to apply:
Young researchers can apply online: 

https://application.heidelberg-laureate-forum.org/

The materials required for a complete application are listed on the site.

What is the schedule?
The deadline for applications is February 28, 2014.

We reserve the right to close the application website early should we receive more 
applications and nominations than our reviewers can handle.

Successful applicants will be notified by April 15, 2014.

http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=20&exitLink=https%3A%2F%2Fapplication.heidelberg-laureate-forum.org%2F
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A 
t e a m  o f  French math-
ematicians and computer 
scientists has made an 
important advancement 
in the field of algorithms 

for breaking cryptographic codes. In 
a certain class of problem, the new 
algorithm is able to efficiently solve 
the discrete logarithm problem that 
underlies several important types of 
modern cryptosystems.

“Problem sizes, which did not seem 
even remotely accessible before, are 
now computable with reasonable re-
sources,” says Emmanuel Thomé, 
a researcher at the French Institute 
for Research in Computer Science 
and Control (INRIA) and one of four 
researchers reporting the advance. 
However, he notes, the new algorithm 
poses no immediate threat to most 
existing cryptosystems, including the 
RSA-based cryptography used in credit 
cards and much of e-commerce.

Virtually all the major types of cryp-
tography in use today rely on the use 
of one-way functions, mathematical 
functions that are easy to compute but 
impractical to invert, or reverse. For 
example, it is easy to multiply togeth-

French Team Invents 
Faster Code-Breaking 
Algorithm
New method can crack certain cryptosystems  
far faster than earlier alternatives.

Small
Organization FPGA 55 278 days$10k

Medium
Organization FPGA/ASIC 60 256 days$300k

Large
Organization FPGA/ASIC 70 68 days$10M

Intelligence
Agency ASIC 75 73 days$300M

“Hacker”

Attacker

MINIMUM SYMMETRIC 
KEY-SIZED IN BITS FOR 
VARIOUS ATTACKERS (1996)

Budget Minimum 
Keysize

Recovery
TimeHardwareH

PC(s) 45 222 days0

FPGA 50 213 days$400

Cryptographic researcher Alfred Menezes says the new algorithm only becomes effective  
as the parameters of a cryptosystem, essentially the key size, grow asymptotically large. 

Science  |  doi:10.1145/2555807	 Gary Anthes
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L(1), exponential, to L(0), polynomial. 
The advancement recently announced 
in essence moves the discrete loga-
rithm problem from complexity 
L(1/3), sometimes called “sub-expo-
nential,” to a complexity close to L(0), 
or “quasi-polynomial.” 

What that means in practical terms 
depends on the exact nature of the 
problem and the input size, but in one 
example analyzed by the researchers, 
the new algorithm improves execu-
tion time from 280 to 270 operations, or 
about a factor of 1,000 faster. For that 
problem example, a computer con-
figuration that would have taken three 
years to decipher a message before 
could now do it in a little more than a 
day, a feasible job for a sophisticated 
adversary. Also, the researchers point 
out, the algorithms in question exhibit 
asymptotic computational complexity, 
and the advantage of the new algorithm 
grows as the problem size increases.

“The computations that we have 
done recently would have been com-

pletely infeasible without this algo-
rithm,” says Antoine Joux, co-devel-
oper of the algorithm and a professor 
at the University of Versailles-Saint-
Quentin-en-Yvelines. The latest al-
gorithm is built on work by Joux in 
2012, which moved the complexity 
down to L(1/4).

Yet as Joux points out, the new al-
gorithm is not efficient against all 
discrete logarithms. The algorithm 
is intended for use on finite fields of 
small characteristic. The elements 
of a finite field can be expressed as 
polynomials, and for small character-
istic finite fields, the coefficients of 
the polynomials are small integers. 
In a “binary finite field,” for example, 
the coefficients are 0 and 1, and the 
characteristic is 2. However, for large 
characteristic finite fields, used for 
example in the digital signature algo-
rithm (DSA), solving for the discrete 
logarithm remains a problem of sub-
exponential complexity L(1/3).

Small characteristic finite fields 

er two large prime numbers, but it is 
computationally impractical to reverse 
that by factoring the resulting product. 
That is the basis of RSA cryptography. 
Similarly, it is easy to compute a = xn 
given x and n, but hard to compute the 
discrete logarithm n given a and x. The 
“discrete logarithm problem” is the ba-
sis for a number of cryptosystems, such 
as the Diffie-Hellman protocol and el-
liptic curve cryptography.

The “time complexity” of an algo-
rithm is a measure of how execution 
time varies with input size, n. Those 
that work in “polynomial” time tend 
to be computationally feasible for 
large n, with execution time increas-
ing in proportion to some polynomial 
with constant exponents, such as 5n3 
+ 3n. However, for algorithms of an 
“exponential” complexity, execution 
time varies with the nth power, so that 
for a sufficiently large n, the algorithm 
becomes computationally intractable. 
Computer scientists and mathemati-
cians use a notation that varies from 

Sutherland Receives 
Kyoto Prize for 
Technology
Ivan Sutherland, a Visiting 
Scientist at Portland State 
University, has been awarded 
the Kyoto Prize in Advanced 
Technology for “Pioneering 
Achievements in the Development 
of Computer Graphics and 
Interactive Interfaces.”

Sutherland, who received 
the ACM A.M. Turing Award in 
1988 and the IEEE John Von 
Neumann Medal in 1998, has 
been responsible for pioneering 
advances and fundamental 
contributions to computer 
graphics technology and 
interactive interfaces.  

The Kyoto Prize honors 
those who have contributed 
significantly to the scientific, 
cultural, and spiritual 
betterment of mankind. 

IEEE-CS Honors  
Technical Achievement
The IEEE Computer Society 
recently honored five prominent 
technologists with Technical 
Achievement Awards in 
recognition of their contributions  

to the computing field.
The honorees include:

˲˲ Jan Camenisch, research 
staff member and project leader 
at IBM Research-Zurich since 
1999. Camenisch’s research 
areas include public key 
cryptography, cryptographic 
protocols, practical secure 
distributed computation, 
and privacy-enhancing 
technologies.

˲˲ Virgil D. Gligor, a Carnegie 
Mellon University electrical 
and computing engineering 
professor and co-director of 
the University’s CyLab. Gligor’s 
research interests include 
access control mechanisms, 
penetration analysis, denial-of-
service protection, cryptographic 
protocols, and applied 
cryptography. 

˲˲ Kian-Lee Tan, a 
professor of computer science 
at the National University of 
Singapore. Tan’s research 
interest in database systems 
focuses on query processing and 
optimization in a wide range 
of domains, including parallel, 
distributed, peer-to-peer, 
multimedia, high-dimensional, 

main memory, spatial-temporal, 
wireless, and mobile databases. 

˲˲ Eva Tardos, Jacob Gould 
Schurman Professor of Computer 
Science and senior associate dean 
of Computing and Information 
Science at Cornell University.  
Tardos’ research interest is 
algorithms and algorithmic game 
theory, the sub-area of theoretical 
computer science theory of 
designing systems and algorithms 
for selfish users. 

˲˲ Philip S. Yu, a professor 
and Wexler Chair in computer 
science at the University of 
Illinois at Chicago. Yu’s research 
is focused on big data, including 
data mining, data streams, 
databases, and privacy. 

Guggenheim names 
Father and Son Fellows
Among the 175 scholars, 
artists, and scientists that 
recently received John Simon 
Guggenheim Memorial 
Foundation Fellowships on 
the basis of prior achievement 
and exceptional promise 
is a father-and-son team 
who were recognized in the 
natural Sciences field for their 

achievements in computer 
science. 

Erik Demaine has been a 
professor of computer science 
at the Massachussetts Institute 
of Technology since 2001. His 
research interests involve various 
aspects of algorithms, from data 
structures for improving Web 
searches to the geometry  
of understanding how proteins 
fold, to the computational 
difficulty of playing games. 

Martin Demaine has been 
the Angelika and Barton 
Weller Artist-in-Residence at 
the Massachusetts Institute of 
Technology since 2005. Martin 
works with his son Erik in paper, 
glass, and other materials; they 
use sculpture to help visualize 
and understand unsolved 
problems in mathematics. 

Among their artistic works 
are curved origami sculptures 
in the permanent collections 
of the Museum of Modern Art 
in New York and the Renwick 
Gallery in the Smithsonian.  
Their scientific work includes 
more than 60 jointly published 
papers, including several about 
combining mathematics and art.  

Milestones

Computer Science Awards, Appointments



news

january 2014  |   vol.  57  |   no.  1   |   communications of the acm     23

runtimes, but cannot know exactly 
what the run time will be in any specif-
ic case. “We are sure of the result, but 
do not know if it will take two months 
or two months plus one week,” says 
Razvan Barbulescu, a Ph.D. student 
at the University of Lorraine and a co-
developer of the algorithm. However, 
they can be sure it would not take two 
minutes, he adds.

The algorithm is heuristic and in-
volves the use of conjectures that can-
not be proven. Says Barbulescu, “We 
can check experimentally that it works, 
but the math to prove it is difficult.” Fi-
nally, he says, it is a recursive process, 
one that solves a big problem by solv-
ing smaller (and easier) instances of it. 

The algorithm’s recursion involves 
representing the elements of the fi-
nite field in a cascade of polynomi-
als, starting with the polynomial from 
which the discrete log is to be comput-
ed. This is broken down into smaller 
polynomials, and those into succes-
sively smaller polynomials, into some-
thing called a “descent tree.” Then, 
“building up an answer from the bot-
tom with logs is pretty easy,” says Bar-
bulescu. 

The breakthrough lay in finding a way 
to perform the descent process more ef-
ficiently than previously possible, he 
says, and in building a deeper tree with 
smaller problems at the end points.

The Future
Barbulescu says the research group 
has considered trying to push its ideas 
to medium- and large-characteristic 
systems, “but there is a huge difficulty 
porting this algorithm to these other 
cases,” he says. “But if we were able to 

extend it to large characteristic, then it 
would be an earthquake in cryptogra-
phy because every time there is an im-
provement in discrete logarithm, there 
is a corresponding improvement in 
factorization (RSA), because the prob-
lems are similar.” 

Meanwhile, though, existing RSA-
based systems should be considered 
secure. “There are some buzz articles 
floating around on the Web saying that 
this is the endgame for RSA,” Thomé 
says. “It is wrong to say that.”

The University of Waterloo’s Mene-
zes says he is not aware of any cryp-
tosystems in use today that are sud-
denly at risk because of the work by 
the French team. However, he warns, 
“There will be faster algorithms, bet-
ter implementations of the existing 
algorithm perhaps through special-
purpose hardware, and better analysis. 
Maybe the algorithms are faster than 
we think they are.” 	

Further Reading
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Barbulescu, R., Gaudrey, P.,  
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A quasi-polynomial algorithm for 
discrete logarithm in finite fields of small 
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Advances in elliptic curve cryptography, 
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uwaterloo.ca/hac

Gary Anthes is a technology writer and editor based in 
Arlington, VA.
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may be found in a type of cryptography 
known as “pairing-based,” in which 
elements of two cryptographic groups 
are combined. This kind of cryptog-
raphy is used in some systems that, 
for example, base encryption keys on 
personal attributes or the names of 
users. Pairing-based systems that use 
finite fields of small characteristic 
should now be avoided, the develop-
ers of the new algorithm say. “We are 
proving that some discrete log prob-
lems are much, much easier than we 
once thought,” Thomé says. The warn-
ing may apply in particular to makers 
of hardware-based crypto, who like to 
use the small-characteristic, binary 
finite fields because they are easy to 
implement in hardware.

Some companies use pairing-based 
systems of their own design, but so 
far there is no firmly established stan-
dard for them, Thomé says. “They are 
an attractive option for applications 
like identity-based crypto or voting sys-
tems,” he notes. 

Alfred Menezes, who has studied 
the new algorithm as a cryptographic 
researcher at the University of Water-
loo in Ontario, Canada, calls it “a fan-
tastic algorithm—a stunning develop-
ment.” He says, “If I were a company 
today considering the use of pairing-
based cryptography, I would be ter-
rified of using small-characteristic 
pairings.” In one case he studied, the 
algorithm succeeds in 274 operations, 
vs. 2103 operations with the previous 
best algorithm. “While the 274 compu-
tation is certainly a formidable chal-
lenge, with an organization like the 
NSA, it becomes feasible.” 

Menezes says his analysis also shows 
the algorithm only becomes effective 
as the parameters of a cryptosystem, 
essentially the key size, grow asymp-
totically large. It may not be efficient; 
in fact, it may be slower than other al-
gorithms against systems of small key 
size. Also, it is not effective against RSA 
and other non-pairing-based systems. 

The Algorithm
The new method lies in a family of 
what are called index calculus algo-
rithms, used for computing discrete 
logarithms. It uses a “Las Vegas” algo-
rithm, one that always yields the cor-
rect result, but in an amount of time 
that varies. Researchers can estimate 

The new method  
lies in a family of 
what are called  
index calculus 
algorithms, used  
for computing 
discrete logarithms. 
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N
e a r ly  a  d e cade  after its re-
tirement, the advice-spew-
ing “Clippy” remains one 
of technology’s most hated 
characters. As part of Micro-

soft’s Office Assistant help system, the 
paperclip-faced avatar proposed help 
based on Bayesian probability algo-
rithms: start a word-processing docu-
ment with “Dear,” and it offered to 
help you write a letter. Express exasper-
ation, and Clippy would gleefully con-
tinue pestering you: it could not sense 
your mood.

Perhaps Clippy would still be with 
us if it had employed affective comput-
ing, a growing field that attempts to 
determine a user’s mood or emotion 
through visual, auditory, physiological, 
and behavioral cues—cues that com-
prise one’s “affect.” An affect-enabled 
Clippy might see your look of disgust 
and make itself scarce; conversely, it 
might pop up sooner when you furrow 
your brow in confusion.

Affective computing could go 
well beyond desktop help systems. 

Researchers cite possibilities for 
educational, medical, and market-
ing applications, and have begun to 
commercialize their efforts. They 
are building systems that attempt to 
measure both emotions—short-term, 
responsive phenomena—and longer-
term moods. Even as they surmount 
technical barriers, they will have to 
face ethical questions as they help ma-
chines access a formerly hidden area 
of your mind.

Deconstructing Moods  
and Emotions
Scientific interest in how mood and 
emotion affect interaction appears 
to be universal: Sun Tzu referred to 
“the art of studying moods” for mili-
tary strategy in his sixth-century-BC 
classic The Art of War. However, it was 
not until the 19th century that empiri-
cists rigorously connected emotion to 
its physical underpinnings. Notable 
books included Sir Charles Bell’s The 
Anatomy and Philosophy of Expression 
(1824) and Charles Darwin’s The Ex-

pression of the Emotions in Man and 
Animals (1872) —both of which held 
that emotions are physiological and 
universal in nature. William James’ 
seminal 1884 article “What is an Emo-
tion?” posited that some emotions 
have “distinct bodily expressions”—
affects—that can be categorized, mea-
sured, and analyzed.

Mid-20th-century researchers largely 
discarded such theories of universal, 
measurable emotions, in favor of those 
that held emotions to be learned and 
culturally determined. They enjoyed a 
revival with the work of Paul Ekman, 
whose 1978 publication of the “Facial 
Action Coding System” (FACS) provid-
ed a basis for deconstructing affect in 
facial expressions.

It was Rosalind Picard’s 1995 paper 
“Affective Computing” that first fully 
asserted the value of affect in comput-
ing systems. An unusually philosophi-
cal paper, Picard said it was “roundly 
rejected” when submitted to a journal 
for publication. (One reviewer wrote, 
“this is the kind of stuff that fits in an 

How Do You Feel?  
Your Computer Knows
Interfaces can sense your mood, if you let them.

Technology  |  doi:10.1145/2555809	 Tom Geller

A screenshot showing video processing by the Computer Expression Recognition Toolbox (CERT).
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Facial expression recognition has 
captured the attention of more af-
fective computing researchers. That 
is partly due to a wealth of developer 
toolkits that track the facial “Action 
Units” (AUs) described by FACS and 
its successors. These tools typically 
rely on one of two strategies: training 
a statistical shape model that aligns to 
characteristic curves of the face (such 
as eyes, mouth, and nose), as in an Ac-
tive Appearance Model (AAM) or Con-
strained Local Model (CLM); or com-
puting low-level vision features such 
as Gabor filters or Local Binary Pat-
terns (LBP), to train machine-learned 
models of facial movements.

The Computer Expression Recogni-
tion Toolbox (CERT) was developed by 
the Machine Perception Laboratory at 
the University of California, San Diego, 
in collaboration with Ekman. Accord-
ing to Joseph Grafsgaard, a Ph.D. stu-
dent in the Department of Computer 
Science at North Carolina State Uni-
versity, “An innovative aspect of CERT 
is that it is not only identifying facial 
landmarks, such as the shape of the 
mouth or eyes. It uses Gabor filters at 
multiple orientations, which are then 
mapped to facial action units via ma-
chine learning. This allows it to iden-
tify fine-grained facial deformations 
detailed in FACS, such as wrinkling of 
the forehead, or creasing around the 
mouth, eyes, or nose.”

Another toolkit is produced by 
Emotient, which was founded by the 
original developers of CERT and in-
cludes Ekman on its board. According 
to co-founder and lead researcher Ja-
vier Movellan, the company’s products 
are unusual in that they rely heavily on 
neural networks to “learn” different 
expressions, rather than on watching 
specific points on the face. He said, 
“People ask us, ‘are you looking for 
wrinkles?’ and we say, ‘we don’t know!’ 
What we look for is a lot of data so the 
system can figure it out. Sometimes it 
takes us a while to figure out how the 
system is solving the problem.”

So Tell Me: How Do You Feel?
Affective systems like these benefit 
greatly from human confirmation. 
Beyond Verbal “crowdsources” some 
of that research through its website 
by asking visitors to rate the results of 
their demos; Affectiva’s facial action 

in-flight magazine.”) Picard, now di-
rector of the Affective Computing Re-
search Group at the Massachusetts In-
stitute of Technology (MIT), turned the 
paper into a book of the same name, 
found a publisher, and submitted the 
book with her tenure papers. “Back in 
‘95, there was a lot of conjecture,” she 
said. “We did not have real-time com-
puter vision or vocal analysis: it was 
before cameras were ubiquitous. But I 
saw that, if computer agents could see 
when you are interested, or bored, or 
confused, that would lead to more in-
telligent interaction.”

First, however, computers would 
need to learn how to “read” people, 
and FACS was only part of the puzzle.

Listening and Watching
Emotions spur responses through-
out one’s entire nervous system, not 
just in the face. Affective computing 
researchers have also studied effects 
on the voice and skin: each returns its 
own data complex, suitable for differ-
ing applications.

Aside from her FACS-based work, 
Picard has also trained computers to 
judge emotion based on non-visual 
signals. She became intrigued by 
statements from autistic people who 
said they felt increasing stress before 
a meltdown, but were frustrated by 
their inability to express it. The com-
pany Picard co-founded, Affectiva, 
developed a “Q Sensor” bracelet that 
measures electrodermal activity, and 
“Q Live” software to chart the results, 
thereby giving subjects a new way to ex-
press their interior lives. 

One company attempting to plumb 
audio data is Tel Aviv, Israel-based Be-
yond Verbal, which has received two 
patents for what it calls “Emotions 
Analytics.” Chief Science Officer Yor-
am Levanon believes the company’s 
automated voice analysis can extrapo-
late emotional content in speech to 
help people make better-informed 
decisions. “Most decisions are made 
in between one- and three-tenths of a 
second,” he said, “but cognition only 
begins after half a second. If I talk to 
you at 120 words per minute, you can-
not process it cognitively—you must 
find another way to focus that.” Be-
yond Verbal’s products try to provide 
that focus by displaying text that com-
ments on the speaker’s emotions.

ACM 
Member 
News
Muller Taps Ideas  
Of the Rank and File  
Via Crowdfunding

Two decades  
as an interna-
tionally 
recognized 
expert in 
participatory 
design and 

analysis have led IBM Master 
Inventor Michael Muller to 
conclude, “rank and file workers 
know things that aren’t 
necessarily apparent to upper 
management.” 

Muller, who heads the 
Invention Development 
Team for the Collaborative 
User Experience Group in 
IBM Research and the IBM 
Center for Social Software in 
Cambridge, MA, used that 
conclusion to initiate a trial 
“enterprise crowdfunding 
project” for his group in 2012, 
to spur innovation and foster 
collaboration. 

After building a website 
similar to RocketHub and 
Kickstarter, Muller put out 
a call for proposals, which 
were posted on the site.  The 
Collaborative User Experience 
Group gave each person in 
Muller’s group $100 to invest 
in the project of their choice 
(they weren’t allowed to vote for 
their own ideas).  “We expected 
10-15% of the workforce to 
participate; instead, we received 
a 46% response rate; 500 people 
within IBM pledged money,” 
he said. 

The winning proposal was 
to have remote workers join 
Cambridge-based phone and 
videoconferences that they could 
not previously participate in, by 
allowing them to remotely access 
robots to participate virtually.

IBMers responded 
enthusiastically and three other 
groups have since initiated their 
own enterprise crowdfunding 
projects, raising from $31,000 to 
$150,000. 

“The enterprise 
crowdfunding project helps 
forge new relationships. 
We’re measuring success not 
in monetary savings, but in 
organizational outcomes and 
innovation,” Muller said.

—Laura DiDio 
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the subjects’ phones wouldn’t change 
from 40 hours to 10 hours.”

To Fear and Love  
the Ones Who Know You
While smartphone power loss is an 
inconvenience, those in affective 
computing point to a greater danger 
to the field: privacy violations from 
such technologies being used in a sur-
reptitious or unethical way. Speaking 
about multi-sensor tracking (“sen-
sor fusion”) in the service of affec-
tive computing, Freescale Semicon-
ductor Executive Director of Strategy 
Kaivan Karimi said, “The thing that 
can promote [sensor fusion] is all the 
cool stuff that comes along with it. 
The thing that can kill it is if informa-
tion starts leaking and getting used 
the wrong way because there are no 
boundary conditions set.”

Yet researchers seem to agree that 
some third-party disclosure would be 
appropriate. Microsoft Research senior 
research designer Asti Roseway said, 
“One size does not fit all. You could take 
certain populations, such as kids with 
autism or ADHD, or relationships such 
as teacher to student or parent to child, 
where having external notification of 
emotions is beneficial. On the other 
hand, you could be in a meeting where 
you get a private poke if you start feeling 
stressed, and nobody has to know. We 
have to be really smart about the con-
text, but that takes trial and error.”

Affective computing is likely to 
face many trials. Speaking about his 
company’s face-reading technology, 
Emotient’s Movellan said, “Interest 
is coming from various places, and 
some of it is surprising to us. Market-
ing people want to know if someone 
really likes a product. Educators want 
to know what parts of a video lecture 

people like, and where they are con-
fused or not paying attention. The 
entertainment industry is also very 
interested; for example, to build per-
sonal robots that respond to your af-
fect. Carmakers could put a camera 
in front of the driver to tell if you are 
looking dangerously fatigued and are 
about to crash. And health care pro-
viders can monitor facial expressions 
and alert caregivers when you have a 
depressed affect.”

Picard acknowledged the potential 
for privacy abuses. “We have turned 
down work where people want to read 
emotions ‘from a distance,’ without 
them knowing,” she said, “but affec-
tive computing was inspired by a de-
sire to show more respect for people’s 
feelings. So it would be incredibly 
hypocritical to use it in a way that disre-
spects people’s feelings.”	
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coding experts compare their judg-
ments to the system’s. The benefit of 
crowdsourcing comes mostly during 
development, and to tune the system’s 
algorithms. A different type of system 
starts with user queries, then corre-
lates those self-stated moods with en-
vironmental measurements to show 
personal trends.

Emotion Sense started out as a 
voice-sampling application; speak 
into it, and it would attempt to de-
termine your emotions. According to 
the project’s Cecilia Mascolo, reader 
in Mobile Systems at the Computer 
Laboratory of the University of Cam-
bridge, “After four years of that, we de-
cided to use the human as a sensor for 
emotions, with something called ‘ex-
perience sampling;’ we ask the user’s 
experience through questionnaires.” 
Now available as an Android app, 
Emotion Sense matches mood to time 
of day, location, call patterns, and sev-
eral other factors. So, for example, you 
might discover that your mood is gen-
erally better in the morning, or while 
in a certain location.

Mascolo says the ultimate goal is to 
“find the psychological markers out 
of all this data we are collecting, so we 
do not have to ask questions anymore. 
Maybe we can help psychologists and 
social scientists better understand 
what leads to being very happy, what 
leads to being very sad.”

A similar project is Mood Sense 
(formerly MoodScope), a research 
collaboration between Microsoft Re-
search Asia and Rice University. Like 
Emotion Sense, the prototype API 
queries user feelings, but correlates 
them only to communication behav-
iors (text, email, phone calls) and user 
interactions with applications and the 
Web browser. That is enough, accord-
ing to Nicholas Lane, lead researcher 
at Microsoft Research Asia; “We find 
that how you use your phone, and 
what it means about your behavior in 
general, can be a strong signal of your 
mood or emotive state. That is the key 
innovation here.” One benefit gained 
by narrowing the number of sensors 
monitored: Mood Sense is event-driv-
en, and therefore consumes very little 
power. Says Lane, “The power savings 
are enormous over using the camera 
or audio, so if I wanted to run a psy-
chology experiment, battery life on 

“Affective computing 
was inspired  
by a desire to show 
more respect for 
people’s feelings.”
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‘Peace Technologies’  
Enable Eyewitness Reporting  
When Disasters Strike
Ushahidi—or “testimony” in Swahili—has played a central role  
in coordinating responses to crises around the globe.

been described as a mash-up of SMS, 
email, and Google Earth, plus Open-
StreetMap. To make sense of all the in-
formation that is being accumulated, 
a platform called SwiftRiver was later 
developed to enable the filtering and 
verification of real-time data.

W
he n  Kenyans went  to 
the polls in late 2007, 
the voting results were 
disputed, and ethni-
cally aligned gangs 

slaughtered more than 1,100 people 
during weeks of violent unrest. A na-
tional media blackout followed.

Within days, an ad hoc group of 
Kenyan bloggers and software de-
velopers created the first instantia-
tion of the Ushahidi (“testimony” in 
Swahili) platform, enabling people 
to share instant reports of violent 
incidents—via video, audio, photos, 
texts, SMS, emails, Twitter, and Web 
forms—and to visualize them on a 
real-time online map, to keep com-
munities informed of the danger.

Just two years later, when a cata-
strophic magnitude 7.0 earthquake 
struck Haiti in 2010, Ushahidi sprung 
to prominence as a key player in what 
has become a growing field of informa-
tion and communication technologies 
(ICTs)—so-called “peace technologies.”

Deciding to put its real-time maps 
to good use once again, Ushahidi had 
a local Haitian radio station broad-
cast a free telephone number that for-
warded texts to a group of volunteer 
graduate students working in a base-
ment at Tufts University’s Fletcher 
School in Boston.

By the time the Red Cross and oth-
ers arrived on the scene in Haiti, an 
Ushahidi crisis map was available, on-
line, and ready to guide rescue work-
ers to red-dot locations from where 
there had come cries for help. In fact, 
U.S. Federal Emergency Management 
Agency (FEMA) chief Craig Fugate 
tweeted that the Ushahidi map of Haiti 
“was the most comprehensive and up-
to-date map available to the humani-
tarian community.” Then-U.S. Secre-

tary of State Hillary Clinton, in a 2010 
speech on Internet freedom, credited 
the map with leading a U.S. team to a 
seven-year-old girl and two women who 
had been buried under the rubble of a 
collapsed Haitian supermarket.

The Ushahidi platform itself has 

In one of its earliest projects, Ushahidi documented the demolition of settlements in 
Zimbabwe that the government claimed were illegal; human rights groups felt the 
demolitions were politically motivated. The before (above) and after photos show how the 
settlement in Porta Farm, Zimbabwe, was completely erased.
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tion brought on board and trained 
more than 200 volunteers to work on 
the project, and partnered with state 
institutions and law enforcement as 
responders to emergency reports.

In fact, the use of Ushahidi has 
become so pervasive that a wiki now 
tracks “deployments of the week,” 
which range in diversity from mapping 
Hurricane Sandy to keeping count of 
the world’s mangroves to following the 
Palestinian crisis.

“Ushahidi is free and open-source 
software used for interactive map-
ping, data visualization, and infor-
mation collection,” explains Heather 
Leson, director of community engage-
ment at Ushahidi, now a non-profit 
tech company. “Anyone can download 

the software or set up a map project. 
Maps have always been storytelling 
devices, but Ushahidi provides our 
users the opportunity to build the 
community network, customize, add 
layers of data, and even import/export 
content. With our code on GitHub, 
our community has created plugins, 
or simply forked the code to create 
their own projects.”

Funding for Ushahidi’s efforts 
comes from a potpourri of organiza-
tions; these include the Ford Foun-
dation, the United States Institute 
of Peace (USIP) Center of Innova-
tion for Science and Technology, the 
Omidyar Network, the Knight Foun-
dation, the MacArthur Foundation, 
Google, the Mozilla Foundation, the 
Cisco Foundation, and others.

By enabling anyone to share geo-
located information in real time, Ush-
ahidi provides situational awareness 
for local communities, says Dempsey. 
She cites several examples of projects 
that are using Ushahidi technology 
for conflict prevention:

˲˲ SyriaTracker. Maps reports of vio-
lence in Syria’s civil war, serving as 
one of the most comprehensive sourc-
es of information on the conflict.

˲˲ LERN. Liberia’s Early Warning 
and Response Network maps inci-
dents of violence across Liberia.

˲˲ Women Under Siege Syria. A 
Women’s Media Center project to 
map incidents of sexualized violence 
in Syria.

˲˲ Harassmap. Uses Ushahidi to map 
and challenge the social acceptability 
of sexual harassment in Egypt.

While Ushahidi is probably the 
best-known peace technology, says 
Dempsey, there are quite a few other 
groups and organizations working in 
this field. These include:

˲˲ FrontlineSMS—A free and open-
source text-messaging software to con-
nect communities using SMS.

˲˲ Humanitarian OpenStreetMap 
Team (H.O.T.)—A project to connect 
the OpenStreetMap community with 
traditional humanitarian responders.

˲˲ CrisisTracker—A software plat-
form that extracts situational aware-
ness from torrents of public tweets 
during humanitarian disasters, com-
bining automated processing with 
crowdsourcing to detect events and 
collate evidence.

In a mere five years, the Ushahidi 
platform has been deployed in more 
than 159 countries, and has been 
translated into more than 35 languag-
es. Despite its roots in election moni-
toring, Ushahidi’s software has been 
used for crisis response in Haiti, Paki-
stan, Chile, Indonesia, the Czech Re-
public, the U.S., and elsewhere, and 
for civil society actions having to do 
with the environment, harassment, 
and anti-corruption.

“We have seen a shift by govern-
ments and international bodies to-
ward actively asking citizens to report 
incidents of violence in potential 
flashpoint situations, such as elec-
tions,” observes Catherine Dempsey, 
a Ph.D. candidate at King’s College 
London’s Department of War Studies, 
who currently is researching commu-
nity-led initiatives to prevent conflict 
using ICTs.

During the run-up to a constitu-
tional referendum in 2010, the Kenyan 
government’s National Steering Com-
mittee on Conflict Management and 
Peacebuilding asked citizens to report 
to an Ushahidi-inspired social media 
violence monitoring platform—the 
Uwiano Platform for Peace.

Ushahidi also set up an extensive 
election monitoring and violence 
monitoring project—called Ucha-
guzi—for the presidential elections 
in Kenya last March. The organiza-

The use of Ushahidi 
has become so 
pervasive that  
a wiki now tracks 
“deployments  
of the week.”

An Ushahidi smartphone app, which allows users to report incidents, as well as view  
incident reports. P
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new era of crowdsourced disaster  
response.”

However, not all peace technolo-
gies focus on mapping using data col-
lected on the ground; for instance, 
the American Association for the Ad-
vancement of Science (AAAS) Geospa-
tial Technologies and Human Rights 
Project (GTHR) depends upon the 
gathering and analysis of high-resolu-
tion satellite imagery instead.

“We form partnerships with human 
rights organizations—like Amnesty 
International—and use the imagery 
to document areas of concern, often 
in places that are too dangerous to 
send people on the ground,” says Su-
san Wolfinbarger, director of GTHR, 
which is part of the Scientific Respon-
sibility, Human Rights, and Law Pro-
gram of AAAS, an organization that 
also publishes the journal Science.

The GTHR recently released its re-
port on Aleppo, Syria, where it used 
satellite imagery to document craters, 
destroyed buildings, destruction of 
cultural artifacts, and numerous road-
blocks. Other GTHR projects include 
the documentation of the destruction 
of villages in Darfur, Sudan, and grave 
sites and the bombing of civilian shel-
ters after the intense fighting in Sri 
Lanka in 2009.

“Ours is just one of the many ways 
that peace technologies are enter-
ing into the work of human rights 
groups,” Wolfinbarger says, “the oth-
ers being early warning systems, data-
bases, the use of disruptive technolo-
gies for communications, disaster 
response, Internet privacy mecha-
nisms, and so on.”

Ushahidi, too, is working on new 
technologies, including BRCK, its first 
foray into hardware. Earlier this year, 
the organization launched a Kick-
starter campaign to build a backup 
generator for the Internet. The small, 
lightweight box that is about the size 
of an actual brick works like a mobile 
phone, seamlessly switching between 
Ethernet, Wi-Fi bridging, and a 3G/4G 
connection whenever the user’s pre-
ferred network is down. Plug in a SIM 
card and, with its eight-hour battery, 
the BRCK prototype provides a fully 
functioning network anywhere in 
reach of cellular service. Ushahidi’s 
developers are currently searching for 
a manufacturer for BRCK.

˲˲ Standby Task Force (SBTF)—A vol-
unteer community providing dedicated 
crowdsourcing, mapping, data scram-
bling, and technology testing support 
to local and international humanitar-
ian and human rights organizations.

“Conflict prevention and peace-
building work is so often about de-
veloping communication and infor-
mation awareness,” says Dempsey, 
“so new communication tools of all 
kinds are increasingly being used for 
these purposes.”

She cites a group of civilians in 
Kyrgyzstan who carried out real-time 
fact-checking through a Skype chat 
group to debunk dangerous rumors 
that were fueling violent conflict in 
June 2010. In addition, an organiza-
tion called Peace Provocateurs used 
Facebook and Twitter to correct 
mainstream media reports on clashes 
between Muslims and Christians in 
Indonesia in September 2011, help-
ing to defuse tensions between those 
religious groups.

“Using technology for conflict pre-
vention is nothing new,” says Shel-
don Himelfarb, director of the USIP’s 
Center of Innovation for Science and 
Technology, which provided funding 
to Ushahidi during the Haitian crisis. 
“But what is different today—and this 
is the essence of Ushahidi—is that sud-
denly, for the first time in human his-
tory, everyone has the ability, no matter 
how poor you are, to send texts, data, 
photos, and words around the world 
with the push of a button. It is that phe-
nomenon that Ushahidi captures by 
crowdsourcing information and allow-
ing it to be put to use in communities 
who want to help themselves.”

Ultimately, what is unique about 
Ushahidi, Himelfarb says, is that no 
one controls it.

“Ushahidi is a small, not-for-profit 
tech company that had one of the best 
ideas of the 21st century for capturing 
information,” says Himelfarb, “and 
now, because it is open source and 
you can just go online and create an 
instance, people everywhere are using 
it. Ushahidi—or some version of it—is 
now being used in every single disas-
ter around. If there is a tornado in 
Oklahoma, for example, I promise you 
there is a Ushahidi map up in about 
three minutes. 

“Ushahidi has ushered in a whole 

Going forward, Ushahidi’s goal is “to 
create free and open-source software to 
democratize information,” says direc-
tor of community engagement Leson.

“We want to help connect citizen 
voices to action,” she says. “Ushahidi is 
now five years young. Our community 
and their reports are some of our big-
gest opportunities. We are diving into 
data to understand curation, signal-to-
noise, and ways to use technology to as-
sist this journey.” 	
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W
here do you  go after 
your company has 
achieved a 95% mar-
ket share and a stock 
price at an historical 

peak? Add to this the departure of a 
visionary founder (see “The Legacy 
of Bill Gates,” Communications, Janu-
ary 2009). Bill Gates stepped down as 
Microsoft’s CEO in 2000, just when 
critical changes were about to disrupt 
Microsoft’s economics: continuing 
growth of the Internet as a new ap-
plications and communications plat-
form, handheld computers and cell-
phones starting to converge, growing 
popularity of free open-source soft-
ware, and the beginning of software 
as a service and cloud computing. The 
most likely place to go is down, and 
that is what happened to Microsoft 
after Steve Ballmer took over as CEO. 

The Gates-Ballmer relationship 
began when they were undergradu-
ates at Harvard University during 
the mid-1970s. Ballmer graduated 

On Aug. 23, 2013, it was announced that Steve Ballmer will step down as Microsoft CEO 
within 12 months.

Technology Strategy 
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Steve Ballmer 
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V Fourth, Ballmer added some new 
platforms, brands, and complemen-
tary products and services. Most no-
table is Skype, for video communica-
tions, which Microsoft bought in 2011 
for $8.5 billion. Under Ballmer, Skype 
has gone from a money-loser to gener-
ating some $2 billion in revenues last 
year, with about 300 million users. 
The sales and user base, which Micro-
soft could leverage for other product 
sales, helps justify the high acquisi-
tion price. Ballmer also bought Yam-
mer in 2012 for $1.2 billion, giving 
Microsoft a presence in social net-
working for the enterprise. Overall, 
these acquisitions, along with the 
Nokia phone business, further diver-
sify the company and should become 
more valuable. The Nokia acquisition 
will expose Microsoft more to the 
commodity consumer market. None-
theless, since sales of smartphones 
and tablets now far outpace those of 
personal computers, a greater pres-
ence in mobile devices is necessary to 
grow revenues, albeit at the expense 
of profits.

Negatives
On the negative side, as CEO, Ballmer 
struggled or failed in several key ar-
eas. First, Ballmer was unable to rein 
in the many warring factions that 
fragmented the Windows group af-
ter Gates handed over the CEO job. 
With no one in charge to focus the 
huge teams (as many as 7,000 pro-
grammers and test engineers worked 
on Windows Vista), the operating 
system devolved into a massive pile 
of “spaghetti” code. There were too 
many bosses and too many bugs. It 
took leadership from the better-man-
aged Office group to ship the poorly 
received Windows Vista, released in 
2007 (after being originally sched-
uled for 2003), and then to right the 
ship with Windows 7, released in 2009 
(see “What Road Ahead for Microsoft 
and Windows,” Communications, July 
2006, and “What Road Ahead for Mi-
crosoft the Company,” Communica-
tions, July 2007). Steven Sinofsky rose 
to president of the Windows division, 
but he left after shipping Windows 8 
in 2012, again making it unclear who 
was in charge of Windows.1 In July 
2013, Ballmer announced a reorgani-
zation, consolidating eight separate 

and then went to work for Proctor & 
Gamble, before attending Stanford’s 
MBA program. He left after a year to 
join Microsoft in 1981 and help his 
old college dorm-mate grow the busi-
ness. Ballmer went on to become 
enormously successful (and wealthy) 
himself. He was Gates’ most trusted 
lieutenant for the next two decades, 
exhibiting great skills in marketing 
products, motivating the sales team, 
and building relationships with en-
terprise customers. The announce-
ment in August 2013 that Ballmer will 
step down as CEO within 12 months 
makes this a good time to reflect on 
his legacy and how he has positioned 
Microsoft for the future. 

Ballmer also announced a major ac-
quisition to take place in 2014: Nokia’s 
cellphone hardware and services busi-
ness. Nokia’s CEO for the past three 
years, Steven Elop, worked at Micro-
soft from 2008–2010 after being COO 
of Juniper Networks. He will rejoin the 
company as Executive Vice President of 
Microsoft’s Devices and Services busi-
ness unit. That puts Elop in a strong 
position to succeed Ballmer or at least 
become very influential within Micro-
soft—if the merger proceeds smoothly. 

Positives
On the positive side, Ballmer did well 
on several key dimensions. First, and 
most importantly, Ballmer proved to 
be an able steward of the Windows 
platform—the “mother ship.” This 
franchise is supported by enormous 
revenues from Windows, Office, and 
Windows server and tools. In fiscal 
year 2013, Microsoft had revenues of 
nearly $78 billion and operating profits 
of $27 billion; about 24% of sales came 
from Windows, 32% from Office and 
other business products, and 26% from 
Windows server and tools.3 These three 
sectors also generated nearly all of Mi-
crosoft’s operating profits. Histori-
cally, about 70% of Windows and Of-
fice sales also have been to enterprises 
(large corporate customers or personal 
computer manufacturers like Dell and 
Hewlett-Packard), not individuals. 
This means Microsoft is largely shield-
ed from the volatile consumer market.  

Second, Ballmer presided over 
the establishment of a new platform 
for home entertainment—the Xbox, 
launched in 2001, and currently the 

most popular video-game console. 
This business generated $10 billion 
in sales for Microsoft in 2013, though 
only $850 million in profit. Develop-
ment started while Gates was still CEO 
in the late 1990s. However, Ballmer 
and his executive team, especially 
Robbie Bach (who left in 2010) and 
Don Mattrick, deserve lots of credit. 
The Xbox operating system is derived 
from Windows NT, but cannot run 
Windows programs and is optimized 
for graphics and video games. For 
Microsoft to create a new operating 
system incompatible with Windows 
was an important step to diversify and 
show it could build products aimed 
at being best in class, not just best at 
running Windows. 

Third, Ballmer presided over the ex-
tension of Windows and Office, as well 
as other packaged software products, 
to “the cloud,” with Windows Azure, 
introduced in 2010, as well as the Sky-
Drive cloud hosting service, first of-
fered as Windows Live in 2007. Micro-
soft’s cloud-based infrastructure and 
development platform will become 
more important as enterprises increas-
ingly access their software via the Web 
and rely on subscription pricing or 
build new hosted applications. Azure 
positions Microsoft reasonably well to 
maintain its enterprise accounts. How-
ever, young Web-based companies 
generally do not use Microsoft prod-
ucts and services because they are too 
expensive. They prefer Linux and other 
free open source products, or hosting 
via Amazon, Google, and others. This 
preference does not bode well for Mi-
crosoft. The startup firms of today will 
become the larger customers of the fu-
ture and, in general, they are not Micro-
soft customers.

Ballmer proved to  
be an able steward 
of the Windows 
platform— 
the “mother ship.”
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the Internet. MSN and Bing have pro-
vided Microsoft with lots of experience 
in how to run an online, ad-supported 
business. The division, nonetheless, 
has generated enormous red ink, in-
cluding $12 billion in losses versus $8.7 
billion in sales during the last three 
years. A sizeable part of these loses in-
clude charges taken against aQuantive, 
a $6 billion acquisition Ballmer made 
in 2007. This was an advertising soft-
ware and services company that Micro-
soft failed to integrate, except for some 
of the ad software technology.

Conclusion 
What to conclude? Ballmer leaves the 
CEO post with a mixed record. Micro-
soft’s market value is about one-third 
less in 2013 than it was in 2000, de-
spite tripling revenues and more than 
doubling profits under Ballmer. To 
be fair, growing revenues and profits 
while market value declined is com-
mon among high-tech companies that 
peaked at the height of the Internet 
boom, including Cisco and Intel. Nev-
ertheless, Ballmer remains an impor-
tant figure because of what he did to 
help build the world’s most success-
ful software platform company during 
the 1980s and 1990s. In other words, 
Ballmer’s greatest legacy seems to be 
what he did before becoming Micro-
soft’s CEO, not after.  	
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product groups around software plat-
forms, software applications, hard-
ware devices, and online services. All 
major operating systems—desktop, 
server, and mobile—now report to one 
executive, Terry Myerson.6 This move 
should improve coordination within 
Microsoft, but it will still be very hard 
to catch Apple and Google in smart-
phones, tablets, and Internet services. 

Second, Ballmer did not sufficiently 
embrace broader changes in the tech-
nology landscape as he kept the com-
pany closely tied to Windows and PCs. 
This is another legacy inherited from 
Gates. Since Ballmer was not a software 
programmer, perhaps he should have 
been the one to make the technical and 
emotional break. A dozen years ago, 
Ballmer could have presented Micro-
soft as a platform company, not just a 
Windows company, and built other op-
erating systems with workable bridges 
to Windows applications. This would 
have leveraged the Windows franchise 
but better enabled the company to 
move into tablets and smartphones. 

Microsoft has made some efforts 
to evolve, but not aggressively, except 
for the Xbox. For example, Office has 
become a productivity platform for 
a billion users, but we do not see this 
application suite on smartphones and 
tablets running Apple’s iOS or Google’s 
Android. Office on non-Windows mo-
bile devices is a huge gap in the market 
that Ballmer has not addressed. Per-
haps Microsoft should have followed 
its own lead with Xbox and built a new 
operating system optimized for mobile 
devices, without worrying about Win-
dows compatibility. But Ballmer found 
himself in an old Catch-22. Microsoft’s 
main advantage over Apple and Google 
is the Windows platform. Smartphone 
and tablet customers who want to use 
their mobile devices as substitutes for 
PCs probably want to run standard 
Office and other Windows applica-
tions. At the same time, maintaining 
Windows compatibility has restricted 
Microsoft’s ability to innovate and op-
timize in mobile software.  

Third, while protecting the Win-
dows franchise, Ballmer has managed 
to confuse users, hardware partners, 
application programmers, and in-
dustry analysts. In 2012, Microsoft 
introduced Windows RT, a reduced-
instruction set operating system for 

tablets (and potentially smartphones) 
that runs on a long-battery-life ARM 
processor, like Google Android devices 
and the early Apple iPod and iPhone 
devices. RT tablets have met with poor 
sales and have little advantage over 
Google Android or iOS devices.5 RT 
can only run new Windows 8 apps, and 
their number pales in comparison to 
the applications available for regular 
Windows or for Android and Apple de-
vices. RT also requires a special emu-
lation utility to run Windows 8 apps. 
Perhaps if we had seen Windows RT 
devices in 2006 or 2007, bundled with 
an RT version of Office, the new oper-
ating system might have had a chance. 
Now, smartphones running Google An-
droid dominate sales, with about 80% 
of recent shipments.2 Android tablet 
sales (more than 60% of recent ship-
ments) have also passed the iPad (33%, 
down from over 75% in 2010).4 In com-
parison, Microsoft’s total presence in 
smartphones and tablets remains in 
the low single digits. Adding Nokia rev-
enues will help, but they are now just a 
few percent of the market.

Fourth, Ballmer let too much tal-
ent leave the company. The list of de-
partures is very long, though it started 
while Gates was still CEO in the late 
1990s. The list of new executive re-
cruits under Ballmer is also short. 
One exception is Steven Elop, though 
he was unable to do much to reverse 
Nokia’s decline after taking over there 
as CEO in 2010.

Finally, Ballmer never managed 
to make Microsoft’s online business 
prosper, including MSN and the Bing 
search engine. This division also start-
ed under Gates in the mid-1990s, who 
then skillfully adapted the network to 

Ballmer remains 
an important figure 
because of what 
he did to help build 
the world’s most 
successful software 
platform company.
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T
h e  r at e  o f  technological 
change during the past few 
decades has been breath-
taking. End users have ad-
opted the Internet, smart-

phones, and tablets faster than any 
other consumer electronics product 
in history. The rapid diffusion of 
these technologies has transformed 
the way people work, shop, learn, 
play, and communicate. 

Major technological changes in-
evitably have an impact on law. Just as 
the printing press revolutionized copy-
right and the telephone prompted new 
approaches to the Fourth Amendment, 
the digitization of all forms of content 
and the emergence of the Internet Pro-
tocol as the dominant platform for 
communication have led courts and 
legislatures to reexamine a wide range 
of legal issues.  

During the Internet’s early days, 
Silicon Valley spent little time wor-
rying about whether the government 
would impose significant regulatory 
constraints. Initial disputes raised 
variations on familiar themes, such as 
whether the government can suppress 
online pornography, when an email 
message can constitute acceptance 
of a contract, and whether a company 
can be sued in a state simply because 
some of its residents purchased prod-
ucts from the company’s website. 
More recent legal issues have increas-

ingly arisen in increasingly complex 
technological contexts. Consider the 
following examples:

DNS and SOPA/PIPA. In late 2011 and 
early 2012, the U.S. Congress debated 
two legislative proposals known as the 
Stop Online Piracy Act (SOPA) and the 
Protect Intellectual Property Act (PIPA). 
Both bills would have required Inter-
net service providers (ISPs) to use the 

Domain Name System (DNS) to block 
access to websites hosting content 
known to violate the copyright laws. At 
the House Judiciary Committee hear-
ing on November 16, 2011, witness af-
ter witness repeatedly admitted they 
did not understand DNS well enough 
to discuss how the proposed legisla-
tion would interact with key technolo-
gies such as DNS Security Extensions 
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Although Prism has gained far more 
notoriety, Snowden claims that Bull-
run has been operating longer and has 
received significantly more funding. 
The integrity of encryption affects the 
scope of both federal privacy statutes 
and the Fourth Amendment, which 
turns largely on individuals’ reason-
able expectations of privacy.

The law has long struggled to keep 
pace with changes in technology. For 
example, more than 50 years passed 
after the invention of photography be-
fore the U.S. Supreme Court addressed 
whether photographs possessed suf-
ficient originality to be copyrightable.1 
It took approximately the same amount 
of time for the Supreme Court to re-
solve the First Amendment status of ca-
ble television.7 Some issues have never 
been fully resolved. Even though pho-
tocopying was successfully commer-
cialized in the late 1940s, the Supreme 
Court still has yet to address how copy-
right applies to the technolgy, having 
deadlocked four-to-four in 1975 after 
one Justice recused himself.9 The accel-
erating pace of technological change 
has made the complications associated 
with this lag all the more acute.

Just as technology has affected law, 
law has also affected technology. Legal 
restrictions have shaped and limited the 
ways innovations and business models 
can develop. The growing importance 
of legal considerations is perhaps best 
illustrated by the fact that increasing 
numbers of technology companies are 
establishing offices in Washington, 
D.C., to represent their interests be-
fore regulatory agencies and Congress. 
Prominent examples of how law affects 
technology and innovation include:

Data privacy. In contrast to the 
U.S. approach to privacy, which relies 
primarily on notice and consent, the 
European approach has been to place 
direct restrictions on the retention 
and uses of data. The hallmark of the 
European privacy regime has been to 
mandate that data can only be collect-
ed for limited purposes and for lim-
ited times. These restrictions place 
strict limits on the types of business 
models that companies with signifi-
cant amounts of data can pursue and 
the types of innovative products that 
can emerge. In addition, many coun-
tries now require that their citizens’ 
data remain within the country, which 

(DNSSEC), the well-established suite 
of protocols designed to help preserve 
the integrity of DNS by requiring that 
all answers to DNS requests be crypto-
graphically signed.

Congestion management and network 
neutrality. Throughout the ongoing 
debates over network neutrality, both 
proponents and opponents agreed 
that any regulations should not pre-
vent ISPs from taking reasonable steps 
to manage network congestion. Un-
fortunately, many of the people par-
ticipating in the debate do not have a 
clear understanding of the way con-
gestion is managed on the Internet. 
As a result, they fail to appreciate how 
the acknowledgment-based approach 
that has served as the foundation of 
congestion management since the 
late 1980s does not apply to increas-

ing number of applications, such as 
VoIP and video, that rely primarily on 
the transport protocols known as the 
User Datagram Protocol (UDP), which 
does not use acknowledgments. The 
unfamiliarity with how congestion 
management works also obscures the 
fact that the central inference that Ja-
cobson’s algorithm (which presumes 
that a missing acknowledgment is a 
sign of congestion) is less appropriate 
for wireless networks. Such problems 
were relatively unimportant when 
communications consisted of email 
and Web browsing, which rely on the 
acknowledgment-based Transmission 
Control Protocol (TCP), and when most 
communications occurred over wire-
line technologies. In the modern era, 
however, video content and wireless 
transmission have become mission 
critical. Although solutions exist, such 
as the Datagram Congestion Control 
Protocol (DCCP) and hybrid Automatic 
Repeat reQuest (hybrid ARQ), these so-
lutions require some important devia-
tions from the existing architecture.

Location information. Many mobile 
devices (including all wireless devices 
connected to the public-switched tele-
phone network) necessarily reveal in-
formation about end users’ locations. 
At the same time, a growing number 
of applications are taking advantage of 
the geolocation Application Program-
ming Interface (API) included in the 
latest version of HyperText Markup 
Language (HTML5), which discloses 
the end user’s location. Location in-
formation can compromise an end 
user’s security, as demonstrated by the 
advent of pleaserobme.com and other 
similar websites. In addition, some 
courts have held that the government 
can seize information made publicly 
available in this manner without ob-
taining a search warrant. 

NSA’s Project Bullrun. Edward 
Snowden claims that in addition to 
Project Prism, the U.S. National Secu-
rity Agency (NSA) has been pursuing 
another program known as Project 
Bullrun designed to give it access to 
encrypted traffic. Reportedly, the NSA 
is inducing technology companies 
to insert vulnerabilities into com-
mercial encryption systems, such as 
HyperText Transfer Protocol Secure 
(HTTPS), Secure Socket Layers (SSLs), 
and Virtual Private Networks (VPNs). 
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has transformed photography, 
and whether everyone should 
know how to code.
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centers that have sprung up to study 
law and technology focus primarily on 
law and have generated only weak ties 
to engineering schools. 

The next logical step would be to 
embed the interaction between law 
and policy deeper into the fabric of 
both fields. For example, we could 
change the way we educate both engi-
neers and lawyers. Rather than focus-
ing primarily on one field and treat-
ing the other peripherally, programs 
could give students advanced training 
in both fields and could be designed in 
a way that requires students to grapple 
with both disciplines simultaneously. 
Indeed, noted Judge Richard Pos-
ner’s most recent book calls for pre-
cisely this type of reform, pointing to 
the new program at the University of 
Pennsylvania as a pioneer in integrat-
ing technology into legal education.6 
Moreover, innovative interdisciplin-
ary research needs conferences, jour-
nals, and other similar institutions to 
provide an intellectual home for the 
burgeoning field. Ultimately, faculty 
would emerge with advanced train-
ing in both disciplines, a vision that to 
date remains more dream than reality.

If successful, this movement will 
create a new generation of scholars 
and scholarship that will integrate the 
insights of both law and engineering in 
a pathbreaking and dynamic way. Such 
an approach is essential if our society is 
to continue to enjoy the benefits of eco-
nomic and technological progress.	
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forecloses a wide range of cloud com-
puting solutions. Companies seeking 
to deploy new business models need 
to understand the precise boundaries 
of these restrictions.

Online video distribution. Copyright 
law has had a direct and dramatic ef-
fect on online video distribution. The 
Supreme Court’s landmark 1984 Sony 
case established that end users could 
use videocassette recorders to make 
temporary copies of video content for 
later viewing.8 Courts are beginning to 
consider whether copyright law is vio-
lated when the temporary copy is made 
by network providers instead of end 
users. This has a direct impact on tech-
nologies such as the Cablevision net-
work digital video recorder,2 Dish Net-
work’s Hopper, and new technologies 
for transmitting over-the-air broadcast 
television signals over the Internet, 
such as Aereo and Aereokiller.4,10

Patent policy. On June 4, 2013, a se-
ries of executive orders issued by Presi-
dent Obama threw a spotlight on the 
effect that patent policy can have on 
innovation. One area of controversy 
involves so-called non-performing en-
tities (NPEs) that simply license and 
enforce patents without commercial-
izing them directly. Another topic of 
ongoing debate concerns the mandate 
imposed by many standard-setting 
organizations (SSOs) that any patents 
included in a standard be licensed at 
fair, reasonable, and non-discrimina-
tory (FRAND) rates. The SSOs, however, 
have provided precious little guid-
ance as to the proper implementation 
of FRAND, and it was not until April 
2013 that a federal court offered a com-
prehensive analysis of what FRAND 
means.5 Other controversies surround 
the use of injunctions issued by courts 
and exclusion orders issued by the In-
ternational Trade Commission.

Spectrum policy. The late Ronald 
Coase’s 1959 article on the Federal 
Communications Commission repre-
sents a landmark in spectrum policy.3 
In essence, Coase recommended (1)us-
ing markets to allocate spectrum rights 
and (2) allowing individual rightshold-
ers to redeploy spectrum to its highest 
and best use. While the first part of Coa-
se’s recommendations has become the 
prevailing orthodoxy, the second part 
of his recommendation remains unful-
filled. The vast majority of the spectrum 

remains encumbered by use restric-
tions that limit the technologies that 
can be deployed in any particular band. 
At the same time, an active debate ex-
ists over whether the federal govern-
ment should set aside more spectrum 
available for unlicensed uses. 

The result is that law and engineer-
ing can no longer remain compart-
mentalized into separate spheres. A 
world in which innovation affects law 
and law in turn recursively affects inno-
vation creates a need for decision mak-
ers and professionals who have a firm 
grounding in both spheres. The need 
for greater expertise does not arise only 
when dealing with the government:  in-
novators and individuals also need to 
understand the interaction between 
law and technology when organizing 
their private affairs.

The problem is the connections be-
tween the two fields remain nascent 
and underdeveloped, often restricted to 
a few observations about policy impli-
cations offered in the introduction and 
conclusion of technical articles. Some 
organizations have begun to bridge the 
gap. For example, ACM’s U.S. Public 
Policy Council (USACM) plays a critical 
role in providing government policy-
makers with information about issues 
relating to technology policy, although 
it remains predominantly an organi-
zation of engineers. In addition, the 
Electronic Frontier Foundation (EFF) 
brings together lawyers, policy analysts, 
and technologists to influence the law 
through litigation and white papers. 
EFF focuses exclusively on advocacy, 
and its engagement with technological 
considerations remains the exception 
and not the rule. The myriad academic 

The next logical step 
would be to embed 
the interaction 
between law  
and policy deeper  
into the fabric  
of both fields.
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Historical Reflections 
Actually, Turing  
Did Not Invent  
the Computer 
Separating the origins of computer science and technology.

points of Turing’s actual career. In 
1936, just two years after completing his 
undergraduate degree, he introduced 
the concept now called the Turing Ma-
chine in a paper called “On comput-
able numbers, with an application to 
the Entscheidungsproblem.” This has 
since become the main abstract mod-
el of computation used by computer 
scientists. During the Second World 
War Turing made several vital contri-
butions as part of the British team try-

T
he 100 th anniversary  of the 
birth of Alan Turing was cel-
ebrated in 2012. The com-
puting community threw its 
biggest ever birthday party. 

Major events were organized around the 
world, including conferences or festi-
vals in Princeton, Cambridge, Manches-
ter, and Israel. There was a concert in 
Seattle and an opera in Finland. Dutch 
and French researchers built small Tur-
ing Machines out of Lego Mindstorms 
kits. Newspaper and magazine articles 
by the thousands brought Turing’s life 
story to the public. ACM assembled 33 
winners of its A.M. Turing Award to dis-
cuss Turing’s ideas and their relation-
ship to the future of computing. Various 
buildings, several roads, and at least 
one bridge have been named after him. 

Dozens of books with Turing’s 
name in the title were published or re-
issued. Turing was so ubiquitous that 
even George Dyson’s book about John 
von Neumann was titled Turing’s Ca-
thedral, becoming the first book on the 
history of information technology to 
reach a broad audience since the one 
about Nazis with punched card ma-
chines. Publishers are well aware there 
is a strong audience for books about 
Nazis. The public’s hunger for books 
about mathematicians and computer 
scientists is less acute, making Tur-
ing’s newfound commercial clout both 
unlikely and heartening.

Still, as this flood of Turing-related 
material begins to recede it is time to 
clean up some of the rather bad smell-
ing historical claims left in our meta-
phorical basement. Column space is 
short, so I will focus here on the idea 
that Turing invented the computer. 
Very short version: it is wrong.

In case you spent 2012 in a maxi-
mum-security prison or meditating 
in a Tibetan monastery, let me briefly 
summarize the computer-related high 

doi:10.1145/2542504	 Thomas Haigh

Alan Turing (left); the cover page of Turing’s paper “On computable numbers, with  
an application to the Entscheidungsproblem” (right).  
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of his death his interests had already 
drifted away from the central concerns 
of the nascent discipline. 

When building a house the founda-
tion goes in first. The foundations of a 
new discipline are constructed rather 
later in the process. Turing’s 1936 pa-
per was excavated by others from the 
tradition of mathematical logic in 
which it was originally embedded and 
moved underneath the developing 
new field. In several papers historian 
Michael S. Mahoney sketched the pro-
cess by which this body of theory was 
assembled, using pieces scavenged 
from formerly separate mathematical 
and scientific traditions. The creators 
of computer science drew on earlier 
work from mathematical logic, for-
mal language theory, coding theory, 
electrical engineering, and various 
other fields. Techniques and results 
from different scientific fields, many 
of which had formerly been of purely 
intellectual interest, were now rein-
terpreted within the emerging frame-
work of computer science.a Historians 
who have looked at Turing’s influence 
on the development of computer sci-
ence have shown the relevance of his 
work to actual computers was not 
widely understood in the  1940s.1,4,5

Turing’s 1936 paper was one of the 
most important fragments assembled 
during the 1950s to build this new in-
tellectual mosaic. While Turing him-
self did see the conceptual connection 
he did not make a concerted push to 
popularize this theoretical model to 
those interested in computers. How-
ever, the usefulness of his work as a 
model of computation was, by the end 
of the 1950s, widely appreciated within 
large parts of the emerging computer 
science community. Edgar Daylight 
has suggested that Turing’s rise in 
prominence owed much to the em-
brace of his work by a small group of 
theorists, including Saul Gorn, John W. 
Carr, and Alan J. Perlis, who shared a 
particular interest in the theory of pro-
gramming languages.3 His intellectual 
prominence has been increasing ever 
since, a status both reflected in and 
reinforced by ACM’s 1965 decision to 
name its premier award after him. 

a	 See part three of Mahoney’s Histories of Com-
puting, cited in the Further Reading section at 
the end of this column.

ing to decipher intercepted German 
communications, which were encoded 
using specialized machines and had 
been thought unbreakable.  Immedi-
ately after the war Turing designed an 
electronic computer, the ACE, for the 
National Physical Laboratory. A series 
of machines based on the design were 
eventually built, including one of the 
first commercial computer models, 
though Turing departed for the Univer-
sity of Manchester before serious con-
struction began. He worked there with 
one of the earliest modern computers, 
but soon turned to more abstract and 
philosophical questions. Pondering the 
possibility of what we would now call 
artificial intelligence, Turing proposed 
we should judge a computer intelligent 
if someone could not reliably tell it from 
a real human after conducting a typed 
conversation with both. This procedure 
is now called the “Turing Test.” Turing’s 
career came to an abrupt end in 1954 
with his death, usually attributed to 
suicide following various humiliations 
inflicted by the authorities after a legal 
conviction for homosexuality.

That is a remarkable career by any 
measure, with enough tragedy and ge-
nius to hook a broader audience and 
make Turing an unlikely gay icon. I 
do not have the expertise to evaluate 
the common claim that Turing’s work 
shortened the war by several years but 
even a more cautious evaluation of the 
impact of his wartime accomplish-
ments would make him a mistreated 
national hero. To celebrate Turing is 
therefore to celebrate freedom and 
decency, as well as genius. Let’s just 
make sure we do our cheering in a his-
torically responsible manner. 

Retroactively Founding 
Computer Science
Turing provided a crucial part of the 
foundation of theoretical computer 
science. There was no such thing as 
computer science during the early 
1950s. That is to say there were no de-
partments of computer science, no 
journals, no textbooks, and no com-
munity of self-identified computer 
scientists. An increasing number of 
university faculty and staff were build-
ing their careers around computers, 
whether in teams creating one-off com-
puters or in campus computer centers 
serving users from different scientific 

disciplines. However, these people had 
backgrounds and appointments in dis-
ciplines such as electrical engineering, 
mathematics, and physics. When they 
published articles, supervised disserta-
tions, or sought grants they had to be 
fit within the priorities and cultures of 
established disciplines. The study of 
computing always had to be justified as 
a means, not as an end in itself.

Ambitious computer specialists 
were not all willing to make that com-
promise and sought to build a new dis-
cipline. It was eventually called com-
puter science in the U.S., though other 
names were proposed and sometimes 
adopted. To win respectability in elite 
research universities the new disci-
pline needed its own body of theory. 
The minutiae of electronic hardware 
remained the province of engineering. 
Applied mathematics and numerical 
analysis were tied too closely to the 
computer center tradition of service 
work in support of physicists and en-
gineers. Thus, the new field needed 
a body of rigorous theory unique to 
computation and abstracted from en-
gineering and applied mathematics. 

Turing was not, in any literal sense, 
one of the builders of the new disci-
pline. He was not involved with ACM 
or other early professional groups, did 
not found or edit any journal, and did 
not direct the dissertations of a large 
cohort of future computer scientists. 
He never built up a laboratory, set up a 
degree program, or won a major grant 
to develop research in the area. His 
name does not appear as the organizer 
of any of the early symposia for com-
puting researchers, and by the time 

I could fill many 
columns doing 
nothing more than 
skewering ridiculous 
things written about 
Turing, many of them 
by people who ought 
to know better.
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So Who Did Invent the Computer?
This question, asked at a party, will 
cause any responsible historian of 
computing to blanch and mumble an 
excuse before scurrying to the safety 
of the drinks table. The whole way we 
write and think about the computers of 
the 1940s is an attempt to avoid having 
to provide a single answer to that ques-
tion. Instead we award each early ma-
chine, and its main inventor(s), a meta-
phorical trophy engraved with a phrase 
such as “first general-purpose automat-
ic electronic digital computer.” These 
trophies adorn the figurative man-
telpieces of John Atanasoff, Konrad 
Zuse, J. Presper Eckert, John Mauchly, 
Tom Kilburn, Tommy Flowers, How-
ard Aiken, and Maurice Wilkes. Those 
who focus on designs, rather than ac-
tual functioning machines, can and do 
make the case for Charles Babbage and 
John von Neumann. A colleague once 
joked to me that we should identify and 
honor the earliest computer never to be 
claimed as the first computer.

The story behind all those “firsts” 
goes like this. From the late 1930s to 
the mid-1940s, a number of automatic 
computing machines were built. Their 
inventors often worked in ignorance of 
each other. Some relied on electrome-
chanical relays for their logic circuits, 
while others used vacuum tubes. Sev-
eral machines executed sequences of 
instructions read one at a time from 
rolls of paper tape. Thanks in part to a 
series of legal battles around a patent 
granted on the ENIAC these machines 
dominated early discussion of the his-
tory of computing and their creation 
has been well documented. 

The “modern” or “stored program” 
computers from which subsequent 
computers evolved were defined by 
two interrelated breakthroughs. On an 
engineering level, computer projects 
of the late 1940s succeeded or failed 
based primarily on their ability to get 
large, fast memories to work reliably. 
The first technology proposed, by Eck-
ert who oversaw the engineering of 
ENIAC at the University of Pennsylva-
nia, was the mercury delay line. Freddy 
Williams, working on the computer 
project at Manchester University, was 
the first to successfully store bits on a 
cathode ray tube. These were the two 
dominant high-speed memory tech-
nologies until the mid-1950s.

On a conceptual level, the break-
through was inventing what we could 
now call a computer architecture able to 
take advantage of the flexibility of these 
new memories. Historians agree that 
the first wave of modern computers un-
der construction around the world dur-
ing the late 1940s were all inspired by 
a single conceptual design, an unpub-
lished typescript cryptically titled “First 
Draft of a Report on the EDVAC.” This 
unfinished document summarized 
discussions among the team working 
on a successor to ENIAC. Its title page 
named only John von Neumann as its 
author, though the extent to which he 
personally created the ideas within 
rather than summarizing the team’s 
progress has been much debated. Tur-
ing produced his own ACE design only 
after reading and being influenced by 
this document, though his approach 
diverges in several interesting respects 
from von Neumann’s.

Arguments For Turing
As historians followed this progression 
of machines and ideas they found few 
mentions of Turing’s theoretical work 
in the documents produced during the 
1940s by the small but growing com-
munity of computer creators. Turing is 
thus barely mentioned in the two main 
overview histories of computing pub-
lished during the 1990s: Computer by 
Campbell-Kelly and Aspray, and A His-
tory of Modern Computing by Ceruzzi.

Much of the overstatement of Tur-
ing’s role, in newspaper articles or by 
participants in online discussion, is 
based on simple misunderstandings. For 
example, a series of Colossus computers 
was used by the British for wartime code-
breaking work. These were the first elec-
tronic digital computers to work prop-
erly. People often assume, incorrectly, 
that Turing must have designed Colos-
sus because he worked at the same se-
cret facility doing closely related work.

I could fill many columns doing 
nothing more than skewering ridicu-
lous things written about Turing, many 
of them by people who ought to know 
better. We will learn more by looking at 
the best-supported, most careful argu-
ments in favor of the idea that Turing 
invented the computer. The philoso-
pher Jack Copeland has been one of the 
most passionate and industrious boost-
ers of Turing’s role in recent years, un-
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historians. While he provides foot-
notes to support these assertions they 
are often to interviews or other sourc-
es written many years after the events 
concerned. For example, the claim 
that Turing was interested in building 
an actual computer in 1936 is sourced 
not to any diary entry or letter from the 
1930s but to the recollections of one of 
Turing’s former lecturers made long 
after real computers had been built. 
Like a good legal brief, his advocacy is 
rooted in detailed evidence but pushes 
the reader in one very particular direc-
tion without drawing attention to other 
possible interpretations less favorable 
to the client’s interests.

Theory vs. Practice
Arguments of this kind raise funda-
mental issues about the connection 
of theory and practice. Are abstract, 
theoretical insights more fundamen-
tal than pragmatic, engineering-based 
advances? Must theoretical break-
throughs precede and guide practical 
ones? For a computer scientist, in par-
ticular, it is easy to assume that Tur-
ing’s theoretical work was as centrally 
important to the computer designers 
of the 1940s as it later becomes within 
computer science. There is also some-
thing undeniably attractive in the story 
of a lone genius who anticipates the 
rest of the world by many years. 

Turing’s work was not completely 
unknown in the 1940s. There is, for 
example, reliable evidence that von 
Neumann was aware of the now-fa-
mous paper and shared Turing’s in-
terest in the underlying mathematical 
questions it addressed. 

Where one might leap into fantasy 
is by asserting the cluster of ideas con-
tained in von Neumann’s 1945 “First 
Draft” are merely a restatement, or 
at most an elaboration, of Turing’s 
earlier work on computability. Judge 
for yourself, by placing side by side 
Turing’s 1936 “On Computable Num-
bers…” and “First Draft of a Report on 
the EDVAC.” They are easy to find with 
Google, though you might want to pour 
yourself a fortifying beverage first as 
neither is particularly easy reading.

The former is a paper on mathemat-
ical logic. It describes a thought experi-
ment, like Schrödinger’s famous 1935 
description of a trapped cat shifting be-
tween life and death in response to the 
behavior of a single atom. Schrödinger 
was not trying to advance the state of 
the art of feline euthanasia. Neither 
was Turing proposing the construction 
of a new kind of calculating machine. 
As the title of his paper suggested, Tur-
ing designed his ingenious imaginary 
machines to address a question about 
the fundamental limits of mathemati-
cal proof. They were structured for 

leashing a book on Turing’s ACE com-
puter, another on Colossus, a collection 
of Turing’s work, a website full of archi-
val Turing documents, and a series of 
journal articles. His work continues the 
influential legacy of logician Martin Da-
vis, whose history of computing Engines 
of Logic presented the universal Turing 
machine as the crucial advance behind 
the modern computer.

A painstaking and easily accessible 
summary of the case for Turing comes 
is “Alan Turing: Father of the Modern 
Computer” published by Copeland and 
Diane Proudfoot in an online journal 
edited by Copeland.2 This claims that 
the “fundamental conception” embod-
ied in the “First Draft Report” came 
from Turing, and that von Neumann 
himself “repeatedly emphasized” this. 
Copeland also believes that “right from 
the start” Turing was interested in 
building an actual computer based on 
the conceptual mechanism described 
in his 1936 paper. This extends a recent 
trend, seen for example in George Dy-
son’s book, to write about the teams 
working to build computers in the late-
1940s as if they launched their projects 
primarily to build practical realizations 
of Turing’s abstract machine. 

Copeland is deeply knowledgeable 
about computing in the 1940s, but as a 
philosopher approaches the topic from 
with a different perspective from most 

Two programmers wiring the right side of the ENIAC with a new program. 
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cheaper, smaller, more reliable, and 
more flexible than their predecessors. 
ENIAC, the first general-purpose elec-
tronic digital computer, used almost 
18,000 vacuum tubes. The more tubes 
a machine held the more expensive 
it was to build and, as they eventually 
burn out, the less reliable. Its immedi-
ate successors held 1,000 or 2,000 tubes 
yet could handle problems of greater 
logical complexity and were easier to 
program. This efficiency made pos-
sible the construction of computers 
in cash-strapped Britain following the 
war, and made computers affordable 
and useful enough that they were rap-
idly turned into commercial products 
and applied to business tasks as well as 
scientific computations.

According to Copeland, “the fun-
damental conception of the stored-
program universal computer” was Tur-
ing’s. Von Neumann merely “wrote the 
first paper explaining how to convert 
Turing’s ideas into electronic form.”c 
But what actually would have been 
different about von Neumann’s “First 
Draft” report if Turing had never writ-
ten his now famous paper? My answer 
to that question is: nothing (with the 
possible exception of the neuron nota-
tion he appropriated to describe logic 
gates, whose creators cited Turing).

Copeland has gone so far as to ar-
gue the basic idea of a single machine 
that could do different jobs when fed 

c	 See http://www.huffingtonpost.com/jack-cope-
land/what-apple-and-microsoft-_b_3742114.html

simplicity, and had little in common 
with the approaches taken by people 
designing actual machines. 

Von Neumann’s report said nothing 
explicitly about mathematical logic. It 
described the architecture of an actual 
planned computer and the technolo-
gies by which it could be realized, and 
was written to guide the team that had 
already won a contract to develop the 
EDVAC. Von Neumann does abstract 
away from details of the hardware, 
both to focus instead on what we would 
now call “architecture” and because 
the computer projects under way at 
the Moore School were still classified 
in 1945. His letters from that period 
are full of discussion of engineering 
details, such as sketches of particular 
vacuum tube models and their perfor-
mance characteristics.

The phrase “stored program con-
cept” has sometimes been used to 
encapsulate the content of the “First 
Draft” report, but this underplays its 
actual impact by implying it held just 
one big idea. In fact it provided a wealth 
of intertwined ideas and details. In my 
current work with Mark Priestley and 
Crispin Rope I have found it useful 
to separate these into three main ar-
eas.b The first, the “EDVAC Hardware 
Paradigm” described an all-electronic 
binary computer with a much larger 
memory than anything ever built previ-

b	 “Reconsidering the Stored Program Con-
cept,” forthcoming in IEEE Annals of the His-
tory of Computing.

ously. The second, the “von Neumann 
Architecture Paradigm,” set out the ba-
sic structure of the modern computer: 
special-purpose registers on which all 
operations were performed and from 
which data was exchanged with main 
memory, separation of arithmetic 
functions from control functions from 
memory units, only one action per-
formed at a time, and so on. The third, 
the “Modern Code Paradigm,” con-
cerns the nature and capabilities of its 
instructions. For example, instructions 
were expressed as through a small vo-
cabulary of operation codes followed 
by argument or address fields.  These 
were held in the same numbered mem-
ory cells as data. While executed by de-
fault in a particular sequence, the ma-
chine could jump out of sequence and 
the destination of this jump could be 
modified as the program ran based on 
the state of the computation.

Taken together, von Neumann’s 
cluster of ideas guided the construc-
tion of computers that were much 

John von Neumann with the IAS computer 
circa 1951 (left); cover page of von Neumann’s 
“First Draft of a Report on the EDVAC” (right). 

The universal  
Turing Machine  
has appealed to 
theorists from  
the 1950s onward. 

http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=40&exitLink=http%3A%2F%2Fwww.huffingtonpost.com%2Fjack-cope-land%2Fwhat-apple-and-microsoft-_b_3742114.html
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different instructions can be traced to 
Turing. But Charles Babbage had that 
idea long before, and as mentioned 
earlier, several computers controlled 
by sequential instruction tapes had al-
ready been constructed with no influ-
ence from Turing and were well known 
to von Neumann before he wrote his 
report. EDVAC went far beyond this to 
store a program in addressable inter-
nal memory rather than on a sequen-
tial instruction tape. To suggest this 
advance came from Turing is odd, as 
the machine Turing described had no 
internal writable memory and took 
its instructions from a tape. Von Neu-
mann brought a concern with logic 
and preference for minimal, general-
purpose mechanisms to the design of 
EDVAC but he did not need Turing to 
teach him that. He was a mathematic 
genius with a deep pragmatic streak 
and an astonishing track record of pro-
ductive collaborations across a huge 
range of fields. 

Turing’s 1936 paper lacks many 
novel and fundamental features found 
in the “First Draft” such as addressable 
memory locations. Neither did Turing 
describe instruction codes followed 
by arguments, the building blocks of 
computer programs. The suggestion 
that the EDVAC design was merely a 
conversion of Turing’s paper implies 
these features are trivial, and the sin-
gle important idea in each document 
is that code and data should be treat-
ed interchangeably so programs can 
modify themselves. Yet while Turing’s 
paper showed one machine could, in 
modern terms, emulate the function-
ing of another it never described a 
machine altering its own instructions. 
Furthermore, at the very end of the 
“First Draft” von Neumann expressly 
forbade EDVAC from overwriting the 
operation fields in its instructions, 
even though he relied on modifications 
to their address fields to accomplish 
basic operations such as conditional 
branching. This address modification 
was a very influential idea in the “First 
Draft,” but was, of course, absent from 
Turing’s paper as his machines did not 
use addresses. In other words, the ca-
pability for unrestricted self-modifying 
code von Neumann is said to have cop-
ied from Turing is something Turing 
did not describe and von Neumann’s 
design explicitly prohibited. 

Computer Science vs. Computing
Our urge to believe the computer proj-
ects of the late 1940s were driven by a 
desire to implement universal Turing 
machines is part of a broader predis-
position to see theoretical computer 
science driving computing as a whole. 
If Turing invented computer science, 
which is itself something of an oversim-
plification, then surely he must have in-
vented the computer. The computer is, 
in this view, just a working through of 
the fundamental theoretical ideas rep-
resented by a universal Turing machine 
in that it is universal and stores data 
and instructions interchangeably. 

This line of thinking blurs the fun-
damental distinction between build-
ing something and modeling it. Cope-
land shows that as early as 1949 von 
Neumann alluded to Turing’s abstract 
model of computation as an interest-
ing proof that automata with a certain 
“minimum level of complexity” could 
simulate each other’s functioning. Yet 
finding an abstraction useful or pro-
vocative as a model of a particular real 
system does not imply the design of the 
real system was patterned on the ab-
straction. An abstraction, ultimately, is 
useful because of what it leaves out.

To focus on historical computers 
primarily as embodiments of logical 
ideas, ignoring the trade-offs their cre-
ators made when faced with limited re-
sources and unproven technologies, is 
to abstract away from the information 
needed to understand their history and 
development. Progress in electronic en-
gineering, particularly in memory tech-
nologies, created the circumstances in 
which it began to make sense to think 
about high-speed digital computers in 
which instructions were stored elec-
tronically. In turn, ideas about the best 
way to design these machines drove fur-
ther progress in component technolo-
gies and engineering methods.

The universal Turing Machine has 
appealed to theorists from the 1950s on-
ward precisely because it abstracts away 
from the complexity of real computer 
architectures and decouples questions 
of computability from those of design 
and engineering. This has been enor-
mously useful for computing theorists, 
both technically and sociologically. Yet, 
paradoxically, the world seems increas-
ingly eager to locate the origin of the 
computer in a mathematical abstrac-

tion adopted precisely because it hid all 
the messy issues of architecture and en-
gineering needed to make any real com-
puter function. Hardware and software 
are interchangeable to the theorist, but 
not to the historian.	

Further Reading

Aspray, W. 
John von Neumann and the Origins of 
Modern Computing. MIT Press, 1990. 
A thorough and careful survey of von 
Neumann’s many contributions to early 
computing, including his work on the “First 
Draft of a Report on the EDVAC.”
Copeland, J. 
Turing: Pioneer of the Information Age. 
Oxford, 2013. A concise summary of 
Copeland’s work on Turing’s ideas and their 
legacy. He has produced related volumes 
on Turing’s planned ACE computer and the 
wartime Colossus work.
Hodges, A. 
Alan Turing: The Enigma (Centenary Edition). 
Princeton University Press, 2012.  
An updated edition of the monumental 
biography that originally put Turing on  
the road to broader fame.
Lavington S., Ed. 
Alan Turing and His Contemporaries: 
Building the World’s First Computers. British 
Informatics Society, 2012. A concise and 
clearly written expert history, honoring 
Turing’s accomplishments and placing 
them in the context of British computer 
developments during the 1940s.
Levy, P. 
“The Invention of the Computer.” In Serres, M. 
(Ed.) A History of Scientific Thought. Blackwell, 
1995. Concise and thoughtful in its summary 
of key early computers and their relationship 
to technologies, applications, and Turing. 
Mahoney, M.S., Ed. Haigh, T. 
Histories of Computing. Harvard University 
Press, 2011. Section three of this book, “The 
Structures of Computation,” is a provocative 
selection of papers on the origins of 
theoretical computer science and its 
relationship to computation and simulation.
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The Business of Software  
Estimation Is Not Evil 
Reconciling agile approaches and project estimates. 

However, even in the ancient waterfall 
days, very few projects could or did le-
gitimately predefine 100% of their re-
quirements and design prior to build-
ing something. Projects that did not 
flex with changing requirements were 
not successful as much then as now. 
That said, the waterfall model was 
never really a way of working. It was 
not so much a development model 
as a management model that allowed 
a simplified basis on which to track 
projects. Work was rarely if ever fin-
ished on an unambiguous date, while 
most requirements might have been 
defined up front others were identi-
fied in later phases, and necessary re-
working occurred throughout the life 

A
ccording to Ron Jeffries, 
estimation—as it is usu-
ally practiced—is “evil.”a 
After making allowance 
for the hyperbole in the 

title (which does encourage people to 
read one’s article) Jeffries makes the 
case that agile teams are often “exces-
sively concerned” with estimating the 
work they need to do. More correctly, 
these are the “undistinguished” agile 
teams that may have achieved some 
improvement in performance due 
the adoption of agile, but have not 
fully achieved their potential, whatev-
er that is. And estimating their work 
is getting in the way of this progress. 
But is this true?

The record of the business of soft-
ware living up its promises, or prom-
ises made on its behalf, is generally 
considered to be poor. Software devel-
opment has been accused of being too 
slow, too error-prone, and too costly.  
Though as Tom DeMarco observed in 
Why Does Software Cost So Much?2 we 
might reasonably ask: compared to 
what? If software were truly too expen-
sive wouldn’t market forces have re-
placed it with something else?

Of course, everyone wants software 
development to be quicker, less expen-
sive, and higher quality while requir-
ing fewer people. Such expectations 
of improvement are quite reasonable. 
But expectations of accountability of 
software developers are also reason-
able and, like it or not, companies will 
require it.  

a	 See R. Jeffries, “Estimation is Evil,” Pragmatic 
Programmer; http://pragprog.com/magazines/ 
2013-02/estimation-is-evil.

Some proponents of agile take the 
view that the approach is so radically 
different from other development 
methods that certain practices, includ-
ing estimation, no longer apply or are 
pernicious. I think that underlying 
this view are some misunderstandings 
about the nature of software, estima-
tion, and the approaches themselves.  

Requirements vs. Estimation
The classic “Waterfall” life cycle 
approach tends to be an object of 
ridicule these days. This is usually 
coupled with distaste for Big Process 
Up-Front where Process is require-
ments, design or, well, process. This 
approach is considered old and it is. 

doi:10.1145/2542505	 Phillip G. Armour 

http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=42&exitLink=http%3A%2F%2Fpragprog.com%2Fmagazines%2F2013-02%2Festimation-is-evil
http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=42&exitLink=http%3A%2F%2Fpragprog.com%2Fmagazines%2F2013-02%2Festimation-is-evil


viewpoints

january 2014  |   vol.  57  |   no.  1   |   communications of the acm     43

V
viewpoints

are fine—as long as the risk does not 
actually happen. When it does, and the 
project cannot recover because it does 
not have the necessary resources, it 
means we did not accurately calculate 
the commitment.

We do not need an accurate esti-
mate as much as we need an accurate 
commitment.

Return and Cost Plus Risk
The commitment is (should be) the 
risk-weighted cost of the project. That 
is, the cost of the project plus the cost 
of risk. Both values are estimates and 
both values are uncertain, but they are 
essential to making good business de-
cisions. On the other side of the equa-
tion, we should also calculate the risk-
weighted value from this project and 
calculate the risk-weighted return, but 
that is topic for another time.

Any Road Will Do
Agile projects, like all projects, need 
to have some target end state toward 
which they can work and estimation 
is one of the business management 
elements of that. This does not mean 
that some work cannot go ahead—
funding and building a prototype is an 
entirely appropriate way of both defin-
ing requirements and creating an es-
timate (though usually not a system). 
Without an up-front estimation pro-
cess of some sort we would not have 
a clue about whether we should run a 
project at all, irrespective of whether 
we choose to run it as an agile proj-
ect or something else. True, we may 
not be able to completely define the 
requirements up-front and in most 
cases we probably should not try. But 
without the guidance given by a well-
managed estimation process and the 
explicit risk resourcing that produces 
a feasible commitment, companies 
would need to stock up on their sup-
ply of blank checks.   We still need to 
estimate. Estimation is not evil. When 
done properly estimation is good.	
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cycle all of which contradict the naive 
model assumptions.

While 100% defining requirements 
up front would be nice, it is not nec-
essary either to build a system or to 
estimate it. Some agilists’ negative 
reaction to the practice of estimation 
might be simply a misplaced allergy 
to fixed-requirements-up-front, as if 
both estimates and requirements act 
as constraints. Estimates are always 
uncertain; uncertainty is baked into 
the very definition of the word. Esti-
mates are not values—they are ranges 
of uncertainty. The extent to which 
requirements are uncertain is about 
the same extent to which an estimate 
is uncertain. This is pretty intuitive: If 
we do not know what we want to do we 
cannot expect to figure out precisely 
how long it will take or what it will 
cost. But if we do not have a baseline 
of some expectations we will not even 
know where we are or where we are go-
ing. In addition, there is a disconnect 
between the business and the devel-
opment activity.

Workflow vs. Resourcing
This is a major source of misunder-
standing between agile practitioners 
and management. Much of the agile 
approach really concerns detailed 
workflow planning: how to decide what 
to do over the next few increments of 
time and how to generate the most val-
ue in that time. This is very good. But 
the resources allocated to the project 
to be used over these increments of 
time come from somewhere. Someone 
is in charge of them and is accountable 
to the company for them. And this per-
son wants to know how many resourc-
es will be required and what the return 
will be. One of the jobs of estimation is 
to generate the information that will 
allow this calculation. Companies will 
not and should not relinquish this ac-
countability requirement. When the 
budgetary cycles for capitalized proj-
ects extend over a year or many years 
this calculation will be, and must be, 
done up front. It will not be precise 
simply because it is an estimate, but it 
must be done. 

Note that I referenced capitalized 
projects. Many system maintenance 
organizations operate on an expensed 
basis. These organizations typically 
use a workflow throttling approach—

they collect all of the system changes 
that are required and requested, they 
prioritize them according to urgency 
or value and they accept and tackle 
only as much work as they can do. 
When priorities and urgency change, 
what they choose to work on changes 
too. They are agile and they have been 
that way forever. But they are allowed 
to be because their budgetary cycle is 
continuous and expensed. Much of 
the conflict between resource manage-
ment expectations and agile developer 
desires comes from this difference in 
the budgetary resourcing cycle. An-
other conflict comes simply from mis-
understanding the nature of estimates 
and commitments.

Estimation vs. Commitment
These are not the same, though in 
many organizations the difference is 
not recognized.  An estimate is an un-
certainty range, but we cannot commit 
to an uncertainty. We must tell the cus-
tomer some date and we must budget 
some amount. So we need to turn an 
uncertain estimate range into a certain 
value. This value is the commitment.1

The commitment is the estimate 
PLUS a calculated reserve needed to 
pay for the risk inherent in the situa-
tion. Projects that have poorly defined 
requirements, whether due to market 
forces, customer uncertainty, or even 
low project skills, take on more risk 
and require more resources. A key diag-
nostic that risk is not being considered 
is when I hear people being instructed 
to “take out the fat” from an estimate. 
The word is loaded. It implies surplus 
unnecessary resources have been add-
ed (as indeed they might have been if 
people expect to be unjustly punished 
for the inherent risk). If we reframed 
the command to “take out the resourc-
es needed to deal with risk” we would 
be closer to reality. Projects that do this 

Estimates are 
always uncertain; 
uncertainty is 
baked into the very 
definition of the word.
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Viewpoint 
Publish Now,  
Judge Later 
A proposal to address the problem of too many  
conference submissions and not enough time  
for reviewers to carefully evaluate each one.

A Proposal
My proposed solution is simple. Con-
ferences should accept and publish all 
reasonable submissions. Some fields, 
such as physics, I am told, hold large 
annual conferences where anyone can 
talk about almost anything. I am not 
suggesting our conferences accept 
every submission. I believe comput-
ing conferences should enforce some 
standards for publication quality, 
but our current standards are far too 
stringent. We might argue about what 
constitutes a reasonable publication. 
Keeping in mind the main purpose of 
publication is to teach others, here is 
what I suggest.

C 
on f e r e n ce s in the  comput-
ing field have large numbers 
of submissions, overworked 
and overly critical reviewers, 
and low acceptance rates. 

Conferences boast about their low ac-
ceptance rates as if this were the main 
metric for evaluating the conference’s 
quality. With strict limits placed on 
the number of accepted papers, con-
ference program committees face a 
daunting task in selecting the top pa-
pers, and even the best committees re-
ject papers from which the community 
could benefit. Rejected papers get re-
submitted many times over to different 
conferences before these papers are 
eventually accepted or the authors give 
up in frustration. Good ideas go un-
published or have their publication de-
layed, to the detriment of the research 
community. Poor papers receive little 
attention and do not get the construc-
tive feedback necessary to improve the 
paper or the work.

Because reviewers approach their 
job knowing they must eventually re-
ject four out of five submissions (or 
more), they often focus on finding 
reasons to reject a paper. Once they 
formulate such a reason, correctly or 
incorrectly, they pay less thought to 
the rest of the paper. They do not ad-
equately consider whether the flaws 
could be corrected through modest 
revisions or whether the good points 
outweigh the bad. Papers with the 
potential for long-term impact get 

rejected in favor of papers with easily 
evaluated, hard to refute results. Pro-
gram committees spend considerable 
time trying to agree on the best 20% of 
the papers that were submitted rather 
than providing comments to improve 
the papers for the good of all. Even if 
committees were able to perfectly or-
der submissions according to quality, 
which they are not, papers that are 
close in quality may receive differ-
ent outcomes since the line needs to 
be drawn somewhere. People do not 
always get the credit they deserve for 
inventing a new technique when their 
submission is rejected and some later 
work is published first.

doi:10.1145/2542506	 Doug Terry
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A submission is “reasonable,” and 
hence publishable, if it contains some-
thing new (a novel idea, new experi-
mental result, validation of previous 
results, new way of explaining some-
thing, and so on), is based on sound 
methodology, explains the novelty in 
a clear enough manner for others to 
learn from it, and puts the new results 
in a proper context, that is, compares 
the results fairly to previous work. 
Rather than looking for reasons to 
reject a paper or spending time com-
paring papers, the role of conference 
reviewers is (a) to assess whether each 
submission is reasonable according to 
this criteria, and, perhaps more impor-
tantly, (b) to offer concrete suggestions 
for improvement. Any paper meeting 
this criteria should be accepted for 
publication, perhaps with shepherd-
ing to ensure that the reviewers’ sug-
gestions are properly followed. 

Ultimately, papers will be judged in 
the fairness of time by accepted biblio-
metrics, such as citation counts, and, 
more importantly, by their impact on 
the field and on the industry. The im-
portance of a published paper is often 
not known for many years. The “10 
years after” or “hall of fame” awards 
should be used as the way to honor 
the best papers.  These awards should 
be noted in the ACM Digital Library. 
Search engines, along with collabora-
tive filtering and public recommenda-
tions, could direct researchers to high-
quality, relevant work.

Practical Issues
What if a conference accepts more 
papers than can be presented during 
the length of the conference? In the 
steady state, this may not be a serious 
problem since there are lots of confer-
ences and not that many new papers. If 
papers stop being submitted to (and re-
jected from) a half-dozen conferences, 
we will end up with far fewer submis-
sions. To deal with large numbers of 
papers, conferences may need to have 
parallel sessions or shorter presenta-
tions or both. Personally, I am a fan 
of shorter presentations. An author 
should be able to present the key idea 
behind his or her work in 10–15 min-
utes and let people read the paper for 
more detail. Some papers could be pre-
sented as posters only, but I am not a 
fan of this approach. I would prefer to 

see all accepted papers treated equally. 
Let the community judge the papers.

How do authors decide where to 
submit their papers? Conferences will 
still have topics of focus. For example, 
we will still have conferences on data-
bases, algorithms, systems, networks, 
and so forth. One additional criterion 
for acceptance is the paper fits the 
topical scope of the conference. Some 
papers may fit into multiple confer-
ences. For example, a paper on dis-
tributed storage systems could be a 
database paper and a systems paper, 
that is, be suitable for presentation at 
SIGMOD or SOSP. In this case, since 
the criteria for accepting papers is the 
same for all conferences, it does not 
matter much to which conference the 
paper is submitted. In either case, as-
suming they are ACM conferences, 
the paper will end up in the Digital 
Library. Most likely, an author will 
submit his or her paper to the confer-
ence that attracts the community to 
which he mostly closely aligns, such 
as a conference that is sponsored by a 
Special Interest Group (SIG) to which 
he belongs. Low-quality conferences 
will likely go away, leaving one top 
conference in each technical area or 
for each technical community. To me, 
having fewer conferences would be a 
good thing.

What prevents people from sub-
mitting papers containing the “least 
publishable unit”? Authors can de-
cide for themselves when they have a 
significant result they want to share 
with the community. Getting ideas 
and results published quickly is a good 
thing. There is no reason that some-
one should wait until they have a full 
paper’s worth of results before sub-
mitting their work. The length of the 
paper can be commensurate with its 
contributions. People who submit lots 
of short papers with very marginal con-
tributions risk harming their reputa-
tions and will likely receive fewer “test 
of time” awards than those that submit 
more major results. That may be suf-
ficient incentive to discourage overly 
incremental submissions. 

How would this affect journals?  
I suspect journal submissions would 
go up and more emphasis would be 
placed on journal publications. Jour-
nals would continue to have distin-
guished review boards that accept and 
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Field-Programmable Gate 
Arrays,
Monterey, CA,
Sponsored: SIGDA,
Contact: Vaugn Timothy Betz,
Email: vaughnbetz@gmail.com,
Phone: 416-766-2197

February 24–27
19th International Conference  
on Intelligent User Interfaces,
Haifa, Israel,
Sponsored: SIGART, SIGCHI,
Contact: Tsvi Kuflik,
Email: tsvikak@is.haifa.ac.il

February 24–28
Seventh ACM International 
Conference on Web Search and 
Data Mining,
New York, NY,
Sponsored: SIGWEB, SIGIR, 
SIGKDD, SIGMOD,
Contact: Ben Carterette,
Email: Carteret@cis.udel.edu,
Phone: 302-31-3185

March 1–2
10th ACM SIGPLAN/SIGOPS 
International Conference on  
Virtual Execution 
Environments,
Salt Lake City, UT,
Sponsored: SIGPLAN, SIGOPS,
Contact: Martin Johannes Hirzel,
Email: hirzel@gmail.com

March 1–5
Architectural Support for 
Programming Languages  
and Operating Systems,
Salt Lake City, UT,
Sponsored: SIGPLAN, SIGOPS, 
and SIGARCH,
Contact: Rajeev 
Balasubrarmonian,
Email: Rajeev@cs.utah.edu 

http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=45&exitLink=mailto%3Asfussell%40cornell.edu
http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=45&exitLink=mailto%3Ajmoreira%40us.ibm.com
http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=45&exitLink=mailto%3Avaughnbetz%40gmail.com
http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=45&exitLink=mailto%3Atsvikak%40is.haifa.ac.il
http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=45&exitLink=mailto%3Acarteret%40cis.udel.edu
http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=45&exitLink=mailto%3Ahirzel%40gmail.com
http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=45&exitLink=mailto%3Arajeev%40cs.utah.edu


viewpoints

46    communications of the acm    |   january 2014  |   vol.  57  |   no.  1

the papers are not peer reviewed. My 
proposal retains pre-publication peer 
review. Thus, authors benefit from 
receiving constructive feedback that 
should be considered when revising 
their papers in advance of publica-
tion, and readers benefit from the 
knowledge that the work was vetted by 
a distinguished program committee. 

How to Get There
Adopting new publication policies 
is not simple. I do not expect estab-
lished conferences to change their 
practices overnight. Conferences 
have a vested interest in protecting 
their hard-earned reputations by 
maintaining low acceptance rates. 
University computer science depart-
ments have succeeded at getting pro-
motion committees to value confer-
ence publications, and are reluctant 
to make changes that might damage 
that position. Nevertheless, I believe 
that gradual steps are possible. As an 
encouraging trend, I know of a couple 
of recent systems conferences that ac-
cepted more papers than usual while 
continuing as single-track conferenc-
es. Serving as a program committee 
member for one of those conferences 
(MobiSys 2012), I observed firsthand 
the difficulty of getting reviewers to 
alter their mind-sets and accept even 
marginally more submissions. 

One way to move forward is to estab-
lish new “high acceptance” conferenc-
es in addition to the existing “low ac-
ceptance” conferences. Adding more 
conferences is not a good long-term so-
lution, but could nudge the communi-
ty in the right direction, provide experi-
mental data, and spark discussion. For 
example, last year SIGOPS held a new 
conference, the Conference on Timely 
Results in Operating Systems (TRIOS), 
in conjunction with its highly regard-
ed Symposium on Operating Systems 

Principles (SOSP). This experimental 
conference accepted papers that were 
rejected from SOSP but still made a sig-
nificant contribution. Lessons learned 
from this experiment are feeding into a 
broader discussion of publication prac-
tices in the SIGOPS community. TRIOS 
is providing insights into whether the 
community values conferences with 
less-constrained acceptance rates and 
whether authors will choose to pres-
ent their work at such a conference or 
wait for publication opportunities that 
might look better on their résumés. 

Conclusion 
My main proposal is that conferences 
accept and publish any submission 
that contributes something new to 
our body of knowledge and that con-
veys its contribution in a clear and fair 
manner. The benefits of accepting any 
reasonable conference submission 
and abandoning low acceptance rates 
are clear: 

˲˲ Research results get published in a 
timelier manner. 

˲˲ Reviewers focus on providing con-
structive feedback. 

˲˲ Program committees do not waste 
time reviewing the same submissions 
over and over again.

˲˲ Credit goes to those who first con-
ceive of an idea and to groups that de-
velop similar ideas in parallel. 

˲˲ The community judges work by its 
long-term impact. 

However, it does require a funda-
mental shift in how the research com-
munity, as well as tenure committees 
and other review boards, evaluates con-
ference publications. I believe some 
kind of shift is needed.	
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I am certainly not 
the first to observe 
flaws in our current 
publication practices. 

reject papers based on quality. Thus, a 
journal publication will be viewed as 
more prestigious than a conference 
paper. Papers with early results that 
are presented at conferences may lat-
er become journal articles with more 
substantial results, refined ideas, or 
practical experiences. Results from 
multiple conference papers may be 
combined into more comprehensive 
journal papers. This could make the 
publication practices for computing 
research more similar to those of oth-
er scientific disciplines.

Alternative Proposals
I am certainly not the first to observe 
flaws in our current publication prac-
tices or to suggest changes.5,6 Attend-
ees at a recent Dagstuhl Perspectives 
Workshop on the “Publication Culture 
in Computing Research” spent days 
debating alternatives. That workshop 
prompted this position statement. 
Others have suggested modifications 
to our publication processes, such 
as open access1 and post-publication 
peer reviews,3 and a number of these 
viewpoints have already appeared in 
Communications.2,4,7 New services have 
been deployed for some communities, 
such as PubZonea which fosters public 
discussion of published papers in the 
database field. These practices and 
systems merit consideration, but are 
mostly orthogonal to what I propose. 

Public websites, like the Comput-
ing Research Repository (CoRR),b 
have been established to encourage 
the rapid dissemination of new ideas. 
Authors may choose to make their pa-
pers immediately available by depos-
iting them in such a repository. This 
approach addresses some of the prob-
lems that I raise, but differs in three 
fundamental ways. First, the authors 
do not get the thrill or experience of 
presenting their work in front of a 
live conference audience. Second, the 
deposited papers generally are later 
submitted for publication in a more 
established conference or journal. 
Therefore, concerns remain about re-
peated submissions and its load on re-
viewers. Third, and most importantly, 

a	 PubZone Scientific Publication Discussion 
Forum; http://pubzone.org/.

b	 CoRR: Computing Research Repository; 
http://arxiv.org/corr/home.
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Preface :  The Software Inferno  is a tale that  
parallels The Inferno, Part One of The Divine Comedy 
written by Dante Alighieri in the early 1300s.  
That literary masterpiece describes the condemnation 
and punishment faced by a variety of sinners in  
their hell-spent afterlives as recompense for atrocities 
committed during their earthly existences. The Software 
Inferno is a similar account, describing a journey  
where “sinners against software” are encountered 
amidst their torment, within their assigned areas  
of eternal condemnation, and paying their penance.  
In an attempt to preserve some of the original Inferno’s 
spirit and archaic prose, I have reused a few fragments 
of originally translated text taken from SparkNotes3  
and am grateful to include this classic verbiage.

The topology of the Software Infer-
no is captured in the accompanying 
figure and describes the setting for the 
sorrowful tale you are about to read.

The Journey Begins	
Midway through our software project, I 
found myself in a dark wood, the right 
road lost. I cannot well recount how I 
entered it, so full was I of discontent at 
that point where I abandoned the true 
path. Yet, the true path is what I had 
hoped this journey would restore to 
my troubled soul, and will now tell of 
the things I have seen.

From amidst the darkness of the 
wood, I looked on high and saw a hill 
whose shoulders were cloaked by the 
rays of the sun, whose crest I was drawn 
to in hopes of reacquainting myself 

The 
Software 
Inferno
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with the true path. As I climbed higher 
and higher among the perilous ridges 
and furiously flowing waterways, I 
came across three beasts blocking my 
way. The beasts were a nasty and snarl-
ing lot, well known for tormenting not 
only strangers such as myself, but also 
for being at odds with one another. A 
difficult task mine would be to satisfy 
the coincident demands of the Cost, 
Schedule, and Quality beasts as a con-
dition of passage. Given my wayward 
state of mind, I was able to successfully 
quell the wrath of only two of these 
beasts at any given time, and had little 
choice but to descend from the hill and 
ponder an alternate course for reac-
quainting myself with the true path.

While I was falling back to the low 
place from where I had started, before 

my eyes appeared one who through 
long study seemed to be a noble wom-
an. “Have pity on me, I am lost!” I cried. 
“What so thou art, or shade, or real 
woman?” Responded she, “I was born 
Augusta Ada King, to parents Lord By-
ron and Anne Isabella Byron, resided 
at England, and became Augusta Ada 
King, Countess of Lovelace.” Replied 
I, “Art thou then that Ada Lovelace and 
that fount from which flowed the first 
computer program?” Attested she did, 
“Indeed it is I.”

I recounted my woeful tale to the 
Countess Lovelace about having lost 
the true path, my thus far futile at-
tempts to rediscover it, and of the hor-
rible beasts I had previously encoun-
tered while ascending the mountain 
trail. Said she to me, “Thee it behooves 

to hold another course.” To my great re-
lief, Lady Ada, the Countess of Lovelace, 
offered to serve as my guide in the quest 
of finding the true path but warned 
that the journey ahead would involve 
passing through the Software Inferno, 
a horrible place of eternal punishment 
for those who have committed sins in 
the realm of software development.

The countess bade me to follow, be-
hind her I kept.

Ante-Inferno
“Leave every hope, ye who enter!” bore 
the inscription on the gate at the edge 
of the Software Inferno. Here were 
sighs, laments, and deep wailings 
resounding through the starless air. 
Strange tongues, horrible cries, words 
of woe, accents of anger, voices high 
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the single-minded attention they had 
sought during their earthly days. So 
intense their illumination, the cylin-
ders of light tormenting these souls 
prevented them from sleep and over-
whelmed the natural blush of all that 
coexisted in the circle with them. 
For all of perpetuity, these ill-fated 
wretches were condemned to seeking 
shelter from the beams that followed 
their every move. 

From the brightness led the count-
ess, behind her I kept. 

Canto 3: Gluttony
The countess and I slowly regained 
the comfort and use of our eyes as the 
extreme brightness of the previous 
circle waned. Coincidently, a new as-
sault commenced on another of our 
senses in the form of horrible noises 
emanating from the Inferno’s third 
circle, which lay just ahead. A curi-
ous sight awaited as we entered this 
circle: its inhabitants had the bodies 
of pigs, but they appeared to have re-
tained their earthly heads from past 
days. The most repulsive sounds of 
slobbery and crudeness came from 
their mouths as they wallowed from 
trash heap to trash heap, eating all in 
sight, attempting to satisfy their unre-
lenting appetites with an absence of 
any and all grace.

The countess explained the souls 
doomed here were guilty of wasteful, 
excessive, and inappropriate consump-
tion during their past lives. Their glut-
tony was largely stoked by immense 
wealth had suddenly fallen upon them 
as the result of IPOs, buyouts, and soar-
ing stock prices. Fueled by their newly 
found prosperity, they gorged them-
selves with the finest foods, drank to 
excess, became dependent on pro-
hibited substances, and contentedly 
watched their bellies grow fatter and 
fatter as badges of their success. The 
wealth that they had acquired robbed 
them of moderation, self-control, and 
any remembrance of those in the world 
who knew not from where there next 
meal might come. 

So did the gluttonous spend eternity 
atoning for lifestyles of their earthly 
days: eating filth-ridden, rotten, and 
vermin-infested scraps of food that 
were unfit for beast, let alone human.

Away led the countess, behind her  
I kept. 

and hoarse, so were the unwelcoming 
environs of the Software Inferno.

As we approached the Inferno’s 
edge, the countess said the woeful 
sounds we heard were those of soft-
ware developers condemned to the 
Ante-Inferno. These developers were 
the wretches who could not decide 
whether they should for all time labor 
with conscience and morality using the 
skills of their trade for good, or to use 
those skills to promote evil, thievery, 
and illicit self-benefit. These were the 
hackers, the rogues, who either disre-
spected the true path by lucid choice, 
or failed to unambiguously endorse 
it by way of indecision. Both Heaven 
and Inferno have denied them entry, 
so they shall forever wallow here, tor-
mented by ankle-biting bugs and typ-
ing on keyboards with the products of 
their strokes going nowhere, of impor-
tance to no one.

The countess beckoned that I fol-
low her to the edge of a nearby river 
separating us from the first circle of the 
Software Inferno. Coming toward us in 
a boat, an old man with white ancient 
hair cried, “Woe to you, wicked souls! 
I come to ferry you to the other bank, 
into eternal torment, into heat and 
misery, into the Software Inferno!” 

Into the boat stepped the countess, 
behind her I kept.

Canto 1: Limbo
The countess and I disembarked from 
the ferryman’s boat and found our-
selves at the edge of the Software Infer-
no’s outer circle, also known as Limbo. 
The countess confessed that she her-
self was a Limbo inhabitant and had 
only been granted a short respite to act 
as my escort. She explained, “Through 
no fault of our own, we who have been 
condemned to Limbo are guilty only 
of being born too early in history, too 
young to have been aware of or to have 
properly paid homage to the visionar-
ies responsible for shaping the soft-
ware-engineering environment as you 
know it today.” 

Among the luminaries I recognized 
joining the countess in Limbo were the 
likes of George Boole (formalization of 
Boolean algebra), Gottlob Frege (first-
order predicate calculus), and Grace 
Murray Hopper (Cobol inventor). They, 
too, suffered from the same fate as the 
countess: being born too early in time 

to have shown proper reverence to 
software-engineering demigods such 
as Alan Turing, Grady Booch, James 
Rumbaugh, Ivar Jacobsen, Alan Kay, 
Bran Selic, James Gosling, and others 
contributing to the basis of modern 
software engineering.

Presumably in exchange for having 
lived virtuous lives, the lone merci-
ful consideration bestowed upon the 
blameless souls relegated to Limbo 
was life in the absence of misery such 
as that suffered by the unfortunates 
condemned to the more inward circles 
of the Software Inferno.

On led the countess, behind her  
I kept. 

Canto 2: Lust
As the countess and I approached the 
Inferno’s second circle, opine we did 
for the relative comfort of the circle 
we had just departed, as the inun-
dating and blinding light emanat-
ing from the circle ahead bothered 
our eyes. It originally appeared as if 
the glow ahead was borne of a single 
source, but our ever-growing nearness 
showed that it was actually an assem-
blage of many individual light beams, 
each specifically focused on a single of 
the circle’s many inhabitants. 

The countess explained that the sins 
committed by these woeful souls were 
ones of lust. It was not a fleshly lust that 
these tormented souls were guilty of, 
but a lust for power, fame, fortune, and 
riches, at the betrayal of reason, com-
mitment, and responsibility. These 
miserable wretches salaciously stoked 
only their selfish desires, regardless 
of the impact to those closest to them, 
without regard for their personal in-
tegrity, and in absence of good con-
science. Among the condemned here 
were those who ignored or breached 
their wedding vows, denied their chil-
dren an involved parent, or failed to 
honor their own parents in old age. 
Their blind pursuits were made in the 
name of the next deal, the next promo-
tion, the next bonus, or anything else 
that was a means of accruing celebrity, 
power, or standing.

It was here, amidst the doom of the 
Inferno’s second circle, where these 
obsessed souls would be eternally ad-
monished with fitting punishment. 
A blinding spotlight focused on their 
each and every move, affording them 
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Canto 4: Greed
The rhythmic, metallic, clinking 
sounds emanating from the Inferno’s 
oncoming fourth circle were unlike 
anything my ears had heard before. The 
clamor became louder as the countess 
and I approached, and soon we were 
enlightened of its origin: pennies. Pen-
nies were steadily falling from the sky, 
without end, often striking the heads 
of those wretches condemned to this 
fourth circle, and then clinking to the 
ground, striking other pennies that 
had fallen before them.

The Countess Ada explained the 
wretches condemned to the Inferno’s 
fourth circle had demonstrated a ha-
bitual pattern of greed for wealth and 
material in their earthly days. Among 
the casualties of this greed included 
the programmers, designers, analysts, 
administrators, testers, and archi-
tects upon whose backs their wealth 
was gained, with nary a hint of appre-
ciation offered for their hard work, 
loyalty, and dedication in return. The 
countess continued to describe that 

many of these greedy souls failed not 
only to justly reward their benefactors, 
but also to give back to community, to 
charity, or to educational institutions 
with even the smallest crumbs.

The woeful inhabitants of the fourth 
circle of the Software Inferno were 
without shelter, and were forever un-
der the deluge of falling pennies inter-
rupting any attempt to sleep or rest, 
providing them ample time to reflect 
on their greed of past times.

The countess bade me to follow, be-
hind her I kept. 

Canto 5: Anger
My still-ringing ears were gratified to 
have been spared the raucous din of fall-
ing pennies. But, the red glow and heat 
emanating from the nearing fifth circle 
did not bode well for the potential dis-
comfort of other senses. As the count-
ess and I approached, the heat became 
more difficult to bear, and the source 
revealed itself: innumerable piles of 
paper rubbish burning with flames 
shooting up high into the sky. The piti-

ful souls inhabiting this arid wasteland 
were desperate with thirst and appeared 
intent in its reprieve by dropping their 
buckets into the many wells dotting the 
terrain, amidst the burning piles, and 
hopeful of lapping any cool water that 
might be contained therein.

The countess explained  the parched 
wretches condemned to the fifth circle 
were the angry, those who poisoned 
their software organizations from the 
inner cores. Their incessant vitriol, 
opinionated bullying, unending nega-
tivity, and caustic attitudes destroyed 
all prospect of harmony and collabo-
ration in the workplace, creating only 
strife and misery for those around 
them. Not only did these toxic souls 
decline to apply their self-proclaimed 
wisdom to act in the place of the lead-
ers whom they condemned, but they 
also undermined the efforts of anyone 
who attempted to assume those leader-
ship roles themselves.

As more closely I watched, the an-
gry who had hoped for cool water with 
which to slake their thirsts instead 
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The countess 
explained  the 
parched wretches 
condemned to the 
fifth circle were 
the angry, those 
who poisoned 
their software 
organizations from 
the inner cores. 

spat the water out that they retrieved 
with their buckets, for it was poisoned, 
just as the workplaces they had poi-
soned in the past. 

On led the countess, behind her  
I kept. 

Canto 6: Heresy
The radiant heat of the previous circle 
soon yielded to metallic sounds that 
I believed to be shackles, clanking 
amidst irregular movement. As we ap-
proached the Inferno’s sixth circle, 
the origin of these sounds became 
more clear. Their origin was from the 
many groupings of exactly nine people, 
chained to one other, with each indi-
vidual intent on trudging in a direction 
and pace of his or her own choosing.

The countess explained these cha-
otically traveling souls were strongly at 
variance with well-established beliefs 
and laws of software engineering devel-
oped by experts of the related subject 
matter. Their unabashed contempt for 
universally accepted truths spawned 
decision making that wrought great 
damage upon software projects in their 
charge. Some challenged Fred Brooks’ 
sacred counsel1 in futile attempts to 
rise above their failings by adding new 
people with woefully insufficient quali-
fication to rescue already-late projects. 
Others flaunted their derision by dis-
regarding software design patterns 
sanctified by the Gang of Four,2 instead 
opting for inelegance of their own in at-
tempts to solve problems whose solu-
tions were already proven, well known, 
and time honored. 

The wretches condemned to this 
circle would spend the rest of eternity 
reliving the torment they had inflicted 
on others as the result of their heretical 
actions. As members of these shack-
led groups, they would be forever re-
minded how even the simplest of wills 
is difficult to execute in their number, 
and that nine people are not able to ar-
rive at their desired destinations nine 
times faster than a single individual.

On marched the countess, behind 
her I kept. 

Canto 7: Violence
As we approached the Inferno’s next 
circle, the sounds of clanking shackles 
gave way to agonizing cries of torment 
that would suddenly and forcefully 
begin, but then gradually fade into 

moans of hopelessness and despair. 
Again and again, and much to my hor-
ror, our ears heard this cycle of misery 
repeat. I was certain that my eyes would 
soon fall upon a torture chamber over-
run with miserable souls being tor-
mented and made to suffer by horrible 
monsters, but observed nothing of the 
sort. Instead, I saw many people on the 
ground that were either asleep, writh-
ing in pain, foaming at the mouth, with 
discolor of skin, or showed other symp-
toms of horrible pestilence. 

The countess explained that these 
moaning scourges were condemned 
to the Inferno’s seventh circle for 
committing acts of software violence 
against innocent and unsuspecting 
people. In front of our very eyes were 
the phishers, malware creators, and 
cybercriminals whose acts of hostility 
caused damage on the wealth, privacy, 
and general welfare of fellow netizens. 
Some had even inflicted great strife 
upon the unsuspecting and undeserv-
ing simply for sport, as hobby, merely 
to dispose of their restlessness.

More carefully I watched, and now 
understood the cause of their despair. 
While these wretches slept, becoming 
defenseless and unsuspecting, small 
flying worms appeared from the sky, 
alit on their skin, attached, and depos-
ited toxins in them to inflict unspeak-
able pain and suffering when they 
awakened. Some attempted to avoid 
sleep with hope of avoiding the worms 
that wrought the virus and disease, but 
it was for naught. Comfort and refuge 
for these wretches was elusive for all of 
eternity as retribution for their sins.

Onward strode the countess, be-
hind her I kept. 

Canto 8: Fraud
As we approached the Inferno’s eighth 
circle, the countess and I were be-
sieged with an overwhelming stench 
that became more foul with each step 
taken. Which sins could have been 
committed by the miserable wretches 
here to deserve such reckoning? Ex-
plained the countess, “The souls con-
demned here are the frauds, liars, and 
deceitful: ones who feigned expertise, 
knowledge, and relevance of technol-
ogy to others in their past lives, purely 
for their own advantage.” 

Ahead of us dwelt the self-pro-
claimed advocates, crusaders, and 
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evangelists of technologies such as 
UML, XML, Agile, MDA, object orienta-
tion, and the like. The fraudulent and 
deceptive were condemned here for 
having misdirected the adoption or 
usage strategies of technology on soft-
ware projects in which they had had 
a role. These wretches willfully, and 
without apology, preyed upon the naïve 
and desperate, falsely convincing them 
that their pet technologies would bring 
relief to the torment-stricken for moti-
vations of self-interest.

In the distance I spied a massive 
body of liquefied pulp, clearly being 
the source of the stench that fouled 
our nasal cavities. There were thou-
sands of miserable souls wallowing 
in this morass, each struggling to stay 
above the surface of the simmering, 
bubbling, and putrid stew. Feeding 
this morass was a stream of material 
falling from the sky, in what seemed 
to be an endless supply. The countess 
explained that materials feeding the 
pulpy sewage in which these wretches 
floundered included unneeded UML 
diagrams, unachievable schedules, 
irrelevant training material, flowery 
PowerPoint charts, and other products 
the admonished had caused the cre-
ation of in their past lives. It was a fit-
ting manner for the fraudulent and de-
ceptive to spend eternity bathed in the 
stinking waste of their own creation.

On led the countess, behind her  
I kept.

Canto 9: Treachery
The Software Inferno’s innermost 
circle lay ahead, situated atop a great 
mountain of substance and color 
whose like I before had not seen. 
Higher and higher the countess and 
I climbed, amidst a stench that my 
nostrils knew not could be more foul 
than the putrid stew we had left be-
hind in the eighth circle below. When 
we could climb no more, before us la-
bored a countless number of wretches, 
dumping shovelfuls of the mountain’s 
body onto the souls of the eighth circle 
far below, providing the source of the 
noxious stew in which they wallowed. 
Said the countess to I, “The souls con-
demned to the ninth circle are guilty 
of sponsoring and acting upon er-
rant guidance given by the fraudulent 
wretches stewing in the eighth circle 
with great impact to programs in their 

charge, without challenge, and in defi-
ance of the more sage.”

Great had been the struggle to bite 
my tongue thus far on the journey, but 
no longer was I able. With consent of 
the countess, I called to the nearest 
wretch having a load of foulness in 
his shovel, “Sir, which act of treachery 
did you commit to be condemned to 
this horrible place?” Replied he, “I am 
falsely accused of treachery, yet guilty 
only of being deceived by the fraudu-
lent.” Responded I, “Is it not treach-
ery that you dismissed the counsel of 
your wisest sages, to the harm of your 
charge, because it came at the risk of 
forsaking the fruit and spoils promised 
by the fraudulent, upon which you re-
lied for your own glory?”

Cried I to another miserable soul 
within earshot, “You sir, which treach-
ery have you committed to be eternally 
condemned to a forsaken place such 
as this?” Replied he, “I am also falsely 
accused; my guilt is only failure to act 
against the angry.” Responded I, “Is 
it not treachery for you to force your 
people to drink from a poisoned well 
and suffer its effects while you content-
edly drink from your private one having 
fresh water?”

As fate would have it, not only were 
the treacherous forced to languish 
amidst the stench of products whose 
creation they had sanctioned, but their 
backs also eternally strained under 
their burden. 

From the Software Inferno led the 
countess, behind her I kept.

The Truth Path
Thus completes the catalogue of evil 
filling the Software Inferno, of the 
people condemned therein, and of 
the admonishments cast upon them. 
I observed much suffering, horror, 
and despair in my travels but am now 
much the wiser for having done so and 
am confident this journey provided the 
enlightenment necessary to restore my 
trajectory back onto the true path.

My journey served as a reminder 
that simultaneously placating the 
beasts of three—Cost, Schedule, and 
Quality—is even more challenging 
when working amongst those who 
commit sins such as those condemned 
to the Software Inferno. In fact, I now 
believe my inability to secure safe pas-
sage beyond these temperamental 

beasts early in my journey was a repri-
mand for not having worked more dili-
gently to help rid past projects of such 
sins and sinners. 

Proactive leadership, value-based 
action, and balanced judgment are re-
quired to tame the beasts of three. The 
angry cannot be allowed to poison the 
workplace, the fraudulent cannot be al-
lowed to derail the common good, and 
the treacherous cannot be allowed to 
lead with a wayward compass. Develop-
ing quality software, on schedule, and 
within budget is difficult enough with-
out also having to deal with avoidable 
and crippling disturbances.

With my journey complete, I must 
now make haste and return to my 
earthly existence. Shout must I from 
the highest mountain all that the 
countess has shown me to be the true 
path. Leaders must heed the sage, cre-
ate harmony, and actively rid work-
places of scourge. The self-absorbed 
must take inventory of their lives and 
readjust their priorities. The successful 
must remember those who help them 
succeed, and share fruit. 

Many more will be my shouts as 
the result of what the countess has 
shown me to be good. But lament I 
do not having any special power to 
make well the ear of the deaf, to sway 
the stubborn, to soften the angry, or 
to enlighten the fool, because it is for 
souls such as these that the Software 
Inferno patiently awaits.	
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The public cloud  has introduced new technology 
and architectures that could reshape enterprise 
computing. In particular, the public cloud is a new 
design center for enterprise applications, platform 
software, and services. API-driven orchestration of 
large-scale, on-demand resources is an important new 
design attribute, which differentiates public-cloud from 
conventional enterprise data-center infrastructure. 
Enterprise applications must adapt to the new public-
cloud design center, but at the same time new software 
and system design patterns can add enterprise 
attributes and service levels to public cloud services.

This article contrasts modern enterprise computing 
against the new public-cloud design center and 
introduces the concept of software-defined service-
level agreements (SD-SLAs) for the public cloud.  
How does the public cloud stack up against enterprise 
data centers and purpose-built systems? What are  
the unique challenges and opportunities for  
enterprise computing in the public cloud? How might 

the on-demand resources of large-
scale public clouds be used to imple-
ment SD-SLAs? Some of these oppor-
tunities might also be beneficial for 
other public-cloud users such as con-
sumer Web applications.

Today the dominant architectural 
model for enterprise computing is the 
purpose-built system in private data 
centers, engineered to deliver guar-
anteed service levels to enterprise ap-
plications. The architectural model 
presented by large-scale multitenant 
public clouds is quite different: appli-
cations and services are built as dis-
tributed systems on top of virtualized 
commodity resources. Many large-
scale consumer Web companies have 
successfully delivered resilient and ef-
ficient applications using this model. 

Getting enterprise applications 
into the public cloud is no easy task, 
but many companies are nonetheless 
interested in using cloud infrastruc-
ture broadly across their businesses, 
whether via public-cloud or private-
cloud deployments. New levels of flex-
ibility and automation promise to 
streamline IT operations. To become 
the primary computing platform for 
most applications, the public cloud 
needs to be a high-performance enter-
prise-class platform that can support 
business applications such as financial 
analysis, enterprise resource planning 
(ERP) systems, and supply chain man-
agement. Next, I look at practical sys-
tems considerations necessary for im-
plementing enterprise cloud services.

Enterprise SLAs vs.  
Public-Cloud Design Center
Enterprise can be interpreted broadly 
as a business context requiring pre-
mium attributes such as high avail-
ability, security, reliability, and/or 
performance. This definition holds 
regardless of whether an application 
is legacy or new. For example, an en-
terprise analytical database might be 
implemented using a new scale-out ar-
chitecture, and yet have enterprise re-
quirements. Data security may be at a 
premium for either regulatory or busi-
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ness reasons. Data integrity is at a pre-
mium because a mistaken business 
decision or financial result can cost 
the company real revenue or possibly 
even a loss in market value. Enterprise 
service levels are simultaneously of 
high business value and technically 
challenging to implement.

SLAs specify enterprise service-
level requirements, often in the form 
of a legal contract between provider 
and consumer, with penalties for non-
compliance. Concrete and measur-
able service-level objectives (SLOs) are 
individual metrics used to test that 
an SLA is being met. This distinction 
is important in the context of this ar-
ticle, which later identifies program-
matically enforceable SLOs governed 
by a SD-SLA.

In this article, public cloud refers to a 
platform that deploys applications and 
services, with on-demand resources in 
a pool large enough to satisfy any fore-
seeable demand, run by a third-party 
cloud service provider (CSP). Many 
popular Infrastructure-as-a-Service 
(IaaS) and Platform-as-a-Service (PaaS) 
providers meet this definition, includ-
ing Amazon Web Services, Microsoft 
Azure, and Google Compute Engine. 
Cloud computing conventionally in-
cludes on-demand self-service, broad 
network access, resource pooling (aka 
multitenancy), rapid elasticity, and 
measured service.12

Unfortunately, there is a recognized 
gap between service levels the enter-
prise expects and what today’s public 
cloud delivers. Current public-cloud 

SLAs are weak—generally providing 
99.95% data-center availability and 
no guarantee on performance—and 
penalties are small.4 Which ones mat-
ter? Why are they challenging? How 
can they be implemented? Let’s take 
a long view on the advancement of 
both the public-cloud and enterprise 
infrastructure. While the public cloud 
is still undergoing rapid development 
and growth, it is possible to observe 
some trends.

Reliability and availability. The avail-
ability component of an enterprise SLA 
can be technically challenging. For ex-
ample, a business-critical application 
might not tolerate more than five min-
utes of downtime per year, conform-
ing to an availability SLO of 99.999% 
(“5 nines”) uptime. In contrast, re-

http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=55&exitLink=http%3A%2F%2FSHUTTERSTOCK.COM
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to impose logical security controls and 
automate policy management across 
running workloads presents an oppor-
tunity. Logical controls are more flex-
ible, auditable, and enforceable than 
physical controls. Network access-
control rules are a classic example of 
logical controls, which may now be ap-
plied directly to virtual machines rath-
er than indirectly via physical switch 
ports. Logical segmentation is able to 
be provisioned dynamically and can 
shrink to fit the exact resources in a 
running workload and move when the 
workload moves.

The public cloud demands new se-
curity tools and techniques, requiring 
a rethinking of classic security tech-
niques. There is a need for program-
matically expressing security SLOs. 
User, application, and dataset-centric 
policy enforcement are worthy areas 
of further exploration toward the chal-
lenge of implementing higher-level 
security SLAs (for example, “users out-
side the finance group may not access 
financial data” and “data at rest must 
be reencrypted every two hours”).

From Purpose-Built Systems 
to Distributed Systems
Enterprise data centers are typically 
optimized for a predetermined set 
of use cases. Purpose-built systems, 
such as the one described in Figure 
1, are engineered to achieve specific 
service levels with a fixed price/per-
formance via preintegrated compo-
nents. These come in various form 
factors: hardware appliances, prein-
tegrated racked systems, and more 
recently, virtual appliances and cloud 
appliances (providing an out-of-the-
box private cloud with preconfigured 
SLAs). Vendors vertically integrate 
hardware and software components 
to provide service-level attributes (for 
example, guaranteed rate I/O, recon-
figuration of physical resources, fault 
isolation, and so on). Higher-level 
SLAs are met by combining a vendor’s 
deployment recommendations with 
best practices from performance and 
reliability engineering.

Purpose-built systems currently offer 
very high performance levels for work-
loads that require high-bandwidth in-
ternode communication. I/O-intensive 
data analytics are an example: achiev-
ing low response-time SLAs means that 

sources in the public cloud have unit 
economics falling somewhere between 
enterprise and commodity hardware 
components, including relatively high 
expected failure rates. Amazon’s vir-
tual block devices, for example, have 
an advertised annual failure rate of 
0.1%–0.5%, meaning up to 1 in 200 will 
fail annually.

Business-critical applications of-
ten have a low tolerance for applica-
tion-level data inconsistency and zero 
tolerance for data corruption. Many 
enterprise applications may be reim-
plemented using an “eventual consis-
tency” architecture to optimize both 
performance and availability at the 
cost of compensating for temporary 
inconsistency.3 When the business 
risk or penalty is high enough, how-
ever, some enterprise applications 
prefer taking some downtime and/
or data loss rather than delivering an 
incorrect result. If the availability SLO 
is stringent enough, it places pressure 
on software to implement rapid recov-
ery to maintain the requisite amount 
of uptime.

Leading CSPs have pushed for de-
velopers to adopt new fault-tolerant 
software and system-design patterns, 
which make few assumptions about 
the reliability and availability of under-
lying infrastructure. The public-cloud 
design center encourages “designing 
for failure”10 as part of normal opera-
tion to achieve high availability. This 
creates a need for fault-tolerant soft-
ware to compensate for known unre-
liable infrastructure, metaphorically 
similar to how a RAID (redundant ar-
ray of independent disks) compen-
sates for unreliable physical media. 
Reliability and availability have be-
come software problems. On the plus 
side, it is an opportunity to build more 
robust software.

Performance. Enterprise-applica-
tion performance needs vary. End-
user-facing applications might be 
managed to a specific response-time 
SLO, similar to a consumer Web ap-
plication measured in fractions of a 
second. Important business appli-
cations such as ERP and financial 
analysis might be managed to both 
response time and throughput-ori-
ented SLOs, supportive of specific 
business objectives such as overnight 
trading policy optimization.

In the public cloud, many perfor-
mance challenges are byproducts 
of multitenancy. Physical resources 
behave as queuing systems: oversub-
scription of multitenant cloud infra-
structure can cause large variabil-
ity in available performance.16 “Noisy 
neighbors” may be present regardless 
of whether storage is rotational or 
solid state, or whether networking is 
1 gigabit or 100 gigabits. Computing 
oversubscription can also negatively 
impact I/O latency.18 An operational 
trade-off exists between performance 
and cost. Multitenant public clouds al-
low for high utilization rates of physical 
infrastructure to optimize costs to the 
CSP, which may be passed on as lower 
prices. Unfortunately, performance of 
shared physical resources cannot be 
guaranteed at the lowest possible fixed 
cost. Performance of oversubscribed 
physical resources can fluctuate ran-
domly but is “cheap,” whereas perfor-
mance of statically partitioned physi-
cal resources can be guaranteed but 
at a higher cost. Amazon Provisioned 
IOPS (I/O operations per second) is 
an example of this trade-off, where 
guaranteed performance comes with a 
roughly double increase in cost.2

Flexible use of virtual resources is 
a requirement in the public cloud, es-
pecially if performance is to be guar-
anteed. Distributed systems must be 
actively managed to achieve perfor-
mance objectives. The advantage of 
on-demand resources is that they can 
be reconfigured on the fly, but this is 
also a major software challenge.

Security requirements vary by 
application category but general-
ize as risk management: the higher 
the business or regulatory value of 
an application or dataset, the more 
stringent the security requirements. 
In addition to avoiding denial of ser-
vice, which aligns with availability, 
and avoiding “data leakage,” there is 
also a desire to increase “mean time 
to compromise” by putting multiple 
layered security controls in place, in 
recognition that no individual system 
can be perfectly secure.

The public cloud is an interesting 
environment from an enterprise se-
curity perspective. On the one hand, 
a multitenant public cloud is consid-
ered a new and worrisome environ-
ment. On the other hand, the ability 
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sustained internode traffic in double- or 
triple-digit gigabytes per second will ex-
ceed the conventional 10-gigabit Eth-
ernet commonly found in large-scale 
public-cloud environments.

Enterprise buyers might justify 
additional expense for specific use 
cases—for example, technical com-
puting users paid for early access to 
GPGPUs (general-purpose computing 
on graphics processing units) for par-
allel computation, while data ware-
housing users paid for InfiniBand or 
proprietary Banyan networking for 
higher-bandwidth data movement. In 
practice, specialized technology such 
as GPGPU has been delivered in lim-
ited quantities and geographies in the 
public cloud, with expanded availabil-
ity over time. It takes a premium to 
continually stay on the bleeding edge.

Static and integrated, meet dynamic 
and distributed. CSPs are continually 
improving their offerings. The hard-
ware gap between purpose-built sys-
tems and the public cloud is closing. 
Public-cloud providers have created 
hardware designs tailored for large-
scale deployment and operational effi-
ciency, with the Open Compute Project 
as a popular example.9 The economic 
incentive for CSPs is clear: more use 
cases means more revenue. Amazon 
Web Services has been increasing in-
stance (VM) performance for some 
time, motivated lately by business ana-
lytics (Amazon Redshift). This trend 
will likely continue because of the prac-
tical benefits of right-sizing virtual ma-
chine resources—for example, simple 
scalability issues (Amdahl’s Law), re-
duced cost of data movement between 
nodes, or price/performance/power 
efficiency. Additionally, some CSPs 
might acquire purpose-built systems 
that provide guaranteed service levels, 
such as cloud appliances.

The public cloud is dynamic and 
distributed, in contrast to a purpose-
built system, which is static and inte-
grated. The CSP’s virtualized resourc-
es are optimized for automation, cost, 
and scale, but the CSP also owns the 
platform and hardware-abstraction 
layers. Abstraction is a challenge in 
providing higher-level SLAs—it is dif-
ficult to guarantee service levels, not 
knowing which virtual resources are 
collocated within the same perfor-
mance and failure domains.

Enterprise infrastructure has an 
opportunity to transform. New enter-
prise applications are being written 
against cloud-friendly software plat-
forms such as Cloud Foundry and Ha-
doop. Implicitly, in the challenging ef-
fort of implementing highly available 
distributed systems, applications will 
be made robust against component 
failures, and the need for highly avail-
able infrastructure will diminish over 
time. Moreover, CSPs and platform 
services can help accelerate this tran-
sition. Microsoft Azure, for example, 
makes failure domains visible to dis-
tributed applications: a workload 
can allocate nodes from independent 
failure domains within the same data 
center. SLAs can be delivered in soft-
ware on the public cloud, providing 
enterprise attributes and service lev-
els to enterprise applications.

Software-Defined SLAs
On-demand resources in the public 
cloud are effectively infinite relative to 
the needs of the enterprise consumer. 
To appreciate this, it helps to get a 
sense of scale. Although rarely publicly 
disclosed, individual public CSPs have 
server counts conservatively estimated 
to be in the hundreds of thousands 

and growing rapidly.14 That is already 
at least one order of magnitude larger 
than a reasonably large enterprise data 
center with tens of thousands of serv-
ers. At that scale, it is possible for an 
entire enterprise data center to fit with-
in the CSP’s idle on-demand capacity. 
In contrast to the millions of end users 
on a large-scale website, a population 
of 50,000 end users is a large number 
for an enterprise-business, custom in-
house departmental, batch-process-
ing, or analytical application.

This new design center fundamen-
tally alters an architectural assump-
tion in today’s enterprise applications 
and infrastructure: the resource enve-
lope is no longer fixed as in purpose-
built systems or capacity-managed by 
central IT. Even additional CPUs and 
RAM can now be logically provisioned 
by enterprise applications and plat-
form services at runtime, either di-
rectly or indirectly, by launching new 
virtual machines. The resource en-
velope is limited only by budget, but 
software has to be designed for the 
public cloud in order to exploit this.

While limited SLAs are available 
from the CSP, application and plat-
form software components are gen-
erally required to provide guarantees 

Figure 1. Enterprise rack diagram (ballpark list prices and specs are compiled from public 
data sources).
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second, as opposed to the number of 
devices necessary to achieve it; or an 
amount of bandwidth between nodes, 
as opposed to a physical topology.

Implementation considerations. 
SD-SLAs must necessarily be imple-
mented in a distributed system in the 
public-cloud design center: for run-
time-configurable SLOs to scale out; 
for high availability and fault toler-
ance; and to use on-demand compute 
and I/O resources.

First, consider this simple example: 
a reconfigurable I/O-throughput SLO 
guaranteeing some number of IOPS in 
the context of a distributed key-value 
store (see Figure 2). Assume the key-
value store uses N-way replication with 
quorum-like consistency, such as in 
Dynamo, and that underlying storage 
volumes support a configurable per-
formance capacity, such as in Amazon 
Provisioned IOPS. Given an initial con-
figuration for I/O-throughput T, an SD-
SLA-aware resource manager would al-
locate volumes sufficient to provide the 
desired aggregate I/O capacity. Conser-
vatively and suboptimally, let’s assume 
it allocates T × N IOPS to each volume, 
as each get() operation generates N 
concurrent I/O requests. In this exam-
ple, the SD-SLA-aware resource man-
ager could treat both SLO reconfigu-
ration and poor-performing volume 
scenarios as a standard replica failure/
replacement, providing automatic 
reconfiguration without further com-
plicating the system with additional 
data copy code paths. In the event the 
I/O-throughput SLO is reconfigured 
to T′, new volumes would be allocated 
at T′ × N IOPS and old volumes failed 
out, until the system converges to T′ ag-
gregate I/O-throughput capacity. In the 
interim, a weighted I/O distribution 
policy might be used to maximize I/O 
throughput. In the real world, further 
performance and cost optimization 
would be required, and more sophisti-
cated algorithms could be considered, 
such as an erasure coding instead of 
simple replication.

Given the challenge of distributed 
system development, a one-size-fits-
all SD-SLA implementation is unlike-
ly. A variety of programmatic SLOs 
may be implemented in application 
services, platform software compo-
nents, or the CSP itself. The specific 
application context determines which 

around application characteristics 
such as performance, resiliency, avail-
ability, and cost. Because of the chal-
lenges associated with multitenancy, 
public-cloud applications currently 
make few assumptions about the in-
frastructure underneath them. They 
are built to tolerate arbitrary failures 
by design and implement their own 
SLAs. There is an opportunity to cre-
ate new architectural design patterns 
to help systematically solve some of 
these problems and allow for reus-
able components.

SD-SLAs are expected to increase 
in platform software components and 
cloud services optimized for the pub-
lic-cloud design center. The next sec-
tion provides examples, implementa-
tion considerations, and limitations 
and future opportunities.

SD-SLAs offer a new design pat-
tern that formalizes SLAs and SLOs 
as configurable parameters of public-
cloud software components. Those 
components then manage underlying 
resources to meet specific measurable 
SLO requirements. With on-demand 
resources, a software systems layer 
can be implemented to meet some 
SLOs, which previously required plan-
ning, static partitioning, and overpro-

visioning of resources. Cloud service 
APIs may then begin to incorporate 
SD-SLAs as runtime configurations.

Programmatic SLOs within an SD-
SLA might specify metrics for funda-
mental service levels such as response 
times, I/O-throughput, and availabil-
ity. They might also specify abstract 
but measurable attributes such as 
geographic or workload placement 
constraints. Some examples: Ama-
zon’s service-oriented architecture 
featured a data service managed to a 
real-time SLA, which was dynamically 
sized and load-balanced to “provide a 
response within 300ms for 99.9% of its 
requests.”8 Amazon Provisioned IOPS 
allows for a given number of I/O oper-
ations per second to be configured per 
storage volume.

Many interesting targets for SD-
SLAs are presented in the ACM Queue 
article, “There’s Just No Getting 
Around It: You’re Building a Distrib-
uted System,”6 which also describes 
the challenge of building real-world 
distributed systems.

SD-SLAs should be vendor and 
technology independent, specified in 
logical units, and objectively measur-
able—for example, configure a de-
sired number of I/O operations per 

Figure 2. Software-defined SLA in a public-cloud service.
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components are appropriate for a giv-
en use case. As both the public cloud 
and enterprise applications are mov-
ing targets, the industry is likely to 
continue iterating on which attributes 
are provided by the CSP, versus appli-
cation, versus software components 
and services in between.

Runtime reconfiguration for SD-
SLAs is challenging. QoS (quality of 
service) techniques such as I/O sched-
uling and admission control are neces-
sary but not sufficient. Application- or 
service-specific implementation is 
necessary for dynamically provision-
ing RAM, CPU, and storage resources 
to meet changing SLOs or to meet 
SLOs in the presence of changing en-
vironmental conditions. The value 
of SD-SLAs, however, may justify sig-
nificant engineering effort and cost. 
An example is the implementation of 
peer-to-peer object storage to allow for 
more fluid use of underlying resourc-
es, including the runtime replacement 
of compute nodes and flexible place-
ment of data. Some SD-SLA implemen-
tations may use closed-loop adjust-
ments from control theory.11 Runtime 
reconfiguration may go hand in hand 
with resiliency to failure, as compo-
nent replacement, initial configura-
tion, and runtime adjustment may all 
be managed in a similar application-
specific manner.

Placement of computation and 
data must be considered for perfor-
mance and data-availability SD-SLAs. 
Collocation of computation and data 
can alleviate some performance is-
sues associated with multitenant 
networking. Examples include flex-
ible movement of computation and 
data implemented in Hadoop, Dryad, 
and CIEL; placement-related SLOs 
implemented in Microsoft Azure and 
Amazon Web Services (Affinity Groups 
and Placement Groups, respectively); 
data availability SLOs, specifying geo-
graphic placement and minimum 
number of replicas, implemented in 
Google Spanner.7

Tagging may be used in general to 
identify resources subject to SD-SLAs 
and specifically to implement security 
SLOs. In addition to resource tagging 
supported natively by CSPs, host-based 
virtual networking and OpenFlow of-
fer further opportunities to tag users 
and groups in active network flows, 

similar to Cisco TrustSec and IEEE 
802.1AE (the MAC security standard, 
also known as MACsec). Security SLOs 
may be implemented by associating 
user and group tags with access con-
trols. Similarly, dataset-level tagging in 
storage service metadata assists in the 
implementation of dataset-level SLOs 
(for example, data availability, replica-
tion, access control, and encryption 
key management policy).

On-demand optimization. Even 
with the sophisticated tools and 
techniques around purpose-built sys-
tems, overprovisioning is the de facto 
standard method for guaranteeing 
service levels across the lifetime of a 
system. The entire cost of a purpose-
built system must be paid up front, 
including the overhead of overprovi-
sioning to meet SLAs and accommo-
date increasing usage over time. In 
contrast, the on-demand resources 
in the public cloud can be allocated 
and freed as needed, and thus may be 
billed according to actual use. This is 
an opportunity for the public cloud 
to outperform purpose-built systems 
in terms of operational efficiency for 
variable workloads.

Costs and resource allocation re-
quired to meet an SD-SLA may be 
tuned to optimize operational effi-
ciency. Given that variable resources 
may be required to achieve different 
SLOs, a given SD-SLA may come as-
sociated with a cost function. Here 
are two fundamental theorems for the 
economics of SD-SLAs: (1) a change 
in any SLO must always be traded 
against cost as a random variable; and 
(2) in the face of changing underlying 
conditions (for example, unpredict-
able multitenant resources), cost is a 
random variable even when all other 
SLOs are fixed.

Programmatic cost modeling13 and 
optimization15 are new themes in pub-
lic-cloud research, and work is ongoing.

Limitations and future opportuni-
ties. Unsurprisingly, there are both 
theoretical and practical limitations 
to SD-SLAs. Since cost is always a 
system-level parameter that must be 
managed, some combinations may 
not work. An invalid combination, for 
example, would be if an application 
demands one million IOPS with 1ms 
worst-case response time for a cost 
that is lower than the cost of the physi-

cal systems necessary to deliver this 
real-time SLA. Even given unlimited 
cost, some SLOs may be physically 
impossible to achieve (for example, 
a bandwidth greater than physical 
capacity of the underlying CSP or re-
source allocation faster than the un-
derlying CSP is capable of providing 
it). Moreover, a poorly designed cloud 
service may not be amenable to SD-
SLAs—for example, if fundamental 
operations are serialized, then they 
cannot be programmatically scaled 
out and up to satisfy an SD-SLA.

With SD-SLAs, there are further 
opportunities to move to a continu-
ous model for many important back-
ground processes, which previously 
needed to be scheduled because of 
the constraint of fixed resources. Con-
sider that an enterprise-storage or da-
tabase system, rather than trusting 
underlying physical storage control-
lers, might have a software process 
that scans physical media to ensure 
that latent bit errors are corrected 
promptly. Since this process is poten-
tially disruptive to normal operation 
in a system with fixed compute and 
I/O resources, the typical approach 
is to run it outside of business hours, 
perhaps on weekends every two to 
four weeks. Future cloud services with 
SD-SLAs might be designed to allow 
important background processes to 
run continuously without impacting 
front-end service levels delivered to 
the application, since both the front-
end service and continuous back-
ground processes may have indepen-
dent programmatic SLOs that scale 
out using on-demand resources.

Dynamic resource management is 
an area where competition between 
CSPs may unlock new opportunities 
(for example,  “allocate a VM with a 
specific amount of nonvolatile RAM” 
or “add two more CPUs to this run-
ning VM”). Modern hypervisors al-
ready support this. Physical attributes 
can be disaggregated into individu-
ally consumable units. For example, 
compute resources can be allocated 
independently of I/O, I/O-throughput 
independent of capacity, and CPU 
and RAM independently of each oth-
er. This weakens the vertical-integra-
tion advantage of purpose-built sys-
tems. Amazon has approached this 
issue by offering a wide inventory of 
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VM types,1 although finding the right 
combination of CPU and RAM may 
still involve overprovisioning one or 
the other.

Enterprise macro-benchmarks 
must be tailored to the new public-cloud 
design center. Much effort has gone into 
rigorous infrastructure benchmarks 
such as SPC-117 in the storage arena; 
however, the public cloud has intro-
duced a fundamental economic shift—
price/performance metrics need to fac-
tor in workload runtime. Thanks to the 
on-demand nature of the public cloud, 
price is a function of allocated resources 
over time, measured in hours or days 
since a workload started running, as 
opposed to a standard three-year life 
cycle of enterprise hardware. With 
SD-SLAs, allocated resources vary with 
time, front-end load, and whatever else 
is necessary to meet application SLAs. 
On the flip side, an I/O benchmark 
implemented in a massive RAM cache 
will yield stunning numbers, but price/
performance must still be captured for 
this benchmark to be relevant. Further 
industry effort is necessary to evolve 
enterprise macro-benchmarks for the 
public cloud and SD-SLAs.

It is also natural to ask whether SD-
SLAs are being met consistently. There 
are further opportunities to imple-
ment programmatic SD-SLA validation 
via automated test infrastructure and 
analytics.5 This offers the opportunity 
for third-party validation of SLAs and 
assessing penalties appropriately.

Further industry and academic ef-
forts can lead to fully flushing out the 
limits of SD-SLAs. It would be worth 
seeing how far we can go along these 
lines, perhaps one day getting close 
enough to approximate: “What appli-
cation response time are you looking 
for? Here is what it will cost you.”

Public Cloud Transcendent
The public cloud presents an oppor-
tunity to reimagine enterprise com-
puting. It will be a rewarding journey 
for public-cloud services to take on 
the bulk of enterprise-computing 
use cases. As in past transitions, the 
transformation of enterprise applica-
tions from one model to the next can 
proceed incrementally, starting with 
noncritical applications and building 
upward as the ecosystem matures. The 
wheels are already in motion.

It is remarkable that a seven-year-
old technology can be judged opti-
mistically against the entire progress 
of enterprise infrastructure in the 
past 20–30 years. The pace of public-
cloud innovation is relentless. A lot of 
energy and capital continues to pour 
into public-cloud infrastructure. To-
day, the public cloud is a multibillion-
dollar market and growing rapidly. 
Any or all of today’s issues could be 
gone in the blink of an eye. Enterprise 
platforms have historically seen radi-
cal shifts in structure as a result of the 
changing economics of computing—
from the mainframe to client-server 
era. We are in the midst of another 
industry transformation.

Future enterprise applications and 
infrastructure may be built as distrib-
uted systems with reusable platform 
software components focused on the 
public cloud. This can assist infor-
mation technology professionals and 
application developers in deploying 
fast and reliable applications with-
out having to reinvent the wheel each 
time. Some enterprise features as-
sociated with reliability, availability, 
security, and serviceability could run 
continuously in this model. Runtime 
configuration of SD-SLAs provides an 
opportunity to manage based on the 
exact performance indicators that 
people want, as opposed to physical 
characteristics such as raw hardware 
or prepackaged SLAs. Enterprise ap-
plications can harness the scale, effi-
ciency, and rapidly evolving hardware 
and operational advances of large-
scale CSPs. These are all significant 
opportunities, not available in pur-
pose-built systems but enabled by the 
large-scale, on-demand resources of 
the public cloud.

All engineers and IT profession-
als would be wise to learn about the 
public cloud and capitalize on these 
trends and opportunities, whether at 
their current job or the next. The pub-
lic cloud is defining the shape of new 
software—from applications to infra-
structure. It is our future.	
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Cloud computing has been pioneering the business 
of renting computing resources in large data centers to 
multiple (and possibly competing) tenants. The basic 
enabling technology for the cloud is operating-system 
virtualization such as Xen1 or VMWare, which allows 
customers to multiplex virtual machines (VMs) on a 

shared cluster of physical machines. 
Each VM presents as a self-contained 
computer, booting a standard operating-
system kernel and running unmodified 
applications just as if it were executing 
on a physical machine.

A key driver to the growth of cloud 
computing in the early days was server 
consolidation. Existing applications 
were often installed on physical hosts 
that were individually underutilized, 
and virtualization made it feasible to 
pack them onto fewer hosts without 
requiring any modifications or code 
recompilation. VMs are also managed 
via software APIs rather than physical 

actions. They can be centrally backed 
up and migrated across different phys-
ical hosts without interrupting service. 
Today commercial providers such as 
Amazon and Rackspace maintain vast 
data centers that host millions of VMs. 
These cloud providers relieve their 
customers of the burden of managing 
data centers and achieve economies of 
scale, thereby lowering costs.

While operating-system virtual-
ization is undeniably useful, it adds 
yet another layer to an already highly 
layered software stack now including: 
support for old physical protocols (for 
example, disk standards developed 
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modular components that are flexible, 
secure, and reusable in the style of a 
library operating system. What would 
the benefits be if all the software lay-
ers in an appliance could be compiled 
within the same high-level language 
framework instead of dynamically as-
sembling them on every boot? First, 
some background information about 
appliances, library operating systems, 
and type-safe programming languages.

The shift to single-purpose appli-
ances. A typical VM running on the 
cloud today contains a full operating-
system image: a kernel such as Linux or 
Windows hosting a primary application 
running in user space (for example, 
MySQL or Apache), along with second-
ary services (for example, syslog or NTP) 
running concurrently. The generic soft-
ware within each VM is initialized every 
time the VM is booted by reading con-
figuration files from storage. 

Despite containing many flexible 
layers of software, most deployed VMs 
ultimately perform a single function 
such as acting as a database or Web 
server. The shift toward single-purpose 
VMs is a reflection of just how easy it 
has become to deploy a new virtual 
computer on demand. Even a decade 
ago, it would have taken more time and 
money to deploy a single (physical) ma-
chine instance, so the single machine 
would need to run multiple end-user 
applications and therefore be carefully 
configured to isolate the constituent 
services and users from each other.

The software layers that form a VM 
have not yet caught up to this trend, 
and this represents a real opportunity 
for optimization—not only in terms 
of performance by adapting the appli-
ance to its task, but also for improv-
ing security by eliminating redundant 
functionality and reducing the attack 
surface of services running on the pub-
lic cloud. Doing so statically is a chal-
lenge, however, because of the struc-
ture of existing operating systems.

Limitations of current operating 
systems. The modern hypervisor pro-
vides a resource abstraction that can 
be scaled dynamically—both verti-
cally by adding memory and cores, 
and horizontally by spawning more 
VMs. Many applications and operating 
systems cannot fully utilize this capa-
bility since they were designed before 
modern hypervisors came about (and 

in the 1980s such as IDE); irrelevant 
optimizations (for example, disk el-
evator algorithms on SSD drives); 
backward-compatible interfaces (for 
example, Posix); user-space processes 
and threads (in addition to VMs on a 
hypervisor); and managed-code run-
times (for example, OCaml, .NET, or 
Java). All of these layers sit beneath the 
application code. Are we really doomed 
to adding new layers of indirection 
and abstraction every few years, leav-
ing future generations of program-
mers to become virtual archaeologists 
as they dig through hundreds of layers 
of software emulation to debug even 
the simplest applications?5,18

This problem has received a lot 
of thought at the University of Cam-
bridge, both at the Computer Labora-
tory (where the Xen hypervisor originat-
ed in 2003) and within the Xen Project 
(custodian of the hypervisor that now 
powers the public cloud via companies 
such as Amazon and Rackspace). The 
solution—dubbed MirageOS—has its 
ideas rooted in research concepts that 
have been around for decades but are 
only now viable to deploy at scale since 
the availability of cloud-computing re-
sources has become more widespread.

The goal of MirageOS is to restruc-
ture entire VMs—including all ker-
nel and user-space code—into more 

Figure 1. Software layers and a stand-alone kernel compilation.
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the physical analogues such as mem-
ory hotplug were never ubiquitous in 
commodity hardware). Often, exter-
nal application-level load balancers 
are added to traditional applications 
running in VMs in order to make the 
service respond elastically by spawn-
ing new VMs when load increases. 
Traditional systems, however, are not 
optimized for size or boot time (Win-
dows might apply a number of patches 
at boot time, for example), so the load 
balancer must compensate by keep-
ing idle VMs around to deal with load 
spikes, wasting resources and money.

Why couldn’t these problems with 
operating systems simply be fixed? 
Modern operating systems are in-
tended to remain resolutely general 
purpose to solve problems for a wide 
audience. For example, Linux runs on 
an incredibly diverse set of platforms, 
from low-power mobile devices to 
high-end servers powering vast data 
centers. Compromising this flexibility 
simply to help one class of users im-
prove application performance would 
not be acceptable.

On the other hand, a specialized 
server appliance no longer requires 
an OS to act as a resource multiplexer 
since the hypervisor can do this at a 
lower level. One obvious problem with 
this approach is that most existing 
code presumes the existence of large 
but rather calcified interfaces such as 
POSIX or the Win32 API. Another po-
tential problem is that conventional 
operating systems provide services 
such as a TCP/IP stack for communica-
tion and a file-system interface for stor-
ing persistent data: in our brave new 
world, where would these come from?

The MirageOS architecture—
dubbed unikernels—is outlined in Fig-
ure 1. Unikernels are specialized OS 
kernels that are written in a high-level 
language and act as individual soft-
ware components. A full application 
(or appliance) consists of a set of run-
ning unikernels working together as a 
distributed system. MirageOS is based 
on the OCaml (http://ocaml.org) lan-
guage and emits unikernels that run 
on the Xen hypervisor. To explain how 
it works, let’s look at a radical operat-
ing-system architecture from the 1990s 
that was clearly ahead of its time.

Library operating system. This is not 
the first time people have asked these 

existential questions about operating 
systems. Several research groups have 
proposed operating-system designs 
based on an architecture known as a 
library operating system (or libOS). The 
first such systems were Exokernel6 and 
Nemesis10 in the late 1990s. In a libOS, 
protection boundaries are pushed to 
the lowest hardware layers, resulting 
in: a set of libraries that implement 
mechanisms, such as those needed to 
drive hardware or talk network proto-
cols; and a set of policies that enforce 
access control and isolation in the ap-
plication layer.

The libOS architecture has several 
advantages over more conventional 
designs. For applications where per-
formance—and especially predictable 
performance—is required, a libOS 
wins by allowing applications to ac-
cess hardware resources directly with-
out having to make repeated privilege 
transitions to move data between user 
space and kernel space. The libOS 
does not have a central networking 
service into which both high-priority 
network packets (such as those from a 
videoconference call) and low-priority 
packets (such as from a background 
file download) are forced to mix and 
interfere. Instead, libOS applications 
have entirely separate queues, and 
packets mix together only when they 
arrive at the network device.

The libOS architecture has two big 
drawbacks. First, running multiple 
applications side by side with strong 
resource isolation is tricky (although 
Nemesis did an admirable job of min-
imizing crosstalk between interactive 
applications). Second, device drivers 
must be rewritten to fit the new mod-
el. The fast-moving world of commod-
ity PC hardware meant that, no mat-
ter how many graduate students were 
tasked to write drivers, any research 
libOS prototype was doomed to be-
come obsolete in a few short years. 
This approach worked only in the  
real-time operating-system space (for 
example, VxWorks) where hardware 
support is narrower. 

Happily, OS virtualization over-
comes these drawbacks on commod-
ity hardware. A modern hypervisor 
provides VMs with CPU time and 
strongly isolated virtual devices for 
networking, block storage, USB, and 
PCI bridges. A libOS running as a VM 

The goal of 
MirageOS is to 
restructure entire 
VMs—including  
all kernel and  
user-space code—
into more modular 
components that 
are flexible, secure, 
and reusable in  
the style of a library 
operating system. 
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MirageOS aims to unify these di-
verse interfaces—both kernel and ap-
plication user spaces—into a single 
high-level language framework. Some 
of the benefits of modern program-
ming languages include:

˲˲ Static type checking. Compilers can 
classify program variables and func-
tions into types and reject code where 
a variable of one type is operated on 
as if it were a different type. Static 
type checking catches these errors at 
compile time rather than runtime and 
provides a flexible way for a systems 
programmer to protect different parts 
of a program from each other without 
depending solely on hardware mecha-
nisms such as virtual memory pag-
ing. The most obvious benefit of type 
checking is the resulting lack of memo-
ry errors such as buffer or integer over-
flows, which are still prevalent in the 
CERT (Computer Emergency Readi-
ness Team) vulnerability database. A 
more advanced use is capability-style 
access control,19 which can be entirely 
enforced in a static type system such as 
ML’s, as long as the code all runs with-
in the same language runtime.

˲˲ Automatic memory management. 
Runtime systems relieve programmers 
of the burden of allocating and freeing 
memory, while still permitting manual 
management of buffers (for example, 
for efficient I/O). Modern garbage col-
lectors are also designed to minimize 
application interruptions via incre-
mental and generational collection, 
thus permitting their use in high-per-
formance systems construction.7,11

˲˲ Modules. When the code base 
grows, modules partition it into logical 
components with well-defined inter-
faces gluing them together. Modules 
help software development scale as 
internal implementation details can 
be abstracted and the scope of a single 
source-code change can be restricted. 
Some module systems, such as those 
found in OCaml and Standard ML, are 
statically resolved at compilation time 
and are largely free of runtime costs. 
The goal is to harness these module 
systems to build whole systems, cross-
ing traditional kernel and user-space 
boundaries in one program.

˲˲ Metaprogramming. If the runtime 
configuration of a system is partially 
understood at compile time, then a 
compiler can optimize the program 

needs to implement only drivers for 
these virtual hardware devices and 
can depend on the hypervisor to drive 
the real physical hardware. Isolation 
between libOS applications can be 
achieved at low cost simply by using 
the hypervisor to spawn a fresh VM for 
each distinct application, leaving each 
VM free to be extremely specialized to 
its particular purpose. The hypervisor 
layer imposes a much simpler, less 
fine-grained policy than a convention-
al operating system, since it just pro-
vides a low-level interface consisting 
of virtual CPUs and memory pages, 
rather than the process and file-ori-
ented architecture found in conven-
tional operating systems.

Although OS virtualization has 
made the libOS possible without 
needing an army of device-driver writ-
ers, protocol libraries are still needed 
to replace the services of a traditional 
operating system. Modern kernels 
are  written in C, which excels at low-
level programs such as device drivers, 
but lacks the abstraction facilities of 
higher-level languages and demands 
careful manual tracking of resources 
such as memory buffers. As a result, 
many applications contain memory-
handling bugs, which often manifest 
as serious security vulnerabilities. Re-
searchers have done an admirable job 
of porting both Windows and Linux to 
a libOS model,16 but for us this provid-
ed the perfect excuse to explore a less 
backward-compatible but more natu-
rally integrated high-level language 
model. Figure 2 shows the logical work-
flow in MirageOS. Precise dependency 
tracking from source code (both local 
and global libraries) and configuration 
files lets the full provenance of the de-
ployed kernel binaries be recorded in 
immutable data stores, sufficient to 
precisely recompile it on demand.

Stronger programming abstractions. 
High-level languages are steadily gain-
ing ground in general application de-
velopment and are increasingly used 
to glue components together via or-
chestration frameworks (for example, 
Puppet and Chef). Unfortunately, all 
this logic is typically scattered across 
software components and is written 
in several languages. As a result, it is 
difficult to reason statically about the 
whole system’s behavior just by analyz-
ing the source code.

Although OS 
virtualization has 
made the libOS 
possible without 
needing an army 
of device-driver 
writers, protocol 
libraries are still 
needed to replace 
the services  
of a traditional 
operating system.
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much more than it would normally 
be able to. Without knowledge of the 
runtime configuration, the compiler’s 
hands are tied, as the output program 
must remain completely generic, just 
in case. The goal here is to unify config-
uration and code at compilation time 
and eliminate waste before deploying 
to the public cloud.

Together, these features signifi-
cantly simplify the construction of 
large-scale systems: managed memory 
eliminates many resource leaks, type 
inference results in more succinct 
source code, static type checking veri-
fies that code matches some abstrac-
tion criteria at compilation time rather 
than execution time, and module sys-
tems allow the manipulation of this 
code at the scales demanded by a full 
OS and application stack.

A Functional Prototype In OCaml
We started building the MirageOS 
prototype in 2008 with the intention 
of understanding how far we could 
unify the programming models un-
derlying library operating systems 
and cloud-service deployment. The 
first design decision was to adopt the 
principles behind functional program-
ming to construct the prototype. Func-
tional programming has an empha-
sis on supporting abstractions that 
make it easier to track mutability in 
programs, and previous research has 
shown that this need not come at the 
price of performance.11 

The challenge was to identify the 
correct modular abstractions to sup-
port the expression of an entire oper-
ating system and application software 
stack in a single manageable struc-
ture. MirageOS has since grown into a 
mature set of almost 100 open-source 
libraries that implement a wide array 
of functionality, and it is starting to be 
integrated into commercial products 
such as Citrix XenServer.17

Figure 2 illustrates MirageOS’s de-
sign. It grants the compiler a much 
broader view of source-code dependen-
cies than a conventional cloud deploy-
ment cycle:

˲˲ All source-code dependencies of 
the input application are explicitly 
tracked, including all the libraries re-
quired to implement kernel function-
ality. MirageOS includes a build system 
that internally uses a SAT solver (us-

ing the OPAM package manager, with 
solvers from the Mancoosi project) to 
search for compatible module imple-
mentations from a published online 
package set. Any mismatches in inter-
faces are caught at compile time be-
cause of OCaml’s static type checking.

˲˲ The compiler can then output a 
full stand-alone kernel instead of just 
a Unix executable. These unikernels 
are single-purpose libOS VMs that 
perform only the task defined in their 
application source and configuration 
files, and they depend on the hypervi-
sor to provide resource multiplexing 
and isolation. Even the bootloader, 
which has to set up the virtual mem-
ory page tables and initialize the lan-
guage runtime, is written as a simple 
library. Each application links to the 
specific set of libraries it needs and 
can glue them together in applica-
tion-specific ways.

˲˲ The specialized unikernels are 
deployed on the public cloud. They 
have a significantly smaller attack sur-
face than the conventional virtualized 
equivalents and are more resource effi-
cient in terms of boot time, binary size, 
and runtime performance.

Why OCaml? OCaml is the sole 
base language for MirageOS for a few 

key reasons. It is a full-fledged sys-
tems programming language with 
a flexible programming model that 
supports functional, imperative, and 
object-oriented styles within a single, 
ML-inspired type system. It also fea-
tures a portable single-threaded run-
time that makes it ideal for porting 
to restricted environments such as 
a barebones Xen VM. The compiler 
heavily emphasizes static type check-
ing, and the resulting binaries are 
fast native code with minimal run-
time type information. Principal type 
inference allows type annotations to 
be safely omitted, and the module 
system is among the most powerful 
in a general-purpose programming 
language in terms of permitting flex-
ible and safe code reuse and refactor-
ing. Finally, there were several exam-
ples of large-scale uses of OCaml in 
industry14 and within Xen itself,17 and 
the positive results were encouraging 
before embarking on the large mul-
tiyear project that MirageOS turned 
out to be.

Modular operating-system librar-
ies. OCaml supports the definition 
of module signatures (a collection of 
data-type and function declarations) 
that abstract the implementation of 

Figure 3. A partial module graph for a static Web server.
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can recompile to switch away from us-
ing Unix sockets to the OCaml TCP/
IP stack shown by MirTCP in Figure 
3. This still requires a Unix kernel 
but only as a shell to deliver Ether-
net frames to the Web-server process 
(which now incorporates an OCaml 
TCP/IP stack as part of the applica-
tion). The last compilation strategy 
drops the dependency on Unix entire-
ly and recompiles the MirNet mod-
ule to link directly to a Xen network 
driver, which in turn pulls in all the 
dependencies it needs to boot on Xen. 
This progressive recompilation is key 
to the usability of MirageOS, since we 
can evolve from the tried-and-tested 
Linux or FreeBSD functionality gradu-
ally but still end up with specialized 
unikernels that can be deployed on 
the public cloud. This modular op-
erating-system structure has led to 
a number of other back ends being 
implemented in a similar vein to Xen. 
MirageOS now has experimental back 
ends that implement a simulator in 
NS3 (for large-scale functional test-
ing), a FreeBSD kernel module back 
end, and even a JavaScript target by 
using the js _ of _ ocaml compiler. 
A natural consequence of this modu-
larity is that it is easier to write por-
table code that defines exactly what it 
needs from a target platform, which is 
increasingly difficult on modern oper-
ating systems with the lack of a mod-
ern equivalent of Posix (which has led 
Linux, FreeBSD, Mac OS X, and Win-
dows to have numerous incompatible 
APIs for high-performance services).

Configuration and state. Libraries 
in MirageOS are designed in as func-
tional a style as possible: they are re-
entrant with explicit state handles, 
which are in turn serializable so that 
they can be reconstructed explicitly. 
An application consists of a set of li-
braries plus some configuration code, 
all linked together. The configuration 
is structured as a tree roughly like a 
file system, with subdirectories be-
ing parsed by each library to initialize 
their own values (reminiscent of the 
Plan 9 operating system). All of this is 
connected by metaprogramming—an 
OCaml program generates more OC-
aml code that is compiled until the 
desired target is reached.

The metaprogramming extends 
into storage as well. If an application 

module structures (definitions of con-
crete data types and functions). Mod-
ules can be parameterized over sig-
natures, creating functors that define 
operations across other data types. 
(For more information about OC-
aml modules, functors, and objects, 
see Real World OCaml, published by 
O’Reilly and available at https://real-
worldocaml.org.) We applied the OC-
aml module system to breaking the 
usually monolithic OS kernel func-
tionality into discrete units. This lets 
programmers build code that can be 
progressively specialized as it is be-
ing written, starting from a process 
in a familiar Unix environment and 
ending up with a specialized cloud 
unikernel running on Xen.

Consider a simple example. Fig-
ure 3 shows a partial module graph 
for a static Web server. Libraries are 
a module graph that abstract over 
operating-system functionality, and 
the OPAM package manager solves 
constraints over the target architec-
ture. The application MyHomePage 
depends on a HTTP signature that 
is provided by the Cohttp library. 
Developers just starting out want to 
explore their code interactively us-
ing a Unix-style development envi-
ronment. The Cohttp library needs 
a TCP implementation to satisfy its 
module signature, which can be pro-
vided by the UnixSocket library.

When the programmers are satis-
fied their HTTP logic is working, they 

Figure 4. Virtual address space of the MirageOS Xen unikernel target.
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uses a small set of files (which would 
normally require all the baggage of 
block devices and a file system), Mira-
geOS can convert it into a static OCaml 
module that satisfies the file-system 
module signature, relieving it of the 
need for an external storage depen-
dency. The entire MirageOS home page 
(http://openmirage.org) is served in 
this manner.

One (deliberate) consequence of 
metaprogramming is that large blocks 
of functionality may be entirely miss-
ing from the output binary. This makes 
dynamic reconfiguration of the most 
specialized targets impossible, and 
a configuration change requires the 
unikernel to be relinked. The lines of 
active (that is, post-configuration) code 
involved in a MirageOS Web server are 
shown in Table 1, giving a sense of the 
small amount of code involved in such 
a recompilation.

Linking the Xen unikernel. In a 
conventional OS, application source 
code is first compiled into object files 
via a native-code compiler and then 
handed off to a linker that generates 
an executable binary. After compila-
tion, a dynamic linker loads the exe-
cutable and any shared libraries into 
a process with its own address space. 
The process can then communicate 
with the outside world by system 
calls, mediated by the operating-sys-
tem kernel. Within the kernel, vari-
ous subsystems such as the network 
stack or virtual memory system pro-
cess system calls and interacts with 
the hardware.

In MirageOS, the OCaml compiler 
receives the source code for an en-
tire kernel’s worth of code and links 
it into a stand-alone native-code ob-
ject file. It is linked against a minimal 
runtime that provides boot support 
and the garbage collector. There is no 
preemptive threading, and the kernel 
is event driven via an I/O loop that 
polls Xen devices.

The Xen unikernel compilation 
derives its performance benefit from 
the fact that the running kernel has a 
single virtual address space, designed 
to run only the OCaml runtime. The vir-
tual address space of the MirageOS Xen 
unikernel target is shown in Figure 4. 
Since all configuration information 
is explicitly part of the compilation, 
there is no longer a need for the usual 

dynamic linking support that requires 
executable mappings to be added after 
the VM has booted.13

Benefits
Consider the life cycle of a traditional 
application. First the source code is 
compiled to a binary. Later, the binary 
is loaded into memory and an OS pro-
cess is created to execute it. The first 
thing the running process will do is 
read its configuration file and special-
ize itself to the environment it finds 
itself in. Many different applications 
will run exactly the same binary, ob-
tained from the same binary package, 
but with different configuration files. 
These configuration files are effectively 
additional program code, except they 
are normally written in ad hoc languag-
es and interpreted at runtime rather 
than compiled.

Deployment and management. 
Configuration is a considerable over-
head in managing the deployment of 
a large cloud-hosted service. The tra-
ditional split between the compiled 
(code) and interpreted (configuration) 
is unnecessary with unikernel com-
pilation. Application configuration is 
code—perhaps as an embedded do-
main-specific language—and the com-
piler can analyze and optimize across 
the whole unikernel. 

In MirageOS, rather than treating 
the database, Web server, and so on, 
as independent applications that must 
be connected by configuration files, 
they are treated as libraries within a 
single application, allowing the ap-
plication developer to configure them 
using either simple library calls for 
dynamic parameters or metaprogram-
ming tools for static parameters. This 
has the useful effect of making con-
figuration decisions explicit and pro-
grammable in a host language rather 
than manipulating many ad hoc text 
files and thus benefiting from static-
analysis tools and the compiler’s type 
checker. The result is a big reduction in 
the effort needed to configure complex 
multiservice application VMs.

One downside to a unikernel is the 
burden it places on the cloud orchestra-
tion layers because of the need to sched-
ule many more VMs with greater churn 
(since every reconfiguration requires 
the VM to be redeployed). The popular 
orchestration implementations have 

One downside  
to a unikernel  
is the burden  
it places on  
the cloud 
orchestration  
layers because  
of the need  
to schedule  
many more  
VMs with  
greater churn.
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down Linux kernel and MirageOS are 
similar, but the inefficiency creeps into 
Linux as soon as it has to initialize the 
user-space applications. The MirageOS 
unikernel is ready to serve traffic as 
soon as it boots.

The MLton20 compiler pioneered 
WPO (whole program optimization), 
where an application and all of its li-
braries are optimized together. In the 
libOS world, a whole program is ac-
tually a whole operating system: this 
technique can now optimize all the way 
from application-level code to low-level 
device drivers. Traditional systems es-
chew WPO in favor of dynamic link-
ing, sometimes in combination with 
JIT (just-in-time) compiling, where a 
program is analyzed dynamically, and 
optimized code is generated on the fly. 
Whole-program, compile-time optimi-
zation is more appropriate for cloud 
applications that care about resource 
efficiency and reducing their attack 
surface. Other research elaborates on 
the security benefits.13

An interesting recent trend is a 
move toward operating-system con-
tainers in which each container is man-
aged by the same operating-system 
kernel but with an isolated file system, 
network, and process group. Contain-
ers are quick to create since there is no 
need to boot a new kernel, and they are 
fully compatible with existing kernel 
interfaces. However, these gains are 
made at the cost of reduced security 
and isolation; unikernels share only 
the minimal hypervisor services via a 
small API, which is easy to understand 
and audit. Unikernels demonstrate 
that layering language runtimes onto 
a hypervisor is a viable alternative to 
lightweight containers.

A new frontier of portability. The 
structure of MirageOS libraries shown 
in Figure 3 explicitly encodes what the 
library needs from its execution envi-
ronment. While this has convention-
ally meant a Posix-like kernel and user 
space, it is now possible to compile OC-
aml into more foreign environments, 
including FreeBSD kernel modules, Ja-
vaScript running in the browser, or (as 
the Scala language does) directly tar-
geting the Java Virtual Machine (JVM). 

Some care is still required for ex-
ecution properties that are not ab-
stractable in the OCaml type system. 
For example, floating-point numbers 

grown rather organically in recent years 
and consist of many distributed compo-
nents that are not only difficult to man-
age, but also relatively high in latency 
and resource consumption. 

One of the first production uses for 
MirageOS is to fix the cloud-manage-
ment stacks by evolving the OCaml 
code within XenServer17 toward the 
structured unikernel worldview. This 
turns the monolithic management 
layer into a more agile set of intercom-
municating VMs that can be sched-
uled and restarted independently. 
MirageOS makes constructing these 
single-purpose VMs easy: they are 
first built and tested as regular Unix 
applications before flipping a switch 
and relinking against the Xen kernel 
libraries (http://openmirage.org/blog/
xenstore-stub-domain). When they are 
combined with Xen driver domains,3 
they can dramatically increase the 
security and robustness of the cloud-
management stack.

Resource efficiency and custom-
ization. The cloud is an environment 
where all resource usage is metered 

and rented. At the same time, mult-
itenant services suffer from variability 
in load that encourages rapid scaling 
of deployments—both up to meet cur-
rent demand and down to avoid wast-
ing money. In MirageOS, features that 
are not used in a particular build are 
not included, and whole-system op-
timization techniques can be used to 
eliminate waste at compilation time 
rather than deployment time. In the 
most specialized mode, all configura-
tion files are statically evaluated, en-
abling extensive dead-code elimina-
tion at the cost of having to recompile 
to reconfigure the service.

The small binary size of the uniker-
nels (on the order of hundreds of ki-
lobytes in many cases) makes deploy-
ment to remote data centers across the 
Internet much smoother. Boot time is 
also easily less than a second, making 
it feasible to boot a unikernel in re-
sponse to incoming network packets.

Figure 5 shows the comparison 
between the boot time of a service in 
MirageOS and a Linux/Apache distri-
bution. The boot time of a stripped-

Table 1. Approximate size of libraries used by a typical MirageOS unikernel running  
a Web server.

Library C/kLOC OCaml/kLOC

Boot 18 0

OCaml runtime 20 0

threads 5 27

interdomain comms trace 1

network driver 0 1

TCP/IP trace 12

block driver 0 1

HTTP 0 11

Total 43 52

Table 2. Other unikernel implementations.

Unikernel Language Targets

Mirage13 OCaml Xen, kFreeBSD, POSIX, WWW/js

Drawbridge17 C Windows “picoprocess”

HalVM8 Haskell Xen

ErlangOnXen Erlang Xen

OSv2 C/Java Xen, KVM

GUK Java Xen

NetBSD “rump”9 C Xen, Linux kernel, POSIX

ClickOS14 C++ Xen

http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=68&exitLink=http%3A%2F%2Fopenmirage.org%2Fblog%2Fxenstore-stub-domain
http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=68&exitLink=http%3A%2F%2Fopenmirage.org%2Fblog%2Fxenstore-stub-domain
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are generally forbidden when running 
as a kernel module; thus, a modified 
compiler emits a type error if floating-
point code is used when compiling for 
that hardware target.

Other third-party OCaml code of-
ten exhibits a similar structure, mak-
ing it much easier to work under Mi-
rageOS. For example, Arakoon (http://
arakoon.org) is a distributed key-value 
store that implements an efficient 
multi-Paxos consensus algorithm. 
The source-code patch to compile it 
under MirageOS touched just two files 
and was restricted to adding a new 
module definition that mapped the 
Arakoon back-end storage to the Xen 
block driver interface.

Unikernels in the Wild
MirageOS is certainly not the only 
unikernel that has emerged in the past 
few years, although it is perhaps the 
most extreme in terms of exploring 
the clean-slate design space. Table 2 
shows some of the other systems that 
build unikernels. HalVM8 is the clos-
est to the MirageOS philosophy, but 
it is based on the famously pure and 
lazy Haskell language rather than the 
strictly evaluated OCaml. On the other 
end of the spectrum, OSv2 and rump 
kernels9 provide a compatibility layer 
for existing applications, and deem-
phasize the programming model im-
provements and type safety that guides 
MirageOS. The Drawbridge project16 
converts Windows into a libOS with 
just a reported 16MB overhead per ap-
plication, but it exposes higher-level 
interfaces than Xen (such as threads 
and I/O streams) to gain this efficiency. 

Ultimately, the public cloud should 
support all these emerging projects as 
first-class citizens just as Linux and 
Windows are today. The Xen Project 
aims to support a brave new world of 
dust clouds: tiny one-shot VMs that 
run on hypervisors with far greater 
density than is currently possible and 
that self-scale their resource needs by 
constantly calling into the cloud fab-
ric. The libOS principles underlying 
MirageOS mean it is not limited to 
running on a hypervisor platform—
many of the libraries can be compiled 
to multiscale environments,12 ranging 
from ARM smartphones to bare-metal 
kernel modules. To understand the 
implications of this flexibility, we have 

been exploring use cases ranging from 
managing personal data4 and facilitat-
ing anonymous communication,15 to 
building software-defined data-center 
infrastructure.
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A gl  ance around any operating theatre reveals many 
visual displays for accessing pre- and intra-operative 
images, including computer tomography (CT), 
magnetic resonance imagery (MRI), and fluoroscopy, 
along with various procedure-specific imaging 
applications. They support diagnosis and planning 
and provide a virtual “line of sight” into the body 
during surgery. Although surgeons rely on the capture, 
browsing, and manipulation of these images, they are 
constrained by typical interaction mechanisms (such 
as keyboard and mouse). 

At the heart of the constraints is the need to 
maintain a strict boundary between what is sterile 
and what is not. When surgeons are scrubbed and 
gloved, they cannot touch these input devices without 
breaking asepsis. To get around it, several strategies 
are available for interacting with images, though 

they are often not ideal; for example, 
surgeons commonly request other 
members of the surgical team (such as 
radiographers and nurses) to manipu-
late images under their instruction.7,11 
While it can succeed, it, too, is not with-
out complications. Team members are 

Touchless 
Interaction  
in Surgery 

doi:10.1145/2541883.2541899

Touchless interaction with medical images 
lets surgeons maintain sterility during 
surgical procedures. 

By Kenton O’Hara, Gerardo Gonzalez, Abigail Sellen, 
Graeme Penney, Andreas Varnavas, Helena Mentis, 
Antonio Criminisi, Robert Corish, Mark Rouncefield, 
Neville Dastur, and Tom Carrell 

 key insights
 � �Beyond demonstrating technical  

feasibility, touchless interaction in  
surgery should be designed to work  
within operating-theatre practices. 

 � �Gesture design should consider not 
only individual interaction with medical 
images but how they are used in the 
context of collaborative discussion. 

 � �Gesture design across one and two 
hands should accommodate expressive 
richness, as well as the surgeon’s hands, 
but is constrained by the close proximity 
of the surgical team and movement 
restrictions due to sterile practice. 



january 2014  |   vol.  57  |   no.  1   |   communications of the acm     71

Ill



u

s
t

r
a

t
i

o
n

 b
y

 K
o

lle



c

t
e

d

not always available, producing frus-
tration and delay. Issuing instructions, 
though fine for relatively discrete and 
simple image-interaction requests, 
can be cumbersome and time consum-
ing. More significant, indirect manipu-
lation is not conducive to the more an-
alytic and interpretive tasks performed 
by surgeons using medical images. The 
way they interact with, browse, and se-
lectively manipulate them is closely 
bound up with their clinical knowledge 
and clinical interpretation. 

Research shows surgeons need di-
rect control of image data to mentally 
“get to grips” with what is going on in 
a procedure,7 something not achiev-
able by proxy. For direct hands-on con-
trol, some clinicians pull their surgical 
gown over their hands, manipulat-
ing a mouse through the gown.7 The 
rear of the gown, which is non-sterile, 

touches the mouse (also non-sterile), 
while the front of the gown and the 
hands, which are sterile, remain sepa-
rated from those surfaces (see Figure 
1). Such practices are not risk free. 
For non-invasive procedures, these 
practices are considered justified due 
to the clinical benefits they bring in 
terms of time savings and direct con-
trol of the images. For more invasive 
procedures, such practices are less 
appropriate. In circumstances where 
surgeons need hands-on control of 
images, surgeons must remove gloves 
and rescrub, taking precious time. 
For long procedures, possibly involv-
ing multiple occasions for interacting 
with images, the procedure can be de-
layed significantly, increasing both fi-
nancial cost and clinical risk. 

Giving surgeons direct control over 
image manipulation and navigation 
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portant path, and, more recently, the 
number of systems and research ef-
forts considering touchless control of 
medical images for surgical settings 
has grown significantly, as covered 
by Ebert et al.,1,2 Gallo,3 Johnson et 
al.,7 Kipshagen et al.,9 Mentis et al.,11 
Mithun et al.,13 O’Hara et al.,15 Rup-
pert et al.,16 Stern et al.,17 Strickland 
et al.,18 and Tan et al.19 One enabler of 
this growth is the Kinect sensor and 
software development kit,12 which has 
lowered barriers to entry, including 
financial cost, development complex-
ity, and need to wear trackable mark-
ers. The Kinect sensor is based on a 
laser and horizontally displaced in-
frared (IR) camera. The laser projects 
a known pattern onto the scene. The 
depth of each point in the scene is es-
timated by analyzing the way the pat-
tern deforms when viewed from the 
Kinect’s IR camera. 

When scene depth is estimated, a 
machine-learning-based algorithm 
automatically interprets each pixel as 
belonging to the background or to one 
of the 31 parts in which the controlling 
person’s body has been subdivided. 
This information is then used to com-
pute the position of the “skeleton,” a 
stickman representation of the human 
controller. Kinect has helped overcome 
some of the inherent challenges of 
full-depth skeleton capture with purely 
camera-based systems. With this range 
of systems, common themes have 
emerged, along with opportunity to ex-
plore a more diverse set of approaches 
to this particular problem area of touch-

less interaction during surgery. The 
concern is no longer to demonstrate the 
technical feasibility of such solutions 
but how to best design and implement 
touchless systems to work within the 
particular demands and circumstances 
that characterize practices in the oper-
ating theatre. Reflecting them, and with 
the growing interest in the technology, 
we highlight some lessons learned, as 
well as issues and challenges relevant to 
the development of these systems, be-
ginning with key projects. 

A leading example involves the sys-
tem used for multiple kinds of surgery 
at Sunnybrook Hospital in Toronto18 
in which a Kinect helps navigate a pre-
defined stack of MRI or CT images, us-
ing a simple constrained gesture set 
to move forward or backward through 
the images and engage and disengage 
from the system, an important issue 
revisited later. 

Any image transformation (such as 
rotating, zooming, or other parameter 
adjustments) is not available in the 
system unless these manipulations 
are integrated into the predefined im-
age stack. The simplicity of the Sun-
nybrook system reflects a genuine 
elegance. The limited number of ges-
tures yields benefits in terms of ease 
of use and system learnability. Such 
a constrained-gesture set can also 
offer certain reliability benefits: en-
abling use of reliably distinctive ges-
tures while avoiding “gesture bleed,” 
where gestures in a vocabulary share 
common kinaesthetic components, 
possibly leading to system misinter-
pretation. Given that the system is one 
of only a few actively deployed and in 
use today, such reliability concerns 
are paramount in the design choices 
made by its developers. Note, too, 
adoption of two-handed gestures in 
the design of the gestural vocabulary, 
a technique that can yield certain ben-
efits, as well as constrain the way the 
system is used in surgical contexts, a 
key theme covered later. 

While the Sunnybrook system re-
flects elegant simplicity, such an ap-
proach must also address inherent 
limitations. Interaction with medi-
cal images in surgical settings often 
extends beyond simple navigation, 
requiring a much richer set of image-
manipulation options beyond rotate/
pan/zoom to potentially include ad-

while maintaining sterility within the 
operating theatre is a key goal,20 one 
that has captured the imagination 
of research groups and commercial 
entities worldwide. For some, the ap-
proach is to insert a barrier between 
the sterile gloves of the surgeon and 
a nonsterile interaction device (such 
as IDEO’s optical mouse-in-a-bag so-
lution5). While such solutions reflect 
a certain elegance in their simplic-
ity, there remain certain practical con-
cerns at the patient bedside. In addi-
tion, barrier-based solutions involve 
certain inherent risks due to the po-
tential for damage to the barrier. Other 
approaches have sought to enable in-
teraction techniques in the operating 
theatre that avoid the need for contact 
with an input device altogether. The 
seeds of this interest were in evidence 
in the mid-2000s when computer-
vision techniques were first used for 
controlling medical-imaging systems 
by tracking the in-air gestures of the 
surgeon. Graetzel et al.,4 in an early ex-
ample of touchless medical imaging, 
let surgeons control standard mouse 
functions (such as cursor movement 
and clicking) through camera-tracked 
hand gestures. Shortly afterward, more 
sophisticated air-based gestures were 
used for surgical-imaging technology 
in the form of Wachs et al.’s Gestix sys-
tem.21 Rather than just emulate mouse 
functionality, Gestix introduced pos-
sibilities for more bespoke gesture-
based control (such as for navigation, 
zooming, and rotation). 

These initial systems paved an im-

Figure 1. Surgical gown used to avoid touching non-sterile mouse with sterile gloved hand. 
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It is not so much 
that more than 
one person wants 
to control images 
simultaneously  
but that sometimes 
one person must  
be able to fluidly 
hand over control  
to another person. 

justment of various image param-
eters (such as density functions to 
reveal features like bone, tissue, and 
blood vessels, and opacity). Such 
possibilities may even include mark-
ing up or annotating images during 
procedures. Moreover, manipulation 
may apply to whole images or more 
specific regions of interest defined 
by the clinician. With these possibili-
ties in mind, several recent projects 
involving Kinect-based touchless in-
teraction with surgical images have 
developed a much larger gesture set 
to accommodate the increased func-
tionality, as well as to interface with 
standardized open source Digital 
Imaging and Communications in 
Medicine (DICOM) image viewers and 
Picture Archive and Communication 
System (PACS) systems (such as Medi-
cal Imaging TOolkit and OsiriX). No-
table examples are systems developed 
by Ebert et al.,1,2 Gallo et al.,3 Ruppert 
et al.,16 and Tan et al.19 

Incorporating these richer func-
tional sets is impressive but involves 
notable challenges. One concerns 
the notion of expressive richness, or 
how to map an increasingly large set 
of functionalities (often involving the 
continuous adjustment of levels of a 
parameter) onto a reliably distinctive 
gesture vocabulary. Several approach-
es have been applied in these systems 
(such as use of modes to distinguish 
gestures and input modalities, in-
cluding speech and composite multi-
handed gestures). For example, using 
one- and two-handed tracking not 
only yields the benefits of bi-manual 
interaction but enables a richer set of 
expressive possibilities. In both Ebert 
et al.1,2 and Gallo et al.,3 the gesture set 
employs both one- and two-handed 
gestures. Different gesture combina-
tions (such as single-hand, two hands 
together, and two hands apart) can 
then be used to denote particular im-
age parameters that can be adjusted 
according to their respective position-
ing in the x, y, and z planes. More re-
cent versions of the Ebert et al.1 system 
include further expressive capabilities 
through algorithms that recognize 
more finger-level tracking in which 
spread hands are distinguishable 
from, say, open-palm hands. 

Along with the larger gesture sets 
enabled by this expressiveness comes 

concern over the learnability of the 
systems,14 particularly as new system 
functionalities may have to be accom-
modated. We see attempts to deal with 
these issues in the systems of Rup-
pert et al.16 and Tan et al.,19 building 
up compound gestures that combine 
dominant and non-dominant hands 
in a consistent and extendable way. 
The non-dominant hand is used for se-
lecting particular functions or modes, 
while the dominant hand moves with-
in the x, y, and z planes, for the contin-
uous adjustment of image parameters. 
In this way common gestures can be 
applied across a range of functional-
ities, making the system more learn-
able and extendable. 

What emerges is the use of one- and 
two-handed gestures as an important 
theme in the design and understand-
ing of touchless medical systems we 
pick up again later. In particular, while 
the varied approaches appear to be mo-
tivated by certain control pragmatics 
(such as need for expressive richness 
and learnability), what is not apparent 
is how particular design decisions are 
motivated by principles of bimanual in-
teraction design10 or more significantly 
the broader set of socio-technical is-
sues that arise when considering how 
these systems might be used in the con-
text of an actual surgical procedure. 

Another possibility is the use of 
voice recognition, as seen in the work 
of Ebart et al.2 and in our own work.15 
However, voice-recognition software 
involves special challenges in noisy 
operating theatres so, when used in 
isolation, may not be suitable for ma-
nipulation of continuous parameters. 
But most significant in the use of voice 
in these systems is how it can be com-
bined with gestural modality to achieve 
control; for discrete actions and func-
tions (such as changing mode and 
functionality) voice control could de-
liver important benefits. 

Socio-technical Concerns
A central concern goes beyond simply 
developing touchless control mecha-
nisms to overcome sterility require-
ments. First, they need to be situated 
in the context of working practices 
performed by the surgical team and 
in the setting of an operating theatre. 
Such settings and practices shape 
and constrain system design choices 
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specialist or trainee. A second signifi-
cant collaborative issue concerns col-
laborative clinical interpretation and 
discussion in which the various mem-
bers of the surgical team point and ges-
ticulate around the displayed images. 

In the GSTT system we sought to 
address them by tracking the skel-
etons of multiple team members, us-
ing color-coding to give them a dis-
tinct pair of cursors corresponding 
to their hands. This color-coding of 
cursors allows collaborators to point 
and gesticulate at different parts of 
the image as they discuss, interpret, 
and plan an appropriate course of ac-
tion. At any point, they can raise their 
hands and issue a spoken command 
to request control of the system so, as 
with the other systems covered here, 
there is a notion of a single dominant 
controller of the images. However, 
even in this mode, other team mem-
bers can point and gesture through 
visible cursors, assuming control at 
any time through voice command, if 
required by the procedure. 

System engagement, disengage-
ment. Gesturing before a screen is 
not always for the purpose of system 
control. Along with gesture in support 
of conversation, movement before a 
screen may result from other actions 
performed in the context of the pro-
cedure or as the surgeon attempts to 
transition between gestures. These 
actions raise the possibility of the sys-
tem inadvertently recognizing them 
as system-control gestures. Key in the 
design of the systems then is the need 
for mechanisms to move between 
states of system and engagement and 
disengagement, reinforced with ap-
propriate feedback to signal the sys-
tem state. 

Multiple approaches are seen in 
various systems, each bringing its own 
set of pros and cons; for example, in 
the Sunnybrook system,18 the develop-
ers incorporated a deliberately unusu-
al gesture above the head to engage/
disengage the system. Such a gesture 
is not likely to occur in the course of 
other activity so can be considered use-
ful in terms of avoiding inadvertent 
triggering. In developing our system, 
we tried a number of approaches with 
varying success; for example, to engage 
the system to recognize gestures, we 
initially used a right-handed “waving” 

x-ray images to help the surgeon vi-
sualize where the inserted wires and 
stents are located with respect to the 
actual structure of the aorta. This 
combined overlay is manipulated 
through the system’s Kinect-based 
gesture and voice recognition (see 
Figure 2 and Figure 3). 

In designing the system we had to 
address notable socio-technical con-
cerns with broader significance for 
how to think about system develop-
ment, including collaboration and 
control, engagement and disengage-
ment, and image inspection with one 
hand, two hands, and hands-free. 

Collaboration and control. In many 
systems, the design focus is on provid-
ing a single point of control for the sur-
geon in the operating theatre. While 
this remains an important goal, sur-
gery involves significant collaborative 
aspects of imaging practices (such as 
in Johnson et al.7 and Mentis et al.11). 
It is not so much that more than one 
person wants to control images simul-
taneously but that sometimes one per-
son must be able to fluidly hand over 
control to another person; for example, 
if the surgeon is busy with the proce-
dure and patient management, other 
clinical support may have to assume 
control of the images. Other times, the 
clinician leading the procedure might 
hand over certain responsibilities to a 

involving, say, tracking algorithms, 
gesture vocabulary, and distribution 
of interaction across different in-
put modalities, including voice and 
gesture. While many of the systems 
discussed here were developed in col-
laboration with and successfully used 
by clinical partners, the rationale 
behind their design choices often 
remains implicit with respect to the 
settings and work practices in which 
they are deployed. As the field grows, 
it is worth reflecting on these issues 
and making them more explicit. To 
do this we draw on our experience de-
veloping a system for use in vascular 
surgery and how its design choices 
relate to particular socio-technical 
concerns following observations in 
the operating theatre. The focus on 
our own experience is for illustra-
tive purposes, our intention being to 
highlight lessons for the broader set 
of technologies we discuss. 

The system we developed was for 
use during image-guided vascular 
surgery at Guy’s and St. Thomas’ Hos-
pital (GSTT) in London, U.K. During 
such a procedure, the surgeon is con-
tinuously guided by live fluoroscopy 
and x-ray images on a bank of moni-
tors above the patient table. On one 
of them, a volumetric rendering of 
the aorta (from preoperative CT data) 
is overlaid on continuously updated 

Figure 2. Gesture system for manipulating 3D overlay in vascular surgery. 
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gesture that suffered from “gesture 
transition,” whereby the movement 
necessary to initiate the hand-wave 
gesture was sometimes recognized as a 
discrete gesture in and of itself. 

This misinterpretation relates to 
the notion of “gesture spotting,” or 
detection of the start and end points 
of a gesture through low-level kinaes-
thetic features (such as acceleration8). 
While gesture-spotting techniques 
are improving, it remains an inher-
ently difficult challenge for system 
developers. One way to address it is 
through non-classification-based 
techniques, whereby continuous im-
age parameters correspond to con-
tinuous positioning of the controller’s 
hands. But such approaches are prone 
to the gesture-transition problem for 
a multiple reasons (such as when pa-
rameter adjustment extends beyond 
the reach of natural arm movements 
in either plane and particular areas of 
the screen are used for additional fea-
ture access). To address them, we in-
corporated a clutching mechanism in 
which arms are withdrawn close to the 
body to declutch the system, allowing 
movement transition without corre-
sponding image manipulation by the 
system. 

We also adopted a time-based lock 
in which surgeons hold their hands in 
position for a few seconds. While suc-
cessful in other domains of gestural 
interaction, our evaluations with sur-
geons found a natural tendency for 
them to pause and inspect the image 
or hold a pose to point at a specific 
feature in the image. These behaviors 
clashed with the pause-based lock ges-
ture, leading us to modify the system 
so engaging and disengaging control is 
achieved through a simple voice com-
mand that complements the gesture 
vocabulary and works well when a dis-
crete change of state is needed. 

Other developers have also ex-
plored automatic determination of 
intention to engage and disengage 
from a system; a good example is the 
work of Mithun et al.,13 discussing 
contextual cues (such as gaze, hand 
position, head orientation, and torso 
orientation) to judge whether or not a 
surgeon intends to perform a system-
readable gesture. Such approaches 
show promise in avoiding uninten-
tional gestures, though determining 

human intent on the basis of these 
cues remains a challenge; for exam-
ple, contextual cues are likely to be 
similar when talking and gesticulat-
ing around the image during collab-
orative discussion (such as when in-
tending to interact with the system). 

One hand, two hands, hands-free. 
Some systems discussed here make 
use of both one- and two-handed ges-
tures. Besides increasing the richness 
of gesture vocabulary and exploiting 
important properties of bimanual ac-
tion during interaction, important 
clinical considerations are at play in 
the ways systems are designed for one 
or two hands; for example image in-
teraction is sometimes needed when 
a surgeon holds certain medical in-
struments, raising questions as to 
how many hands are available to per-
form certain gestural operations at a 
particular moment. The design of the 
gestural vocabulary is not just a ques-
tion of having the right number of 
commands to match functionality but 
also how to reflect the clinical context 
of use as well. 

Our GSTT system uses a range of 
one- and two-handed gestures. For 
panning and zooming an image, our 
observations and interviews with sur-
geons suggested these manipulations 
are typically done at points when in-
struments and catheter wires can be 

put down. For fading the opacity of 
the overlay and annotating the over-
lay with markers (such as to highlight 
a point of correspondence on the un-
derlying fluoroscopy image), the sur-
geon may be holding onto the cath-
eter, thereby leaving only one hand 
free. For these clinical reasons the 
system uses two-handed gestures for 
panning and zooming, but for opacity 
fading, the gesture can be performed 
with the hand that is free. For mark-
ing the image overlays the system 
combines one-handed tracking with 
a voice command, allowing the com-
mand to be carried out while holding 
the catheter. 

This is not to say touchless control 
should be available at all times clini-
cians are using other instruments. 
There are indeed many points in a 
procedure when image manipulation 
could be a distraction to the task at 
hand. But there are opportunities for 
a combination to be considered by 
system developers; as a consequence, 
the specification of gesture vocabu-
lary across both hands must be de-
fined with clinical significance. Dif-
ferent kinds of surgical procedures 
clearly involve different constraints 
in terms of how and when image-
manipulation opportunities can be 
combined with the use of surgical 
instruments, thus calling for careful 

Figure 3. Gesture system for vascular surgery in theatre. 
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surgeon’s torso between the hips and 
chest level; shoulders, upper chest, 
thighs, and back are considered great-
er risks for compromising sterility, so 
movements in these areas (and there-
by gestures) must be avoided. More-
over, the operating table itself hides 
the lower half of the surgeon’s body, 
while away from the table the surgeon 
reveals more of the whole body to the 
tracking system. Kinect offers two 
tracking modes: default, optimized 
for full-body-skeleton tracking, and 
seating, optimized for upper-torso 
tracking (head, shoulders, and arms). 
While full-body tracking suits the situ-
ation in Figure 4a, the upper torso-
tracking mode is better suited for the 
one in Figure 4b. 

The surgeon’s position at the op-
erating table is defined by the clinical 
demands of the procedure so is not 
always in an ideal position in front 
of the gesture-sensing equipment in 
terms of distance and orientation. Sys-
tem developers may have to account 
for and accommodate such variations 
in the design of gestures and tracking 
capabilities. The examples here are 
intended to illustrate the broader is-
sues, though developers may want to 
consider other clinically dependent 
and theatre-dependent configurations 
(such as a surgeon sitting in front of a 
PACS, system, as in Figure 1). 

Conclusion 
The goal is not simply to demonstrate 
the feasibility of touchless control in 
clinical settings; important design 
challenges range from the gesture vo-
cabulary to the appropriate combina-
tion of input modalities and specific 
sensing mechanisms. We have shown 
how they can play out in the develop-
ment of the systems but must be ad-
dressed further, especially as used in 
real-world clinical settings. This is not 
a straightforward matter of requesting 
clinicians specify what they want by 
way of a gesture vocabulary. 

While clinician participation in 
the design process is essential it is not 
just a matter of offloading gesture de-
sign to clinicians. Rather, it is about 
system developers understanding 
how the work of clinical teams is or-
ganized with respect to the demands 
of the procedure and the particular 
properties of the physical setting 

other important consideration—the 
physical location of surgeons when 
they need to interact with different 
imaging systems (see Figure 4). Aside 
from the use of tools at the operat-
ing table, the operating table can be a 
crowded environment, with surgeons 
often in close proximity to other mem-
bers of the surgical team. Not only 
can this affect a system’s approach to 
tracking but also impose constraints 
on the kinds of movement available 
for gesture design (such as physical 
restrictions of working in close prox-
imity to others and those due to strict 
sterile practice). In sterile practice, 
hand movements must be restricted 
to the area extending forward from the 

consideration of how to accomplish 
input, especially when both hands 
may be holding instruments. In such 
circumstances it might be possible to 
exploit voice commands for hands-
free manipulation (providing they are 
suitable to the discrete properties of 
voice commands) or combine voice 
with other input (such as foot ped-
als, gaze input, and head movement). 
The point is when designing these 
systems developers must take an ap-
proach based not simply on techni-
cal but also on clinical demands as to 
whether one, two, or no hands are free 
for image interaction. 

At the operating table, away from 
the operating table. This points to an-

Figure 4. Interacting with medical images: (a) away from the operating table; and (b) at the 
operating table. 

(a)

(b)
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(such as a clinical team’s positioning 
and movement around the patient, 
colleagues, and artifacts). 

Developers must also view these 
systems not simply as sterile ways to 
perform the same imaging as they 
would without them but must under-
stand what clinicians are trying to 
achieve through their imaging prac-
tices and how they are shaped by fea-
tures of the procedure with respect 
to sterility. Combining this principle 
with an understanding of the techni-
cal properties of touchless systems, 
system developers can then drive de-
sign with a view to how they enable 
image interpretation, communica-
tion, and coordination among clinical 
team members. 

Related is the need to evaluate the 
system as it will be used in the real 
world. The concern here is less basic 
usability than how it could change the 
practice of the surgical team, what 
it needs to do to accommodate the 
team, and the factors that constrain 
the way the system is used. One im-
portant consideration here is fatigue, 
or “gorilla arm,” due to prolonged use 
in theatre that could affect system use, 
as well as other physical features of 
surgical practice. 

While our focus here is overcoming 
the constraints of sterility in the op-
erating theatre, a much broader issue 
involves infection control in hospital 
settings involving multiple devices, 
systems, and applications—from 
large displays to mobile units like tab-
let computers—for which touchless 
interaction mechanisms could play a 
role not just for medical profession-
als but for patients as well. Interesting 
examples include the GestureNurse 
system6 in which a robotic surgical as-
sistant is controlled through gesture-
based commands. 

Consider, too, 3D imaging in the op-
erating theatre. Interpreting the enor-
mous number of images produced by 
scanning technologies is cumbersome 
through traditional slice-by-slice visu-
alization-and-review techniques. With 
the volumetric acquisition of scans, the 
data is increasingly visualized as 3D re-
constructions of the relevant anatomy 
that are better exploited through full 
3D interaction techniques. Although 
a number of systems allow manipu-
lation of 3D anatomical models they 

tend to do so through the standard two 
degrees of freedom available with tra-
ditional mouse input. The tracking of 
hands and gestures in 3D space opens 
up a much richer set of possibilities for 
how surgeons manipulate and interact 
with images through the full six de-
grees of freedom. 

Moreover, with the addition of ste-
reoscopic visualization of 3D render-
ings, system developers can further 
address how to enable clinicians to 
perform new kinds of interactions 
(such as reaching inside an anatomi-
cal model). They might also consider 
how touchless gestural interaction 
mechanisms provide new possibilities 
for interacting with objects and ana-
tomical structures at a distance or oth-
erwise out of reach (such as on a wall-
size display and a display unreachable 
from the operating table). Opportu-
nities do not involve just interaction 
with traditional theatres and displays 
but radical new ways to conceive the 
entire design and layout of operating 
theatres of the future. 	
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M icro-blogging lets the  public stay involved 
in risk communication following disasters. Here, 
we explore the patterns of risk communication on 
Twitter regarding the nuclear radiation threat in the 
aftermath of the 2011 Fukushima earthquake and 
tsunami, focusing on patterns of retweets of alarm 
and reassurance and providing insight into micro-
blogging behavior and its consequences. 

Communication is important in emergency 
response.5,10,11,15,16,18 In the aftermath of the 2011 
Fukushima earthquake and tsunami, Twitter was 

an important social medium for dis-
tributing information to millions of 
people worldwide, including in Ja-
pan, with the Japanese government 
sharing emergency information, re-
lief organizations sharing shelter in-
formation, and ordinary citizens post-
ing news of their local situations.25 

Radiation fears were of utmost 
importance to the Japanese people. 
However, the Japanese government 
and Tokyo Electric Power Company 
(TEPCO), owner of the crippled nu-
clear plant in Fukushima, had trouble 
communicating with them regarding 
the related risk. Moreover, available 
information included conflicting and 
contradictory statements and claims. 
For example, Greenpeace said data 
from its own scientists largely cor-
related with official Japanese data,8 
while Japanese public broadcasting 
outlet NHK reported “The Japanese 
government withheld the release of 
data showing that levels of radiation 
more than 18 miles (30 kilometers) 
from the crippled Fukushima nuclear 
plant exceeded safe levels.”14 The Jap-
anese public’s response was to begin 
asking whether the government was 
indeed telling the truth or perhaps 
covering up potential risks that could 
prompt public panic. 

Pew Research reported that Twit-
ter included more than 500 million 
users worldwide as of February 2012 
(http://www.pewinternet.org). Among 
U.S. Internet users, 15% used the 

Retweeting 
the 
Fukushima 
Nuclear 
Radiation 
Disaster 

DOI:10.1145/2500881 

The Japanese government tweeted to calm 
public fear, as the public generally listened to 
tweets expressing alarm. 

By Jessica Li, Arun Vishwanath, and H. Raghav Rao 

 key insights
 � �Risk communication can be viewed 

through the lens of the Twitterverse,  
particularly in the form of retweets, as  
reflected in the Japanese public’s fears 
over the 2011 Fukushima radiation  
emergency and the Japanese government’s 
related effort to calm them. 

 � �In the days following the disaster, the public 
was more concerned about the dead and 
missing and the tsunami’s devastation, but 
fear over the safety of the affected nuclear 
power plant quickly came to dominate. 

 � �While government sources produced 
more reassuring tweets than did ordinary 
citizens, they were eventually retweeted 
less, signifying their loss of influence.
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individuals and other private entities, 
letting them quickly transfer infor-
mation in risk communication and 
information management, dissemi-
nating messages of assurance and 
comfort to the victims of disasters. 
Risk communication is the focus of 
information management immedi-
ately after a disaster. Certain disaster 
situations result in prolonged periods 
of danger and instability as organiza-
tions and governments decide how to 
balance the level of information they 
should provide, addressing concern 
over causing panic, and, in some in-
stances, their own reputations and 

service, with 8% doing so on a daily 
basis. A common Twitter behavior 
called “retweeting” involves users 
passing on or sharing the tweets they 
find of interest to their own follow-
ers and contacts. Among the millions 
of messages disseminated each day, 
retweets reflect the information that 
most strongly affects Twitter readers. 
Retweeting implies at least one read-
er viewed the information as impor-
tant enough to want to share it, mak-
ing retweets more reflective of and 
influential on the mood of the general 
population, which hears from a much 
greater number of observers than it 

would through a typical lone, unre-
peated Twitter message (http://www.
retweetrank.com). Our focus here is 
on how retweets were used to spread 
both alarming and reassurance infor-
mation. 

Research Background 
Use of social media by any govern-
ment limits the lag in information 
flow from traditional mass media 
to individuals and from individuals 
to other individuals in the form of 
models (such as the “two-step flow” 
of communication).9 Social media of-
fers the government direct access to 

Top 25 most retweeted messages. 

Green are messages originating with the Japanese government; blue originate from other sources.

Rank Main Message of Retweet No. of Retweets Date of First Tweet Main Source

1 Low levels of radiation found in U.S. milk. 389 Mar. 31 AP

2 Japan's chief cabinet secretary says it could be several months before radiation stops 
leaking from Fukushima nuclear plant. 

234 Apr. 3 AP

3 Radiation in water rushing into sea tests millions of times over limit. 181 Apr. 5 CNN

4 Despite everything you've heard, the health risk of radiation in Japan remains pretty low. 151 Apr. 7 Time

5 At this time, Japan radioactive particles detected around the world have no health risk to 
humans. 

145 Mar. 25 WHO News

6 Radiation levels keep rising. Why doesn’t Japan bury the reactors now?! 130 Mar. 31 Eric Grill

7 Level of radiation in ocean off Japan's damaged nuclear plant rises to 4,385 times the 
standard. 

129 Mar. 31 CNN 

8 Three Mile Island was 32 years ago. I was 10 miles away. So here's facts on radiation, 
beyond the XKCD graphic. 

123 Mar. 29 Anil Dash 

9 Iodized salt doesn't have enough iodine to protect you from radiation. Too much iodized 
salt can cause poisoning. 

111 Mar. 17 WHO News

10 Radiation counters sell out amid U.S. fears over Japan's nuclear reactor. 108 Mar. 29 WWB 

11 The Fukushima situation has exposed a grave danger to our world. But the danger isn't 
radiation, it's the poor state of science education. 

89 Mar. 21 Damned 
Facts

12 EPA boosts radiation monitoring after low levels found in milk. 87 Mar. 31 CNN 

13 Japan eases restrictions on milk, spinach after radiation levels fall below legal limits for 
three straight weeks. 

87 Apr. 8 CNN 

14 For the first time, Japan sets a standard for the amount of radiation allowed in fish. 86 Apr. 5 Breaking 
News 

15 Governor says radiation levels in Tokyo 20 times normal, The Japan Times reports. 83 Mar. 16 CNN 

16 Hiroshima organizes scientific teams and medical treatment to aid victims of radiation 
poisoning. 

61 Mar. 17 Democracy 
Now

17 Japan races to find radiation leak path. 57 Apr. 4 BBC 

18 Radiation scare sparks run on bottled water in Tokyo. 57 Mar. 24 Reuters 

19 IAEA says radiation levels at Iitate, 40km from Japan's Fukushima plant, exceed one of 
its “operational criteria for evacuation.” 

56 Mar. 30 BBC

20 Seawater radiation measured at 7.5 million times legal limit. 53 Apr. 5

21 Fukushima radiation found in U.K. 52 Mar. 29 BBC 

22 Japan's chief cabinet secretary Yukio Edano says it could be several months before radia-
tion stops leaking from Fukushima nuclear plant. 

51 Apr. 3 Sky News 

23 112,000 Americans die from obesity every year. No one has died from radiation in Japan. 51 Mar. 29 Invisible 
Gaijin 

24 Radiation levels "10,000x higher than normal" prompt fears of nuclear reactor breach at 
Fukushima. 

50 Mar. 25 Al Jazeera 

25 Japan seeks Russia's help over nuclear leak. 50 Apr. 5 Al Jazeera 

http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=80&exitLink=http%3A%2F%2Fwww.retweetrank.com
http://mags.acm.org/communications/january_2014/TrackLink.action?pageName=80&exitLink=http%3A%2F%2Fwww.retweetrank.com
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political need to save face. The nucle-
ar radiation danger in Japan in 2011 
was one such instance.7 What, when, 
and how to communicate to the pub-
lic sums up the concept of risk com-
munication. 

“Risk communication has been 
defined as an interactive process of 
an exchange of information involving 
multiple messages about the nature 
of risk,” according to Chartier and 
Gabler.4 News and social media play 
an important role not only providing 
information but also bringing the 
public’s attention to urgent matters. 
However, when experiencing a stress-
ful situation, the public might view 
risk-related information issued by of-
ficial sources (such as a government) 
as biased, incomplete, or incorrect, 
tending to leave them feeling dissat-
isfied.4 

Reassurance. Many major interna-
tional news outlets reported the Japa-
nese government withheld release of 
accurate radiation data,13 possibly to 
avoid alarming the public, as it tried 
to provide reassurance. Prior research 
explored reassurance, though not 
in the context of micro-blogging; for 
example, Barnett et al.1 weighed the 
public perception of precautionary 
advice originating from the U.K. gov-
ernment in 2007 on possible health 
risks from mobile phones, observing 
whether risk was presented as less se-
rious than it truly was, leading to pub-
lic anxiety, panic, or anger when the 
truth was ultimately revealed. Other 
times it can be important for a govern-
ment to attempt to purposely get peo-
ple concerned. An important matter 
to understand is how the Twitter en-
vironment fosters a balance between 
alarm and reassurance and how the 
public receives messages from the 
government under various circum-
stances. Ungar24 explored media re-
assurance under “hot crisis” condi-
tions, trying to identify the scenarios 
in which reassuring coverage is more 
likely than alarming coverage, and 
found reassurance much more likely 
in the immediate aftermath of a di-
saster when panic can spread quickly. 

Analysis 
We emphasize how retweets echo 
through the Twitterverse to deter-
mine whether the information shared 

in the aftermath of the Japanese 
earthquake and tsunami produced re-
assurance or alarm. Emphasizing the 
tone of the retweets, we explore what 
information the public shared. We 
also explore how the Japanese govern-
ment communicated through Twitter 
and how the information was received 
in the context of reassurance despite 
the risky situation. Weighing Twitter 
use in this context will improve how 
it is managed by governments, as well 
as by the public, in future disasters. 

Data collection. Using the Twit-
ter search API with a service called 
“Twapper Keeper,” we collected sev-
eral hundred thousand tweets con-
taining the term “Japan radiation” in 
the month following the earthquake. 
“RT @” and “via username” were the 
two most common ways we used to 
distinguish retweets from regular 
tweets, helping us narrow the dataset 
to 38,300 retweets regarding radiation 
in the month following the earth-
quake. While it was possible that re-
trieving tweets based on “Japan radia-
tion” might not have been about 2011, 
the fact that the data was collected at 
the time of the incident gave us con-
fidence as to the accuracy of the sam-
ple. We did not include other alterna-
tive conventions for retweets in our 
investigation. We also did not clean 
the data to account for bots, though 
our inspection of the most frequently 
cited users in our raw data found none 
were retweeting and thus not includ-
ed. We identified and focused on only 
the top retweeted messages. 

Coding schema. To determine the 
best way to measure characteristics of 
alarm and reassurance of our includ-
ed retweets, we examined the previ-
ous literature; for example, Stephens 
and Edison23 used a simple classifica-
tion “measuring the number of reas-
suring or positive statements versus 
alarming or negative statements,” 
and Speckens et al.20 developed ques-
tionnaires for measuring reassurance 
(in the context of whether patients 
feel reassured by their physicians). 
We adapted some of it to our own re-
search context to develop our coding 
schema; for instance, reassurance 
and alarm are not the only dimen-
sions a retweet can have. Likewise, 
a tweet not expressing alarm is not 
by default reassuring and vice versa. 
Following the literature, we created 
a codebook to help determine if the 
author of a tweet was communicating 
alarm, fear, or something else. Cod-
ing categories and associated ques-
tions included: 

Alarm. Did the tweet communicate 
worry and indicate the situation is 
dangerous?; and 

Reassurance. Did the tweet com-
municate fear (reverse coded) or com-
municate calm? 

We also measured another dimen-
sion: 

Doubt. Did the message communi-
cate doubt about the situation? 

Finally, we were also interested in 
whether a particular tweet was from 
the Japanese government, so we cod-
ed two additional questions: Was the 

Figure 1. Timeline of radiation retweets. 

4,000

2,000

0

3/15 3/20 3/25

  Number of Retweets

Maximum fear of meltdown

3/30 4/04



contributed articles

82    communications of the acm    |   january 2014  |   vol.  57  |   no.  1

alarm and five reassurance. Given the 
information regarding radiation lev-
els and concern expressed in the top 
retweeted messages, the general pub-
lic had messages of both alarm and 
reassurance, reflecting both sides of 
the picture. 

Results 
Of the 38,300 retweeted messages in 
our sample, our two coders looked at 
50 random messages to get a sense of 
the tone of the messages; we then ran-
domly selected 1,520 more through an 
Excel rand() function. The distribu-
tion of the distinct retweets in these 
messages showed a pattern similar to 
our full universe of tweets based on 
a standard data-reduction technique 
used in large qualitative datasets.12 

The coders then independently 
coded the full sample dataset of 
1,520 messages. The Kappa value 
for inter-coder reliability of the full 
sample dataset was .977; Kappa value 
higher than .70 is viewed as accept-
able, rendering our analysis rigorous 
since most other such efforts involve 
inter-coder reliability for a subsam-
ple smaller than ours. Note “distinct 
retweets” refers to this total pool of 
1,520 messages, weighing each mes-
sage equally. “Total retweets” means 
the number of times each message 
was retweeted, or the 9,545 times the 
distinct messages were retweeted in 
total. 

Our coders coded the questions 
independently; a positive response 
to one question did not necessar-
ily require a negative response to an-
other. This way we ensured we were 
measuring truly different things. We 
conducted a non-parametric T test for 
the dimensions. The results (t value = 
6.78; prob < 0.0001) indicated a statis-
tically significant difference between 
the mean values for retweets express-
ing alarm and retweets expressing re-
assurance. 

The number of tweets concerning 
nuclear radiation began at a relatively 
low level, shifting over time. Retweet 
activity peaked at the end of March 
when fear of a nuclear meltdown was 
widespread, after which it decreased 
gradually through early April. We 
separated the data sample into three 
periods reflecting these patterns. 
The first, period 1, included retweets 

message from (or related to) govern-
ment?, and if it was, did it represent 
a direct quote or a secondary quote? 

Inter-Coder Reliability 
We hired two graduate students to 
work 100 hours each. Both had prior 
experience on projects involving the 
coding of tweets. Before the formal 
coding process began, we conducted 
a pilot coding session with a random-
ly chosen 50 tweets. The Kappa value 
of .90 was high, confirming coding re-
liability. 

Descriptive analysis. Figure 1 out-
lines the distribution of the retweets 
for the month following the 2011 
earthquake and tsunami. We ob-
served how the retweets and their 
origin changed over time as the pub-
lic’s concern unfolded. Public inter-
est in the nuclear question began 
moderately but shifted over time. The 
public was more focused on the dead 
and missing and the raw devastation 
of the tsunami. Meanwhile, the pos-
sibility of a nuclear meltdown began 
to emerge. Indeed, there was still the 
expectation that cooling of the nucle-
ar plant would resume on March 12 
and therefore radiation was a rela-
tively trivial issue in the larger pic-
ture of the earthquake and tsunami.3 
However, public fear for the safety of 
the nuclear plant continued to grow 
as TEPCO failed to bring the situa-
tion under control. The number of 

retweets with the words “Japan radia-
tion” increased steadily as the situa-
tion evolved. Twitter retweet activity 
peaked in the final days of March as 
the possibility of a meltdown contin-
ued and the public’s radiation fear in-
creased dramatically.26 

Reflecting evolving risk communi-
cation, the table here lists the top 25 
most commonly retweeted messages 
and their frequency in the month fol-
lowing the earthquake and tsunami. 
Messages originating with the govern-
ment are highlighted in green; others 
are in blue. Nine conveyed informa-
tion from a government agency, or 
30% of the most frequently retweeted 
content. The rest was of a more inde-
pendent nature communicated by a 
variety of sources. Of the 25 messages, 
with the exception of two from Twit-
ter users, 23 had all been passed on 
from major traditional media. 

Among the top 25, only three took a 
reassuring tone, with most reflecting 
alarm or caution. The top messages 
sought to avoid overassurance, in-
cluding “Low levels of radiation found 
in U.S. milk”; “Japan’s chief cabi-
net secretary says it could be several 
months before radiation stops leak-
ing from Fukushima nuclear plant”; 
and “Radiation in water rushing into 
sea tests millions of times over limit.” 
All managed to only increase pub-
lic concern. Looking further at the 
top 25 retweets, at least 12 conveyed 

Figure 2. Retweets expressing reassurance and alarm. 
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(579) from before March 29; the sec-
ond, period 2, included those (493) 
from March 30 to April 3; and period 
3 included retweets (450) from April 
4 to April 8. Despite each including a 
similar number of retweets, each also 
represents a distinct time period with 
regard to the disaster and within the 
micro-blogging community. In the 
days following the earthquake, little 
was changing, and the public had not 
yet focused on the nuclear situation. 
Twitter activity surged in period 2 
with regard to radiation, as a nuclear 
meltdown became a distinct possibil-
ity. Period 3 followed this surge in in-
terest and activity. 

Alarm. We conducted nonpara-
metric analysis—Friedman’s non-
parametric test in SAS—to determine 
if the three subsample sets reflected 
different patterns over time commu-
nicating messages of alarm; results 
included Chi-Square = 28.9036 with 
p<0.0001, meaning the sub-datasets 
showed significant differences in 
the communication patterns convey-
ing messages of alarm. These results 
also reflect local Fukushima circum-
stances as the situation unfolded. 
The great surge in Twitter activity 
coincided with a notable increase in 
alarm. Looking at the average of the 
two alarm questions in period 1, we 
see these tweets were unamplified, 
representing 43% of the total num-
ber of messages but 47% of the pool 
of distinct retweets, an amplification 
factor of 0.91, or 43%/47%. As alarm 
increased, the Twitter community 
began retweeting messages express-
ing alarm more frequently than those 
expressing lack of concern, thus am-
plifying content involving alarm. We 
calculated an amplification factor of 
1.19 in period 2 (64%/54%) and 1.32 in 
period 3 (62%/47%) (see Figure 2). 

As the Fukushima situation grew 
worse, amplification increased great-
ly. As alarm information decreased, 
the public remained in a state of 
alarm, with its total proportion of 
retweets elevated at nearly the same 
level. Although there were fewer mes-
sages of alarm for them to retweet, 
they continued to do so. 

Reassurance. We performed non-
parametric analysis, with results—
Friedman’s Chi-square=14.8925, 
p=0.0019—showing “reassuring” 

communication patterns differed 
over the three periods. 

As the situation continued to wors-
en, the public retweeted reassuring 
content less frequently. During pe-
riod 2, at the end of March, as fear of 
a meltdown peaked, messages com-
municating reassurance decreased 
substantially. A similar level of low re-
assurance remained through period 
3, reflecting that the Japanese public 
was on edge as the possibility of a 
meltdown continued despite more 
reassuring information from the gov-
ernment and media. 

The content of the retweets showed 
a similar level of reassurance. Howev-
er, the total portion of public retweets 

dropped in periods 2 and 3, reflecting 
non-amplification of the information. 
The most frequently retweeted mes-
sages expressed alarm, while mes-
sages expressing reassurance were 
retweeted less frequently. The public 
had stopped echoing the reassuring 
information—the exact opposite of 
what was seen in the alarm dimen-
sion when the community was quick 
to echo alarm content. 

All three periods showed signifi-
cantly more alarm retweets in terms 
of number of distinct retweets and 
number of retweets. Moreover, there 
appeared to be an inverse relation-
ship between proportion of retweets 
of alarm and of reassurance. 

Figure 3. Distinct vs. total retweets originating with the Japanese government. 
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retweeted, it was able to control the 
amount and content of information it 
provided. In period 1, 47% of govern-
ment messages communicated calm, 
while only 14% of non-government 
retweeted messages communicated 
calm (see Figure 4). In period 2, 36% 
of government messages communi-
cated calm, though it was only 15% of 
the non-government sample. 

Discussion 
This analysis reflects strong evidence 
that the alarming and reassuring tone 
of the micro-blogging environment 
changes dramatically as a situation 
and the public’s mind-set evolve. We 
also found the information communi-
cated through retweeted Twitter mes-
sages can be notably different from 
that identified in previous research of 
television and newspaper coverage;23 
while that research found traditional 
media coverage was more reassuring, 
the micro-blogging universe generally 
expressed more alarm. 

Nevertheless, we noticed a large 
number of the most retweeted mes-
sages originated from traditional me-
dia sources, showing how traditional 
media have embraced this new chan-
nel. The effect of the traditional me-
dia’s voice is reflected in the high fre-
quency of their content in retweeted 
data. 

We found retweets from govern-
mental sources reflected a much 
more reassuring message than those 
not coming from the government, es-
pecially in the immediate aftermath 
of the earthquake (and nuclear di-
saster) when fear of a meltdown was 
pervasive among the general pub-
lic. In order to calm potential panic, 
government agencies and sources 
may sometimes look to withhold or 
postpone releasing negative data, es-
pecially when their own reputations 
and face saving are involved. Over 
time, government feels less of a need 
to reassure, shifting toward a more 
alarmed posture. While governments 
initially wish to avert panic, they ulti-
mately need to keep the public alert 
and focused on possible danger. 

Conclusion 
Our results point to the need for reas-
suring messages via social media, as 
well as their value in risk communica-

Messages from the government. In 
period 1, prior to the surge in Twitter 
activity, the government’s messages 
enjoyed significant amplification 
from the Twitter community. Despite 
accounting for only 5.7% of the mes-
sages being retweeted, the number 
of times the messages were retweet-
ed accounted for over 14% of the to-
tal retweets in our sample of 1,520 
retweeted messages, resulting in an 
amplification factor of 2.5 (14%/5.7%). 
However, this amplification vanished 
completely in period 2. The percent-
age of distinct retweets and percent-
age of the total retweets from the gov-
ernment were identical at 7.4%, an 
amplification factor of 1 (see Figure 3). 

The voice of the government was 
either drowned out or ignored by the 
Twitter community, so, at least in 
terms of Twitter, had become less in-
fluential. Messages originating with 
the government represented a slightly 
growing percent of the sample of dis-
tinct messages retweeted over time, 
though they were retweeted propor-
tionally less frequently as interest in-
tensified. The government’s aim was 
to get more information to the public, 
but this did not translate into infor-
mation being distributed more wide-
ly. Moreover, the public did not echo 
the additional information from the 
government. Amplification of govern-
ment information partially returned 
in period 3 when the government was 
the source of 9.2% of distinct retweets 
and 13.4% of total retweets. This 46% 
amplification was far short of the 
145% amplification of government 
tweets in period 1. 

Another question we asked was 
whether a particular retweet commu-
nicated doubt. We observed a signifi-
cant increase in doubt in period 2 that 
then decreased in period 3. The de-
cline in amplification of governmen-
tal information directly corresponded 
to this increase in doubt. We theo-
rized that as public doubt increased, 
the public was less likely to amplify 
the government’s information by re-
peating it. We drew a similar conclu-
sion regarding how direct quotation 
of government sources dropped sig-
nificantly as doubt increased. 

Government tweets. While the 
government had no control over 
the frequency of its words that were 

As public doubt 
increased,  
the public was  
less likely  
to amplify  
the government’s 
information  
by repeating it.
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tion, as the micro-blogging universe 
takes a more alarmed tone compared 
to traditional media. Subsequent di-
sasters (such as Hurricane Sandy in 
2012 on the East Coast of the U.S.) 
show such reassurance can come not 
only from the government but also 
from the private sector; for example, 
in the aftermath of Sandy in New 
York City and along the New Jersey 
coast, Con Edison, the regional elec-
tric utility, sent reassuring Twitter 
messages regarding return of power 
on particular streets and buildings 
and estimates of when power would 
be restored to the rest.22 It did a good 
job engaging the general public, reas-
suring it and showing how social me-
dia can play a role as important as or 
more important than word of mouth. 
However, tweets and retweets are 
extremely valuable when the major 
communication channels are down 
or difficult to access. Public-private 
partnerships are needed to rebuild 
communities ruptured during such 
situations, with social media playing 
an especially important role. 

In this article, we have focused on 
retweets rather than whether news 
was broken first on Twitter. The for-
mer has received limited attention 
from the perspective of disaster pre-
paredness and remains a subject for 
future exploration. Moreover, Twitter 
is unlike other social media in that it 
restricts a message to 140 characters; 
how this inhibits or fosters the ex-
change of information during emer-
gencies remains unclear and is thus 
likewise a subject for future explora-
tion. Another issue not addressed 
here is motivation; for example, why 
did individuals retweet certain news 
stories more than others? The second-
ary nature of our analysis restricted 
examination of this question because 
it requires polling retweeters for such 
motivations and is also likewise a sub-
ject for future exploration. 

Our current research focused sole-
ly on retweets on Twitter rather than 
on other social media platforms. Per-
haps other platforms (such as Face-
book) also experienced similar (or 
different) communication behaviors. 
Without data either way, our study 
was limited to Twitter users and fol-
lowers. Moreover, because it did not 
focus on the effectiveness of retweets, 

we did not code the popularity of re-
spective Twitter messages. Hence, a 
retweet from a Twitter user with many 
followers might perhaps be more ef-
fective than one from one with fewer 
followers. Finally, we did not know 
or code for the geographical infor-
mation of the retweeters. It would be 
interesting to see how retweets from 
different geographical locations dif-
fer with respect to the geographical 
epicenter of a disaster, representing 
limitations of our study and topics for 
potential future research. 
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The transaction abstraction  encapsulates the 
mechanisms used to synchronize accesses to data 
shared by concurrent processes, dating to the 1970s 
when proposed in the context of databases to ensure 
consistency of shared data.7 This consistency was 
determined with respect to a sequential behavior 
through the concept of serializability;25 concurrent 
accesses must behave as if executing sequentially or 
be atomic. More recently, researchers have derived 
other variants (such as opacity13 and isolation30) 
applicable to different transactional contexts. 

The transaction abstraction was first considered 
as a programming language construct in the form of 
guards and actions by Liskov and Scheifler more than 
30 years ago,22 then adapted to various programming 
models, including Eden,1 ACS,12 and Argus.21 The 
first hardware support for a transactional construct 
was proposed in 1986 by Tom Knight,19 basically 
introducing parallelism in functional languages by 
providing synchronization for multiple memory 

words. Later, the notion of transaction-
al memory was proposed in the form 
of hardware support for concurrent 
programming to remedy the trickiness 
and subtleties of using locks (such as 
priority inversion, lock-convoying, and 
deadlocks)18 (see Figure 1). 

Since the advent of multicore ar-
chitectures approximately 10 years 
ago, the very notion of transactional 
memory has become an active topic 
of research (http://www.cs.wisc.edu/
trans-memory/biblio/list.html). Hard-
ware implementations of transaction-
al systems18 turned out to be limited 
by specific constraints programmers 
could “abstract away” only through 
unbounded hardware transactions. 
However, purely hardware implemen-
tations are complex solutions most in-
dustrial developers no longer explore. 
Rather, a hybrid approach was adopted 
through a best-effort hardware compo-
nent that must be complemented by 
software transactions.4 

Software transactions were origi-
nally designed in the mid-1990s as a 
reusable and composable solution 
to execute a set of shared memory 
accesses fixed prior to execution.29 
More recently, they were applied to 
handle when the control flow is not 
predetermined.17 Early investiga-
tions of the performance of software 
transactions questioned their ability 
to leverage multicore architectures.2 
However, these results were revisited 
by Dragojevic et al.,6 showing a high-
ly optimized software-transactional 
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Control transactions without compromising 
their simplicity for the sake of expressiveness, 
application concurrency, or performance. 

By Vincent Gramoli and Rachid Guerraoui 

 key insights

 � �Though powerful, the transaction paradigm 
can sometimes restrict application 
concurrency and performance. 

 � �Democratizing transactional programming  
aims to make the paradigm useful for novice 
programmers who want concurrency to be 
transparent and for expert programmers 
who are able to address its underlying 
challenges while compromising neither 
composition nor correctness.

 � �The key challenge is how to offer multiple 
synchronization semantics of sequences 
of shared data accesses without 
compromising safety and liveness. 
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memory (STM) with manually instru-
mented benchmarks and explicit 
privatization whose throughput still 
outperforms sequential code by up 
to 29 times on SPARC processors with 
64 concurrent threads and by up to 
nine times on x86 with 16 concurrent 
threads. However, performance re-
mains the main obstacle preventing 
wide adoption of the transaction ab-
straction for general-purpose concur-
rent programming. 

In classic form, transactions pre-
vent expert programmers from ex-
tracting the same level of concurrency 
possible through more primitive syn-
chronization techniques. This obser-
vation is folklore knowledge, yet we 
show for the first time, in this article 
through a simple example, that this 
limitation is inherent in the trans-
action concept in its classic form ir-
respective of how it is used. It can be 
viewed as the price of bringing concur-
rency to the masses and making it pos-
sible for average programmers to write 
parallel programs that use shared 
data. Nevertheless, some program-

mers are indeed concurrency experts 
and might find it frustrating if they are 
not able to use their skills to enhance 
concurrency and performance. 

Not surprisingly, researchers have 
been exploring relaxation of the clas-
sic transaction model23,24,27 that en-
ables more concurrency. Doing so 
while keeping the simplicity of the 
original model has proved to be a 
challenge; the idea is to preserve the 
original sequential code while com-
posing applications devised by dif-
ferent programmers, possibly with 
different skills. 

Here, we endorse mixing differ-
ent transaction semantics within 
the same application, with strong 
semantics to be used by novice pro-
grammers and weaker semantics by 
concurrency experts. The challenge 
is to ensure the polymorphic system 
mixing different semantics still en-
ables code reuse, composing it in a 
smooth manner. Before describing 
how such mixing can be addressed, 
we take a closer look at the meaning 
of reuse and composition. 

Inherent Appeal of Transactions 
The transaction paradigm is appeal-
ing for its simplicity, as it preserves 
sequential code and promotes concur-
rent code composition. 

Algorithm 1. An implementation of a 
linked list operation with transactions 
1: tx-contains(val)

p
:

2:   int results;
3:   node *prev, *next;
4:   transaction {
5:     curr = set → head;
6:     next = curr → next;
7:     while next → val < val do
8:      curr = next;
9:      next = curr → next;
10:    result = (next → val == 
val);
11: }
12: return result;

Preserving sequentiality. Transac-
tions preserve the sequential code in 
that their use does not alter it beyond 
segmenting it into several transac-
tions. More precisely, the regions of 
sequential code that must remain 
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transactions, a programmer is able to 
compose the removal of a name and 
creation of a new name into a rename 
action. If a user renames a file from 
one directory d1 to another directory d2 
and another user renames a file from 
d2 to d1, directories must be protected 
to avoid deadlocks; that is, Bob must 
first understand the locking strategy 
of Alice to ensure the liveness of his 
own operations. For this reason, the 
header of the Linux kernel file mm/
filemap.c includes 50 lines of com-
ments explaining the locking strategy. 
Lock-free techniques are even more 
complex, requiring a multi-word com-
pare-and-swap operation to make the 
two renaming actions atomic while re-
taining concurrency.11 

In contrast, a transactional system 
detects a conflict between the two re-
naming transactions and lets only one 
of them resume and possibly commit; 
the other is restarted or resumed later. 
Deciding on a conflict-resolution strat-
egy is the task of a dedicated service, or 
“contention manager,” for which vari-
ous strategies and implementations 
have been proposed.28 

Inherent Limitation of Transactions 
A transaction delimits a region of ac-
cesses to shared locations and pro-
tects the set of locations accessed in 
this region. By contrast, a (fine-grain) 
lock generally protects a single loca-
tion, even though it is held during a 
series of accesses, as depicted in Al-
gorithm 3. This difference is crucial, 
as it translates into the differences 
between transactions and locks in 
terms of expressiveness, concurrency, 
and performance. 

Lacking expressiveness. To rein-
force our point that transactions are 
inherently limited in terms of expres-
siveness we define “atomicity” as a bi-

atomic in a concurrent context are sim-
ply delimited, typically by a transac-
tion{…} block, as depicted in Algo-
rithm 1; the original structure depicted 
in Algorithm 2 remains unchanged. 

Programming with transactions 
shifts the inherent complexity of con-
current programming to implemen-
tation of the transaction semantics 
that must be done once and for all. 
Due to transactions, writing a concur-
rent application follows a divide-and-
conquer strategy where experts write 
a live, safe transactional system with 
an unsophisticated interface, and 
the novice writes a transaction-based 
application or delimits regions of se-
quential code. 
Algorithm 2. The linked list node 
1: Transactional structure node:
2:   intptr_t val;
3:   struct node * next;
4:   �//Metadata management is 

implicit
5: Lock-based structure node_lk:
6:   intptr_t val;
7:   struct node_lk * next;
8:   �volatile pthread_spinlock_

tlock;

Traditional synchronization tech-
niques generally require programmers 

first re-factorize the sequential code. 
Using lock-free techniques, they typi-
cally use subtle mechanisms (such as 
logical deletion14) to prevent incon-
sistent memory de-allocations. Using 
lock-based techniques, they usually ex-
plicitly declare and initialize all locks 
before using them to protect memory 
accesses, as in Algorithm 2 line 8. 

The transaction abstraction hides 
both synchronization internals and 
metadata management. If locks or 
timestamps are used internally, they 
are declared and initialized transpar-
ently by the transactional system. All 
memory accesses within a transaction 
block are transparently instrumented 
by the transactional system as if they 
were wrapped. The wrappers can then 
exploit the metadata, locks, and time-
stamps to detect conflicting accesses 
and potentially abort a transaction. 

Enabling composition. Transac-
tions allow Bob to compose existing 
transactional operations developed by 
Alice into a composite operation that 
preserves the safety and liveness of its 
components15 (see Figure 2). 

Alternative synchronization tech-
niques do not facilitate composition. 
Consider a simple directory abstrac-
tion mapping a name to a file. With 

Figure 1. History of transactions. 
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nary relation over shared memory ac-
cesses π and π′ of a single transaction 
within an execution α: atomicity(π, π′) 
is true if π and π′ appear in α as if both 
occur at one common indivisible point 
of the execution. It is important to note 
this relation is not transitive; that is, 
atomicity(π1, π2) ∧ atomicity(π2, π3)   
atomicity(π1, π3). 

Algorithm 3. An implementation of a 
linked list operation with locks 
1: lk-contains(val)

p
:

2:   int results;
3:   node_lk *prev, *next;
4:   lock(&set → head → lock);
5:   curr = set → head;
6:   lock(&curr → next → lock);
7:   next = curr → next;
8:   while next → val < val do
9:      unlock(&curr → lock);
10:     curr = next;
11:     �lock(&next → next → 

lock);
12:     next = curr → next;
13: unlock(&curr → lock);
14: �result = (next → val == 

val);
15: unlock(&next → lock);
16: return result;

As π2 may appear to have executed at 
several consecutive points of the execu-
tion, the points at which π1 and π2 ap-
pear to have occurred may be disjoint 
from the points at which π2 and π3 ap-
pear to have occurred. 

A process locking x (with mutual 
exclusion) during the point interval 
(p1; p2) of α, in which it accesses x guar-
antees any of its other accesses during 
this interval will appear atomic with 
its access to x; for example, in the fol-
lowing lock-based program, where 
r(x) and w(x) denote (respectively) 
read and write accesses to shared 
variable x, process (or more precisely 
thread) Pl guarantees atomicity(r(x); 
r(y)) and atomicity(r(y), r(z)) but not 
atomicity(r(x), r(z)): 

Pl = lock(x) r(x) lock(y) r(y) unlock(x) 
lock(z) r(z) unlock(y) unlock(z). 

Conversely, a process Pt executing 
the following transaction block ensures 
atomicity(r(x); r(y)), atomicity(r(y), r(z)) 
but also atomicity(r(x), r (z)), the transi-
tive closure of the atomicity relations 
guaranteed by Pl. Using classic trans-

actions, there is no way to write a pro-
gram with semantics similar to Pl or 
ensure the two former atomicity rela-
tions without also ensuring the latter. 

Pt = transaction{ r(x) r(y) r(z) }. 

This lack of expressiveness is not relat-
ed to the way transactions are used but 
to the transaction abstraction itself. 
The open/close block somehow blindly 
guarantees that all the accesses it en-
capsulates appear as if there was an in-
divisible point in the execution where 
all take effect. 

Effect on concurrency. Not surpris-
ingly, the limited expressiveness of 
transactions translates into a concur-
rency loss; for example, consider the 
transactional linked list program in 
Algorithm 1. Clearly, the value of the 
head → next pointer observed by the 
transaction (line 6) is no longer impor-
tant when the transaction is checking 
whether the value val corresponds to a 
value of a node further in the list (line 
7), yet a concurrent modification of 
head → next can invalidate the transac-
tion when reading next → val, as trans-
actions enforce atomicity of all pairs of 
accesses; this is a false-conflict leading 
to unnecessary aborts. Conversely, the 
hand-over-hand locking program of Al-
gorithm 3 allows such a concurrent up-
date (line 7) when checking the value 
(line 8), starting from the second itera-
tion of the while-loop. 

To quantify the effect of the limited 
expressiveness of transactions on the 
number of accepted schedules, con-
sider a concurrent program where the 
process Pt executes concurrently with 
processes P1 = transaction{w(x)} 
and P2 = transaction{w(z)}. As there 
are four ways to place the single access 
of one of these two processes between 
accesses of Pt and five ways to place the 
remaining one in the resulting sched-
ule, there are 20 possible schedules. 
Note that all are correct schedules of a 
sorted linked list implementation. 

However, most transactional 
memory systems guarantee each of 
their executions is equivalent to an 
execution where sequences of reads 
and writes representing transac-
tions are executed one after another 
(serializability) in an order where 
no transaction terminating before 
another start is ordered after (strict-

Performance 
remains the main 
obstacle preventing 
wide adoption of 
the transaction 
abstraction for 
general-purpose 
concurrent 
programming. 
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contains, add, remove, and size 
operations with an update ratio and a 
size ratio of 10%, respectively. As the 
existing lock-free data structures do 
not support atomic size we had to use 
the copyOnWriteArraySet work-
around of this package, comparing 
it against the linked list implementa-
tion building on TL2. 

Figure 4 uses the throughput (com-
mitting transactions per time unit) 
of the bare sequential implementa-
tion (without synchronization) as the 
baseline, illustrating the throughput 
speedup (over sequential) a program-
mer can achieve through either the 
classic transactions or the existing 
java.util.concurrent package. 
When its normalized throughput is 1, 
the throughput of the corresponding 
concurrent implementation equals the 
throughput of the sequential imple-
mentation. In particular, the graph in-
dicates the existing collection performs 
2.2x faster than classic transactions on 
64 threads. The poor performance of 
classic transactions is due to their lack 
of concurrency, a problem addressed in 
the next section. 

Democratizing Transactions 
Traditionally, transactional systems 
ensure the same semantics for all their 
transactions, independent of their role 
in concurrent applications. However, 
as discussed, these semantics are over-
ly conservative and, by limiting concur-
rency, could also limit performance. 
Without additional control, skilled 
programmers would be frustrated by 
not being able to obtain highly efficient 
concurrent programs. To adequately 
exploit the concurrency allowed by the 
semantics of an application, program-
mers must be willing to trade simplic-
ity for additional control. 

To be a widely used program-
ming paradigm, the transactional 
abstraction must be democratized, 
or universally useful and available 
to all programmers. Not only should 
transactions be an off-the-shelf so-
lution for novices, they should also 
permit additional control to experts 
in concurrent programming. Simple 
default semantics should be able to 
run concurrently with transactions 
of more complex semantics, captur-
ing more subtle behaviors. The con-
currency challenge is twofold: The 

To adequately 
exploit the 
concurrency 
allowed by the 
semantics of 
an application, 
programmers 
must be willing to 
trade simplicity for 
additional control. 

ness). (This guarantee is often satis-
fied, as a large variety of transactional 
memory systems ensures opacity,13 a 
consistency criterion even stronger 
than this strict serializability, as it 
additionally requires noncommitted 
transactions never observe an incon-
sistent state.) These transactional 
memory systems preclude four of 
these schedules (see Figure 3): those 
in which Pt accesses x before P1 (Pt is 
serialized before P1, or Pt ≺ P1), P1 ter-
minates before P2 starts (P1 ≺ P2) and 
in which P2 accesses z before Pt (P2 ≺ Pt).  
This limitation translates here into 
concurrency loss. 

Worth noting is that a programmer 
could exploit weaker transactional 
memory systems to export these se-
rializable histories.10,26 Such systems 
would offer a transaction that might 
not be appropriate for all possible 
uses; for example, it might be pos-
sible that one transaction reads an 
inconsistent state before aborting. 
In fact, the concurrency limitation is 
due to transactional memory systems 
providing a unique but general-pur-
pose transaction. 

Effect on performance. The meta-
data management overhead of soft-
ware transactions when starting, 
accessing shared memory, and com-
mitting is typically expected by the 
programmer to be compensated by 
exploiting concurrency.6 In scenarios 
like the linked list program outlined 
earlier where transactions fail to fully 
exploit all available concurrency, their 
performance cannot compete with 
other synchronization methodologies. 
Recall this is due to the expressiveness 
limitation inherent in transactions; 
the limitation is thus not tied to the 
way transactions are used but to the 
abstraction itself. 

To depict the effect on perfor-
mance, we compared the existing Java 
concurrency package to the classic 
transaction library TL25 on a 64-way 
Niagara 2 SPARC-based machine. 
Note this is the Java implementation 
of the TL2 algorithm that detects 
conflicts at the level of granular-
ity of fields and is distributed within 
DeuceSTM,20 a bytecode instrumen-
tation framework offering a suite of 
TM libraries. We present the results 
obtained on a simple Collection 
benchmark of 212 elements providing 
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transaction abstraction must allow 
expert programmers to easily express 
hints about the targeted application 
semantics without modifying the se-
quential code, and the semantics of 
each transaction must be preserved, 
even though multiple transactions of 
different semantics can access com-
mon data concurrently. This second 
property, semantics, is crucial but 
makes development of a transactional 
system even more complex. 

Relaxation and sequentiality. Sev-
eral transaction models have been 
proposed as a relaxed alternative to 
the classic one. Examples are open 
nesting24 and transactional boosting.16 
Both exploit commutativity by con-
sidering transactional operations at 
a high level of abstraction. Both also 
acquire abstract locks to apply nested 
operations and require the program-
mer to specify compensating actions 
or inverse operations to roll back these 
high-level changes. To avoid deadlocks 
due to acquisition of new locks at abort 
time, the programmer may follow lock-
order rules or exploit timeouts. Alter-
natively, other approaches extend the 
interface of the transactional memory 
system with explicit mechanisms 
like functions light-reads, unit-
loads, snap, and early release; for 
example, programmers can use early 
release explicitly to indicate from 
which point of a transaction all con-
flicts involving its read of a given loca-
tion can be ignored.17 The challenge is 
thus to achieve the same concurrency 
achievable through these models while 
preserving sequential code and com-
position of transactions. 

The elastic transaction model8 
aims to preserve sequential code 
and guarantee composition, provid-
ing, together with the classic form 
of transaction model, a semantics of 
transactions that enables program-
mers to efficiently implement search 
structures. As in a classic transaction, 
the programmer must delimit the 
blocks of code that represent elas-
tic transactions, preserving sequen-
tial code as depicted in Algorithm 4. 
Elastic transactions bypass deadlocks 
by updating memory only at commit 
time, avoiding the need to acquire ad-
ditional locks upon abort. 

Unlike classic transactions, during 
execution, an elastic transaction can 

be cut (by the elastic transactional sys-
tem) into multiple classic transactions, 
depending on the conflicts it detects. 

Algorithm 4. Java pseudocode of the 
add() operation with elastic trans-
actions 
1: public boolean add (E e):
2:  transaction(elastic) {
3:   Node(E)prev = null
4:   Node(E)prev = head
5:   E v
6:
7:   if next == null then // empty
8:      �head = newNode(E)(e,next)
9:      return false
10:  �while (v = next.getVal-

ue()).compareTo(e) < 0 do 
// non-empty

11:     prev = next
12:     next = next.getNext()
13:     �if next == null then 

break
14:  if v.compareTo(e) == 0 then
15:     return false
16:  if prev == null then
17:     �Node(E)n = new Node(E)

(e,next)
18:     head = n
19:  �else prev.setNext(new 

Node(E)(e,next))
20:  return true
21: }

Consider the following history of 
shared accesses in which transaction 
j adds 1 while transaction i is parsing 
the data structure to add 3 at its end: 

H = r(h)i, r(n)i, r(h)j, r(n)j, w(h)j, r(t)i, w(n)i. 

This history is neither serializable25 
nor opaque13 since there is no history 
in which transactions i and j execute 
sequentially and where r(h)i occurs be-
fore w(h)j and r(n)j occurs before w(ni; 
the high-level insert operations of this 
history are atomic. A traditional trans-
actional scheme would detect two 
conflicts between transactions i and 
j and prevent them both to commit. 
Nevertheless, history H does not vio-
late the correctness of the integer set; 
1 appears to be added before 3 in the 
linked list, and both are present at the 
end of the execution. 

The programmer must label trans-
action i as being elastic to solve this 
issue. History H can then be viewed 
as the combination of several transac-
tions: 

f(H) = [r(h)i, r(n)i]s1, r(h) j, r(n) j, w(h) j, 
[r(t)i, w(n)i]s2. 

In f(H), elastic transaction i is cut into 
two transactions: s1 and s2. Crucial 
to the correctness of this cut, no two 
modifications on n and t have occurred 
between r(n)s1 and r(t)s2. Otherwise, the 
transaction would have to abort. 

These cuts enable more concurren-
cy than what an expert programmer 
could accomplish with classic trans-
actions for two main reasons: First, 
the cuts are tried dynamically at run-
time depending on the interleaving of 

5

4.5

4

3.5

3

2.5

2

1.5

1

0.5

0
1 2 8

Number of threads

N
or

m
al

iz
ed

 t
hr

ou
gh

pu
t

324 16 64

Figure 4. Throughput (normalized over the sequential throughput) of classic transactions 
and existing concurrent collection. 
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ate (not too recent) version consistent 
with this start time. 

Algorithm 5. Java pseudocode of the 
size() operation with a snapshot 
transaction 
1: public int size():

2:  transaction(snapshot) {

3:    int n = 0

4:    Node(E)curr = head

5:

6:    while curr ≠ null do

7:     curr = curr.getNext()

8:     n++

9:    return n

10: }

However, the mixture of the snapshot 
with classic and elastic transactions 
requires the transaction system make 
sure all updates (elastic and classic) re-
cord the old value before overriding it. 

The mixture problem might be 
more subtle if a relaxed transaction ig-
nores a conflict involving a concurrent 
strong transaction that cannot ignore 
it. Elastic and opaque transactions typ-
ically handle this issue for read-write 
conflicts by requiring only the reading 
transaction decides on conflict reso-
lution. Unlike writes, reads are idem-
potent so the semantics of the writing 
transaction is never altered by the out-
come of the conflict resolution. Our 
solution relies on two features: having 
invisible reads, so the writing transac-
tion does not observe the conflict, and 

enforcing commit-time validation, so 
the reading transaction always detects 
the conflict. 

A consequent algorithmic chal-
lenge relates to the composition of 
the semantics. Bob can directly nest 
Alice’s elastic transactions into an-
other transaction, choosing to label it 
as elastic, snapshot, or classic, guar-
anteeing atomicity and deadlock free-
dom of its own operation; for exam-
ple, one can imagine Alice provides 
an elastic contains(x) Bob compos-
es into a snapshot containsAll(C) 
method that returns successfully only 
if all elements of a collection C are 
present. For safety’s sake, the stron-
gest semantics of the related transac-
tions (in this case the snapshot trans-
action) applies to all methods. Hence, 
a novice programmer, unaware of the 
various semantics, will always obtain 
a safe composite transactional meth-
od whose opacity would be conveyed 
to inner transactions. Which seman-
tics to apply (when the semantics are 
incomparable) is an open question. 

Effect on performance. To inves-
tigate the potential benefit of mixing 
transactions of different semantics, 
we ran the mixed transactions on the 
collection benchmarks in the exact 
same settings as before and reported 
both the new and the previously ob-
tained results (see Figure 5). Each of 
the three parse operations—con-
tains, add, and remove—is imple-

accesses; as this interleaving is gener-
ally nondeterministic, the program-
mer cannot just split transactions 
prior to execution and ensure correct 
executions. Second, as elastic trans-
actions rely on dynamic information, 
they exploit more information than 
static commutativity of operations; 
for example, elastic transactions en-
able additional concurrency between 
two linked list adds by allowing the 
history involving transactions t1 and 
t2: r(h)t1, r(n)t2, w(h)t2, w(n)t1 in which 
neither r(n)t2 and w(n)t1 nor r(h)t1 and 
w(h)t2 commute. 

Composition and mixture of se-
mantics. The more semantics the 
transactional system provides, the 
more control it gives expert program-
mers, allowing them to boost per-
formance. The opacity semantics of 
classic transactions benefit the novice 
programmer, as they are always safe to 
use. The elastic transactions can bring 
added performance in search struc-
tures. A programmer can also consid-
er the mix of the opaque classic and 
the relaxed elastic models with a new 
semantics we call “snapshot” seman-
tics. This mix is particularly appealing 
for obtaining (efficiently) a result that 
depends on numerous elements of a 
data type (such as a Java Iterator); see, 
as an example, the snapshot transac-
tion implementing a size method in 
Algorithm 5. 

At first glance, providing as many 
forms as possible in a single toolbox 
system may seem to be the key solu-
tion for developing concurrent ap-
plications, but the challenge involves 
the mixture of these semantics. Mix-
ing them requires letting them access 
the same shared data concurrently. It 
is crucial that the semantics of each 
individual transaction is not violated 
by the execution of concurrent trans-
actions of potentially different se-
mantics; for example, the key idea for 
highly concurrent snapshot seman-
tics is to exploit multi-version concur-
rency control to let snapshots commit 
while concurrent (elastic or classic) 
updates commit. A typical implemen-
tation of a snapshot is to exploit a 
global counter and a version number 
per written value so the transaction 
can fetch the counter at start time and 
decide (while reading new locations) 
to return a value that has an appropri-
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Figure 5. Throughput (normalized over the sequential throughput) of mixed transactions, 
classic transactions, and a collection package. 
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mented through an elastic transac-
tion, and the size operation, which 
returns an atomic snapshot of the 
number of elements, is implemented 
through a snapshot transaction. The 
mixed transaction model performs 
4.3x faster than the classic transaction 
model, TL2, improving on the concur-
rent collection package by 1.9x on 64 
threads. Due to snapshot semantics, 
the size operation commits more fre-
quently than with a classic transac-
tion. The reason is a snapshot size 
could return values that were concur-
rently overridden, where classic size 
would be aborted. Even though the 
overhead of polymorphic transactions 
makes them slower than the concur-
rent collection package at low levels of 
parallelism, the performance scales 
well, compensating for the overhead 
effect at high levels of parallelism. 

The mixture of elastic and clas-
sic transactions has been shown to 
be effective in a non-managed lan-
guage—C/C++—as well. It improved 
the performance of the tree library 
implemented in the transactional va-
cation-reservation benchmark by 15%;3 
it also improved the performance of a 
list-based set running on a many-core 
architecture by about 40x.9 

Conclusion 
The transaction is a proven, appealing 
abstraction that has been the main 
topic of many practical and theoreti-
cal achievements in research, despite 
never being widely adopted in prac-
tice. The reason the transaction ab-
straction is appealing as a program-
ming construct is also the reason it 
might not be used in practice. That is, 
the appeal of transactions comes from 
their simplicity and bringing multi-
core programming to novice program-
mers. Average programmers can write 
concurrent code and, with little effort, 
use transactions to protect shared 
data against incorrectness. However, 
the simplicity of the concept is also 
its main source of rigidity, preventing 
expert programmers from exploiting 
their skills and enabling as much con-
currency as they could, thereby limit-
ing performance scalability. This limi-
tation is inherent to the concept, not 
simply a matter of use. 

Here, we have suggested a way out 
by truly democratizing the transaction 

concept and promoting the coexis-
tence of different transactional seman-
tics in the same application. Although 
novice programmers would still be 
able to exploit the simplicity of the 
transaction abstraction in its original 
(strong and hence simple) form, expert 
programmers would be able to exploit, 
whenever possible, more expressive se-
mantics of relaxed transaction models 
to gain in concurrency. 

As this polymorphism helps expert 
programmers take full advantage of 
transactions, they can likewise devel-
op new efficient libraries that moti-
vate other programmers to adopt this 
abstraction. It also raises new chal-
lenges for guaranteeing the various 
semantics can be used effectively in 
the same system. 	
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with the introduction  of Apple’s Siri and similar 
voice search services from Google and Microsoft, 
it is natural to wonder why it has taken so long for 
voice recognition technology to advance to this level. 
Also, we wonder, when can we expect to hear a more 
human-level performance? In 1976, one of the authors 
(Reddy) wrote a comprehensive review of the state of 
the art of voice recognition at that time. A non-expert 
in the field may benefit from reading the original 
article.34 Here, we provide our collective historical 
perspective on the advances in the field of speech 
recognition. Given the space limitations, this article 
will not attempt a comprehensive technical review, 
but limit the scope to discussing the missing science 
of speech recognition 40 years ago and what advances 
seem to have contributed to overcoming some of the 
most thorny problems. 

A Historical 
Perspective 
of Speech 
Recognition

doi:10.1145/2500887

What do we know now that  
we did not know 40 years ago? 

By Xuedong Huang, James Baker, and Raj Reddy

 key insights
 � �The insights gained from the speech 

recognition advances over the past 
40 years are explored, originating 
from generations of Carnegie Mellon 
University’s R&D.

 � �Several major achievements over  
the years have proven to work well  
in practice for leading industry  
speech recognition systems from  
Apple to Microsoft.

 � �Speech recognition will pass the  
Turing Test and bring the vision of  
Star Trek-like mobile devices to reality.  
It will help to bridge the gap between 
humans and machines. It will facilitate  
and enhance natural conservation  
among people. Six challenges need  
to be addressed before we can  
realize this audacious dream.
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Speech recognition had been a sta-
ple of science fiction for years, but in 
1976 the real-world capabilities bore 
little resemblance to the far-fetched 
capabilities in the fictional realm. 
Nonetheless, Reddy boldly predicted  
it would be possible to build a $20,000 
connected speech system within the 
next 10 years. Although it took longer 
than projected, not only were the goals 
eventually met, but the system costs 
were much less and have continued 
to drop dramatically. Today, in many 
smartphones, the industry delivers free 
speech recognition that significantly 
exceeds Reddy’s speculations. In most 
fields the imagination of science fic-
tion writers far exceeds reality. Speech 

recognition is one of the few excep-
tions. Moreover, speech recognition is 
unique not just because of its success-
es: in spite of all the accomplishments, 
additional challenges remain that are 
as daunting as those that have been 
overcome to date.

In 1995, Microsoft SAPI was first 
shipped in Windows 95 to enable ap-
plication developers to create speech 
applications on Windows. In 1999 the 
VoiceXML forum was created to sup-
port telephony IVR. While speech-
enabled telephony IVR was commer-
cially successful, it has been shown 
the “speech in” and “screen out” 
multimodal metaphor is more natu-
ral for information consumption. In 

2001, Bill Gates demonstrated such 
a prototype codenamed MiPad at 
CES.16 MiPad illustrated a vision on 
speech-enabled multimodal mobile 
devices. With the recent adoption of 
speech recognition used in Apple, 
Google, and Microsoft products, we 
are witnessing the ever-improved 
ability of devices to handle relatively 
unrestricted multimodal dialogues. 
We see the fruits of several decades of 
R&D in spite of remaining challeng-
es. We believe the speech community 
is en route to pass the Turing Test in 
the next 40 years with the ultimate 
goal to match and exceed a human’s 
speech recognition capability for ev-
eryday scenarios.I
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Here, we highlight major speech 
recognition technologies that worked 
well in practice and summarize six 
challenging areas that are critical to 
move speech recognition to the next 
level from the current showcase ser-
vices on mobile devices. More com-
prehensive technical discussions may 
be found in the numerous technical 
papers published over the last de-
cade, including IEEE Transactions on 
Audio, Speech and Language Processing 
and Computer Speech and Language, 
as well as proceedings from ICASSP, 
Interspeech, and IEEE workshops on 
ASRU. There are also numerous arti-

cles and books that cover systems and 
technologies developed over the last 
four decades.9,14,15,19,25,33,36,43 

Basic Speech Recognition
In 1971, a speech recognition study 
group chaired by Allen Newell recom-
mended that many more sources of 
knowledge be brought to bear on the 
problem. The report discussed six lev-
els of knowledge: acoustic, paramet-
ric, phonemic, lexical, sentence, and 
semantic. Klatt23 provides a review of 
performance of various ARPA-funded 
speech understanding systems initiat-
ed to achieve the goals of Newell report. 

By 1976, Reddy was leading a group 
at Carnegie Mellon University that 
was one of a small number of research 
groups funded to explore the ideas in 
the Newell report under a multiyear De-
fense Advanced Research Project Agen-
cy (DARPA)-sponsored Speech Under-
standing Research (SUR) project. This 
group developed a sequence of speech 
recognition systems: Hearsay, Dragon, 
Harpy, and Sphinx I/II. Over a span of 
four decades, Reddy and his colleagues 
created several historic demonstra-
tions of spoken language systems, 
for example, voice control of a robot, 
large-vocabulary connected-speech 
recognition, speaker-independent 
speech recognition, and unrestricted 
vocabulary dictation. Hearsay-I was one 
of the first systems capable of continu-
ous speech recognition. The Dragon 
system was one of the first systems to 
model speech as a hidden stochastic 
process. The Harpy system introduced 
the concept of Beam Search, which for 
decades has been the most widely used 
technique for efficient searching and 
matching. Sphinx-I, developed in 1987, 
was the first system to demonstrate 
speaker-independent speech recog-
nition. Sphinx-II, developed in 1992, 
benefited largely from tied parameters 
to balance trainability and efficiency 
at both Gaussian mixture and Markov 
state level, which achieved the highest 
recognition accuracy in DARPA-funded 
speech benchmark evaluation in 1992.

As per the DARPA-funded speech 
evaluations, the speech recognition 
word error rate has been used as the 
main metric to evaluate the progress. 
The historical progress also directed 
the community to work on more diffi-
cult speech recognition tasks as shown 
in Figure 1. On the latest switchboard 
task, the word error rate is approach-
ing an impressive new milestone by 
both Microsoft and IBM researchers 
respectively,4,22,37 following the deep 
learning framework pioneered by re-
searchers at the University of Toronto 
and Microsoft.5,14 

It was anticipated in the early 1970s 
that to bring to bear the higher-level 
sources of knowledge might require 
significant breakthroughs in artifi-
cial intelligence. The architecture of 
the Hearsay system was designed so 
that many semiautonomous modules 
can communicate and cooperate in 

What we did not know how to do in 1976.v

Statistical modeling and machine learning: Elaboration of HMM, context-dependent phoneme 
modeling, statistical smoothing and back-off strategies, DNN, semi-supervised learning, discriminative 
training such as Maximum Mutual Information Estimation (MMIE) and MPE

Training data and computing resources: Several orders of magnitude increase in the size of 
speech (thousands of hours) and text data (trillions of words) accompanied by the steadily increased 
distributed CPU and RAM resources 

Signal processing dealing with noisy environments: DNN-learned features, MFCC appropriate  
for Gaussian mixture models, lower-level raw features such as filterbanks appropriate for DNN, 
Cepstral mean subtraction, 1st and 2nd order delta features, online environment adaptation, and 
noise-canceling microphone/microphone array

Vocabulary size and dis-fluent speech: From thousands to millions of words supported by n-grams 
and RNN as the language model, explicit garbage models, and the flexibility to add new words with 
grapheme form 

Speaker independent and adaptive speech recognition: Mixture distributions, speaker training 
data across different dialects and populations, vocal tract normalization, Maximum a Posteriori (MAP), 
Maximum Likelihood Linear Regression (MLLR), and unsupervised speaker-adaptive learning

Efficient decoder: Time-synchronous Viterbi search and A* stack decoder with sophisticated pruning 
techniques, distributed implementation to support large-scale server-based runtime decoder

Spoken language understanding and dialog: Case-frame based robust parser, semi-Markov 
conditional random field (CRF), boosted decision tree, rule-based or Markov decision process-based 
dialog management, and recurrent neural networks for sentence understanding

Figure 1. Historical progress of speech recognition word error rate on more and more  
difficult tasks.10 The latest system for the switchboard task is marked with the green dot.
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a speech recognition task while each 
concentrated on its own area of exper-
tise. In contrast, the Dragon, Harpy, 
and Sphinx I/II systems were all based 
on a single, relatively simple modeling 
principle of joint global optimization. 
Each of the levels in the Newell report 
was represented by a stochastic pro-
cess known as a hidden Markov pro-
cess. Successive levels were conceptu-
ally embedded like nesting blocks, so 
the combined process was also a (very 
large) hidden Markov process.2 

The decoding process of finding 
the best matched word sequence W to 
match input speech X is more than a 
simple pattern recognition problem, 
since one faces a practically astronomi-
cal number of word patterns to search. 
The decoding process in a speech 
recognizer’s operation is to find a se-
quence of words whose correspond-
ing acoustic and language models 
best match the input feature vector se-
quence. Thus, such a decoding process 
with trained acoustic and language 
models is often referred to as a search 
process. Graph search algorithms, 
which have been explored extensively 
in the fields of artificial intelligence, 
operations research, and game theory, 
serve as the basic foundation for the 
search problem in speech recognition. 

The importance of the decoding 
process is best illustrated by Dragon 
NaturallySpeaking, a product that took 
15 years to develop under the leader-
ship of one of the authors (Baker). It 
has survived for 15 years through many 
generations of computer technology 
after being acquired by Nuance. Drag-
on Systems did not owe its success to 
inventing radically new algorithms 
with superior performance. The de-
velopment of technology for Dragon 
NaturallySpeaking may be compared 
with the general development in the 
same timeframe reviewed in this ar-
ticle. The most salient difference is not 
algorithms with a lower error rate, but 
rather an emphasis on simplified algo-
rithms with a better cost-performance 
trade-off. From its founding, the long-
term goal of Dragon Systems was the 
development of a real-time, large-vo-
cabulary, continuous-speech dictation 
system. Toward that end, Dragon for-
mulated a coherent mission statement 
that would last for decades that would 
be required to reach the long-term 

goal, but that in each time frame would 
translate into appropriate short-term 
and medium-term objectives: Produce 
the best speech recognition that could 
run in real time on the current genera-
tion of desktop computers.

What We Did Not Know in 1976
Each of the components illustrated 
in Reddy’s original review paper has 
made significant progress. We do not 
plan to enumerate all the different 
systems and approaches developed 
over the decades. Table 1 contains the 
major achievements that are proven 
to work well in practice for leading 
industry speech recognition systems. 
Today, we can use open research tools, 
such as HTK, Sphinx, Kaldi, CMU LM 
toolkit, and SRILM to build a working 
system. However, the competitive edge 
in the industry mostly benefited from 
using a massive amount of data avail-
able in the cloud to continuously up-
date and improve the acoustic model 
and the language model. Here, we 
discuss progress that enabled today’s 
voice search on mobile phones such 
as Apple, Google, and Microsoft Voice 
Search as illustrated in Figure 2.

The establishment of the statisti-
cal machine-learning framework, sup-
ported by the availability of computing 
infrastructure and massive training 
data, constitutes the most significant 
driving force in advancing the devel-
opment of speech recognition. This 
enabled machine learning to treat 

phonetic, word, syntactic, and seman-
tic knowledge representations in a 
unified manner. For example, explicit 
segmentation and labeling of phonetic 
strings is no longer necessary. Phonet-
ic matching and word verification are 
unified with word sequence generation 
that depends on the highest overall rat-
ing typically using a context-dependent 
phonetic acoustic model.

Statistical machine learning. Early 
methods of speech recognition aimed 
to find the closest matching sound 
label from a discrete set of labels. In 
non-probabilistic models, there is an 
estimated “distance” between sound 
labels based on how similar two 
sounds are estimated to be. In one 
form, probability models use an esti-
mate of the conditional probability of 
observing a particular sound label as 
the best matching label, conditional 
on the correct label being the hypoth-
esized label, which is also called the 
“confusion” probability. To estimate 
the probability of confusing each pos-
sible sound with each possible label 
requires substantially more training 
data than estimating the mean of a 
Gaussian distribution, another com-
mon representation. This method 
corresponds to the “labeling” part 
of the “segmentation and labeling” 
described in Reddy’s 1976 review, 
whether accompanied by segmenta-
tion or not, as was often done by the 
1980s for non-probability-based mod-
els. This distance may merely be a 

Figure 2. Modern search engines such as Bing and Google both offer a readily accessible 
microphone button (marked in red) to enable voice search the Web. Apple iPhone Siri, 
while not a search engine (its Web search is now powered by Bing), has a much larger 
microphone button for multimodal speech dialogue.
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score to be minimized. 
A pivotal change in the representa-

tion of knowledge in speech recogni-
tion was just beginning at the time 
of Reddy’s review paper. This change 
was exemplified by the representation 
of speech as a hidden Markov process. 
This is usually referred to with the 
acronym HMM for “Hidden Markov 
Model,” which is a slight misnomer 
because it is the process that is hid-
den not the model.2 Mathematically, 
the model for a hidden Markov pro-
cess has a learning algorithm with a 
broadly applicable convergence theo-
rem called the Expectation-Maximiza-
tion (EM) algorithm.3,8 In the particu-
lar case of a hidden Markov process, 
it has a very efficient implementation 
via the Forward-Backward algorithm. 
Since the late 1980s, statistical dis-
criminative training techniques have 
also been developed based on maxi-
mum mutual information or related 
minimum error criteria.1,13,21 

Before 2010, a mixture of HMM-
based Gaussian densities have typi-
cally been used for state-of-the-art 
speech recognition. The features for 
these models are typically Mel-fre-
quency cepstral coefficients (MFCC).6 
While there are many efforts in creat-
ing features imitating the human audi-
tory process, we want to highlight one 
significant development that offers 
learned feature representation with the 
introduction of deep neural networks 
(DNN). Overcoming the inefficiency 
in data representation by the Gauss-
ian mixture model, DNN can replace 
the Gaussian mixture model directly.14 
Deep learning can also be used to learn 
powerful discriminative features for a 
traditional HMM speech recognition 
system.37 The advantage of this hybrid 
system is that decades of speech rec-
ognition technologies developed by 
speech recognition researchers can be 
used directly. A combination of DNN 
and HMM produced significant er-
ror reduction4,14,22,37 in comparison to 
some of the early efforts.29,40 In the new 
system, the speech classes for DNN 
are typically represented by tied HMM 
states—a technique directly inherited 
from earlier speech systems.18

Using Markov models to represent 
language knowledge was controversial. 
Linguists knew no natural language 
could be represented even by context-

free grammar, much less by a finite 
state grammar. Similarly, artificial in-
telligence experts were more doubtful 
that a model as simple as a Markov pro-
cess would be useful for representing 
the higher-level knowledge sources rec-
ommended in the Newell report. 

However, there is a fundamental 
difference between assuming that lan-
guage itself is a Markov process and 
modeling language as a probabilistic 
function of a hidden Markov process. 
The latter model is an approximation 
method that does not make an as-
sumption about language, but rather 
provides a prescription to the de-
signer in choosing what to represent 
in the hidden process. The definitive 
property of a Markov process is that, 
given the current state, probabilities 
of future events will be independent of 
any additional information about the 
past history of the process. This prop-
erty means if there is any informa-
tion about the past history of the ob-
served process (such as the observed 
words and sub-word units), then the 
designer should encode that informa-
tion with distinct states in the hidden 
process. It turned out that each of the 
levels of the Newell hierarchy could be 
represented as a probabilistic func-
tion of a hidden Markov process to a 
reasonable level of approximation. 

For today’s state-of-the-art lan-
guage modeling, most systems still 
use the statistical N-gram language 
models and the variants, trained with 
the basic counting or EM-style tech-
niques. These models have proved 
remarkably powerful and resilient. 
However, the N-gram is a highly sim-
plistic model for realistic human lan-
guage. In a similar manner with deep 
learning for significantly improving 
acoustic modeling quality, recur-
rent neural networks have also sig-
nificantly improved the N-gram lan-
guage model.27 It is worth noting that 
nothing beats a massive text corpora 
matching the application domain for 
most real speech applications. 

Training data and computational 
resources. The availability of speech/
text data and computing power 
has been instrumental in enabling 
speech recognition researchers to 
develop and evaluate complex algo-
rithms on sufficiently large tasks. 
The availability of common speech 

corpora for speech training, develop-
ment, and evaluation, has been criti-
cal, allowing the creation of complex 
systems of ever-increasing capabili-
ties. Since speech is a highly variable 
signal and is characterized by many 
parameters, large corpora become 
critical in modeling it well enough for 
automated systems to achieve profi-
ciency. Over the years, these corpora 
have been created, annotated, and 
distributed to the worldwide com-
munity by the National Institute of 
Standard and Technology (NIST), the 
Linguistic Data Consortium (LDC), 
European Language Resources Asso-
ciation (ELRA), and other organiza-
tions. The character of the recorded 
speech has progressed from limited, 
constrained speech materials to huge 
amounts of progressively more realis-
tic, spontaneous speech. 

Moore’s Law predicts doubling the 
amount of computation for a given 
cost every 12–18 months, as well as a 
comparably shrinking cost of memo-
ry. Moore’s Law made it possible for 
speech recognition to consume the 
significantly improved computational 
infrastructure. Cloud-based speech 
recognition made it more convenient 
to accumulate an even more mas-
sive amount of speech data than ever 
imagined in 1976. Both Google and 
Bing indexed the entire Web. Billions 
of user queries reach the Web search 
engine monthly. This massive amount 
of query click data made it possible to 
create a far more powerful language 
model for voice search applications.

Signal and feature processing. A 
vector of acoustic features is comput-
ed typically every 10 milliseconds. For 
each frame a short window of speech 
data is selected. Typically each win-
dow selects about 25 milliseconds 
of speech, so the windows overlap in 
time. In 1976, the acoustic features 
were typically a measure of the magni-
tude at each of a set of frequencies for 
each time window, typically computed 
by a fast Fourier transform or by a fil-
ter bank. The magnitude as function 
of frequency is called the “spectrum” 
of the short time window of speech, 
and a sequence of such spectra over 
time in a speech utterance can be vi-
sualized as a spectrogram.31 

Over the past 30 years or so, modi-
fications of spectrograms led to sig-
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nificant improvements in the perfor-
mance of Gaussian mixture-based 
HMM systems despite the loss of raw 
speech information due to such modi-
fications. Deep learning technology 
aims squarely at minimizing such in-
formation loss and at searching for 
more powerful, deep learning-driven 
speech representations from raw data. 
As a result of the success in deep learn-
ing, speech recognition researchers are 
returning to using more basic speech 
features such as spectrograms and fil-
terbanks for deep learning,11 allowing 
the power of machine learning to au-
tomatically discover more useful repre-
sentations from the DNN itself.37,39 

Vocabulary size. The maximum vo-
cabulary size for large speech recogni-
tion has increased substantially since 
1976. In fact, for real-time natural 
language dictation systems in the late 
1990s the vocabulary size essentially 
became unlimited. That is, the user 
was not aware of which relatively rare 
words were in the system’s dictionary 
and which were not. The systems tried 
to recognize every word dictated and 
counted as an error any word that was 
not recognized, even if the word was 
not in the dictionary.

This point of view forced these sys-
tems to learn new words on the fly so 
the system would not keep making 
the same mistake every time the same 
word occurred. It was especially im-
portant to learn the names of people 
and places that occurred repeatedly 
in a particular user’s dictation. Signifi-
cant advances were made in statistical 
learning techniques for learning from 
a single example or a small number 
of examples. The process was made to 
appear as seamless as possible to the 
interactive user. However, the problem 
remains a challenge because model-
ing new words is still far from seamless 
when seen from the point of view of the 
models, where the small-sample mod-
els are quite different from the large-
data models. 

Speaker independent and adaptive 
systems. Although probability models 
with statistical machine learning pro-
vided a means to model and learn many 
sources of variability in the speech sig-
nal, there was still a significant gap in 
performance between single-speaker, 
speaker-dependent models and speak-
er-independent models intended for 

the diverse population. Sphinx intro-
duced large vocabulary speaker-inde-
pendent continuous speech recogni-
tion.24 The key was to use more speech 
data from a large number of speakers 
to train the HMM-based system. 

Adaptive learning is also applied to 
accommodate speaker variations and 
a wide range of variable conditions for 
the channel, noise, and domain.24 Ef-
fective adaptation technologies enable 
rapid application integration, and are 
a key to successful commercial deploy-
ment of speech recognition.

Decoding techniques. Architec-
turally, the most important develop-
ment in knowledge representation 
has been searchable unified graph 
representations that allow multiple 
sources of knowledge to be incorporat-
ed into a common probabilistic frame-
work. The decoding or search strate-
gies have evolved from many systems 
summarized in Reddy’s 1976 paper, 
such as stack decoding (A* search),20 
time-synchronous beam search,26 and  
Weighted Finite State Transducer 
(WFST) decoder.28 These practical de-
coding algorithms made possible large-
scale continuous speech recognition. 

Non-compositional methods include 
multiple speech streams, multiple prob-
ability estimators, multiple recognition 
systems combined at the hypothesis 
level such as ROVER,12 and multi-pass 
systems with increased constraints. 

Spoken language understanding. 
Once recognition results are avail-
able, it is equally important to extract 
“meaning” for the recognition results. 
Spoken language understanding (SLU) 
mostly relied on case grammars for 
representing sets of semantic con-
cepts during 1970s. A good example of 
putting the case grammars for SLU is 
exemplified by the Air Travel Informa-
tion System (ATIS) research initiative 
funded by DARPA.32,41 In this task, the 
users can utter queries on flight infor-
mation in an unrestricted free form. 
Understanding the spoken language 
is about extracting task-specific argu-
ments in a given frame-based semantic 
representation involving frames such 
as “departure date,” and “flight.” The 
slot in these case frames is specific to 
the domain involved. Finding the value 
of properties from speech recognition 
results must be robust to deal with in-
herent recognition errors as well as a 

Speech recognition 
is unique not  
just because  
of its successes: 
in spite of all the 
accomplishments, 
additional 
challenges remain 
that are as  
daunting as those 
that have been 
overcome so far.
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wide range of different ways of express-
ing the same concept. 

A number of techniques are used 
to fill frame slots of the application 
domain from the training data.30,35,41 
Like acoustic and language model-
ing, deep learning based on recurrent 
neural networks can also significantly 
improve filling slots for language un-
derstanding.38

Six Major Challenges
Speech recognition technology is 
far from perfect. Indeed, technical  
challenges abound. Based on what we 
have learned over the past 40 years, we 
now discuss six of the most challenging 
areas to be addressed before we can real-
ize the dream of speech recognition. 

There is no data like more data. 
Today we have some very exciting op-
portunities to collect large amounts 
of data, thus giving rise to “data del-
uge.” Thanks in large part to the Inter-
net, there are now readily accessible 
large quantities of everyday speech, 
reflecting a variety of materials and 
environments previously unavailable. 
Recently emerging voice search in mo-
bile phones has provided a rich source 
of speech data, which, because of the 
recording of mobile phone users’ ac-
tions, can be considered as partially 
“labeled.” Apple Siri (powered by Nu-
ance), Google, and Microsoft all have 
accumulated a massive amount of user 
data in using voice systems on their 
products.

New Web-based tools could be 
made available to collect, annotate, 
and process substantial quantities of 
speech in a cost-effective manner in 
many languages. Mustering the assis-
tance of interested individuals on the 
Web could generate substantial quan-
tities of language resources very effi-
ciently and cost effectively. This could 
be especially valuable for creating sig-
nificant new capabilities for resource 
“impoverished” languages.

The ever-increasing amount of data 
presents both an opportunity and a 
challenge for advancing the state of the 
art in speech recognition as illustrated 
in Figure 3, in which our Microsoft col-
leagues Li Deng and Eric Horvitz used 
the data from a number of published 
papers to illustrate the key point. The 
numbers in Figure 3 are not precise 
even with our best effort to derive a co-

hesive chart from data scattered over a 
period of approximately 10 years. 

We have barely scratched the sur-
face in sampling the many kinds of 
speech, environments, and channels 
that people routinely experience. In 
fact, we currently provide to our auto-
matic systems only a very small frac-
tion of the amount of materials that hu-
mans utilize to acquire language. If we 
want our systems to be more powerful 
and to understand the nature of speech 
itself, we need to make more use of 
it and label more of it. Well-labeled 
speech corpora have been the corner-
stone on which today’s systems have 
been developed and evolved. However, 
most of the large quantities of data are 
not labeled or poorly “labeled,” and la-
beling them accurately is costly. 

Computing infrastructure. The use 
of GPUs5,14 is a significant advancement 
in recent years that makes the training 
of modestly sized deep networks prac-
tical. A known limitation of the GPU 
approach is the training speed-up is 
small when the model does not fit in 
GPU memory (typically less than six 
gigabytes). It is recently reported that 
distributed optimization approach can 
greatly accelerate deep learning as well 
as enabling training larger models.7 
A cluster of massive distributed ma-
chines has been used to train a mod-
estly sized speech DNN leading to over 
10x acceleration in comparison to the 
GPU implementation. 

Moore’s Law has been a depend-
able indicator of the increased capabil-
ity for computation and storage in our 
computational systems for decades. 
The resulting effects on systems for 
speech recognition and understanding 

have been enormous, permitting the 
use of larger and larger training data-
bases and recognition systems, and the 
incorporation of more detailed models 
of spoken language. Many of the future 
research directions and applications 
implicitly depend upon continued ad-
vances in computational capabilities, 
which seems justified given the recent 
progress of using distributed comput-
er systems to train large-scale DNNs. 
With the ever-increased amount of 
training data as illustrated in Figure 3, 
it is expected to take weeks or months 
to train a modern speech system even 
with a massively distributed comput-
ing cluster. 

As Intel and others have recently 
noted, the power density on micro-
processors has increased to the point 
that higher clock rates would begin 
to melt the silicon. Consequently, 
industry development is currently fo-
cused on implementing microproces-
sors on multiple cores. The new road 
maps for the semiconductor industry 
reflect this trend, and future speed-
ups will come more from parallelism 
than from having faster individual 
computing elements. 

For the most part, algorithm de-
signers for speech systems have ig-
nored investigation of such parallel-
ism, partly because the advancement 
of scalability has been so reliable. Fu-
ture research directions and applica-
tions will require significantly more 
computation resources for creating 
models, and consequently research-
ers will need to consider massive dis-
tributed parallelism in their designs. 
This will be a significant change from 
the status quo. In particular, tasks 

Figure 3. There is no data like more data. Recognition word error rate vs. the amount  
of training hours for illustrative purposes only. This figure illustrates how modern speech 
recognition systems can benefit from increased training data.
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such as decoding, for which extremely 
clever schemes to speed up single-
processor performance have been 
developed, will require a complete 
rethinking of the algorithms. New 
search methods that explicitly exploit 
parallelism should be an important 
research direction. 

Unsupervised learning has been 
successfully used to train a deep net-
work 30-times larger than previously 
reported.7 With supervised fine-tuning 
to get the labels, DNN-based system 
achieved state-of-the-art performance 
on ImageNet, a very difficult visual ob-
ject recognition task. For speech rec-
ognition, there is also a practical need 
to develop high-quality unsupervised 
or semi-supervised techniques with 
a massive amount of user interaction 
data available in the cloud such as click 
data in the Web search engine. 

Upon the successful development 
of voice search, exploitation of un-
labeled or partially labeled data be-
comes feasible to train the underlying 
acoustic and language models. We can 
automatically (and “actively”) select 
parts of the unlabeled data for manual 
labeling in a way that maximizes its 
utility. An important reason for unsu-
pervised learning is the systems, like 
their human “baseline,” will have to 
undergo “lifelong learning,” adjust-
ing to evolving vocabulary, channels, 
language use, among others. There is 
a need for learning at all levels to cope 
with changing environments, speak-
ers, pronunciations, dialects, accents, 
words, meanings, and topics. Like its 
human counterpart, the system would 
engage in automatic pattern discovery, 
active learning, and adaptation. 

We must address both the learn-
ing of new models and the integration 
of such models into existing systems. 
Thus, an important aspect of learning 
is being able to discern when some-
thing has been learned and how to ap-
ply the result. Learning from multiple 
concurrent modalities may also be 
necessary. For instance, a speech rec-
ognition system may encounter a new 
proper noun in its input speech, and 
may need to examine textual contexts 
to determine the spelling of the name 
appropriately. Success in multimod-
al unsupervised learning endeavors 
would extend the lifetime of deployed 
systems, and directly advance our abil-

ity to develop speech systems in new 
languages and domains without oner-
ous demands of expensive human-
labeled data, essentially by creating 
systems that automatically adapt and 
improve over time. 

Portability and generalizability. An 
important aspect of learning is gen-
eralization. When a small amount of 
test data is available to adjust speech 
recognizers, we call such generaliza-
tion adaptation. Adaptation and gen-
eralization capabilities enable rapid 
speech recognition application inte-
gration. There are also attempts to use 
partially observable Markov decision 
processes to improve dialogue man-
agement if training data can be made 
available.42 This set of language re-
sources is often not readily available 
for many new languages or new tasks. 
Indeed, obtaining large quantities of 
training data that is closely matched 
to the domain is perhaps the single 
most reliable method to make speech 
systems work in practice. 

Over the past three decades, the 
speech community has developed and 
refined an experimental methodol-
ogy that has helped to foster steady 
improvements in speech technology. 
The approach that has worked well is 
to develop shared corpora, software 
tools, and guidelines that can be used 
to reduce differences between experi-
mental setups down to the algorithms, 
so it becomes easier to quantify funda-
mental improvements. Typically, these 
corpora are focused on a particular 
task. Unfortunately, current language 
models are not easily portable across 
different tasks as they lack linguistic 
sophistication to consistently distin-
guish meaningful sentences from 
meaningless ones. Discourse structure 
is not considered either, merely the lo-
cal collocation of words. 

This strategy is quite different from 
the human experience. For our entire 
lives, we are exposed to all kinds of 
speech data from uncontrolled envi-
ronments, speakers, and topics, (that 
is, everyday speech). Despite this varia-
tion in our own personal training data 
we are all able to create internal mod-
els of speech and language that are re-
markably adept at dealing with varia-
tion in the speech chain. This ability 
to generalize is a key aspect of human 
speech processing that has not yet 

found its way into modern speech sys-
tems. Research activities on this topic 
should produce technology that will 
operate more effectively in novel cir-
cumstances, and that can generalize 
better from smaller amounts of data. 
Another research area could explore 
how well information gleaned from 
large resource languages and/or do-
mains generalize to smaller resource 
languages and domains.

The challenge here is to create spo-
ken language technologies that are 
rapidly portable. To prepare for rapid 
development of such spoken language 
systems, a new paradigm is needed to 
study speech and acoustic units that 
are more language-universal than lan-
guage-specific phones. Three specific 
research issues must be addressed: 
cross-language acoustic modeling of 
speech and acoustic units for a new 
target language; cross-lingual lexical 
modeling of word pronunciations for 
new language; and cross-lingual lan-
guage modeling. By exploring correla-
tion between new languages and well-
studied languages, we can facilitate 
rapid portability and generalization. 
Bootstrapping techniques are keys to 
building preliminary systems from a 
small amount of labeled utterances, 
using them to label more utterance 
examples in an unsupervised manner, 
and iterating to improve the systems 
until they reach a comparable perfor-
mance level similar to today’s high-ac-
curacy systems. 

Dealing with uncertainties. The 
proven statistical DNN-HMM learn-
ing framework requires massive 
amounts of data to deal with uncer-
tainties. How to identify and handle 
a multitude of variability factors 
has been key to building successful 
speech recognition systems. Despite 
the impressive progress over the past 
decades, today’s speech recognition 
systems still degrade catastrophically 
even when the deviations are small in 
the sense the human listener exhib-
its little or no difficulty. Robustness 
of speech recognition remains a ma-
jor research challenge. We hope for 
breakthroughs not only in algorithms 
but also in using the increasingly un-
supervised training data available in 
ways not feasible before. 

One pervasive type of variability in 
the speech signal is the acoustic envi-
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ronment. This includes background 
noise, room reverberation, the chan-
nel through which the speech is ac-
quired (such as cellular, Bluetooth, 
landline, and VoIP), overlapping 
speech, and Lombard or hyper-artic-
ulated speech. The acoustic environ-
ment in which the speech is captured 
and the communication channel 
through which the speech signal is 
transmitted represent significant 
causes of harmful variability that is 
responsible for drastic degradation 
of system performance. Existing tech-
niques are able to reduce variabil-
ity caused by additive noise or linear 
distortions, as well as compensate 
for slowly varying linear channels. 
However, more complex channel 
distortions such as reverberation or 
fast-changing noise, as well as the 
Lombard effect present a significant 
challenge. While deep learning en-
abled auto-encoding to create more 
powerful features, we expect more 
breakthroughs in learning useful fea-
tures that may or may not resemble 
imitating human auditory systems. 

Another common type of speech 
variability studied intensively is due to 
different speakers’ characteristics. It 
is well known that speech characteris-
tics vary widely among speakers due to 
many factors, including speaker phys-
iology, speaker style, and accents—
both regional and non-native. The 
primary method currently used for 
making speech recognition systems 
more robust is to include a wide range 
of speakers (and speaking styles) in 
the training, so as to account for the 
variations in speaker characteristics. 
Further, current speech recognition 
systems assume a pronunciation lexi-
con that models native speakers of a 
language and train on large amounts 
of speech data from various native 
speakers of the language. Approach-
es have been explored in modeling 
accented speech, including explicit 
modeling of accented speech, adap-
tation of native acoustic models with 
only moderate success, as witnessed 
by some initial difficulties of deploy-
ing British English speech system in 
Scotland. Pronunciation variants have 
also been incorporated in the lexicon 
to receive only small gains. Similarly, 
small progress has been made for de-
tecting speaking rate change. 

Having Socrates’ wisdom. Like 
most of the ancient Greeks, speech rec-
ognition systems lack the wisdom of 
Socrates. The challenge here is to cre-
ate systems that reliably detect when 
they do not know a (correct) word. A 
clue to the occurrence of such error 
events is the mismatch between an 
analysis of a purely sensory signal un-
encumbered by prior knowledge, such 
as unconstrained phone recognition, 
and a word- or phrase-level hypothesis 
based on higher-level knowledge, often 
encoded in a language model. A key 
component of this research would be 
to develop novel confidence measures 
and accurate models of uncertainty 
based on the discrepancy between sen-
sory evidence and a priori beliefs. A nat-
ural sequel to detection of such events 
would be to transcribe them phoneti-
cally when the system is confident that 
its word hypothesis is unreliable, and 
to devise error-correction schemes.

Current systems have difficulty in 
handling unexpected—and thus often 
the most information rich—lexical 
items. This is especially problematic 
in speech that contains interjections 
or foreign or out-of-vocabulary words, 
and in languages for which there is 
relatively little data with which to build 
the system’s vocabulary and pronun-
ciation lexicon. A common outcome 
in this situation is that high-value 
terms are overconfidently misrecog-
nized as some other common and sim-
ilar-sounding word. Yet, such spoken 
events are key to tasks such as spoken 
term detection and information extrac-
tion from speech. Their accurate detec-
tion is therefore of vital importance. 

Conclusion
Over the last four decades, there have 
been a number of breakthroughs in 
speech recognition technologies that 
have led to the solution of previously im-
possible tasks. Here, we will summarize 
the insights gained from the research 
and product development advances. 

In 1976, the computational power 
available was only adequate to perform 
speech recognition on highly con-
strained tasks with low branching fac-
tors (perplexity). Today, we are able to 
handle nearly unlimited vocabularies 
with much larger branching factors. 
In 1976, the fastest computer available 
for routine speech research was a dedi-

For the most part, 
algorithm designers 
for speech systems 
have ignored 
investigation  
of parallelism, 
partly because  
the advance  
of scalability has 
been so reliable. 
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cated PDP-10 with 4MB memory. To-
day’s systems have access to a million 
times more computational power in 
training the model. Thousands of pro-
cessors and nearly unlimited collective 
memory capacity in the cloud are rou-
tinely used. These systems can use mil-
lions of hours of speech data collected 
from millions of people from the open 
population. The power of these sys-
tems arises mainly from their ability 
to collect, process, and learn from very 
large datasets.

The basic learning and decoding 
algorithms have not changed sub-
stantially in 40 years. However, many 
algorithmic improvements have been 
made, such as how to use distribut-
ed algorithms for the deep learning 
task. Surprisingly, even though there 
is probably enough computational 
power and memory in iPhone-like 
smartphone devices, it appears that 
speech recognition is currently done 
on remote servers with the results 
being available within a few hun-
dred milliseconds on the iPhone. 
This makes it difficult to dynamically 
adapt to the speaker and the environ-
ment, which have the potential to re-
duce the error rate by half. 

Dealing with previously unknown 
words continues to be a problem for 
most systems. Collecting very large 
vocabularies based on Web-based 
profiling makes it likely that the user 
would almost always use one of the 
known words. Today’s Web search 
engines store over 500 million entity 
entries, which can be powerful to aug-
ment the vocabulary that is typically 
much smaller for speech recognition. 
The social graph used for Web search 
engines can also be used to dramati-
cally reduce the needed search space. 
One final point is that mixed-lingual 
speech, where phrases from two or 
more languages may be intermixed, 
makes the new word problem more dif-
ficult.17 This is often the case for many 
countries where English is mixed with 
the native language. 

The associated problem of error de-
tection and correction leads to difficult 
user interface choices for which good 
enough solutions have been adopted 
by “Dragon NaturallySpeaking” and 
subsequent systems. We believe mul-
timodal interactive metaphor will be 
a dominant metaphor as illustrated by 

MiPad demo16 and Apple Siri-like ser-
vices. We are still missing human-like 
clarification dialog for new words pre-
viously unknown to the system. 

Another related problem is the rec-
ognition of highly confusable words. 
Such systems require the use of more 
powerful discrimination learning. Dy-
namic sparse data learning, as is rou-
tinely done by human beings, is also 
missing in most of the systems that 
depend on large data-based statistical 
techniques. 

Speech recognition in the next 40 
years will pass the Turing test. It will 
truly bring the vision of Star Trek-like 
mobile devices to reality. We expect 
speech recognition to help bridge 
the gap between us and machines. 
It will be a powerful tool to facilitate 
and enhance natural conservation 
among people regardless of barriers 
of location or language, as the New 
York Times storya illustrated by Rick 
Rashid’s English to Chinese speech 
translation demo.b 	

a	 http://nyti.ms/190won1
b	 https://www.youtube.com/watch?v=Nu-nlQqFCKg
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Moore’s Law, which predicts the dou-
bling of transistor density every two 
years or so, has been the mainstay of 
the ubiquitous proliferation of semi-
conductor electronics and the mobile 
revolution that has changed our lives 
for the better since the invention of the 
transistor by Shockley et al. in 1949 and 
its application to the integrated circuit 
by Kilby in the 1950s. 

For the past several decades, we 
have been scaling relentlessly using 
Dennard’s constant electric field scal-
ing method and succeeded in making 
our chips faster, smaller, and cheaper. 
Implicit in this evolution is the as-
sumption that we can print these cir-
cuits in an economical manner. This 
assumption is now in question as we 
have reached dimensions that are sig-
nificantly below the resolution of the 
light used to print these features. While 
we have employed tricks to print these 
sub-wavelength features, they come at 
a cost that threatens the expectation 
of lower cost per circuit. In fact, some 
project an increased cost per function, 
which of course begs the question: 
“Why scale any further?”

Three-dimensional integration (3Di)  
offers some relief here. It is important 
to point out that 3Di does not make 
either a faster transistor or a cheaper 
transistor per se, but offers the pos-
sibility of integrating mature tech-
nologies to achieve effective improve-
ments in effective arial transistor 

density, lower die-to-die latency, and 
a high degree of componentization 
by integrating separately optimized 
and hence less complex technologies. 
This approach promises to extend the 
Moore’s Law expectation at least for a 
few more generations.

There are many embodiments of 
3Di, which require the stacking of ei-
ther partially functional dice or even 
wafers. A common feature of all these 
different embodiments is the Through 
Silicon Via (TSV). The TSV literally al-
lows signals and power to pass through 
an entire silicon layer and is perhaps 
the most distinguishing feature of 3D 
stacking. TSVs tend to be rather large 
compared to the other features in the 
chip. Moreover, they are lined with 
thick dielectrics and filled with con-
ductive materials that have a high co-
efficient of thermal mismatch with re-
spect silicon. The consequence of the 
introduction of these large dissimilar 
features is the potential to cause sig-
nificant stresses in the silicon that can 
cause structural defects and even fail-
ure in the silicon. It is also possible to 
modulate the electrical properties of 
the silicon devices, although that may 
be a less severe effect. 

The following paper by Jung et al. 
is a thorough analysis of the stresses 
that can result from the introduc-
tion of a TSV in silicon. The authors 
have developed a fairly comprehen-
sive and yet simple method to ap-
ply linear superposition to estimate 
the thermo-mechanical stresses 
that these TSVs can introduce. The 
analysis also can be used to estimate 
a simplified metric called the Von 
Mises stress that is a measure of me-
chanical stability. This approach can 
be used to design stable and reliable 
TSVs and promises to be a valuable 
tool in the design of 3D chips.	

Subramanian S. Iyer (ssiyer@us.ibm.com) is  
an IBM Fellow and Director of System Scaling 
Technology, Microelectronics Division, at the Systems and 
Technology Group, Hopewell Junction, NY.

Copyright held by author.
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TSV Stress-Aware Full-Chip 
Mechanical Reliability Analysis 
and Optimization for 3D IC
By Moongon Jung, Joydeep Mitra, David Z. Pan, and Sung Kyu Lim

Abstract
Three-dimensional integrated circuit (3D IC) with through-
silicon-via (TSV) is believed to offer new levels of efficiency, 
power, performance, and form-factor advantages over the 
conventional 2D IC. However, 3D IC involves disruptive 
manufacturing technologies compared to conventional 
2D IC. TSVs cause significant thermomechanical stress that 
may seriously affect performance, leakage, and reliability of 
circuits. In this paper, we discuss an efficient and accurate 
full-chip thermomechanical stress and reliability analysis 
tool as well as a design optimization methodology to alleviate 
mechanical reliability issues in 3D ICs. First, we analyze 
detailed thermomechanical stress induced by TSVs in con-
junction with various associated structures such as landing 
pad and dielectric liner. Then, we explore and validate the 
linear superposition principle of stress tensors and demon-
strate the accuracy of this method against detailed finite 
element analysis (FEA) simulations. Next, we apply this 
linear superposition method to full-chip stress simulation 
and a reliability metric named the von Mises yield criterion. 
Finally, we propose a design optimization methodology to 
mitigate the mechanical reliability problems in 3D ICs.

1. WHY 3D IC?
A major focus of the semiconductor industry in the last 4–5 
decades has been to miniaturize ICs by advanced lithography 
patterning technology, which is now around 22 nm node. 
While ITRS still predicts further CMOS scaling, for example, 
to around 7 nm node by the year of 2020,7 such scaling will 
reach fundamental physical limit, or even before that happens, 
the economy of scaling will require other means for “more 
Moore” and “more than Moore” integration.

Due to the increasing power, performance, and finan-
cial bottlenecks beyond 32–22 nm, industry began to look 
for alternative solutions. This has led to the active research, 
development, and deployment of thinned and stacked 
3D ICs, initially by wire-bond, later by flip-chip, and recently 
by through-silicon-via (TSV).18

TSV is the key enabling technology in 3D IC as depicted 
in Figure 1. This TSV provides vertical signal, power, and 
thermal paths between the dies in a stack. With 3D integra-
tion technology employing TSVs, both the average and max-
imum distance between components can be substantially 
reduced by placing them on different dies, which translates 
into significant savings in delay, power, and area. Moreover, 
it enables the integration of heterogeneous devices, such as 

28 nm for high-speed logic and 130 nm for analog, making 
the entire system more compact and efficient.

Recently, 64 parallel processor cores with stacked memory12 
and a large-scale 3D CMP with a cluster-based near-thresh-
old computing architecture4 have been demonstrated from 
academia. Moreover, a heterogeneous 3D FPGA (Xilinx 
Virtex-7 FPGA) has been already in mass production.22 
However, this new design element, that is, TSV, causes sev-
eral challenges. The thermomechanical reliability problem 
caused by TSV-induced stress is one of the biggest chal-
lenges in 3D ICs.

2. THERMOMECHANICAL STRESS IN 3D ICs
Due to the significant coefficients of thermal expansion 
(CTE) mismatch between TSV fill material such as copper 
(=  17 ppm/K) and silicon substrate (= 2.3 ppm/K), ther-
momechanical stress builds up during 3D IC fabrication 
process and thermal cycling of TSV structures. Because 
the copper (= Cu) annealing temperature is much higher 
than the operating temperature, tensile stress appears on 
silicon after cooling down to room temperature. This ther-
momechanical stress can affect both chip performance 
and reliability.

A previous version of this work was published in IEEE 
Transactions on Computer-Aided Design of Integrated Circuits 
and Systems 31, 8 (2012), 1194–1207.

TSV

Figure 1. Samsung 16Gb NAND stack (eight 2Gb NAND) with TSV.20



108    communications of the acm    |   january 2014  |   vol.  57  |   no.  1

research highlights 

 

In semiconductors, changes in interatomic spacing result-
ing from strain affect the bandgaps, making it easier or harder 
for electrons—depending on the material and strain—to be 
raised into the conduction band. This results in a change 
in resistivity of the semiconductor, which can also be trans-
lated to a change in mobility.8 In sub-100 nm nodes, the 
strained silicon technology has been widely used to boost 
carrier mobility in the transistor channel. TSV-induced stress 
affects the carrier mobility on top of this strained silicon and 
acts as an additional variation source. In fact, the tensile 
stress induced by TSV affects electron and hole mobility in 
the opposite direction. Thus, if designers do not take care of 
this mobility variation in the chip design stage, the intended 
chip performance is not guaranteed. Previous works2, 23 
discussed the impact of TSV-induced stress on individual 
device performance as well as full-chip timing.

Meanwhile, there have been major concerns on the 
thermomechanical reliability of TSV structures. If there is 
a small defect such as a void around a TSV, TSV-induced 
stress can drive the interfacial cracking between dielec-
tric liner and silicon substrate or the cohesive cracking in 
dielectric liner and silicon substrate as shown in Figure 
2.15 These cracks may damage transistors nearby, create 
conducing paths between TSVs (= short circuit), and cause 
the entire chip operation failure in the worst case. Previous 
works studied the crack growth behavior under TSV stress.9, 

14, 19 However, most previous works focused on modeling 
the thermomechanical stress and reliability of a single 
TSV in isolation. These simulations were performed using 
finite element analysis (FEA) methods which are computa-
tionally expensive or infeasible for full-chip-scale analysis.

In this paper, we present a full-chip TSV thermomechani-
cal stress and reliability analysis flow which overcomes the 
limitation of the FEA method. In addition, we provide a 
design optimization methodology to reduce mechanical 
reliability problems in TSV based 3D ICs. To obtain realis-
tic stress distributions across a chip, we first model detailed 
and practical TSV structures and study their impact on 
stress, which lacked in many previous works mainly because 
the design context is not considered. Then, we validate the 
principle of linear superposition of stress tensors against 
FEA simulations, and apply this methodology to gener-
ate a stress map and a reliability metric map on a full-chip 
scale. In addition, we present design methods to reduce von 
Mises stress, which is a mechanical reliability metric that 
identifies mechanically unstable spots such as crack vulner-
able locations, on full-chip 3D IC designs by tuning design 
parameters such as liner thickness and TSV placement.

3. BASELINE MODELING
3.1. Limitation of existing works
The analytical 2D radial stress model, known as Lamé stress 
solution, was employed to address the TSV thermomechani-
cal stress effect on device performance in Yang et al.23 This 2D 
plane solution assumes an infinitely long TSV embedded in 
an infinite silicon substrate and provides stress distribution in 
silicon substrate region, which can be expressed as follows16:

�
(1)

where s Si is stress in silicon substrate, E is Young’s modulus 
(= a measure of stiffness of an elastic material), ∆a is mis-
match in CTE, ∆T is differential thermal load, r is the dis-
tance from TSV center, and DTSV is TSV diameter.

Even though this closed-form formula is easy to handle, 
this 2D solution is only applicable to the structure with TSV 
and substrate only, hence inappropriate for the realistic 
TSV structure with landing pad and liner. Also, it does not 
capture the 3D nature of a stress field near the wafer surface 
around TSVs where devices are located. Moreover, the TSV/
substrate interface region near the wafer surface is known to 
be a highly problematic area for mechanical reliability.19 In 
our study, the wafer surface means the silicon surface right 
below substrate (Si)/dielectric layer (SiO2) interface.

Though the authors in Ryu et al.19 proposed a semi-analytic 
3D stress model, it is only valid for TSV with a high aspect 
ratio. Also, their TSV structure only includes TSV and silicon 
substrate, hence we cannot apply their model to TSV which 
contains landing pad and dielectric liner because of the change 
in boundary conditions. Furthermore, since their model is only 
applicable to a single TSV in isolation, it cannot be directly 
used to assess mechanical reliability issues in a full-chip scale.

(a)

(b)

TSVSi

SiO2

TSV

Si

SiO2

interfacial 
crack

cohesive
crack

Figure 2. Crack growth due to thermomechanical stress.15 (a) Interfacial 
crack between dielectric liner and silicon substrate; (b) cohesive crack 
in silicon substrate.
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3.2. Our improved structure
Since there is no known analytical stress model for a realistic 
TSV structure, 3D FEA models for a TSV structure are created to 
investigate the stress distribution near wafer surface. To realis-
tically examine the thermomechanical stress induced by TSVs, 
our baseline simulation structure of a TSV is based on the fabri-
cated and the published data,3, 14 as shown in Figure 3.

We construct two TSV cells, that is, TSVA and TSVB, which 
occupy three and four standard cell rows in NCSU 45 nm tech-
nology.6 We define 1.205 mm and 2.44 mm from TSV edge as 
keep-out zone (KOZ) in which no cell is allowed to be placed 
for TSVA and TSVB cells, respectively. Our baseline TSV diam-
eter, height, Cu diffusion barrier thickness, liner thickness, 
and landing pad size are 5 mm, 30 mm, 50 nm, 125 nm, and 6 mm, 
respectively, unless otherwise specified, which are close to the 
data in der Plas et al.3 We use SiO2 and Ti as a baseline liner and 
a Cu diffusion barrier material, respectively. Material properties 
used for our experiments are listed in Table 1. We use the com-
mercial FEA simulation tool ABAQUS to perform experiments, 
and all materials are assumed to be linear elastic and isotropic. 
Also, perfect adhesion is assumed at all material interfaces.17

3.3. Stress tensors
Before discussing the detailed stress modeling results, we 
introduce the concept of a stress tensor. Stress at a point in an 
object can be defined by the nine-component stress tensor:

where, the first index i indicates that the stress acts on a plane 
normal to the i axis, and the second index j denotes the direc-
tion in which the stress acts. If index i and j are same we call 
this a normal stress, otherwise a shear stress. Since we adopt 

a cylindrical coordinate system in this modeling for the cylin-
drical TSV, index 1, 2, and 3 represent r, q, and z, respectively.

3.4. Stress contours
Figure 4 shows FEA simulation results of a normal stress 
components srr and sqq along an arbitrary radial line from the 
TSV center at the wafer surface with ∆T = −250°C of thermal 
load. That is, we assume TSV structure is annealed at 275°C 
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Figure 3. Baseline TSV structure. (a) TSVA cell occupying three standard 
cell rows (KOZ = 1.205 mm). (b) TSVB cell occupying four standard cell 
rows (KOZ = 2.44 mm).

Material CTE (ppm/K) Young’s modulus (GPa) Poisson’s ratio

Cu 17 110 0.35
Si 2.3 130 0.28
SiO2 0.5 71 0.16
Low K 20 9.5 0.3
BCB 40 3 0.34
Ti 8.6 116 0.32
Ta 6.8 186 0.34

Table 1. Material properties.

Figure 4. Effect of TSV structures on normal stress components. 
(a) srr stress; (b) sqq stress.
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To enable a full-chip stress analysis, we first explore the prin-
ciple of linear superposition of stress tensors from individual 
TSVs. Based on the linear superposition method, we build full-
chip stress map and then compute von Mises yield metric to 
predict mechanical reliability problems in TSV-based 3D ICs.

4.1. Overview of our full-chip analysis flow
In this section, we briefly describe our full-chip thermo-
mechanical stress and reliability analysis flow. We first 
perform a detailed FEA simulation of a single TSV and 
provide the stress tensors along a radial line from the 
TSV center as an input to our simulation engine. We also 
provide the locations of the TSVs from 3D IC layout along 
with a thermal map to the simulation engine. With these 
inputs, we find a stress influence zone from each TSV. 
Then, we associate the points in the influence zone with 
the affecting TSV. Next, for each simulation point under 
consideration, we look up the stress tensor from the TSV 
found in the association step, and use the coordinate con-
version matrices to obtain stress tensors in the Cartesian 
coordinate system. We visit an individual TSV affecting 
this simulation point and add up their stress contribu-
tions. Once we finish the stress computation at a point, we 
calculate the von Mises stress value. The complexity of this 
algorithm is O(n), where n is number of simulation points.

4.2. Mechanical reliability metric
In order to evaluate if computed stresses indicate possible 
reliability concerns, a critical value for a potential mechani-
cal failure must be chosen. The von Mises yield criterion 
is known to be one of the most widely used mechanical 
reliability metric.5, 21, 24 If the von Mises stress exceeds a 
yielding strength, material yielding starts. Prior to the yield-
ing strength, the material will deform elastically and return 
to its original shape when the applied stress is removed. 
However, if the von Mises stress exceeds the yield point, 
some fraction of the deformation will be permanent and 
nonreversible even if applied stress is removed.

There is a large variation of yield strength of Cu in the 
literature, from 225 MPa to 600 MPa, and it has been reported 
to depend upon thickness, grain size, and temperature.24 We 
use 600 MPa as a Cu yielding strength in our experiments. 
The yield strength of silicon is 7000 MPa, which will not be 
reliability concerns for the von Mises yield criterion.

The von Mises stress is a scalar value at a point that can 
be computed using components of a stress tensor. By eval-
uating von Mises stress at the interface between TSV and 
dielectric liner, where highest von Mises stress occurs, we 
can predict mechanical failures in TSVs.

4.3. Stress analysis with multiple TSVs
Based on the observation that the stress field of a single TSV 
in isolation is radially symmetrical due to the cylindrical 
shape of a TSV, we obtain stress distribution around a TSV 
from a set of stress tensors along an arbitrary radial line from 
the TSV center in a cylindrical coordinate system. To evalu-
ate a stress tensor at a point affected by multiple TSVs, a con-
version of a stress tensor to a Cartesian coordinate system is 
required. This is due to the fact that we extract stress tensors 
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Figure 5. Effect of liner material/thickness on srr stress.

and cooled down to 25°C to mimic the manufacturing 
process.11, 16, 19 We also assume that the entire TSV structure 
is stress free at the annealing temperature.

In our 3D FEA simulations we consider TSV surrounding 
structures such as dielectric liner and landing pad as well, 
while the 2D model only considers TSV and substrate which 
are infinitely long in z-direction. Due to this structural differ-
ence, we observe the huge discrepancy between 2D solution 
and 3D stress results at the TSV edge. It is widely known that 
most of mechanical reliability failures occur at the inter-
face between different materials, hence this TSV edge is the 
critical region for the reliability. Therefore, the 2D solution 
does not predict mechanical failure mechanism for TSVs 
correctly. Also, SiO2 liner, which acts as a stress buffer layer, 
reduces srr stress at the TSV edge by 35 MPa compared with 
the case without landing pad and liner. The landing pad also 
helps decrease stress magnitude at the TSV edge.

We also employ benzocyclobutene (BCB), a polymer dielec-
tric material, as an alternative TSV liner material.16, 19 Since 
Young’s modulus, which is a measure of the stiffness of an 
elastic material, of BCB is much lower than Cu, Si, and SiO2, 
this BCB liner can absorb the stress effectively induced by 
CTE mismatch. Figure 5 shows the impact of liner material 
and its thickness on srr stress component. As liner thickness 
increases, the stress magnitude at the TSV edge decreases 
noticeably, especially for the BCB liner case.

It is evident from these simulations that modeling stress 
distribution considering surrounding structures such as liner 
and landing pad is important to analyze the thermomechani-
cal stress around TSVs more accurately. We construct a stress 
library by varying TSV diameter/height, landing pad size, and 
liner material/thickness to enable full-chip thermomechani-
cal stress and reliability analysis with different TSV structures.

4. FULL-CHIP RELIABILITY ANALYSIS
FEA simulation of thermomechanical stress for multiple 
TSVs require huge computing resources and time, thus it is not 
suitable for full-chip analysis. In this section, we present a full-
chip thermomechanical stress and reliability analysis flow. 
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from a TSV whose center is the origin in the cylindrical coor-
dinate system; hence we cannot perform a vector sum of 
stress tensors at a point from each TSV which has a different 
center location. That is why we need a universal coordinate 
system, that is, Cartesian coordinate system in this case.

Then, we compute a stress tensor at the point of interest 
by adding up stress tensors from TSVs affecting this point. 
We set a TSV stress influence zone as 25 µm from the center 
of a TSV with 5 µm diameter, since the magnitude of stress 
components becomes negligible beyond this distance, 
which has been verified by FEA simulations.

Let the stress tensor in Cartesian and cylindrical coordi-
nate system be Sxyz and Srq z, respectively.

The transform matrix Q is the form:

where, q is the angle between the X axis and a line from the 
TSV center to the simulation point. A stress tensor in a cylin-
drical coordinate system can be converted to a Cartesian 
coordinate system using conversion matrices: Sxyz = QSrq z Q

T.

4.4. Linear superposition method
A useful principle in the analysis of linearly elastic structures 
is that of superposition. The principle states that if the dis-
placements at all points in an elastic body are proportional 
to the forces producing them, the body is linearly elastic. The 
effect, that is, stresses and displacements, of a number of 
forces acting simultaneously on such a body is the sum of the 
effects of the forces applied separately. We apply this princi-
ple to compute the stress at a point by adding the individual 
stress tensors at that point caused by each TSV as follows:

where, S is the total stress at the point under consideration and 
Si is the individual stress tensor at this point due to the i th TSV.

We validate the linear superposition of stress tensors against 
FEA simulations by varying the number of TSVs and their 
arrangement. We set minimum TSV pitch as 10 µm for all test 
cases. Stress tensors along a radial line from the TSV center in 
a single TSV structure (stress tensor list) are obtained through 
FEA simulation with 0.1 µm interval. In our linear superposi-
tion method, simulation area is divided into uniform array 
style grid with 0.05 µm pitch. If the stress tensor at a grid 
point under consideration is not obtainable directly from the 
stress tensor list, we compute stress tensor at the point using 
linear interpolation with adjacent stress tensors in the list.

Table 2 shows some of our comparisons. First, we 
observe huge run time reduction in our linear superpo-
sition method. Note that we perform FEA simulations 
using 4 CPUs while only one CPU is used for our linear 

superposition method. Even though our linear superpo-
sition method performs stress analysis on a 2D plane at 
the wafer surface, whereas FEA simulation is performed 
on entire 3D structure, we can perform stress analysis for 
other planes in a similar way if needed. Also, run time in our 
linear superposition method shows linear dependency on 
the number of simulation points, which is closely related to 
the number of TSVs under consideration. Thus, our linear 
superposition method is highly scalable, hence applicable 
to full-chip scale stress simulations.

Most importantly, error between FEA simulations and the 
linear superposition method is practically negligible. Results 
show that our linear superposition method overestimates 
stress magnitude inside TSV. However, though maximum % 
error inside TSV of 10 TSVs case is as high as 13.6%, stress mag-
nitude difference between FEA and our method is only 5.0 MPa. 
Also, since most mechanical problems occur at the interface 
between different materials, this error inside TSV does not 
pose a serious impact on our reliability analysis. Figure 6 shows 
the von Mises stress map for one of test cases which contains 
10 TSVs, and it clearly shows our linear superposition method 
matches well with the FEA simulation result.

5. FULL-CHIP SIMULATION RESULTS
We implement a TSV-aware full-chip stress and reliability 
analysis flow in C++/STL. Four variations of an industrial 
circuit, with changes in TSV placement style and TSV cell size, 
are used for our analysis, which are listed in Table 3. The num-
ber of TSVs and gates are 1472 and 370K, respectively, for all 
cases. These circuits are synthesized using Synopsys Design 
Compiler with the physical library of 45 nm technology,6 and 
final layouts are obtained using Cadence SoC Encounter. All 
circuits are designed to two-die stacked 3D ICs.

We use our in-house 3D placer for TSV and cell place-
ment, and details of TSV and cell placement algorithms 
can be found in Kim et al.13 In the regular TSV placement 
scheme, we pre-place TSVs uniformly on each die, and then 
place cells, while TSVs and cells are placed simultaneously 
in the irregular TSV placement scheme. The irregular TSV 
placement shows better wirelength than the regular case.13

5.1. Overall impact study
In this section, we discuss the impact of TSV structure, TSV 
placement style, and KOZ size on the thermomechanical 
reliability in 3D ICs. We perform full-chip stress and reliabil-
ity analysis on our benchmark circuits based on our stress 

FEA

  #node        Run time

Linear 
superposition Max % error

#TSV
# sim’ 
point

Run 
time (s)

Inside 
TSV

Outside 
TSV

1 153 K 21m 35s 1.0M 20.63 1.0 −0.4
2 282 K 58m 11s 1.2M 26.21 3.3 −0.8
3 358 K 1h 28m 24s 1.44M 36.43 4.8 −1.3
5 546 K 1h 59m 05s 1.68M 56.02 12.7 −1.9
10 1124 K 4h 34m 14s 2.24M 65.32 13.6 −2.0

Table 2. Von Mises stress comparison between FEA simulations and 
linear superposition method.
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explore the effect of TSV pitch on von Mises stress. We place 
TSVs regularly on 1 × 1 mm2 chip. We use 1600, 2500, 4356, 
and 10000 TSVs whose pitches are 25, 20, 15, and 10 µm, 
respectively. We obtain two data sets; one without landing 
pad, liner, and barrier; and another with 6 × 6 µm2 landing 
pad, 125 nm thick BCB liner, and 50 nm thick Ti barrier.

We first observe that von Mises stress magnitude decreases 
with increasing pitch and starts to saturate at around 15 µm 
pitch as shown in Figure 9. This is understandable since the 
stress magnitude induced by a single TSV becomes negligible 
at the similar pitch. Also, the layout using TSVs with landing 
pad and BCB liner shows a similar trend with lower von Mises 
stress magnitude than the case without these structures.

modeling results with different TSV structures.
Figure 7 shows the maximum von Mises stress in our 

benchmark circuits. We first observe that designs with irreg-
ular TSV placement show worse maximum von Mises stress 
than those with the regular TSV placement. This is mainly 
because TSVs can be placed closely in case of the irregular 
TSV placement scheme to minimize wirelength. Figure 8 
shows the part of von Mises stress maps of IrregA and RegA 
circuits, and we see that most of TSVs in the IrregA circuit 
exceed Cu yielding strength (600 MPa).

Second, as the KOZ size becomes larger, stress level 
reduces significantly for the irregular TSV placement case. 
By enlarging the KOZ size, that is, increasing TSV cell size 
in our design flow, TSV pitch increases accordingly. This in 
turn reduces stress interference between nearby TSVs, and 
hence decreases von Mises stress level of TSVs. However, for 
the regular TSV placement case, since the TSV pitch of RegA 
(23.5 µm) and RegB (25 µm) are similar and also interference 
from nearby TSVs is negligible at this distance, there is no 
noticeable difference in maximum von Mises stress.

Third, these results show the importance of using an accu-
rate TSV stress model to assess the mechanical reliability of 
3D ICs. There are significant differences in the von Mises stress 
depending on the existence of structures surrounding a TSV, 
such as landing pad or liner. It is possible that we might over-
estimate the reliability problems by using a simple TSV stress 
model not considering landing pad or liner. However, most of 
these test cases violate the von Mises yield criterion for Cu TSV. 
Section 5.4 shows how TSV liners help reduce the violations.

5.2. Impact of TSV pitch
TSV pitch is the key factor that determines stress magnitude 
in the substrate region between TSVs. In this section, we 
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Table 3. Benchmark circuits.

Circuit
TSV 

placement
TSV cell size 

(mm × mm)
Wirelength 

(mm)
Area  

(mm × mm)

IrregA Irregular 7.41 × 7.41 9060 960 × 960
RegA Regular 7.41 × 7.41 9547 960 × 960
IrregB Irregular 9.88 × 9.88 8884 1000 × 1000
RegB Regular 9.88 × 9.88 9648 1000 × 1000
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the magnitude of normal stress components decays propor-
tional to (D/2r)2, where r is the distance from the TSV center.

5.4. Impact of liner thickness
In this section, we examine the impact of liner thickness 
on von Mises stress. We use designs with both TSVA cells and 
TSVB cells, and set the landing pad size 6 × 6 µm2 and 8 × 8 µm2, 
respectively. We also use 50 nm thick Ti barrier for all cases. 
Figure 10 shows the maximum von Mises stress results with 
liner thickness of 125 nm, 250 nm, and 500 nm.

We observe that liner thickness has a huge impact on the 
von Mises stress magnitude, since the thicker liner effectively 
absorbs thermomechanical stress at the TSV/liner interface. 
Especially, the BCB liner shows significant reduction in the 
maximum von Mises stress compared with SiO2 liner due to 
extremely low Young’s modulus shown in Table 1. For exam-
ple, 500 nm thick BCB liner reduces the maximum von Mises 
stress by 29% for the IrregA and satisfies the von Mises yield 
criterion for all circuits with a regular TSV placement.

Table 5 shows the number of TSVs violating von Mises 
criterion. Even though there are still many TSVs not satisfy-
ing von Mises criterion for the IrregA circuit, it is possible to 
reduce von Mises stress if we place TSVs carefully consider-
ing this reliability metric during a placement stage.

5.5. Impact of TSV placement optimization
In this section, we manually optimize TSV locations to show 
the potential benefit of TSV reliability aware layout optimi-
zation while minimizing the change in layout. We use the 
IrregA circuit which shows the worst von Mises stress, and 
employ 500 nm thick BCB liner for this experiment. Our 
related study with this BCB liner on the maximum von 

5.3. Impact of TSV dimension
To investigate the effect of the TSV size, we use three 
different sizes of TSV with a same aspect ratio of 6; TSV small 
(H/D = 15/2.5 µm and KOZ 1.22 µm), TSV medium (H/D = 30/5 µm 
and KOZ 1.202 µm), and TSV large (H/D = 60/10 µm and KOZ 
1.175 µm), where H/D is TSV height/diameter. Note that these 
TSV cells are occupying two, three, and five standard cell 
rows, respectively, which are selected to minimize the KOZ 
size difference between them. By setting similar KOZ size, we 
can focus on the impact of TSV size solely. Additionally, we 
set the landing pad width is 1 µm larger than the correspond-
ing TSV diameter, and use 125 nm thick SiO2 liner and 50 nm 
thick Ti barrier for all cases for fair comparisons.

Table 4 shows the maximum von Mises stress. For both 
irregular and regular TSV placement schemes benefit from 
smaller TSV diameter significantly. This is mainly because 
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Figure 8. Close-up shots of layouts and von Mises stress maps: 
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Figure 9. Impact of TSV pitch on maximum von Mises stress.
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the possibility of a layout optimization without degrading 
performance too much.

6. CONCLUDING REMARKS
We presented an accurate and fast thermomechanical stress 
and reliability analysis flow based on the linear superposition 
principle of stress tensors, which overcomes the limitation 
of FEA tools, that is, huge computing resources and time. 
Hence, our method is applicable to large-scale mechanical 
reliability analysis for TSV-based 3D ICs. Designers can uti-
lize our tool to assess mechanical reliability problems in the 
3D IC design and to explore design trade-offs between foot-
print area, performance, and reliability.

We have worked on a few follow-up studies related to the 
thermomechanical reliability issues for TSV-based 3D IC. In 
Jung et al.,9 we examined the relation between mechanical 
stress and interfacial crack growth in TSVs. We computed 
the so called energy release rate (ERR) metric using FEA 
simulations to measure the probability of a given initial 
crack in a TSV to grow further. Our studies showed that lin-
ear superposition does not hold for ERR calculation for full-
chip design. We then employed the response surface model 
(RSM) method to obtain highly accurate full-chip ERR maps 
based on our baseline FEA simulations. In Jung et al.,10 
we studied the impact of off-chip elements such as micro-
bumps and package bumps on the mechanical reliability 
of the dies in the 3D stack. Our baseline FEA structure was 
extended to include these off-chip elements. Related results 
showed that package bumps lead to a significant back-
ground compressive stress to all dies in the stack, which in 
turn cause the stress contours to shift downward. We devel-
oped the so called lateral and vertical linear superposition 
(LVLS) method to handle stress contributions from off-chip 
elements in different tiers and obtain full-chip stress map.

Another related study was to investigate how these stress 
factors (both on-chip and off-chip elements) affect the mobil-
ity of the devices nearby and the full-chip timing of 3D ICs.23 
This stress-aware timing information was then used to guide 
full-chip placement and optimization.1 Table 1 shows the 
properties of various materials used in TSV and 3D ICs. Each 
of these values, however, can vary among TSVs and among the 
grains inside a single TSV depending on the process technolo-
gies used. We are currently looking into the impact of these 
material property variations on the distribution of mechanical 
stress tensors, device mobility variations, and full-chip tim-
ing and reliability. Lastly, these thermomechanical stress 
issues are closely related to the electrical reliability of 3D 
ICs. In Zhao et al.,25 we examined the impact of TSV stress on 
electro-migration for power/ground TSVs and the long-term 
reliability of the power distribution network (PDN) in 3D ICs.

These thermo-electro-mechanical reliability issues in 
3D ICs call for holistic multi-physics-based approaches for 
more effective design solutions. In addition, the industry 
needs strong collaboration between designers and manu-
facturers to better tackle these burning issues in TSV and 
3D IC and accelerate mainstream acceptance.
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Mises stress vs. TSV-to-TSV pitch shows that 10 µm pitch 
is a reasonable choice to reduce von Mises stress consider-
ing some safety margin. We reposition densely placed TSVs 
to nearby white spaces if available to reduce the von Mises 
stress shown in Figure 11.

Table 6 shows the distribution of von Mises stress higher 
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3D static timing analysis to analyze timing using Synopsys 
PrimeTime with TSV parasitic information included. We 
see the reduction in high von Mises stress region after TSV 
replacement. With small perturbations of TSV locations, 
we could reduce the von Mises stress level and decrease 
the number of violating TSVs from 329 to 261, which is 21% 
improvement with only 0.23% wirelength and 0.81% longest 
path delay (LPD determines the maximum chip operating 
frequency) increase, respectively. This small test case shows 
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material

Violating TSVs
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Table 5. Impact of liner thickness on the number of TSVs violating 
von Mises criterion. The numbers in parentheses are % reduction 
compared to the 125 nm thick liner case.

Figure 11. TSV replacement to reduce von Mises stress. TSV 
landing pads are white rectangles. (a) Original layout; (b) after TSV 
replacement.

(a) (b)

von Mises stress (MPa) WL 
(mm)

LPD 
(ns)480–540 540–600 600–660 >660

Orig 0.100% 0.041% 0.011% 0.002% 9060 3.607
Opt 0.092% 0.036% 0.009% 0.0% 9081 3.636

Table 6. Impact of TSV placement optimization on von Mises stress 
distribution, wirelength, and longest path delay.
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careers

Boise State University 
Department of Computer Science
Three Tenure/Tenure-Track  
Open-Rank Positions

The Department of Computer Science at Boise 
State University invites applications for three 
tenure/tenure-track open-rank positions. Appli-
cants should have a commitment to excellence in 
teaching and a desire to make significant contri-
butions in research by collaborating with faculty 
and local industry to develop and sustain funded 
research programs. Senior applicants should 
have an established track record of research, 
teaching, and external funding. Preferences will 
be given to applicants working in the areas of Da-
tabases with an emphasis on Big Data, or Human-
Computer Interaction with a particular emphasis 
on usability of user interfaces, or Visualization. 
An earned Ph.D. in Computer Science or a closely 
related field is required at the time of appoint-
ment. 

Boise State has made a significant investment 
in the growth of the Computer Science depart-
ment, which is a critical part of the vibrant soft-
ware and high-tech industry in the Boise metro-
politan area. New faculty lines, graduate student 
support, and a tutoring center have been added 
to the department. The department is commit-
ted to offering a high quality educational experi-
ence and in building its research capabilities. For 
more information, including details on how to 
apply, please visit us online at http://coen.boises-
tate.edu/cs/jobs.

Boise State University is strongly committed 
to achieving excellence through cultural diversity. 
The University actively encourages applications 
and nominations of women, persons of color, 
and members of other underrepresented groups. 
EEO/AA Institution, Veterans preference may be 
applicable.

Boston College
Assistant Professor, Computer Science

The Computer Science Department of Boston 
College invites applications for a tenure-track 
Assistant Professorship beginning September, 
2014. Applications from all areas of Computer 
Science will be considered. Applicants should 
have a Ph.D. in Computer Science or related dis-
cipline, a strong research record, and a commit-
ment to undergraduate teaching.

We will begin reviewing applications on De-
cember 1, 2013, and will continue considering 
applications until the position is filled. Addi-
tional information about the department and the 
position is available at www.cs.bc.edu. Submit ap-
plications online at apply.interfolio.com/22805.

sity emphasizing quality undergraduate educa-
tion in engineering and in liberal arts and sci-
ences. The B.S. programs in computer science are 
ABET accredited. The computing environment is 
Linux/Unix-based. More information about the 
department can be found at:

http://www.bucknell.edu/ComputerScience/

Review of applications will begin on January 
15 and continue until the position is filled. Can-
didates are asked to submit a cover letter, CV, a 
statement of teaching philosophy and research 
interests, and the contact information for three 
references. Please submit your application to

http://jobs.bucknell.edu/

by searching for the “Computer Science Fac-
ulty Position”.

Please direct any questions to Professor Ste-
phen Guattery of the Computer Science Depart-
ment at guattery@bucknell.edu.

Bucknell University, an Equal Opportunity 
Employer, believes that students learn best in a 
diverse, inclusive community and is therefore 
committed to academic excellence through di-
versity in its faculty, staff, and students. Thus, we 
seek candidates who are committed to Bucknell’s 
efforts to create a climate that fosters the growth 
and development of a diverse student body. We 
welcome applications from members of groups 
that have been historically underrepresented in 
higher education.

Cal Poly, San Luis Obispo 
Electrical Engineering
Tenure-Track Faculty

COMPUTER ENGINEERING - The Electrical Engi-
neering Depart & Computer Engineering Prog at Cal 
Poly, San Luis Obispo, invite applications for a full-
time, tenure-track Computer Engineering faculty 
position at the Assistant Professor rank. The pro-
jected start date is September 15, 2014 or earlier. For 
details, qualifications, and application instructions 
(online application required), visit WWW.CALPO-
LYJOBS.ORG and apply to requisition #102950. Ap-
plication review begins Jan. 6, 2014. EEO.

California State University, Fullerton
Department of Computer Science
Assistant Professor

The Department of Computer Science invites ap-
plications for three tenure-track positions at the 
Assistant Professor level starting fall 2014. For a 
complete description of the department, the po-
sition, desired specialization and other qualifica-
tions, please visit http://diversity.fullerton.edu/.

Bowling Green State University
Up to two tenure-track positions  
in Computer Science

We are seeking applicants for tenure-track po-
sitions at the assistant professor level to teach 
a variety of courses at the undergraduate and 
graduate levels and be productive in scholarly 
research and sponsored projects. Preferred area 
of specialization is software engineering, includ-
ing but not limited to: software requirements, 
software architecture and design, software test-
ing and quality management, software project 
management, software maintenance, software 
assurance, design patterns, usability engineering 
and user interface design. Applicants must hold a 
Ph.D. or equivalent in CS or a closely related field 
(or to have completed the requirements for the 
degree before August 13, 2014), and be commit-
ted to excellence in teaching, scholarly research, 
and obtaining external funding. BGSU offers a 
small town atmosphere with easy access to Co-
lumbus, Detroit, and Ann Arbor. BGSU is an AA/
EO employer and encourages applications from 
women, minorities, veterans, and individuals 
with disabilities. Email a letter of interest, along 
with curriculum vitae, statement of teaching phi-
losophy and research agenda, contact informa-
tion for three professional references, and copies 
of all transcripts by Sunday, January 12, 2014 to 
cssearch2014@cs.bgsu.edu. For finalists, three 
current letters of reference, an official transcript 
of the highest degree, and a background check 
are required. For details, go to http://www.bgsu.
edu/departments/compsci/jobs. 

Bucknell University
Assistant Professor, Computer Science

Applications are invited for a tenure-track posi-
tion in computer science beginning mid-August 
2014. We expect to hire at the Assistant Professor 
level, but outstanding candidates will be consid-
ered at Associate Professor or Professor; years 
of credit toward tenure will be awarded based 
upon qualifications. We seek a teacher-scholar 
with a demonstrated ability to work successfully 
with a diverse student body and whose research 
area is in AI/machine learning, algorithms, or 
human-computer interaction (HCI). The success-
ful candidate must be able to participate in the 
teaching of required core courses and be able to 
develop elective courses in the candidate’s area of 
expertise. Candidates are expected to have com-
pleted or be in the final stages of completing their 
Ph.D. by the beginning of the 2014 fall semester. 
A strong commitment to excellence in teaching 
and scholarship is required.

Bucknell is a highly selective private univer-
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BENEFITS: Generous medical, dental, and 
vision benefits and support for moving expenses 
available.

DEADLINE AND APPLICATION PROCESS: 
Applicants should submit a curriculum vitae, 
statement of teaching philosophy, description of 
research interest, an official copy of most recent 
transcripts, contact information for three refer-
ences, and have three letters of recommendation 
sent separately. Review of applications will begin 
January 15, 2014, and will continue until the posi-
tion is filled. The position will start in September 
2014. 

Please send all materials to:
Dr. Kerstin Voigt, Director
School of Computer Science and Engineering
California State University San Bernardino
5500 University Parkway
San Bernardino, CA 92407
Email Address: kvoigt@csusb.edu

Dartmouth College 
Department of Computer Science
Assistant Professor of Computer Science: 
Computer Graphics/Digital Arts

The Dartmouth College Department of Computer 
Science invites applications for a tenure-track fac-
ulty position at the level of assistant professor. We 
seek candidates who will be excellent researchers 
and teachers in the areas of computer graphics 
and/or digital arts, although outstanding candi-
dates in any area will be considered. We particu-

California State University, Sacramento 
Department of Computer Science
Two Tenure-Track Assistant  
Professor positions

California State University, Sacramento, De-
partment of Computer Science. Two Tenure-
Track Assistant Professor positions to begin 
August 27, 2014 (open until filled). One posi-
tion is in Information Assurance and Com-
puter Security, and the other in Computer 
Games and Graphics. Ph.D. in Computer Sci-
ence, Computer Engineering, or closely relat-
ed field required by the time of appointment. 
For detailed position information, includ-
ing application procedure, please see http://
www.csus.edu/hr/faculty/vacancies.htm or 
http://www.ecs.csus.edu/csc. Screening will 
begin March 1, 2014, and continue until po-
sitions are filled. To apply, send cover letter, 
current vita including a list of publications, 
statement of research and teaching interests, 
transcripts of all college work including un-
dergraduate work (unofficial copies accept-
able until invited for interview), names and 
phone numbers of at least three recent ref-
erences familiar with teaching and research 
potential to: Search Committee, Department 
of Computer Science, California State Univer-
sity, Sacramento, 6000 J Street, Sacramento, 
CA 95819-6021; or cscsearch@ecs.csus.edu. 
Incomplete applications will not be consid-
ered. AA/EEO employer. Clery Act statistics 
available. Mandated reporter requirements. 
Criminal background check may be required.

California State University,  
San Bernardino
School of Computer Science and Engineering
Assistant Professor

The School of Computer Science and Engineer-
ing invites applications for a tenure track posi-
tion at the Assistant Professor level. Candidates 
must have a Ph.D. or an earned Doctorate in Com-
puter Science or a closely related field. We are par-
ticularly interested in candidates with strengths 
in computer systems, software engineering, and 
computer security. Other areas of computer sci-
ence will also be considered. The position is pri-
marily to support the B.S. in Computer Science 
(ABET accredited) and B.A. in Computer Systems 
programs. In addition, the school offers the de-
grees B.S. in Computer Engineering, B.S. in Bio-
informatics and M.S. in Computer Science. 

The candidate must display potential for 
excellence in teaching and scholarly work. The 
candidate is expected to supervise student re-
search at both the undergraduate and graduate 
levels, and to actively participate in other types 
of academic student advising. The candidate will 
actively contribute to the School’s curriculum de-
velopment. . The candidate will serve the School, 
College and University, as well as the community 
and the profession.

Women and underrepresented minorities are 
strongly encouraged to apply. For more informa-
tion about the School of Computer Science and 
Engineering, please visit http://cse.csusb.edu

SALARY: Dependent on qualifications and ex-
perience.	

Florida International University is a comprehensive university offering 
340 majors in 188 degree programs in 23 colleges and schools, with 
innovative bachelor’s, master’s and doctoral programs across all 
disciplines including medicine, public health, law, journalism, hospitality, 
and architecture. FIU is Carnegie-designated as both a research university 
with high research activity and a community-engaged university. Located 
in the heart of the dynamic south Florida urban region, our multiple 
campuses serve over 50,000 students, placing FIU among the ten 
largest universities in the nation. Our annual research expenditures in 
excess of $100 million and our deep commitment to engagement have 
made FIU the go-to solutions center for issues ranging from local to 
global. FIU leads the nation in granting bachelor’s degrees, including 
in the STEM fields, to minority students and is first in awarding STEM 
master’s degrees to Hispanics. Our students, faculty, and staff reflect 
Miami’s diverse population, earning FIU the designation of Hispanic-
Serving Institution. At FIU, we are proud to be ‘Worlds Ahead’! For more 
information about FIU, visit fiu.edu.

The School of Computing and Information Sciences at Florida 
International University seeks candidates for tenure-track and tenured 
faculty positions at all levels. 

Open-Rank Tenure Track/Tenured Positions (Job ID# 506754)
We seek outstanding candidates in all areas of Computer Science and 
researchers in the areas of compilers and programming languages, 
computer architecture, databases, information retrieval and big data, 
natural language processing, and health informatics, are particularly 
encouraged to apply. Candidates from minority groups are encouraged 
to apply. Preference will be given to candidates who will enhance or 
complement our existing research strengths. 

Ideal candidates for junior positions should have a record of exceptional 
research in their early careers.  Candidates for senior positions must 
have an active and proven record of excellence in funded research, 
publications, and professional service, as well as a demonstrated ability 
to develop and lead collaborative research projects. In addition to 
developing or expanding a high-quality research program, all successful 
applicants must be committed to excellence in teaching at both the 
graduate and undergraduate levels. An earned Ph.D. in Computer 
Science or related disciplines is required.

Florida International University (FIU) is the state university of Florida in 
Miami. It is ranked by the Carnegie Foundation as a comprehensive, 
doctoral research university with high research activity. The School 
of Computing and Information Sciences (SCIS) is a rapidly growing 
program of excellence at the University, with 36 faculty members and 
over 1,800 students, including 80 Ph.D. students.  SCIS offers B.S., 
M.S., and Ph.D. degrees in Computer Science, an M.S. degree in 
Telecommunications and Networking, and B.S., B.A., and M.S. degrees 
in Information Technology. SCIS has received approximately $19.6M in 
the last four years in external research funding, has 14 research centers/
clusters with first-class computing infrastructure and support, and enjoys 
broad and dynamic industry and international partnerships.

HOW TO APPLY: Applications, including a letter of interest, contact 
information, curriculum vitae, academic transcript, and the names of at 
least three references, should be submitted directly to the FIU Careers 
Website at careers.fiu.edu; refer to Job ID# 506754. The application 
review process will begin on January 1st, 2014, and will continue until 
the position is filled.  Further information can be obtained from the School 
website http://www.cis.fiu.edu, or by e-mail to recruit@cis.fiu.edu.

FIU is a member of the State University System of Florida and is an Equal Opportunity, Equal Access Affirmative Action Employer.
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Tenure-Track Faculty Positions in 
Interdisciplinary Research in Data Science

The University of Rochester has made data science the centerpiece of its 5-year strategic plan, 
committing to 20 new faculty lines in diverse areas, a new building, and the establishment of 
the Institute for Data Science. We are currently seeking applicants for tenure track positions 
in interdisciplinary research areas within data science. This search complements department-
specific searches in data science currently underway.

The interdisciplinary search focuses on recruiting candidates who are excited about engaging in 
collaborative research that connects advances in computational models and methods to other 
fields of engineering or life, social, or physical sciences. Successful candidates will receive a primary 
appointment in one of the departments supporting the search, and a secondary appointment in 
at least one other department. Departments supporting this search are Biomedical Engineering, 
Biology, Biostatistics & Computational Biology, Brain & Cognitive Sciences, Chemistry, Computer 
and Electrical Engineering, Computer Science, Earth & Environmental Sciences, Economics, 
Linguistics, Mathematics, Physics & Astronomy, and Political Science.

Focus areas for this year’s interdisciplinary search are:

•   Fundamental Methods in Machine Learning, Network Science, and Statistics 
Research on general computational methods for constructing systems for classification, 
prediction, classification, clustering, and related tasks from large-scale data. We are 
particularly interested in work on analyzing complex relational data using network models.

•   Computational Linguistics, Computer Vision, and Computational Models of Human Perception 
Research in computational linguistics or computer vision, with a particular interest in work 
that spans shallow and deep semantic processing, and/or relates computational models 
to physiological models of perception. Candidates should have extensive experience with 
natural corpora and other rich databases.

•   Computational Biology and Computational Bioengineering 
Research on computational approaches to analyze large, complex data sets in biology and 
biomedical engineering. Potential areas of research may include functional and evolutionary 
genomics, proteomics and protein folding, systems biology, multi-scale modeling in 
bioengineering, or multimodal bio-imaging informatics.

•   Global Biogeochemistry 
Research that integrates biotic (e.g. microbial), chemical, and geological processes for an 
interdisciplinary research focus on understanding global geochemical cycling processes 
and/or global climate change. Applicants should have a strong computational and/or 
modeling component to their research aimed at mining, integrating, and/or interpreting 
large data sets.

Instructions for applying for this search appear at:

http://www.rochester.edu/rocdata/recruit/interdiscplinary

Applicants should hold a PhD and will be required to supply a set of refereed scholarly 
publications, names of references, and research and teaching statements. The application will 
ask applicants to select a set of disciplines most relevant to their research area. Review of 
applications at any rank will begin immediately and continue until the positions are filled. For 
full consideration, applications should be received by January 1st, 2014.

The University of Rochester is a private, Tier I research institution located in western New York 
State. It consistently ranks among the top 30 institutions, both public and private, in federal 
funding for research and development. The university has made substantial investments in 
computing infrastructure through the Center for Integrated Research Computing (CIRC) and 
the Health Sciences Center for Computational Innovation (HSCCI). The university includes the 
Eastman School of Music and the University of Rochester Medical Center, a major medical 
school, research center, and hospital system. The greater Rochester area is home to over a 
million people, including 80,000 students who attend the 8 colleges and universities in the region.

The University of Rochester has a strong commitment to diversity and actively encourages 
applications from candidates from groups underrepresented in higher education. The University 
is an Equal Opportunity Employer.

larly seek candidates who will be integral mem-
bers of the Digital Arts program and help lead, 
initiate, and participate in collaborative research 
projects both within Computer Science and in-
volving other Dartmouth researchers, including 
those in other Arts & Sciences departments, Dart-
mouth’s Geisel School of Medicine, and Thayer 
School of Engineering.

The department is home to 17 tenured and 
tenure-track faculty members and two research 
faculty members. Research areas of the depart-
ment encompass the areas of systems, security, 
vision, digital arts, algorithms, theory, robotics, 
and computational biology. The Computer Sci-
ence department is in the School of Arts & Sci-
ences, and it has strong Ph.D. and M.S. programs 
and outstanding undergraduate majors. Digital 
Arts at Dartmouth is an interdisciplinary pro-
gram housed in the Computer Science depart-
ment, working with several other departments, 
including Studio Art, Theater, and Film and Me-
dia Studies. The department is affiliated with 
Dartmouth’s M.D.-Ph.D. program and has strong 
collaborations with Dartmouth’s other schools.

Dartmouth College, a member of the Ivy 
League, is located in Hanover, New Hampshire 
(on the Vermont border). Dartmouth has a beau-
tiful, historic campus, located in a scenic area on 
the Connecticut River. Recreational opportuni-
ties abound in all four seasons.

With an even distribution of male and female 
students and over one third of the undergraduate 
student population members of minority groups, 
Dartmouth is committed to diversity and encour-
ages applications from women and minorities.

To create an atmosphere supportive of re-
search, Dartmouth offers new faculty members 
grants for research-related expenses, a quarter 
of sabbatical leave for each three academic years 
in residence, and flexible scheduling of teaching 
responsibilities.

Applicants are invited to submit application 
materials via Interfolio at http://apply.interfolio.
com/23489. Upload a CV, research statement, and 
teaching statement, and request at least four refer-
ences to upload letters of recommendation, at least 
one of which should comment on teaching. Email 
facsearch14@cs.dartmouth.edu with any questions.

Application review will begin November 1, 
2013, and continue until the position is filled.

Dartmouth College 
Department of Computer Science
Assistant Professor of Computer Science: 
Machine Learning

The Dartmouth College Department of Computer 
Science invites applications for a tenure-track fac-
ulty position at the level of assistant professor. We 
seek candidates who will be excellent researchers 
and teachers in the area of machine learning, al-
though outstanding candidates in any area will be 
considered. We particularly seek candidates who 
will help lead, initiate, and participate in collab-
orative research projects both within Computer 
Science and involving other Dartmouth research-
ers, including those in other Arts & Sciences de-
partments, Dartmouth’s Geisel School of Medi-
cine, Thayer School of Engineering, and Tuck 
School of Business.

The department is home to 17 tenured and 
tenure-track faculty members and two research 
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Dartmouth College, a member of the Ivy 
League, is located in Hanover, New Hampshire 
(on the Vermont border). Dartmouth has a beau-
tiful, historic campus, located in a scenic area on 
the Connecticut River. Recreational opportuni-
ties abound in all four seasons.

With an even distribution of male and female 
students and over one third of the undergraduate 
student population members of minority groups, 
Dartmouth is committed to diversity and encour-
ages applications from women and minorities.

To create an atmosphere supportive of re-
search, Dartmouth offers new faculty members 
grants for research-related expenses, a quarter 
of sabbatical leave for each three academic years 
in residence, and flexible scheduling of teaching 
responsibilities.

Applicants are invited to submit application 
materials via Interfolio at http://apply.interfolio.
com/23503. Upload a CV, research statement, 
and teaching statement, and request at least four 
references to upload letters of recommendation, 
at least one of which should comment on teach-
ing. Email facsearch14@cs.dartmouth.edu with 
any questions.

Application review will begin November 1, 
2013, and continue until the position is filled.

Drexel University
College of Computing & Informatics 
Faculty Positions 

Drexel University’s new College of Computing & In-
formatics (cci.drexel.edu) invites applications for 

faculty members. Research areas of the depart-
ment encompass the areas of systems, security, 
vision, digital arts, algorithms, theory, robotics, 
and computational biology. The Computer Sci-
ence department is in the School of Arts & Scienc-
es, and it has strong Ph.D. and M.S. programs and 
outstanding undergraduate majors. The depart-
ment is affiliated with Dartmouth’s M.D.-Ph.D. 
program and has strong collaborations with Dart-
mouth’s other schools.

Dartmouth College, a member of the Ivy 
League, is located in Hanover, New Hampshire 
(on the Vermont border). Dartmouth has a beau-
tiful, historic campus, located in a scenic area on 
the Connecticut River. Recreational opportuni-
ties abound in all four seasons.

With an even distribution of male and female 
students and over one third of the undergraduate 
student population members of minority groups, 
Dartmouth is committed to diversity and encour-
ages applications from women and minorities.

To create an atmosphere supportive of re-
search, Dartmouth offers new faculty members 
grants for research-related expenses, a quarter 
of sabbatical leave for each three academic years 
in residence, and flexible scheduling of teaching 
responsibilities.

Applicants are invited to submit application 
materials via Interfolio at http://apply.interfolio.
com/23502. Upload a CV, research statement, 
and teaching statement, and request at least four 
references to upload letters of recommendation, 
at least one of which should comment on teach-
ing. Email facsearch14@cs.dartmouth.edu with 
any questions.

Application review will begin November 1, 
2013, and continue until the position is filled.

Dartmouth College 
Department of Computer Science
Assistant Professor of Computer Science: 
Theory/Algorithms

The Dartmouth College Department of Computer 
Science invites applications for a tenure-track fac-
ulty position at the level of assistant professor. We 
seek candidates who will be excellent researchers 
and teachers in the area of theoretical computer 
science, including algorithms, although outstand-
ing candidates in any area will be considered. We 
particularly seek candidates who will help lead, 
initiate, and participate in collaborative research 
projects both within Computer Science and in-
volving other Dartmouth researchers, including 
those in other Arts & Sciences departments, Dart-
mouth’s Geisel School of Medicine, Thayer School 
of Engineering, and Tuck School of Business.

The department is home to 17 tenured and 
tenure-track faculty members and two research 
faculty members. Research areas of the depart-
ment encompass the areas of systems, security, 
vision, digital arts, algorithms, theory, robotics, 
and computational biology. The Computer Sci-
ence department is in the School of Arts & Scienc-
es, and it has strong Ph.D. and M.S. programs and 
outstanding undergraduate majors. The depart-
ment is affiliated with Dartmouth’s M.D.-Ph.D. 
program and has strong collaborations with Dart-
mouth’s other schools.

JOIN THE INNOVATION.
Qatar Computing Research Institute seeks 
talented scientists and software engineers to join 
our team and conduct world-class applied research
focused on tackling large-scale computing challenges.

We offer unique opportunities for a strong career
spanning academic and applied research in the
areas of Arabic language technologies including 
natural language processing, information retrieval
and machine translation, distributed systems, data
analytics, cyber security, social computing and
computational science and engineering.

/QCRI.QA @QatarComputing QatarComputing www.qcri.qaQatarComputing

Scientist applicants must hold (or will hold at 
the time of hiring) a PhD degree, and should have a 
compelling track record of accomplishments and 
publications, strong academic excellence, effective 
communication and collaboration skills.
 
Software engineer applicants must hold a 
degree in computer science, computer 
engineering or related field; MSc or PhD 
degree is a plus.

We also welcome applications for post
doctoral researcher positions.

As a national research institute and 
proud member of Qatar Foundation, our 
research program offers a collaborative, 
multidisciplinary team environment endowed 
with a comprehensive support infrastructure.  
 
Successful candidates will be offered a highly
competitive compensation package including 
an attractive tax-free salary and additional
benefits such as furnished accommodation,
excellent medical insurance, generous annual 
paid leave, and more.

For full details about our vacancies and 
how to apply online please visit 
http://www.qcri.qa/join-us/
For queries, please email 
QFJobs@qf.org.qa

Faculty Positions in Big Data
Iowa State University has launched the
Presidential High Impact Hires Initiative to
support 29 high-impact targeted faculty hiring in
areas of strategic importance. A cluster hire of 12
faculty in the Big Data is included. Faculty will
be placed in relevant departmental homes.
As part of the initiative, the College of
Engineering at Iowa State University
(www.engineering.iastate.edu) invites applica-
tions for multiple tenure-track or tenured faculty
positions at the Assistant, Associate, or Full
Professor ranks to begin in Fall 2014. We
encourage applications from experimentalists
and/or computational specialists in all engi-
neering disciplines who are interested in work-
ing in any aspect of Big Data. This includes
research on enabling Big Data (e.g. data mining;
information management; data fusion; data visu-
alization; etc.) as well as on applying Big Data
(e.g. bio- and materials-informatics; analysis,
simulation, and design of large-scale complex
engineered systems; sensor technologies; agri-
cultural and environmental systems; multi-scale
modeling; etc.).
For any questions, please contact Associate Dean
for Research Arun Somani [arun@iastate.edu].
For more details and to apply for the Big Data
positions visit: www.iastatejobs.com/
applicants/Central?quickFind=846329

Iowa State University is an equal opportunity/affirmative action
employer.

COLLEGE OF ENGINEERING
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multiple tenure-track faculty positions at all levels. 
The College offers graduate & undergraduate de-
grees in computer science, cybersecurity, informat-
ics, info systems, info technology, library & info sci-
ence, and software engineering. We seek candidates 
who can contribute to university-wide objectives in 
Energy, Health Sciences & Systems, Sustainability, 
Entrepreneurship, and Information & Society and 
align with strategic plans for the College and Univer-
sity (http://www.drexel.edu/strategicPlan/). 

Areas of interest this year include (1) Security & 
Privacy (e.g., cryptography, cyber-policy & ethics); 
(2) Software & Systems Engineering (e.g., cloud 
& mobile computing, software quality, software 
process, architecture, & system administration); 
(3) Intelligent Systems (e.g., computer vision, 
machine learning, gaming, GIS); (4) Human-
Centered Computing (e.g., HCI, socio-technical 
studies, eLearning, decision support, neuro/cog-
nitive modeling); (5) Informatics & Data Science 
(e.g., eScience, databases, data mining, analytics 
& visualization); (6) Library & Information Science 
(e.g., archives, library systems, digital libraries, 
info policy, info behavior, & retrieval). Exception-
al candidates in other areas will be considered.

Drexel is a private university committed to re-
search with real-world applications. The university 
has over 25,000 students in 14 colleges and schools 
and offers about 200 degree programs. The Col-
lege of Computing and Informatics has about 75 
faculty and 2,300 students. Drexel has one of the 
largest and best known cooperative education pro-
grams with over 1,200 co-op employers. Drexel is 
located on Philadelphia’s “Avenue of Technology” 
in the University City District and at the hub of the 

academic, cultural, and historical resources of the 
nation’s sixth largest metropolitan region.

Review of applications begins immediately. 
To assure consideration, materials from appli-
cants should be received by February 28, 2014. 
Successful applicants must demonstrate poten-
tial for research & teaching excellence in the en-
vironment of a major research university. To be 
considered, apply at https://www.drexeljobs.com, 
Requisition #5673. 

Your application should consist of a cover 
letter, CV, & brief statements describing your re-
search program & teaching interests. Letters of 
reference will be requested from the candidates 
who are invited for a campus interview. Electronic 
submissions in PDF format are required.

Drexel University is an Equal Opportunity/Af-
firmative Action Employer. The College of Com-
puting & Informatics is especially interested in 
qualified candidates who can contribute to the di-
versity and excellence of the academic communi-
ty. Background investigations are required for all 
new hires as a condition of employment, after the 
job offer is made. Employment will be contingent 
upon the University’s acceptance of the results of 
the background investigation.

George Mason University
Volgenau School of Engineering
Tenure-Track Assistant Professor,  
Cyber Security Engineering

The George Mason University, Volgenau School 
of Engineering invites applications for a Tenure-

Track position at the rank of Assistant Professor 
in the area of Cyber Security Engineering starting 
fall 2014. Cyber security engineering refers to the 
proactive engineering design of physical systems 
with cyber security incorporated. 

Qualifications: 
Minimum qualifications for the position include 
a Ph.D. in any engineering discipline with expe-
rience in cyber security; demonstrated potential 
for excellence in research; and a commitment to 
high-quality teaching. Successful applicants will 
need to demonstrate a planned research agenda 
in areas related to cyber security engineering and 
a commitment to obtain external funding. 

The Volgenau School of Engineering has on-
going programs at the undergraduate and gradu-
ate levels in the areas of information security and 
assurance. These programs and related research 
are conducted within the departments of Applied 
Information Technology, Computer Science, and 
Electrical and Computer Engineering; and at the 
Center for Secure Information Systems. The Vol-
genau School is in the process of introducing a 
new undergraduate degree in Cyber Security En-
gineering. This program is an interdisciplinary 
degree that will reside at the school-level. 

George Mason University is an innovative, 
entrepreneurial institution with national distinc-
tion in a range of academic fields, and has been 
ranked the number one “up-and-coming” univer-
sity by the U.S. News and World Report. In 2013, 
the school is ranked sixth among U.S. schools for 
return on investment (ROI) by Payscale.com and 
Affordablecollegesonline.org/. Enrollment at Ma-

MILWAUKEE SCHOOL OF ENGINEERING

SOFTWARE ENGINEERING FACULTY 
The Milwaukee School of Engineering invites applica� ons for a full-� me 
faculty posi� on in our So� ware Engineering program beginning in the fall of 
2014. Rank will depend on qualifi ca� ons and experience of the candidate. 
Applicants must have an earned doctorate degree in So� ware Engineering, 
Computer Engineering, Computer Science or closely related fi eld, as well as 
relevant experience in so� ware engineering prac� ce. 
The successful candidate must be able to contribute in several areas of 
so� ware engineering process and prac� ce while providing leadership in one 
of the following: computer security, networks, so� ware architecture and 
design, or so� ware requirements.
MSOE expects and rewards a strong primary commitment to excellence in 
teaching at the undergraduate level. Con� nued professional development 
is also expected. 
Our ABET-accredited undergraduate so� ware engineering program had 
its fi rst graduates in Spring 2002. Founded in 1903, MSOE is a private, 
applica� on-oriented university with programs in engineering, business, and 
nursing. MSOE’s 15+ acre campus is located in downtown Milwaukee, in 
close proximity to the Theatre District and Lake Michigan. 

Please visit our website at: http://www.msoe.edu/hr/
for additional information including requirements and the 
application process.

MSOE IS AN EQUAL OPPORTUNITY/AFFIRMATIVE ACTION EMPLOYER

The newly launched ShanghaiTech University invites highly qualified candidates to fill multiple 
tenure-track/tenured faculty positions as its core team in the School of Information Science 
and Technology (SIST). Applicants should have exceptional academic records or demonstrate 
strong potential in cutting-edge research areas of information science and technology or 
closely related fields. They must be fluent in English and develop international collaborations. 
Overseas education background is highly desired. 

ShanghaiTech is built as a world-class research university for training future generations of 
scientists, entrepreneurs, and technological leaders. Located in Zhangjiang High-Tech Park 
in the cosmopolitan Shanghai, ShanghaiTech is ready to trail-blaze a new education system 
in China. SIST offers both undergraduate and graduate degree programs. In addition to 
establishing and maintaining a world-class research profile, successful candidates are also 
expected to contribute substantially to the educational missions of the school. All faculty 
members in ShanghaiTech will be within its new tenure-track system commensurate with 
international practice, evaluation, and standards.

Academic Disciplines: We seek top-notch faculty candidates in all cutting-edge areas of 
information sciences. Our search focus includes, but is not limited to, the following areas: advanced 
computer architecture and technologies, nano-scale electronics, ultra-high speed and low power 
circuits, intelligent multimedia and integrated signal processing systems, communications, 
controls, next-generation computer systems, computational foundations, big data, data mining, 
visualization, computer vision, bio-computing, smart energy/power devices and systems, highly-
scalable and multi-service heterogeneous networking, as well as various inter-disciplinary areas 
involving the foundation and applications of information science and technology. 

Qualifications:
• well developed research plans and demonstrated record/strength/potentials;
• Ph.D. (Electrical Engineering, Computer Engineering, Computer Science, or closely related field);
• a strong commitment to undergraduate and graduate education;

Applications: Qualified applicants should submit (all in English) a cover letter, a 2-page 
research plan, a CV including copies of up to 3 most significant publications, and the names of 
three referees to: sist@shanghaitech.edu.cn. 

Deadline: Mar 15st, 2014 (Highly qualified candidates will be considered until positions are 
filled.) 

Compensation and Benefits: Salary and startup funds are highly competitive, commensurate 
with experience and academic accomplishment. We also offer a comprehensive benefit 
package to employees and eligible dependents, including housing benefits. 

For more information, please visit http://www.shanghaitech.edu.cn

ShanghaiTech University
School of Information Science and Technology

Multiple Tenure-Track and Tenured Faculty Positions

Faculty
Search
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you have additional questions, please address 
them at dept_cs@lamar.edu

Max Planck Institute for Informatics 
Junior Research Group Leaders in the Max 
Planck Center for Visual Computing and 
Communication

The Max Planck Institute for Informatics, as the 
coordinator of the Max Planck Center for Visual 
Computing and Communication (MPC-VCC), 
invites applications for Junior Research Group 
Leaders in the Max Planck Center for Visual Com-
puting and Communication

The Max Planck Center for Visual Comput-
ing and Communications offers young scientists 
in information technology the opportunity to 
develop their own research program addressing 
important problems in areas such as

˲˲ image communication
˲˲ computer graphics
˲˲ geometric computing
˲˲ imaging systems
˲˲ computer vision
˲˲ human machine interface
˲˲ distributed multimedia architectures
˲˲ multimedia networking
˲˲ visual media security.

The center includes an outstanding group of 
faculty members at Stanford’s Computer Science 
and El¬ectrical Engineering Departments, the 
Max Planck Institute for Informatics, and Saar-
land University.

The program begins with a preparatory 1-2 
year postdoc phase (Phase P) at the Max Planck In-
stitute for Informatics, followed by a two-year ap-
pointment at Stanford University (Phase I) as a vis-
iting assistant professor, and then a position at the 
Max Planck Institute for Informatics as a junior 
research group leader (Phase II). However, the pro-
gram can be entered flexibly at each phase, com-
mensurate with the experience of the applicant.

Applicants to the program must have com-
pleted an outstanding PhD. Exact duration of the 
preparatory postdoc phase is flexible, but we typi-
cally expect this to be about 1-2 years. Applicants 
who completed their PhD in Germany may enter 
Phase I of the program directly. Applicants for 
Phase II are expected to have completed a post-
doc stay abroad and must have demonstrated 
their outstanding research potential and ability 
to successfully lead a research group.

Reviewing of applications will commence on 
01 Jan 2014. The final deadline is 31 Jan 2014. Ap-
plicants should submit their CV, copies of their 
school and university reports, list of publications, 
reprints of five selected publications, names of 
3-5 references, a brief description of their previ-
ous research and a detailed description of the 
proposed research project (including possible 
opportunities for collaboration with existing re-
search groups at Saarbrücken and Stanford) to:

Prof. Dr. Hans-Peter Seidel
Max Planck Institute for Informatics,
Campus E 1 4, 66123 Saarbrücken, Germany
Email: mpc-vcc@mpi-inf.mpg.de

The Max Planck Center is an equal opportuni-
ty employer and women are encouraged to apply.

Additional information is available on the 
website http://www.mpc-vcc.de

son is approximately 34,000, with students study-
ing in over 198 degree programs. The Volgenau 
School of Engineering maintains close ties with 
the engineering community in northern Virginia 
and the metropolitan Washington, D.C., area in 
both industry and government. For more infor-
mation about the Volgenau School of Engineer-
ing, please see http://volgenau.gmu.edu/. 

For full consideration, please submit an on-
line faculty application at http://jobs.gmu.edu for 
position number F9766z; and attach a curriculum 
vita, letter of intent, a statement of teaching and 
research, and the contact information for three 
professional references. Questions about the po-
sition should be directed to Professor Sushil Jajo-
dia at jajodia@gmu.edu. Review of applications 
will commence January 31, 2014, and continue 
until the position is filled. 

George Mason University is an affirmative 
action/equal opportunity employer encouraging 
diversity. 

Hendrix College 
Assistant Professor of Computer Science

Hendrix College invites applications to join our 
Computer Science program in August 2014 as a 
tenure-track Assistant Professor. The successful 
candidate will be committed to excellent teach-
ing in a liberal arts environment and will sustain 
a research program involving undergraduates. 
For fullest consideration, submit an online ap-
plication (https://academicjobsonline.org/ajo/
jobs/3347) by December 1, 2013.

Iowa State University 
Assistant Professor BIGDATA

The Department of Computer Science at Iowa 
State University seeks outstanding applicants 
for an Assistant Professor at the intersection of 
big data analytics, bioinformatics, and compu-
tational biology. Ph.D. in computer science, bio-
informatics, computational biology, or a closely 
related field. ISU is a member of the prestigious 
Association of American Universities and is locat-
ed in Ames, Iowa. http://www.iastate.edu/about/. 
For information on this vacancy or to apply on-
line, visit: https://www.iastatejobs.com/ Vacancy 
#131181. ISU is an EO/AA employer.

Iowa State University 
Tenure-Track or Tenured Assistant, Associate 
or Full Professor - BIGDATA MSR

Iowa State University has launched the Presiden-
tial High Impact Hires Initiative. As part of this 
initiative, the Computer Science Department and 
College of Liberal Arts and Sciences invites appli-
cations for a tenure-track or tenured position at 
Assistant, Associate or Full Professor level. 

˲˲ Ph.D. in computer science, computer engineer-
ing, or a closely related field.

˲˲ Demonstrated track record in mining software 
repository (MSR) techniques for large-scale re-
positories.

˲˲ Demonstrated potential for outstanding re-
search and publication.

˲˲ To be considered for Associate or Full Professor, 
there must be an outstanding research record as 
demonstrated by publications in peer-reviewed 
journals and at peer-reviewed conferences.

˲˲ To be considered for Full Professor, there must 
be an outstanding record in obtaining grants and 
contracts particularly those from prestigious na-
tional agencies. 

ISU is a member of the prestigious Associa-
tion of American Universities and is located in 
Ames, Iowa. If interested, visit: https://www.ia-
statejobs.com/. Look for Vacancy #131239. Infor-
mation about ISU: http://www.iastate.edu/about/. 
ISU is an EO/AA employer.

Lamar University
Department of Computer Science
Assistant Professor

Lamar University’s Department of Computer 
Science seeks applications for a tenure-track As-
sistant Professor position beginning fall 2014. 
Applicants must have a PhD in Computer Sci-
ence and a strong commitment to teaching and 
research. Particular areas of interest include 
computer graphics and vision, high performance 
computing, computational science and scientific 
computing, security and privacy, data mining 
and cloud computing, and bioinformatics and 
computational biology. Lamar is an AA/EEO state 
supported university of approximately 14,500 
students. It offers the B.S. and M.S. in Computer 
Science. There are 9 full-time faculty and 260 un-
dergraduate and graduate majors. 

Apply at http://jobs.lamar.edu/postings/1499 
Review of applications will begin on March 1, 
2014, and continue until the position is filled. If 

Advertising in Career 
Opportunities

How to Submit a Classified Line Ad: Send 
an e-mail to acmmediasales@acm.org. 
Please include text, and indicate the issue/
or issues where the ad will appear, and a 
contact name and number.

Estimates: An insertion order will then be 
e-mailed back to you. The ad will by 
typeset according to CACM guidelines.  
NO PROOFS can be sent. Classified line ads 
are NOT commissionable.

Rates: $325.00 for six lines of text, 40 
characters per line. $32.50 for each 
additional line after the first six. The 
MINIMUM is six lines.

Deadlines: 20th of the month/2 months 
prior to issue date.  For latest deadline 
info, please contact: 

acmmediasales@acm.org

Career Opportunities Online: Classified 
and recruitment display ads receive a free 
duplicate listing on our website at: 

http://jobs.acm.org 

Ads are listed for a period of 30 days.

For More Information Contact: 
ACM Media Sales

at 212-626-0686 or 
acmmediasales@acm.org
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careers

tions will begin on December 15, 2013, and ap-
plicants are strongly encouraged to apply by that 
date; however, applications will continue to be 
accepted through January 2014.

The institute is committed to increasing the 
representation of minorities, women and individ-
uals with physical disabilities in Computer Sci-
ence. We particularly encourage such individuals 
to apply. You can find more information about 
the positions at: http://www.mpi-sws.org/index.
php?n=careers/tenure-track

McMaster University
Department of Computing and Software 
Tenure-Track Faculty Position

Ranked among the top engineering schools in 
Canada and worldwide, the Faculty of Engineer-
ing plays a key role in helping McMaster Univer-
sity earn its well-deserved reputation as one of 
Canada’s most innovative universities in learning 
and research.

The McMaster Faculty of Engineering has a 
reputation for innovative programs, cutting-edge 
research, leading faculty, and aspiring students. 
It has earned a strong reputation as a centre for 
academic excellence and innovation. The Faculty 
has approximately 150 faculty members, along 
with close to 4,000 undergraduate and 750 gradu-
ate students.

The Department of Computing and Software 
at McMaster University seeks outstanding can-
didates for a tenure-track faculty position. The 
appointment is intended to be at the Assistant 
or Associate Professor level. Applicants with a 
doctorate in Computer Science or Software Engi-
neering (or a related area) at the time of appoint-
ment are encouraged to apply. The Department 
invites applications from exceptional candidates 
in all areas, including those with expertise in: big 
data, cyber-physical systems, digital media and 
human-computer interaction, high performance 
computing, mobile computing, optimization, 
and systems.

The potential to develop a strong research 
program and become an excellent teacher is cru-
cial. Successful candidates will be expected to at-
tract external research funding, pursue industrial 
collaboration if appropriate, actively recruit and 
supervise graduate students, and teach at both 
the undergraduate and graduate levels. Registra-
tion or eligibility for registration by the Profes-
sional Engineers of Ontario will be considered an 
asset.

Salary and rank are commensurate with expe-
rience and qualifications. Applications, including 
a CV, a statement detailing teaching and research 
interests, and the names of at least three referees 
should be sent electronically to Laurie LeBlanc at 
leblanl@mcmaster.ca or in hard copy to:

Chair
Department of Computing and Software, 

ITB 202
McMaster University
1280 Main Street West
Hamilton, ON L8S 4K1

Applications review will begin immediately 
and the appointment will ideally commence July 
1, 2014. However, applications will be accepted 
until the position is filled.

Note: All qualified candidates are encouraged 

to apply. However, Canadian citizens and perma-
nent residents will be considered first for these 
positions. McMaster University is strongly com-
mitted to employment equity within its commu-
nity, and to recruiting a diverse faculty and staff. 
The University encourages applications from all 
qualified candidates, including women, mem-
bers of visible minorities, Aboriginal peoples, 
members of sexual minorities and persons with 
disabilities.

New York University
Courant Institute of Mathematical Sciences 
Arts and Science
Clinical Assistant/Associate Professor Position 
in Computer Science

The Computer Science Department at New York 
University has an opening for a Clinical Assistant 
or Associate Professor position to start September 
1, 2014, subject to budgetary and administrative 
approval. This is a full-time non-tenured, non-
tenure-track three-year contract faculty position 
which is potentially renewable. The main duty 
is to teach three courses during each of the fall 
and spring semesters in the department’s under-
graduate program and additionally to participate 
in curricular development, program administra-
tion, and other educational activities. Applicants 
should have an M.S. or Ph.D. in Computer Sci-
ence or a related field. To apply, please arrange 
for a CV and for three letters of recommendation 
to be sent by email to jobs@cs.nyu.edu. To guar-
antee full consideration, complete applications 
should be received by March 15, 2014. However, 
all candidates will be considered to the extent fea-
sible until the position is filled. NYU is an Equal 
Opportunity/Affirmative Action Employer.

Northwestern University
Department of Electrical Engineering and 
Computer Science
Multiple Openings in Theoretical Computer 
Science
Start Date: Fall 2014 

The Department of Electrical Engineering and 
Computer Science at Northwestern University 
invites applications from exceptionally qualified 
candidates for multiple faculty positions in theo-
retical computer science to start fall 2014. The po-
sitions are open for all professorial ranks and all 
areas of theoretical computer science.

The successful candidates will be expected to 
carry out world class research, collaborate with 
other faculty, and teach effectively at the under-
graduate and graduate levels. Compensation and 
start-up package are negotiable and will be com-
petitive.

Northwestern EECS consists of over 50 faculty 
members of international prominence whose in-
terests span a wide range. Northwestern Univer-
sity is located in Evanston, Illinois on the shores 
of Lake Michigan just north of Chicago. Further 
information about the Department and the Uni-
versity is available at http://www.eecs.northwest-
ern.edu and http://www.northwestern.edu.

To ensure full consideration, applications 
should be received by December 1, 2013. Appli-
cations will be accepted until the positions are 
filled.

Max Planck Institute  
for Software Systems
Tenure-track / Tenured Positions

Applications are invited for tenure-track and 
tenured faculty positions in all areas related to 
the study, design, and engineering of software 
systems. These areas include, but are not limited 
to, security and privacy, embedded and mobile 
systems, social computing, large-scale data man-
agement and machine learning, programming 
languages and systems, software verification and 
analysis, parallel and distributed systems, stor-
age systems, and networking.

A doctoral degree in computer science or re-
lated areas and an outstanding research record 
are required. Successful candidates are expected 
to build a team and pursue a highly visible re-
search agenda, both independently and in col-
laboration with other groups. Senior candidates 
must have demonstrated leadership abilities and 
recognized international stature.

MPI-SWS, founded in 2005, is part of a net-
work of eighty Max Planck Institutes, Germany’s 
premier basic research facilities. MPIs have an 
established record of world-class, foundational 
research in the fields of medicine, biology, chem-
istry, physics, technology and humanities. Since 
1948, MPI researchers have won 17 Nobel prizes. 
MPI-SWS aspires to meet the highest standards of 
excellence and international recognition with its 
research in software systems.

To this end, the institute offers a unique en-
vironment that combines the best aspects of a 
university department and a research laboratory:

a) Faculty receive generous base funding to 
build and lead a team of graduate students and 
post-docs. They have full academic freedom and 
publish their research results freely.

b) Faculty supervise doctoral theses, and have 
the opportunity to teach graduate and undergrad-
uate courses.

c) Faculty are provided with outstanding tech-
nical and administrative support facilities as well 
as internationally competitive compensation 
packages.

MPI-SWS currently has 10 tenured and ten-
ure-track faculty and 40 doctoral and post-doctor-
al researchers. The institute is funded to support 
17 faculty and up to 100 doctoral and post-doc-
toral positions. Additional growth through out-
side funding is possible. We maintain an open, 
international and diverse work environment and 
seek applications from outstanding researchers 
regardless of national origin or citizenship. The 
working language is English; knowledge of the 
German language is not required for a successful 
career at the institute.

The institute is located in Kaiserslautern and 
Saarbruecken, in the tri-border area of Germany, 
France and Luxembourg. The area offers a high 
standard of living, beautiful surroundings and 
easy access to major metropolitan areas in the 
center of Europe, as well as a stimulating, com-
petitive and collaborative work environment. In 
immediate proximity are the MPI for Informatics, 
Saarland University, the Technical University of 
Kaiserslautern, the German Center for Artificial 
Intelligence (DFKI), and the Fraunhofer Insti-
tutes for Experimental Software Engineering and 
for Industrial Mathematics.

Qualified candidates should apply online at 
https://apply.mpi-sws.org. The review of applica-
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full rank in human-centered computing, includ-
ing but not limited to visualization, visual analyt-
ics, human-computer interaction (HCI), imaging, 
and graphics. The Computer Engineering area of 
the school (https://engineering.purdue.edu/ECE/
Research/Areas/CompEngr) has twenty faculty 
members with active research programs in areas 
such as AI, architecture, compilers, computer vi-
sion, distributed systems, embedded systems, 
graphics, haptics, HCI, machine learning, multi-
media systems, networking, networking applica-
tions, NLP, OS, robotics, software engineering, 
and visualization. The Communications, Net-
works and Signal Processing area of the school 
(https://engineering.purdue.edu/ECE/Research/
Areas/CommSigP) has eighteen faculty members 
with active research programs in areas such as 
wireless mobile and PCS communication, smart 
antennas, GPS, radar, speech recognition and 
synthesis, image processing and pattern recogni-
tion, image quality, image rendering, document 
imaging, image analysis, remote sensing, local 
and wide-area computer networks, and multime-
dia communication, security, and processing.

Eligible candidates are required to have a 
Ph.D. or equivalent doctoral level degree in com-
puter science/engineering or a closely related 
field and a significant demonstrated research re-
cord commensurate with the level of the position 
for which they are applying.

The successful candidate will have a distin-
guished academic record, will develop a strong, 
independent research programs, will teach un-
dergraduate and/or graduate level courses, and 
will advise students. Applications should consist 
of a cover letter, a CV, research and teaching state-
ments, names and contact information for at least 
three references, and URLs for three to five online 
papers. Applications should be submitted to  
https://engineering.purdue.edu/Engr/AboutUs/
Employment/Applications. 

Review of applications will begin on Decem-
ber 1, 2013. Inquiries may be sent to ece-hcc-
search@ecn.purdue.edu. Applications will be 
considered as they are received, but for full con-
sideration should arrive by January 15, 2014. A 
background check will be required for employ-
ment in this position. Purdue University is an 
equal opportunity, equal access, affirmative ac-
tion employer fully committed to achieving a di-
verse workforce.

Qatar University 
Associate/Full Research Professor
Research Faculty Positions at Qatar University

Qatar University invites applications for research 
faculty positions at the level of associate of full 
professor to begin on September 2014. Candi-
dates in the following fields will be considered:

˲˲ Cyber security
˲˲ Bioinformatics

Candidates will cultivate and lead large-scale 
research projects at the KINDI Lab for Comput-
ing Research in the areas of cloud computing se-
curity, privacy and cancer informatics.

Qatar University offers a competitive benefits 
package including a 3-year renewable contract, 
tax free salary, free furnished accommodation, 
and more.

Apply by posting you application before Feb-

ment, and contact information for three referenc-
es. Princeton University is an equal opportunity 
employer and complies with applicable EEO and 
affirmative action regulations. Apply to: http://
jobs.princeton.edu/. Req.# 1300791

Purdue University School of ECE
Faculty Opening in Computer Engineering

As part of the Engineering Strategic Growth Ini-
tiative, Purdue University is seeking to fill a fac-
ulty position in computer engineering within the 
School of Electrical and Computer Engineering. 
The Computer Engineering area of the school 
(https://engineering.purdue.edu/ECE/Research/
Areas/CompEngr) has twenty faculty members 
with active research programs in areas such as 
AI, architecture, compilers, computer vision, dis-
tributed systems, embedded systems, graphics, 
haptics, HCI, machine learning, multimedia sys-
tems, networking, networking applications, NLP, 
OS, robotics, software engineering, and visual-
ization. The new hire will join a strong group of 
computer engineering faculty and will help shape 
Purdue’s vision and research/education agenda.

Candidates for tenure-track position at the 
Assistant Professor level will be considered. 
Outstanding candidates in all areas of computer 
science and engineering including, but not lim-
ited to, cloud computing, distributed systems, 
embedded systems, intelligent systems, mobile 
computing, and security will be considered.

Eligible candidates are required to have a PhD 
degree in computer science, computer engineer-
ing, or a closely-related discipline, have demon-
strated potential for excellence in research, and 
be committed to excellence in teaching. 

The successful candidate will have a distin-
guished academic record, will develop a strong, 
independent research program, be expected to 
teach undergraduate and/or graduate courses, 
and advise students.

Salary and benefits are highly competitive. 
Submit applications online at 

https://engineering.purdue.edu/Engr/ 
AboutUs/Employment/Applications. 

 
The application should include a cover letter, a 
complete and detailed vitae, and statements of 
research and teaching interests. Also, include 
names, addresses, telephone numbers, and 
email addresses for three or more references.

Review of applications will begin on Decem-
ber 1, 2013, and will continue until filled. Inqui-
ries may be sent to ece-cearea-search@ecn.pur-
due.edu. Applications will be considered as they 
are received, but, for full consideration, should 
arrive by January 15, 2014.

A background check will be required for em-
ployment in this position. Purdue University is 
an Equal Opportunity/Equal Access/Affirmative 
Action employer fully committed to achieving a 
diverse workforce.

Purdue University School of ECE
Faculty Position in Human-Centered 
Computing

The School of Electrical and Computer Engineer-
ing at Purdue University invites applications for 
two faculty positions at the assistant, associate or 

To apply, please visit http://eecs.northwest-
ern.edu/academic-openings.html for full instruc-
tions on uploading. Applicants are asked to sub-
mit (1) a cover letter indicating the rank applied 
for, (2) the names of between five and eight refer-
ences for the rank of Full or Associate Professor or 
at least three references for the rank of Assistant 
Professor, and (3) a curriculum vitae. The search 
committee will request letters from the refer-
ences and may request (4) statements of research 
and teaching interests and (5) three representa-
tive publications. For assistance with application 
materials or general questions, contact tcs.facul-
tysearch.2013@eecs.northwestern.edu.

Northwestern University is an equal oppor-
tunity, affirmative action employer. Qualified 
women and minorities are encouraged to apply. 
It is the policy of Northwestern University not to 
discriminate against any individual on the basis 
of race, color, religion, national origin, gender, 
sexual orientation, marital status, age, disabil-
ity, citizenship, veteran status, or other protected 
group status. Hiring is contingent upon eligibility 
to work in the United States.

Princeton University 
Computer Science Department
Part-Time or Full-Time Lecturer 

The Department of Computer Science seeks ap-
plications from outstanding teachers to assist 
the faculty in teaching our introductory course 
sequence or some of our upper-level courses.

Depending on the qualifications and interests 
of the applicant, job responsibilities will include 
such activities as teaching recitation sections 
and supervising graduate-student teaching as-
sistants; grading problem sets and programming 
assignments; supervising students in the grading 
of problem sets and programming assignments; 
developing and maintaining online curricular 
material, classroom demonstrations, and labo-
ratory exercises; and supervising undergraduate 
research projects. An advanced degree in com-
puter science, or related field, is required (PhD 
preferred).

The position is renewable for 1-year terms, up 
to six years, depending upon departmental need 
and satisfactory performance.

To apply, please submit a cover letter, CV, 
and contact information for three references to 
(https://jobs.cs.princeton.edu/lecturer)

Princeton University is an equal opportunity 
employer and complies with applicable EEO and 
affirmative action regulations. 

Princeton University 
Computer Science
Postdoctoral Research Associate

The Department of Computer Science at Princ-
eton University is seeking applications for post-
doctoral or more senior research positions in 
theoretical computer science. Positions are for 
one year with the possibility of renewal.

Candidates should have a PhD in Computer 
Science or a related field by August 2014. To en-
sure full consideration, we encourage candidates 
to complete their applications, (including letters 
of recommendation) by December 10, 2013. Ap-
plicants should submit a CV and research state-
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careers

ruary 28, 2014 on the QU online recruitment sys-
tem http://careers.qu.edu.qa under “College of 
Engineering”.

Queens College 
Tenure-Track Assistant Professor -  
Computer Science

The Department of Computer Science at Queens 
College of CUNY is accepting applications for a 
tenure-track position in high performance com-
puting at the Assistant Professor level starting 
Fall 2014. Consult http://www.cs.qc.cuny.edu for 
further information.

State University of New York  
at Binghamton
Department of Computer Science
Four Tenure-Track Assistant Professor 
Positions

Applications are invited for four tenure-track As-
sistant Professor positions beginning Fall 2014 
with specializations in: (a) cybersecurity (three 
positions) and, (b) embedded systems program-
ming/design with an emphasis on energy opti-
mization (one position). The Department has es-
tablished graduate and undergraduate programs, 
including 60 full-time PhD students. Junior fac-
ulty have a significantly reduced teaching load for 
at least the first three years. Please indicate your 
teaching and research areas of interest in a single 
sentence on your cover letter.

Further details and application information 
are available at:

http://www.binghamton.edu/cs

Applications will be reviewed until positions 
are filled. First consideration will be given to ap-
plications received by February 17, 2014. 

We are an EE/AA employer. 

The Catholic University of America 
Tenure Track Assistant Professor  
in Computer Science

The Department of Electrical Engineering and 
Computer Science at the Catholic University of 
America invites applications for a tenure-track 
faculty position at the Assistant Professor Level, 
beginning August 2014. All areas in computer sci-
ence will be given consideration, with a particular 
emphasis on network and information security. 
For full consideration, complete applications 
should be received by January 10, 2014. Addi-
tional information and application instructions 
can be found at http://engineering.cua.edu/fac-
ultyapp/eecs/ 

University of California, Riverside
Faculty Positions in the Department of 
Computer Science and Engineering

The Department of Computer Science and En-
gineering, University of California, Riverside in-
vites applications for two tenure-track and one 
tenured faculty positions beginning the 2014/15 
academic year. Candidates are sought in the fol-
lowing areas of research: (1) Networks, Operat-

University of Illinois Springfield 
Assistant Professor Computer Science

The Computer Science Department at the Uni-
versity of Illinois Springfield (UIS) invites ap-
plications for a beginning assistant professor, 
tenure track position to begin August, 2014. A 
Ph.D. in Computer Science or closely related 
field is required. The position involves gradu-
ate and undergraduate teaching, supervising 
student research, and continuing your research. 
Many of our classes are taught online. All areas 
of expertise will be considered, but the ability to 
teach core computer science is of special inter-
est for the Department. Review of applications 
will begin on January 30, 2014 and continue until 
the position is filled or the search is terminated. 
Please send your vita and contact information 
for three references to Chair Computer Science 
Search Committee; One University Plaza; UHB 
3100; Springfield, IL 62703-5407.

Located in the state capital, the University of 
Illinois Springfield is one of three campuses of 
the University of Illinois. The UIS campus serves 
approximately 5,000 students in 23 undergradu-
ate and 21 graduate degree programs. The aca-
demic curriculum of the campus emphasizes a 
strong liberal arts core, an array of professional 
programs, extensive opportunities in experiential 
education, and a broad engagement in public af-
fairs issues of the day. The campus offers many 
small classes, substantial student-faculty interac-
tion, and a rapidly evolving technology enhanced 
learning environment. Its diverse student body 
includes traditional, non-traditional, and interna-
tional students. Twenty-five percent of majors are 
in 17 undergraduate and graduate online degree 
programs and the campus has received several 
national awards for its implementation of online 
learning. UIS faculty are committed teachers, ac-
tive scholars, and professionals in service to soci-
ety. You are encouraged to visit the university web 
page at http://www.uis.edu and the department 
web page at http://csc.uis.edu . UIS is an affirma-
tive action/equal opportunity employer with a 
strong institutional commitment to recruitment 
and retention of a diverse and inclusive campus 
community. Women, minorities, veterans, and 
persons with disabilities are encouraged to apply.

University of Maryland,  
Baltimore County
Computer Science and Electrical  
Engineering Department
Two Tenure Track Assistant Professor 
Positions, Computer Science

We invite applications for two tenure track posi-
tions in Computer Science at the rank of Assis-
tant Professor to begin in August 2014. All areas 
will be considered, but we are especially inter-
ested in candidates in systems, security, or data 
analytics. Unusually strong candidates at the As-
sociate Professor level will be considered. Submit 
a cover letter, brief statement of teaching and 
research experience and interests, CV, and three 
letters of recommendation. See http://csee.umbc.
edu/about/jobs/ for more information about this 
search and concurrent searches for a tenure track 
position in Electrical and Computer Engineering 
and a Professor of the Practice position in Com-
puter Science. UMBC is an AA/EOE.

ing/Distributed Systems, and Cyber-security; (2) 
High-Performance and Scientific Computing; 
and (3) Low Power Computer Design and Archi-
tecture. The first two searches are focused on 
the Assistant Professor level. The third search is 
focused on the senior level and will be interdis-
ciplinary with the successful candidate affiliated 
with one or more engineering departments in the 
College. Exceptional candidates in all areas and 
at all levels will be considered. Positions require a 
Ph.D. in Computer Science (or in a closely related 
field) at the time of employment. Junior candi-
dates must show outstanding research, teach-
ing and graduate student mentorship potential. 
Exceptional senior candidates with outstanding 
research, teaching, and graduate student mentor-
ship records will be considered. Salary level will 
be competitive and commensurate with qualifi-
cations and experience.

Details and application materials can be 
found at www.engr.ucr.edu/facultysearch. Full 
consideration will be given to applications re-
ceived by January 1, 2014. We will continue to 
consider applications until the positions are 
filled. For inquiries and questions, please contact 
us at search@cs.ucr.edu. EEO/AA employer.

University of Colorado, Boulder 
Assistant Professor

The Department of Computer Science (CS) at the 
University of Colorado Boulder seeks outstand-
ing candidates, for a tenure-track position, with 
expertise in both machine learning and optimiza-
tion. The opening is targeted at the level of Assis-
tant Professor, although exceptional senior can-
didates at higher ranks may be considered.

We seek candidates whose primary research 
areas lie at the intersection of machine learning 
and numerical optimization, and whose research 
addresses challenges in theory, algorithms, im-
plementation, and application of problems in 
optimization and machine learning. Candidates 
should demonstrate excellence in both research 
and teaching, have

a strong interest in interdisciplinary collabo-
ration, and aim to lead a highly visible, externally 
funded research program.

Applications must be submitted online at 
http://www.jobsatcu.com/postings/73978 

The University of Colorado is an Equal Oppor-
tunity/Affirmative Action employer.

University of Delaware 
Department of Computer  
and Information Sciences
Tenure-track Assistant Professor in Big Data

Applications are invited for a tenure-track as-
sistant professor position in Big Data (broadly 
defined) to begin Fall 2014. We seek innovative 
individuals, who have demonstrated excellence 
in research and drive to become leaders in their 
fields while engaging in high-quality teaching 
and mentoring. For information and application 
procedures, please visit www.udel.edu/udjobs.

The UNIVERSITY OF DELAWARE is an 
Equal Opportunity Employer and encourages 
applications from Minority Group Members 
and Women.
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fsearch for application instructions and addition-
al information on the Department of Computer 
Science.

Screening of applications will begin on Janu-
ary 2, 2014 and will continue until the positions 
are filled or the search is closed. UTSA is an EO/
AA Employer.

Chair of Faculty Search Committee
Department of Computer Science
The University of Texas at San Antonio
One UTSA Circle
San Antonio, TX 78249-0667
Phone: 210-458-4436

University of Wisconsin-Madison
Computer Sciences Department
Faculty Positions: Assistant Professors

The Computer Sciences Department at the Uni-
versity of Wisconsin-Madison has embarked 
on a multi-year effort to significantly enhance 
the strengths of the department. As part of the 
endeavor we have multiple openings for tenure-
track Assistant Professors in any area of Com-
puter Science.

Applicants must have a Ph.D. in Computer 
Science or in a closely related field prior to the 
start of the appointment. Successful candidates 
will show potential for developing an outstand-
ing and highly visible scholarly research pro-
gram, as well as excelling in undergraduate and 
graduate teaching.

Applicants should submit a curriculum 
vitae, a statement of research objectives and 
sample publications, and arrange to have at 
least three letters of reference sent directly to 
the department. Electronic submission of all ap-
plication materials is preferred (see http://www.
cs.wisc.edu/jobs-admissions/faculty-recruiting 
for details).

Applicants are encouraged to submit their 
applications along with supporting material as 
soon as possible, but no later than January 15, 
2014 to ensure full consideration.

For further information, send mail to re-
cruiting@cs.wisc.edu.

Wisconsin Institute for Discovery 
Faculty Positions: Professors/Associate 
Professors/ Assistant Professors

The Wisconsin Institute for Discovery (WID) at 
the University (www.wid.wisc.edu) invites ap-
plications for faculty openings in Optimization 
and its Applications. Multiple opportunities are 
available at the Assistant, Associate, or Full Pro-
fessor level. Successful candidates will occupy a 
new state-of-the-art and centrally-located WID 
research facility specifically designed to spark 
and support cross-disciplinary collaborations.

For specific details regarding the Optimiza-
tion positions, see:

http://www.ohr.wisc.edu/WebListing/ 
Unclassified/PVLSummary.aspx?pvlnum=77887 .

The University is an Equal Opportunity/Affir-
mative Action employer and encourages women 
and minorities to apply. Unless confidentiality is 
requested in writing, information regarding the ap-
plicants must be released on request. Finalists can-
not be guaranteed confidentiality. A criminal back-
ground check may be conducted prior to hiring.

date incur a probability of being overlooked or 
arriving after the interview schedule is filled up. 

The Department of Electrical and Com-
puter Engineering (http://www.ece.rochester.
edu/about/jobs.html) is also searching for a 
candidate broadly oriented toward data sci-
ence. While the two searches are concurrent 
and plan to coordinate, candidates should ap-
ply to the department/s that best matches their 
academic background and interests.

The Department of Computer Science is a 
research-oriented department with a distin-
guished history of contributions in systems, 
theory, artificial intelligence, and HCI. We 
have a collaborative culture and strong ties to 
electrical and computer engineering, cognitive 
science, linguistics, and several departments 
in the medical center. Over the past decade, a 
third of the department’s PhD graduates have 
won tenure-track faculty positions, and its 
alumni include leaders at major research labo-
ratories such as Google, Microsoft, and IBM.

The University of Rochester is a private, 
Tier I research institution located in western 
New York State. It consistently ranks among 
the top 30 institutions, both public and pri-
vate, in federal funding for research and de-
velopment. The university has made substan-
tial investments in computing infrastructure 
through the Center for Integrated Research 
Computing (CIRC) and the Health Sciences 
Center for Computational Innovation (HSCCI). 
Teaching loads are light and classes are small. 
Half of all undergraduates go on to post-grad-
uate or professional education. The university 
includes the Eastman School of Music, a pre-
miere music conservatory, and the University 
of Rochester Medical Center, a major medical 
school, research center, and hospital system. 
The greater Rochester area is home to over a 
million people, including 80,000 students who 
attend its 8 colleges and universities. 

The University of Rochester has a strong 
commitment to diversity and actively encour-
ages applications from candidates from groups 
underrepresented in higher education. The 
University is an Equal Opportunity Employer.

The University of Texas at San Antonio
Faculty Positions in Computer Science

The Department of Computer Science at The 
University of Texas at San Antonio invites applica-
tions for multiple tenure/tenure-track positions 
at all levels, starting Fall 2014. We are particularly 
interested in candidates in

˲˲ operating systems, distributed systems, or 
computer architecture at the assistant or associ-
ate professor level, 

˲˲ big data/data science at the assistant or associ-
ate professor level, and

˲˲ cyber security (especially systems security) at 
the associate or full professor level.

Outstanding candidates in other areas will 
also be considered.

The Department of Computer Science cur-
rently has 22 faculty members and offers B.S., 
M.S., and Ph.D. degrees supporting a dynamic 
and growing program with 801 undergraduates 
and more than 190 graduate students, including 
85 Ph.D. students. See http://www.cs.utsa.edu/

University of Miami 
College of Arts and Sciences 
Computational Neuroscience Faculty Position

The College of Arts and Sciences at the Univer-
sity of Miami invites applications and nomina-
tions for one open-rank, Assistant, Associate, 
or full Professor position in the Department 
of Computer Science starting August 2014. 
Candidates must possess a Ph.D. in Computer 
Science or in a closely-related discipline with 
strong research expertise in areas related to 
Computational Neuroscience.

The College is strongly committed to Brain 
Science and has recently acquired a research-
dedicated 3 Tesla fMRI for human brain imag-
ing, which is available as a resource. Faculty in 
the Department of Psychology and other Col-
lege departments and/or the School of Medi-
cine are available for collaboration. 

The successful candidate will be expected 
to teach at both undergraduate and graduate 
levels and to develop and maintain an inter-
nationally recognized research program. To 
be considered at Associate or Full Professor 
level the candidate must have a proven record 
of successful independent teaching and re-
search. 

Applicants should submit a cover letter, 
CV, research plan, statement of teaching phi-
losophy, sample preprints or reprints, and 
the names of at least three references online 
to http://www.cs.miami.edu/search/. Review 
of applications will begin November 15, 2013 
and continue until the position is filled. In-
formation about the College can be found at 
http://www.as.miami.edu/. 

The University of Miami offers competitive 
salaries and a comprehensive benefits pack-
age including medical and dental benefits, 
tuition remission, vacation, paid holidays 
and much more. The University of Miami is 
an equal opportunity/affirmative action em-
ployer that values diversity and has progres-
sive work-life policies. Women, persons with 
disabilities, and members of other underrep-
resented groups are encouraged to apply.

University of Rochester 
Department of Computer Science
Faculty Positions in Computer Science: 
Experimental Systems and Data Science

The University of Rochester Department of Com-
puter Science seeks applicants for multiple tenure 
track positions in the broad areas of experimental 
systems and data science research (including but 
not exclusively focused on very large data-driven 
systems, machine learning and/or optimization, 
networks and distributed systems, operating sys-
tems, sustainable systems, security, and cloud 
computing). Candidates must have a PhD in com-
puter science or a related discipline. 

Apply online at
https://www.rochester.edu/fort/csc

Consideration of applications at any rank 
will begin immediately and continue until all 
interview slots are filled. Candidates should 
apply no later than January 1, 2014 for full con-
sideration. Applications that arrive after this 
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Assistant Professor - Computer Science 
The University of Toronto invites applications for three tenure-stream appoint-
ments in Computer Science at the rank of Assistant Professor. The appointments 
will be with the tri-campus Graduate Department of Computer Science and its affili-
ated undergraduate departments:

•   Department of Mathematical and Computational Sciences, University of Toronto 
Mississauga: specific areas of interest include operating systems, networks, 
distributed systems, database systems, computer architecture, programming 
languages, and software engineering.

•   Department of Computer and Mathematical Sciences, University of Toronto 
Scarborough: all areas of Computer Science.

•   Department of Computer Science, University of Toronto St. George: all areas 
of Computer Science that touch upon Big Data in the broadest possible 
sense-including but certainly not limited to theoretical foundations, algorithms, 
systems, software, applications and cross-disciplinary research. The candidate 
may also be nominated for a prestigious Tier II Canada Research Chair. For 
further information on these federally endowed Chairs see www.chairs.gc.ca.

All appointments will begin on July 1, 2014.

The University of Toronto is an international leader in computer science research 
and education. Successful candidates are expected to pursue innovative research 
at the highest level; to establish a strong, externally funded research program; to 
have a strong commitment to undergraduate and graduate teaching; to contribute 
to the enrichment of undergraduate programs in their department; and to partici-
pate actively in the Graduate Department of Computer Science.

Candidates should have a Ph.D. in computer science or a related field by the date 
of appointment or shortly thereafter. Evidence of excellence in teaching and re-
search is required. Salaries are competitive with our North American peers and will 
be commensurate with qualifications and experience.

Applicants should apply online through AcademicJobsOnline, https://academic 
jobsonline.org/ajo/jobs/3615, and include a curriculum vitae, a list of publications, 
research and teaching statements, and the names and email addresses of at least 
three references, who will upload confidential letters.

To receive full consideration, applications should be received by January 10, 2014.

For more information about Computer Science on the three campuses of the  
University of Toronto, see our websites (St George: web.cs.toronto.edu; UTM: 
www.utm.utoronto.ca/math-cs-stats; UTSC: www.utsc.utoronto.ca/cms), or contact 
Sara Burns at recruit@cs.toronto.edu.

The University of Toronto is strongly committed to diversity within its community and 
especially welcomes applications from visible minority group members, women, 
Aboriginal persons, persons with disabilities, members of sexual minority groups, 
and others who may contribute to the further diversification of ideas. The University 
is responsive to the needs of dual career couples. The University of Toronto offers 
the opportunity to conduct research, teach, and live in one of the most diverse cities 
in the world. All qualified candidates are encouraged to apply; however, Canadians 
and permanent residents will be given priority.

Assistant Professor - Computational Biology
The Department of Computer Science and the Donnelly Centre for Cellular 
and Biomolecular Research at the University of Toronto invite applications 
for a tenure-stream appointment in Computational Biology or Bioinformatics. The  
appointment is at the rank of Assistant Professor and will begin on July 1, 2014.

We seek an emerging researcher with an exceptional research record and excel-
lent teaching credentials. The successful candidate is expected to pursue innova-
tive research at the highest level; to establish a strong, externally funded research 
program; to have a strong commitment to undergraduate and graduate teaching; 
and to participate actively in the Donnelly Centre and Department of Computer 
Science. Successful candidates will also have the opportunity to take advantage of 
the University’s strengths in biology and bioinformatics—and computational, medi-
cal and biological sciences more broadly—and to facilitate further interaction with 
other units. To facilitate such interactions, the successful candidate will hold a joint 
appointment between the Department of Computer Science (51%) and the Don-
nelly Centre (49%). The candidate may also be nominated for a prestigious Tier II 
Canada Research Chair. For further information on these federally endowed Chairs 
see www.chairs.gc.ca.

The Department of Computer Science is an international leader in research  
and teaching, with recognized strength in most areas of computer science.  

The Donnelly Centre is an interdisciplinary research institute at the University of 
Toronto with the mandate to create a research environment that encourages 
integration of biology, computer science, engineering and chemistry, and that 
spans leading areas of biomedical research. Toronto is a vibrant and cosmopolitan 
city, one of the most desirable in the world in which to work and live, and a major 
centre for advanced computer, medical and biological technologies with strong 
ties to the University.

Applicants should apply online at http://academicjobsonline.com/ajo/jobs/3641, 
and include curriculum vitae, a list of publications, a research and teaching state-
ment, and the names and email addresses of at least three references. Other sup-
porting materials may also be included. Although we expect applicants to have a 
PhD and postdoctoral training in the computational sciences (computer science, 
computational biology and quantitative biology), exceptional candidates with recent 
or imminently-expected PhDs will be also considered.

Evidence of excellence in research and teaching is required. Salaries are competi-
tive with our North American peers and will be commensurate with qualifications 
and experience.

To receive full consideration, applications should be received by January 10, 2014.

For more information on the Department of Computer Science see: 
www.cs.toronto.edu and for the Donnelly Centre for Cellular and Biomolecular 
Research see: www.thedonnellycentre.utoronto.ca. For questions regarding this 
position, please contact Sara Burns at recruit@cs.toronto.edu.

The University of Toronto is strongly committed to diversity within its community and 
especially welcomes applications from visible minority group members, women, 
Aboriginal persons, persons with disabilities, members of sexual minority groups, 
and others who may contribute to the further diversification of ideas. All qualified 
candidates are encouraged to apply; however, Canadians and permanent residents 
will be given priority.

Lecturer - Computer Science
The Department of Computer Science, University of Toronto seeks an enthu-
siastic and innovative teacher for a full-time teaching-stream appointment in the 
field of Computer Science. The appointment will be at the rank of Lecturer and will 
begin on July 1, 2014.

We seek candidates who have a record of excellent teaching, possess the intel-
lectual curiosity to pursue novel and innovative methods of thinking and teaching, 
and are interested in establishing a long-term teaching career with the Department. 
Candidates from all areas of Computer Science are invited to apply. Particular atten-
tion will be given to candidates with an interest in or experience teaching Software 
Engineering. Candidates must have a graduate degree (PhD preferred) in computer 
science or a related field by the time of appointment or shortly thereafter. Responsi-
bilities include undergraduate teaching, managing teaching assistants, developing 
course materials, and curriculum development. In addition, each faculty member 
has some responsibility for student recruitment and departmental administration.

Appointments at the rank of Lecturer may be renewed annually to a maximum of 
five years. In the fifth year of service, Lecturers shall be reviewed and a recom-
mendation made with respect to promotion to the rank of Senior Lecturer. Senior 
Lecturers hold continuing appointments at the University. 

Salary will be commensurate with qualifications and experience.

Applicants should apply online at http://recruit.cs.toronto.edu/, and include curricu-
lum vitae, a list of publications, statement of career goals and teaching philosophy, 
teaching dossier, and the names and email addresses of three to five referees who 
may be contacted to provide a letter of reference. Review of applications will begin 
on January 15, 2014 and continue until the position is filled. If you have any ques-
tions regarding this position, please contact Sara Burns at recruit@cs.toronto.edu.
The successful candidate will join a vibrant group of Lecturers who are engaged in 
pedagogical and curricular innovations, development of new teaching technologies, 
and research in computer science education. For more information about the De-
partment of Computer Science, please visit our home page at www.cs.toronto.edu.

The University of Toronto is strongly committed to diversity within its community and 
especially welcomes applications from visible minority group members, women, 
Aboriginal persons, persons with disabilities, members of sexual minority groups, 
and others who may contribute to the further diversification of ideas. All qualified 
candidates are encouraged to apply; however, Canadians and permanent residents 
will be given priority.
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heard and 
we were here. Nearly everyone wanted 
to know more about the aliens: Did 
they have religion or music? How had 
they managed to ensure their own 
long-term survival? 

But many people were wary of be-
traying our existence with a reply. In-
ternational organizations assembled 
teams of the Earth’s best and bright-
est, charging them with making our 
response sunny, informative, and, 
especially, non-threatening. This was 
an agonizing and protracted task. 
However, scores of top-flight academ-
ic researchers schooled in sociology, 
psychology, and even risk assessment 
put together a modern New England 
Primer, a condensed letter of intro-
duction from humans to aliens, finally 
launching it skyward from the Arecibo 
antenna three years later. It was re-
peated 100 times, in case the aliens at 
the other end missed the beginning of 
the transmission. 

The earthly public hunkered down 
in anticipation of a response. We were 
not alone. We were not a miracle. We 
were simply another bit of intelligence 
in a cosmos that was vast and old, and 
there was comfort in the thought we 
might learn from one another. 

Surprisingly, and less than a 
month later, a second signal was de-
tected, this time from a star system in 
the direction of Pegasus. SETI scien-
tists had apparently stumbled on the 
cosmic “hailing frequency,” and sud-
denly alien societies were turning up 
like crabgrass. The new transmission 
also contained an endlessly repeated 
message... a warning... 

“Do not respond to the other [Cas-
siopeia] broadcast!” 

Analysts pondered how the send-
ers could know of the first transmis-
sion, and why they were telling us not 
to answer. Contact had produced a 
disturbing mystery. 

Because the new signal was pictori-
al and highly redundant, its complete 
contents were relatively easy to deci-
pher. Apparently many thousands of 
years ago, inhabitants of this second 
world had picked up the Cassiopeia 
broadcast. They too had replied, hop-
ing to establish some rudimentary in-
terspecies communication. But they 
also quickly uncovered a painfully un-
welcome fact: The transmission was a 

ruse, a Trojan horse, emitted to serve 
the ends of some group whose de-
scription could be translated only as 
“galactic traders.” They had long ago 
developed a strategy to tempt these 
societies to betray their presence. 

Those that did—any responding 
world—were soon targeted by massive 
photonic weapons, enormous infra-
red lasers that could boil off a planet’s 
atmosphere and incinerate much of 
its landmass. 

Some people immediately ques-
tioned whether this second transmis-
sion was itself a hoax. But the Pegasus 
message explicitly said there was no 
point in any response to them. They 
were long gone. In their death throes, 
they had constructed a beacon to 
warn others. 

Our situation was as plain as it was 
demoralizing. The caution from Pega-
sus was too late, and our unwitting in-
vitation to earthly destruction was in-
deed en route at the speed of light. 

Humanity seemed destined to stew 
and fret for the next 32 years, the time 
required for our transmission to reach 
them and their photon beam to travel 
to Earth. In our enthusiasm and end-
less curiosity we had lit a fuse, and it 
was now just a matter of waiting out the 
consequences. The people of Earth la-
mented that their children would have 
no grown children of their own. For 
those who cared about such things, it 
seemed possible that Homo sapiens’ 
greatest discovery would also be its last. 

Many reverted to primitive behav-
ior, ranging from the hedonistic to the 
monastic; others frantically pondered 
a fix. Given 32 years, there might be 
time to evacuate at least a few thou-

sand people to some hastily built or-
biting space stations or perhaps a base 
on the Moon. But most took comfort 
in the fact that our message was care-
fully considered. Any truly advanced 
aliens would recognize we were neither 
malevolent nor harmful. Our reasoned 
diplomacy would be our salvation. 

However, as these developments 
roiled society, a few scientists com-
bined simple extrapolations with some 
even simpler calculations to reveal a 
startling new truth. 

Any extraterrestrials able to con-
struct interstellar weaponry would 
also have radio telescopes far more 
sensitive than our own. Yes, they could 
easily pick up our reply, now on its way. 
But decades before that message ar-
rived, they would have detected many 
of the high-frequency transmissions 
sent willy-nilly into space since the 
Second World War. Those radar, tele-
vision, and FM radio broadcasts had 
preceded our Primer, and could not be 
recalled. We had already alerted the 
aliens to our presence. Our carefully 
considered message was merely a coda 
to decades of human cacophony. 

This dismaying realization was so 
troubling the researchers were reluc-
tant to make it public. Some thought 
honest disclosure was the best policy, 
others that revealing this analysis 
would only further demoralize society, 
crippling any effort to construct livable 
refuges beyond Earth. 

This discussion was quickly moot. 
The inhabitants of an unseen planet 
around a red dwarf star in the direc-
tion of Cassiopeia had already heard 
humanity’s first radio noise, and had 
made their decision. 

This is, of course, now history, pos-
sibly ancient history. Still, this brief 
testimony might be useful to you. Per-
haps you can benefit from knowing 
that on an ordinary day four years after 
the first human discovery of cosmic 
intelligence, seven billion members 
of this planet’s only sentient species 
looked to the sky, watching and won-
dering, as patches of the stratosphere 
began to darken, grow, and explode 
into flame. 	

Seth Shostak (seth@seti.org) is the senior astronomer at 
the SETI Institute in Mountain View, CA. 

© 2014 ACM 0001-0782/14/01 $15.00

[cont in ue d  f rom p.  128]

Many reverted to 
primitive behavior, 
ranging from the 
hedonistic to the 
monastic, while 
others frantically 
pondered a fix. 
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When that fi r st  alien broadcast came 
in—no more than a thin stream of bits, 
really—it was just about the biggest 
news story ever. 

It was also no surprise. For years, sci-
entists had assured themselves, and ev-
ery documentary TV maker who asked, 
that tuning in E.T. would be the great-
est discovery ever. If researchers finally 
found proof of other intelligence lurk-
ing in our Milky Way galaxy, they would 
be shoo-ins for a Nobel Prize. More 
than that, the discovery would also—
somehow—change everything. 

Well, everything did change, on a 
scale far larger than predicted. Howev-
er, it was because of the second signal, 
not the first... 

The initial signal, picked up in a 
routine survey of red dwarf star sys-
tems by SETI, the Search for Extrater-
restrial Intelligence, was only a short, 
radio ping from the direction of Cas-
siopeia. The code frame was roughly 
a minute long and repeated as long 
as the antennas continued to stare. 
The frame contained several kilobits 
of code, arranged in a pictorial ma-
trix, clearly marking it as a deliberate 
effort to get our attention. Whatever 
brainpower authored the broadcast 
was succinct, sending the equivalent of 
a business card laced with a few astro-
nomical facts about the aliens’ home 
star system and planet. Earthly pundits 
argued the senders were likely estab-
lishing a data link before inundating 
us with zetabytes of information, pos-
sibly revealing some great truths about 
the universe. 

That seemed reasonable. But ev-
eryone was surprised how close the 
transmitter was, a fact that made the 

data link feasible. Before the discovery, 
estimates of the number of technical 
civilizations in the galaxy ranged from 
thousands to millions. If true, societies 
should be separated by at least many 
hundreds of light-years, on average. 
But observations with antenna arrays 
indicated the source of the Cassiopeia 
transmission was a star system only 16 
light-years away. Next door, really. SETI 
scientists admitted that inhabited 
worlds could be more commonplace 
than once believed. Another sugges-
tion was we were, by chance, in an ur-
banized sector of the galaxy. 

The short distance prompted a 
clamor for a reply, to tell these neigh-
bors they were 

Future Tense 
The Second Signal 
Even cosmic enlightenment can involve unwelcome contact. 
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From the intersection of computational science and technological speculation, 

with boundaries limited only by our ability to imagine what could be. 

Nearly everyone 
wanted to know more 
about the aliens:  
Did they have religion 
or music? How had 
they managed to 
ensure their long-
term survival? 
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JULY 6 – 11, 2014 

THE 37TH ANNUAL INTERNATIONAL ACM SIGIR 
CONFERENCE 

 
Planning is well underway for the 37th Annual ACM SIGIR Conference, to be held on the Gold Coast, 
Queensland from Sunday 6 – Friday 11 July 2014.  
 
SIGIR is the major international forum for the presentation of new research results and for the 
demonstration of new systems and techniques in the broad field of information retrieval. Next year’s 
conference will feature 6 days of papers, posters, demonstrations, tutorials and workshops focused 
on research and development in the area of informational retrieval, also known as search.  
 
The Conference and Program Chairs are now 
inviting all those working in areas related to 
information retrieval to submit original papers 
related to any aspect of information retrieval 
theory and foundation, techniques and 
application. A list of key submission dates, 
relevant paper topics, submission guidelines 
and instructions are  now available on the 
official SIGIR 2014 Conference website: 
http://sigir.org/sigir2014/callforpapers.php. 
Abstract submission closes 20 January 2014.   
 
In addition, to a full scientific program the conference presents delegates with the perfect 
networking opportunity, bringing together several hundred researchers, academic faculty, students 
and industry leaders from around the world.  

SIGIR 2014 will take place at one of Australia’s 
premier tourist destinations, the Gold Coast. From 
the iconic Surfers Paradise beach, to the 
sophisticated dining precincts of Broadbeach and 
out to the lush, green Hinterland, there is a new 
experience waiting for you at every turn on the 
Gold Coast. Theme parks, world-renowned 
beaches, shopping and almost year-round 
sunshine are just a few reasons why delegates 
will enjoy this vibrant coastal city.   
 

From the SIGIR Conference Organising committee we hope to see you on the Gold Coast in 2014 for 
the 37th Annual ACM SIGIR Conference. 
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VEE 2014 
10th ACM SIGPLAN/SIGOPS international conference on 

Virtual Execution Environments 
Salt Lake City   1–2 March 2014   with ASPLOS’14 

http://vee2014.org 

Everything virtualization related, across all layers of the  
software stack down to the microarchitectural level 

 

Call For Participation 

General Chair 
Martin Hirzel (IBM Research) 
 
Program Committee 
Remzi Arpaci-Dusseau (UW Madison) 
David F. Bacon (IBM Research) 
Muli Ben-Yehuda (Technion & Stratoscale) 
Dilma Da Silva (Qualcomm Research) 
Angela Demke Brown (U of Toronto) 
David Dice (Oracle) 
Ajay Gulati (VMware) 
Sam Guyer (Tufts U) 
Antony Hosking (Purdue U) 

Program Co-chairs 
Erez Petrank (Technion) 
Dan Tsafrir (Technion) 
 
Galen Hunt (MSR) 
Doug Lea (SUNY at Oswego) 
Gilles Muller (INRIA) 
Todd Mytkowicz (MSR) 
Mathias Payer (UC Berkeley) 
Donald Porter (Stony Brook U) 
Karsten Schwan (Georgia Tech) 
Liuba Shrira (Brandeis U) 
Bjarne Steensgaard (Microsoft) 

in cooperation 
with USENIX 
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