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letter from communications’ contributed/review articles co-chairs

seen a dramatic shift in the kinds of 
articles submitted to and published in 
these popular sections of the magazine. 
This shift has not been by accident.

To appreciate the ever-changing 
dynamics of Communications’ read-
ership, we should start at the begin-
ning. ACM was founded in a meeting 
at Columbia University in 1947 as 
the Eastern Society for Computing 
Machinery. It was formed as an out-
growth of the increasing interest in 
computing that was dawning at that 
time. (“Eastern” was dropped from 
the name shortly thereafter). 

In the beginning, ACM members 
were primarily academic researchers 
interested in the science, develop-
ment, construction, and application 
of computing machinery. As we all 
know, that early interest in computing 
has since spread explosively to virtu-
ally all aspects of human endeavor 
and has transformed today’s world 
into an intimately connected informa-
tion society. Indeed, ACM has evolved 
into “an international scientific and 
educational organization dedicated to 
advancing the art, science, engineer-
ing, and application of information 
technology, serving both professional 
and public interests.” 

In 2005 David Patterson, then 
ACM’s president, formed a task force 
co-chaired by Stu Feldman and Mary 
Jane Irwin to study new directions for 
Communications in the 21st century. 
The motivation for commissioning 
this task force was growing dissatis-

faction with what was being published 
in the magazine at that time.

The broadening of ACM’s mem-
bership to include researchers and 
practitioners presented challenges 
for what kinds of articles to publish 
in Communications. By 2005, ACM’s 
magazine—ACM Queue—had a de-
voted following among many of the 
practitioners in the field. At the same 
time, scholars in management infor-
mation systems viewed Communica-
tions as the top publication venue for 
their field.  But many computer sci-
ence researchers felt Communications 
no longer enjoyed the reputation of 
being the leading scientific publica-
tion in the field, a reputation it had 
enjoyed many decades earlier.

The task force recommended a  
Science magazine-like format for Com-
munications. Science is a huge success 
for the American Association for the 
Advancement of Science. It appeals to 
scientists across many different fields 
of science and each issue has a col-
lection of departments ranging from 
news to perspectives, which invites a 
wide readership. Most importantly, 
virtually all scientists consider Science 
among the most, if not the most, presti-
gious publication in all of science.

Communications was refocused 
to follow the Science model. The sec-
tions of each issue now include Let-
ters, News, Viewpoints, Practice, 
Contributed Articles, Review Articles, 
Research Highlights, and often a Last 
Byte. A website for the magazine was 

also established to not only highlight 
the print matter but also serve as a 
news and scientific research tool.  

It is still too early to determine 
whether Communications will enjoy the 
same preeminent scientific reputation 
in computer science as Science enjoys 
in the biological and physical sciences, 
but the early indicators are very en-
couraging. Editor-in-chief Moshe Vardi 
has made the scientific and technical 
quality of the entire editorial board his 
primary concern. All the departments 
are staffed with preeminent research-
ers and practitioners who have access 
to the best reviewers in the field.

As co-chairs of the Contributed 
Articles/Review Articles sections, we 
would like to mention the articles we 
now receive are representative of the 
expansive reach of information tech-
nology. In addition to cherishing sci-
entific excellence in what we publish, 
we look for original articles that are 
suggestive of the impact that IT can 
have on all areas of science and soci-
ety. Our editorial board also insists 
on clarity in exposition so the signifi-
cance of the results being reported 
can be appreciated by a universal 
audience. Please continue to submit 
your best work to Communications!	

Alfred Aho and Georg Gottlob serve as co-chairs on 
Communications’ Editorial Board. Aho (aho@cs.columbia.
edu) is the Lawrence Gussman Professor of Computer 
Science at Columbia University, New York, NY. Gottlob 
(georg.gottlob@cs.ox.ac.uk) is a professor of informatics 
at Oxford University, Oxford, England, U.K. 
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from the president

O
ver the past decade, the Inter-
net and its governance has 
become the topic of major 
discussion, debate, and con-
troversy. In infancy, the In-

ternet was a research project sponsored 
by the U.S. Department of Defense’s 
Advanced Research Projects Agency. It 
expanded with the participation of the 
U.S. Department of Energy, NASA and, 
especially, with the NSF’s involvement. 

In the mid-1980s, U.S. government 
Internet research policy rested with the 
Federal Research Internet Coordinating 
Committee, which later evolved into the 
Federal Networking Council, forming a 
part of the Federal Coordinating Coun-
cil for Science, Engineering and Tech-
nology, which later re-formed into the 
National Science and Technology Coun-
cil (NSTC). Within NSTC is the Commit-
tee on Technology that has a National 
Information Technology Research and 
Development subcommittee managed 
by the National Coordination Office. A 
related presidential advisory commit-
tee called the President’s Information 
Technology Advisory Committee was 
formed during the Clinton administra-
tion and was later folded into the Presi-
dent’s Committee of Advisors on Sci-
ence and Technology.a

Many of the R&D and operational 
functions associated with Internet net-
works originated as research contracts 
with U.S. agencies and other govern-
ments worldwide. Over time, the vari-
ous agencies have shed responsibilities 
for public Internet policy in favor of aca-
demic or private-sector organizations, 
which emerged or were created to fulfill 
particular functions. The Internet Ac-
tivities Board was formed in the U.S. to 
oversee the research leading to the In-
ternet’s technical evolution. It became 
the Internet Architecture Board (IAB) as 
the Internet Society was created to pro-
vide an institutional home and finan-
cial support for the IAB and the Internet 
Engineering and Research Task Forces 
(IETF and IRTF). Regional Internet Reg-

a	 For a summary of the U.S. role in Internet de-
velopment, see http://bit.ly/1hJiXRS/

istries (RIRs) were created to help man-
age the IP address space: the African 
Network Information Center, the Asia/
Pacific Network Information Center, 
the American Registry of Internet Num-
bers, the Latin American and Caribbean 
Network Information Center, and the 
Réseaux IP Européens—Network Coor-
dination Center.  

In 2003, the World Summit on the 
Information Society (WSIS) was con-
vened in Geneva. While it was not quite 
clear what an information society was,  
many pointed to the Internet as a proto-
type for its infrastructure. The question 
then became who was in charge of the 
Internet; the assembled diplomats had 
trouble accepting the idea it was highly 
collaborative and decentralized. They 
soon focused on the Internet Corpora-
tion for Assigned Names and Numbers 
(ICANN)—created by a White House ini-
tiative as a private-sector entity respon-
sibility for administering key parts of 
the Internet’s unique space. 

Incorporated within ICANN was the 
Internet Assigned Numbers Authority 
(IANA) that had been the responsibility 
of ARPANET/Internet pioneer Jonathan 
B. Postelb for years. IANA managed the 
top-level allocation of Internet address 
space to RIRs, the so-called root zone of 
top-level domains of the Domain Name 
System (DNS), and the registration of 
key parameters of the Internet proto-
cols specified by the IETF. 

The WSIS convened a Working Group 
on Internet Governance to develop a def-
inition of Internet governance; identify 
public policy issues;  and develop a com-
mon understanding of the roles of gov-
ernments, existing international orga-
nizations, and other forums as well as 
the private sector and civil society from 
developing and developed countries.

Internet governance was still a focal 
point at the second WSIS meeting in 
2005, where the Internet Governance 
Forum (IGF) was created for multistake-
holders to elaborate further. The first 
IGF meeting took place in 2006 and the 
group continues to meet annually. 

b	 http://en.wikipedia.org/wiki/Jon_Postel

Today there are multiple efforts to un-
derstand the players, roles, and respon-
sibilities manifested in the widespread 
implementation and operation of the 
Internet. ICANN President Fadi Chehadé 
set up four strategic advisory panels to 
address Identifier Technology Innova-
tion, Multistakeholder Innovation, a 
Public Responsibility Framework, and 
ICANN’s Role in the Internet Governance 
Ecosystem. Chehadé also convened a 
high-level panel to develop principles for 
Internet governance. Later this month, 
Netmundial will convene in São Paulo, 
Brazil.c The World Economic Forum, to-
gether with the U.K.’s Chatham House 
and Canada’s Centre for International 
Governance, announced a two-year in-
vestigation into the way governments 
use data, including data found on the In-
ternet, for surveillance purposes. Final-
ly, the ITU will convene its quadrennial 
meeting later this year in South Korea.

The ICANN panel observed that the 
Internet’s ecosystem is vast, diverse, 
evolving, and dynamic. It recognized 
that there exists a web of relationships 
exist among the ecosystem’s many play-
ers and it would be most valuable to 
document these relationships. More-
over, it recommended the parties in 
these relationships consider forming 
Affirmations of Commitments (AOCs) 
to recognize one another’s responsibili-
ties and make mutual commitments to 
reinforce them. The panel also urged 
that means be established to resolve dis-
agreements between the AOC parties. 
The resulting Web of Commitments 
would provide an adaptable and evolv-
able framework for Internet governance. 
It remains to be seen whether such a vi-
sion can be realized but it is fair to say 
the multistakeholder, cooperative, and 
collaborative nature of the Internet’s 
development has been a major source 
of its resilience and its ability to absorb 
new applications and players since its 
conception 40 years ago and should 
form the basis for its future evolution.

c	 http://netmundial.br/ and http://1net.org/

Vinton G. Cerf, ACM President

Copyright held by Author.
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could be called the “social embedding” 
of technology. Legal concerns are an im-
portant aspect of software design, espe-
cially if the software stores and processes 
sensitive personal data about users. 
However, in order to increase the accept-
ability and acceptance of a software prod-
uct, more aspects must be considered 
during development. Some (such as data 
privacy and usability) are well represent-
ed in most projects. Others (such as us-
ers trust in technology, incentives to par-
ticipate in collective activities, inclusion 
of users with disabilities, and ethical 
and sociological challenges) have only 
begun to attract attention due to recent 
technological advancements (such as 
context-aware services, self-adaptive sys-
tems, and autonomously acting agents). 
The crucial point for software develop-
ers is these aspects of social embedding 
could lead to conflicting software design 
requirements, so should be addressed 
together in a systematic and integrated 
development process. Because society 
demands it, truly multidisciplinary de-
sign thinking will become increasingly 
important in the future. 

Kurt Geihs, Kassel, Germany 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org.
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G
erard J. Holzmann’s article 
“Mars Code” (Feb. 2014) dem-
onstrated a nonblocking 
implementation of concur-
rent double-ended queues, 

or deques,1 (previously shown to be in-
correct by Doherty2) to not work through 
an application of Holzmann’s own Spin 
model checker. However, the demon-
stration seemed too shallow. Assuming 
the writer process of the test driver is al-
lowed to pushRight(0) and pushRight(1) 
before the reader process gets a chance to 
run, then the value of rv returned by the 
first succeeding popRight() in the reader 
process would definitely not be 0 and the 
assert(rv == i) would fail because i is 0; that 
is, the test driver is incorrect and could 
fail, even with a correct implementation 
of concurrent deques. 

Holzmann’s demonstration includ-
ed a description of a failing run of his 
test driver exercising the concurrent 
deque implementation. Even though 
Holzmann clearly left out some de-
tails—the initialize function and com-
plete output of the model checker—the 
failing run he described was definitely 
much simpler than the failure described 
by Doherty,2 indicating the failure de-
tected was in the test driver, not in the 
concurrent deque implementation. 

References 
1.	D etlefs, D.L. et al. Even better DCAS-based concurrent 

deques. In Distributed Algorithms, LNCS Vol. 1914,  
M. Herlihy, Ed. Springer-Verlag, Heidelberg,  
Germany, 2000, 59–73. 

2.	D oherty, S. Modelling and Verifying Non-blocking 
Algorithms That Use Dynamically Allocated Memory. 
Master’s thesis, Victoria University, Wellington,  
New Zealand, 2004. 

Thorkil Naur, Odense, Denmark 

Author’s Response: 
Naur is correct, and I thank him for his 
keen observation. The test driver used for 
the example was flawed. If we make the 
required changes we can show it takes 
minimally three processes to expose the bug 
in the original DCAS algorithm,1 as was also 
shown in Doherty.2 A corrected version of the 
example, with the model-checking result, is 
available from the author. 

Gerard J. Holzmann, Pasadena, CA 

Yes, Teach Everybody to Code 
As explored in Esther Shein’s news sto-
ry “Should Everybody Learn to Code?” 
(Feb. 2014), educators should indeed 
teach everybody to code, even if not 
all become programmers. After all, 
throughout the English-speaking world, 
we aim to teach everybody to write good 
English, even though we do not expect 
all of them to write novels for a living. 

William Clocksin, Hatfield, U.K. 

Learn from Long-Term  
U.K. MOOC Experience 
I keep reading about U.S. initiatives in-
volving massively open online cours-
es, or MOOCS, and computer science 
education in schools, as in Andrew 
McGettrick’s Letter from the Chair of 
Education Board “Education, Always” 
(Feb. 2014) and Tim Bell’s Viewpoint 
“Establishing a Nationwide CS Cur-
riculum in New Zealand High Schools” 
(Feb. 2014). Here, I would like to point 
out the U.K. has had a distance-educa-
tion university—The Open University, 
founded 1971—that has made ample 
use of appropriate technology and is well 
worth looking at if you want to ben-
efit from a long-running, successful, 
high-quality system; for a condensed 
history of this so-called “University of 
the Air,” see http://www.open.ac.uk/ 
about/main/the-ou-explained/history- 
the-ou. I would also like to point to 
England’s more recent but equally suc-
cessful campaign called “Computing At 
School” to introduce and scale out teach-
ing computer science for all schoolchil-
dren; see http://www.computingatschool.
org.uk/. All can likewise share quite a bit 
of useful experience there, too. 

Jon Crowcroft, Cambridge, England 

Toward Multidisciplinary  
Design Thinking
In his Viewpoint “Toward a Closer Inte-
gration of Law and Computer Science” 
(Jan. 2014), Christopher S. Yoo raised an 
important point about how the law and 
technological change interact but em-
phasized only one dimension of what 
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Mark Guzdial  
“We May Be 100 Years 
Behind in Making 
Computing Education 
Accessible to All”
http://cacm.acm.org/

blogs/blog-cacm/171475-we-may-be-
100-years-behind-in-making-computing-
education-accessible-to-all/fulltext

January 17, 2014

Just how far behind other STEM dis-
ciplines are we in computing educa-
tion? Unlike mathematics and the sci-
ences, we do not have teachers in every 
school. We do not have a wide range of 
well-defined, standards-based curri-
cula for elementary and primary levels 
with supportive materials available to 
every teacher. In the U.S., there are few 
pre-service teacher professional devel-
opment programs available at schools 
of education, and few states can offer a 
credential or license to teach that says 
computer science teacher. How long 
does it take to build up all that stuff?

Here is one way of measuring the 
gap:

˲˲ The National Council of Teachers 
of Mathematics (NCTM) is the profes-
sional organization of mathematics 
teachers and administrators in the U.S. 
It was formed in 1920.

edge more generally through the mass 
of the people.” We want computing edu-
cation to be in schools to give everyone the 
opportunity to pursue computer science.

Computer science education to-
day is mostly accessed by males who 
are white or Asian. My wife and col-
league, Barbara Ericson, has been get-
ting a significant amount of press for 
her analysis of the results of the AP CS 
exam in 2013. There were three states 
in which no females took the exam. 
USA Today had a stunning visualiza-
tion of just how more gender-skewed 
CS is compared to all other AP exams. 
In 11 states, no black students took the 
exam. In eight states, no Hispanic stu-
dents took the exam. Yahoo News had 
an amusing piece where they pointed 
out that kids of Wyoming might be 
underrepresented in CS—not a single 
student took the exam in that state. CS 
is not fully accessible in schools yet.

When I talk to my colleague computer 
scientists about how far behind we are, 
they sometimes suggest the way to close 
the gap is to “create an alternative sys-
tem.” They suggest we build a comput-
ing education system built around “city 
recreation departments, after-school 
programs,” and programs like Khan 
Academy and MOOCs. Certainly, build-
ing an alternative education program, 
especially one wholly or significantly 
online, is an important and interesting 
research endeavor. But rebuilding an 
entire education system as a shortcut to 
getting one subject into schools seems 
unlikely to be easier or shorter.

Chris Stephenson pointed out in 
her blog post (http://bit.ly/1nuCjca) 

˲˲ The American Association of Phys-
ics Teachers (AAPT) is the professional 
organization for physics teachers in 
the U.S. It was formed in 1930.

˲˲ The Computer Science Teachers 
Association (CSTA) was formed in 2005.

The gap may be more than 75 or 
85 years, though, because NCTM and 
AAPT were formed when much of the 
school infrastructure was already cre-
ated. There were physics and math-
ematics teachers in most schools in 
the U.S. when AAPT and NCTM were 
formed. There were physics education 
and mathematics education faculty 
helping prepare the next generation 
of teachers already. We in computing 
education do not have those advan-
tages even today.

It is worth considering what that 
presence in schools buys those other 
disciplines. Why would we want to be in 
school anyway? One of the explicit roles 
for schools in the U.S. (and probably 
many other nations) is to ensure equal 
access. The first item in the mission of 
the U.S. Department of Education is to 
“Strengthen the Federal commitment 
to assuring access to equal education-
al opportunity for every individual.” 
Thomas Jefferson argued the purpose 
of public schools was to “diffuse knowl-

Eyes Forward  
Mark Guzdial considers why computing education lags  
behind other sciences, while Daniel Reed weighs balancing  
immediate research needs against future uncertainty.  
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that university CS faculty do not under-
stand what schools do and how they 
do it. What is worse, I fear computer 
scientists do not understand the neces-
sity of traditional face-to-face schools 
for providing access. Students who 
know about computing and have the 
resources to succeed at it are frequent-
ly privileged (see Philip Guo’s excel-
lent post on what technical privilege 
means, at http://bit.ly/1bNlUua). As 
seen in the recent University of Penn-
sylvania study of MOOCs, students 
who succeed at MOOCs tend to already 
be well educated. Most people, espe-
cially underprivileged students, need 
a teacher today. Being able to reach an 
online education resource is not the 
same as access if you need a teacher 
and the infrastructure of school to 
help you understand.

Someday, we might provide stu-
dents online supports that are equiva-
lent to an in-person teacher. That is a 
research goal. Today, we do not know 
how to make a new school framework 
that still achieves the goal of giving ev-
eryone access. Today, if we want more 
people to have access to computer 
science education, we need face-to-
face schools and in-person teachers. 
We need to work within the existing 
school framework to make that hap-
pen. And we have a long way to go.

Daniel Reed 
“Deferred Maintenance 
on the Future”
�http://cacm.acm.org/
blogs/blog-cacm/171143-
deferred-maintenance-on-
the-future/fulltext

January 6, 2014

In straitened financial times, time 
horizons shrink. This observation is 
self-similar across scales, applying 
equally to individuals and families, 
small businesses and corporations, 
and countries and economic blocs. 
If you find yourself struggling to pay 
bills, even after eliminating luxuries, 
then you defer some purchases, often 
painfully. Indeed, if you are home-
less, cold, and hungry, physical needs 
shrink time to the here and now—the 
next meal and a warm place to sleep 
trump all else. That is something 
worth remembering about those less 
fortunate as we face a near-record cold 
across much of the continental U.S.

When times are difficult, as an indi-
vidual, you keep driving that aging car 
or truck, even as its reliability declines 
and the risks of major failure increase.  
As a small business owner, you defer 
that infrastructure upgrade, making 
do with what you have.  As a CEO, you 
avoid risks, focusing on expense re-
duction and weathering the financial 
storm. As a country, you collectively 
focus on the short term, avoiding or 
militating the effects of recession, pri-
oritizing short-term expenditures over 
long-term investments.

These sacrifices are natural and ratio-
nal—in the short term. If continued too 
long, however, they ultimately lead to 
calamity and loss, as individuals suffer, 
infrastructure fails, and the future be-
comes shrouded in a miasma of unful-
filled dreams. For all our physical wants 
and needs, we are creatures of dreams.

Make no mistake; balancing the 
immediate, pressing, and real needs 
of the here and now against the uncer-
tain and ill-defined future is a difficult 
task, made no easier by a cacophony 
of competing petitioners, each with 
compelling arguments and consider-
able needs. Yet it is precisely such a 
time when wisdom and foresight are re-
quired; it is the very definition of leader-
ship. Although the needs of the present 
are real, dreams of the future must not 
be sacrificed on the altar of exigency.

Telling the Future the Past
Today in the U.S. we face difficult chal-
lenges, with a growing backlog of de-
ferred intellectual maintenance. Over-
worked and sleep-deprived drivers are 
steering many of our vehicles of dis-
covery on balding tires across potholed 
roads. Stripping away the metaphor, 
we are struggling to sustain appropri-
ate investments in basic research infra-
structure and facilities operations, and 
our dispirited researchers face ever-di-
minishing odds of research funding as 
they work to keep laboratories opera-
tional and students and post-doctoral 
research associates funded.

It is worth remembering that the 
Computer Science and Telecommu-
nications Board (CSTB) of the U.S. Na-
tional Academies released and updat-
ed the famous “tire tracks” diagram 
(http://bit.ly/1bYhSlK) illustrating the 
path from basic computing research 
ideas to major industries. In almost 

every case, the time from discovery to 
major societal impact was a decade 
or more, yet few could have imagined 
that impact at the time of discovery.

Today’s ubiquitous smartphone 
or tablet has its roots in Engelbart’s 
1968 “mother of all demos” (http://bit.
ly/1lEdNGe), and a host of other ad-
vances in microprocessors, memory 
and storage systems, Web services, and 
wired and wireless broadband com-
munications. The same is true of cloud 
computing, advanced robotics, stream-
ing multimedia, global positioning 
systems, and supercomputing. Each 
capability is the evolving outgrowth of 
decades of basic and applied research 
by tens of thousands of dedicated and 
passionate researchers. Their dreams 
of what might be became the comput-
ing and communications infrastruc-
ture that underpins today’s society.

The impact of basic research is no 
less profound in a host of other do-
mains, and today’s choices have long-
term implications for national and 
international competitiveness. As 
history has repeatedly shown, invest-
ment in the future—basic research—
is integral to economic recovery and 
long-term growth. Yet by its very defi-
nition, the intellectual and pragmatic 
outcomes of specific research projects 
and directions are unpredictable. It is 
only in retrospect that we see the clear 
and unmistakable benefits—in medi-
cine and public health, in design and 
manufacturing, in energy production 
and efficiency, and yes, in computing 
and communications.

The Road Ahead
The past speaks urgently to the present 
about the future. It whispers about what 
could be, about dreams deferred and op-
portunities lost, about innovation and 
economic success, and about creativity.

It is time to put some new tires on the 
vehicle of scientific discovery and head 
out to the future. As Kerouac noted in On 
the Road, there’s “Nothing behind me, ev-
erything ahead of me, as is ever so on the 
road.” We do not know what we will find, 
but the journey itself is the destination. It 
leads to the future and a better world.	

Mark Guzdial is a professor at the Georgia Institute of 
Technology. Daniel Reed is Vice President for Research 
and Economic Development at the University of Iowa.
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e a l t h  o r g a n i z a t i o n s  i n 
Europe and the U.S. are 
pushing ahead with plans 
to compile massive databas-
es of patient information, 

which they anticipate will not just im-
prove treatments and survival chances 
for cancer sufferers, but will drive the 
development of new therapies. These 
moves will involve many more partici-
pants in massive clinical trials than 
today, and will allow medical centers 
in the developed world to expand their 
reach globally.

One organization, the American So-
ciety of Clinical Oncology (ASCO), aims 
to have ready by 2015 the production 
version of its CancerLinQ ‘learning 
health system,’ building on the experi-
ence of a 170,000-record prototype un-
veiled in 2013. At a White House event 
in November 2013, Thomas Kalil, 
deputy director for technology and in-
novation at the White House Office of 
Science and Technology Policy, identi-
fied CancerLinQ as one of a number 
of healthcare systems that would ag-
gregate large quantities of data to im-
prove treatment. 

“There are huge opportunities to 
both improve health outcomes and 
lower costs,” Kalil said, claiming Can-
cerLinQ would allow every patient’s 
experience to help inform future can-

cer care. “Currently only 3% of patients 
participate in clinical trials. ASCO is 
committed to figuring out how to use 
the data, while protecting patient con-
fidentiality of the other 97% to make 

Using Patient Data  
for Personalized 
Cancer Treatments 
Patient information databases eventually will help improve  
health outcomes and support development of new therapies. 

Science  |  doi:10.1145/2581892	 Chris Edwards

In 2011, researchers at Columbia University Medical Center built this model of the gene regulation 
network in mammalian cells that they used for studies into the genetic variability of cancer.

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=13&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2581892
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found in just 10% of affected patents. 
“There is a long tail of other mutations, 
each affecting just a few percent or less 
of patients,” Campbell explains.

With diseases such as cancer, genetic 
changes cause some biological feedback 
loops and other processes to break down 
in unpredictable ways. Researchers have 
found that even within the same tumor, 
cells may be altered in different ways, so 
a therapy that works for a large group of 
patients may be utterly ineffective for the 
one sitting in the doctor’s office.

The dream of personalized or strati-
fied medicine, says Campbell, is to pre-
scribe treatments for a patient’s specific 
condition and “melt away the cancer.” 
The problem is obtaining enough data 
to work out how different treatments 
fare under different conditions. 

“I would say that interventional clini-
cal trials are underpowered to detect 
gene-drug interactions. If a particular 
mutation is only found in one in 700 
patients, you need to screen that many 
just to find one participant for a clinical 
trial for a drug that targets it,” Camp-
bell explains. “We do not have enough 
patients to study. We need several thou-
sand patients, maybe tens of thousands 
of patients. For any given tumor type, 
we need a database of 10,000 to 20,000 
patients, and with 50 to 100 common 
tumor types, that means access to the 
records of at least one million patients.”

Dr. Sandra Swain, former ASCO 
president and medical director of the 
Washington Cancer Institute at Med-
Star Washington Hospital Center, says 

significant groups of patients are not 
represented well in the existing clinical-
trial structure. Seniors, for example, 
“have diseases associated with getting 
older; that changes how we need to eval-
uate the patient in front of us.”

Another issue is how medical practi-
tioners can sift through data available in 
principle, but inaccessible in practice.

To improve physicians’ access to rele-
vant medical data, the University of Texas 
MD Anderson Cancer Center is using an 
IBM supercomputer running artificial 
intelligence software originally written to 
allow such a machine to compete on the 
“Jeopardy!” game show. IBM’s Watson 
supercomputer uses statistical natural-
language processing techniques to work 
out which pieces of information are rel-
evant to a problem. The Oncology Expert 
Adviser software is being used to analyze 
patient data, as well as research data 
from cancer trials at the Center.

Dr. Hagop Kantarjian, chair and pro-
fessor in leukemia at MD Anderson, 
says the center’s Watson-based system 
“will be a transformational tool. Today 
when we see patients with cancer, we 
rely on our memory and our limited 
amount of knowledge to work out the 
next best step.” By presenting infor-
mation from a wide range of sources, 
Kantarjian says, the Oncology Expert 
Adviser could be “a quantum leap in 
the way we treat patients and how we 
provide care and knowledge.”

For its CancerLinQ prototype, ASCO 
used an approach based on a combi-
nation of open-source software and 
the Galileo Analytics’ Galileo Cosmos 
data-mining software, which accessed 
and analyzed the preprocessed data. 
Preprocessing software uses statistical 
functions and an artifıcial neural net-
work to learn, structure, and map data 
fıelds on the original records to the for-
mat the system needs.

Dr. Clifford Hudis, president of ASCO 
and chief of the breast cancer medicine 
service at New York’s Memorial Sloan-
Kettering Cancer Center, said Cancer-
LinQ lets physicians see the results of 
interventions on other patients who fit 
a given profile, to help them determine 
the most appropriate course of action. 
“The clinician isn’t just a robot doing 
what the computer says,” he stresses.

Kantarjian says of the Oncology Ex-
pert Adviser, “This kind of data gather-
ing and analytical tool will allow discov-

our healthcare system much more of a 
learning system, to improve the quality 
of care and accelerate the development 
of new therapeutics.”

Dr. Peter Campbell, head of cancer 
genetics and genomics at the Wellcome 
Trust Sanger Institute, said at the Onco-
policy Forum 2013 held in Amsterdam, 
The Netherlands, last autumn that ag-
gregating data into large, online data-
bases would help drive the advent of 
personalized medicine, providing an op-
portunity to treat serious illnesses more 
effectively. “We are standing on the cusp 
of an era where we can characterize all 
patients and what drives their cancer.”

Cancer is the primary target, partly 
because of its prevalence. According to 
the American Cancer Society, cancer re-
mains the second most common cause 
of death in the U.S., accounting for al-
most one in four deaths. The European 
situation is similar; Tonio Borg, Europe-
an Union commissioner for health, says, 
“We expect that in the EU, one in three 
men and one in four women will be af-
fected by cancer before reaching the age 
of 75. Cancer is not something that only 
affects others; it happens to everybody.”

The other reason for using popu-
lation-scale databases to collate and 
process patient information is due to 
cancer’s nature. Campbell says cancers 
have huge variations that result from the 
many different ways in which the DNA 
of tumor cells can mutate in different 
patients. In breast cancers, for example, 
analysis of tumors reveals the most com-
monly mutated or deleted genes were 

The Kaplan-Meier plot of survival chances versus time, commonly used to gauge treatment 
efficacy for patients, shows how a cancer mutating from a frequently encountered form 
may develop increasing resistance to standard drug treatment.
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provide the key to dealing with cancers 
currently difficult to treat directly.

The complex network inside a cell 
can provide a way to attack cancers more 
effectively. A single drug may target only 
one part of the network, perhaps inacti-
vating a single protein, but that is only 
effective if the cancerous cell is disabled 
by that step. In many cases, changes 
made to the network by knocking a 
protein out of action will uncover new 
signaling pathways that help the cell to 
survive. Computer modeling can help 
identify the most productive targets, and 
combinations of them, to increase the 
probability of the treatment’s success.

Campbell argues, “Not only are many 
genes involved; many are not easily ac-
tionable. Many of them are essential: 
you cannot drug them without toxicity. 
For example, kidney cancer is almost en-
tirely driven by tumor-supressor genes, 
and those are notoriously hard to drug.

“A further issue is that many of 
these genes interact with each other,” 
Campbell adds. “You can see patterns 
of genes that are co-mutated with each 
other. When pairs of genes are sig-
nificantly mutated, they often interact 
strongly; that is clearly important and 
will probably play out in most cancers. 
These secondary mutations will proba-
bly have a strong impact on the patient’s 
treatment.”

Although the aim of large-scale med-
ical learning systems is to have auto-
mated data collection and parsing, the 
reality is more complex. Dr. Peter John-
son, chief clinician at Cancer Research 
U.K., says full automation cannot be 
guaranteed, based on his experience 
with the UK pilot scheme. “What we are 

aiming to do is get automated data col-
lection and extraction, but the complex-
ity is such that a lot of the collection and 
extraction is manual,” says Johnson.

As CancerLinQ moves closer to pro-
duction, ASCO expects some manual pro-
cessing will be necessary, at least in early 
versions of the system. Says Dr. Robert 
Hauser, senior director of ASCO’s quality 
department, “Oncology is very compli-
cated, and therefore will require a lot of 
manual interpretation and intervention 
in the beginning. We believe over time 
that manual intervention efforts will de-
crease as the system learns.”

As these systems grow to incorporate 
millions of patient records, organiza-
tions such as MD Anderson see them 
as a way to extend their reach globally.  
MD Anderson president Dr. Ronald 
DePinho points to a recent Institute of 
Medicine report that catalogued large 
disparities in cancer care across the U.S.  
Outside the U.S., DePinho says, “We 
have medical deserts on a global scale.

“Our mission is to end cancer, here 
and around the world. Our platform al-
lows us to democratize MD Anderson 
care. We can go where the patients are, 
to places where a doctor hasn’t read a 
paper for 10 years.”

Collecting and processing the data is 
the beginning of a process that could link 
cancer treatment around the world.	
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eries that we cannot do today. Suppose a 
group of patients take a medicine that is 
not for cancer but is, say, a heart medi-
cine, and that medicine also influences 
the sensitivity of their particular tumor 
to the effect of the cancer treatments. 
We are going to discover through these 
analytical tools very quickly that this 
helps the patients, and we can apply 
that to future treatment programs.”

Dr. Emile Voest, chair of the Center 
for Personalized Cancer Treatment at 
the medical research institute UMC 
Utrecht in The Netherlands, which has 
its own data analysis system, warns of 
putting too much faith in findings ex-
tracted from large-scale databases to 
prescribe customized treatments “off-
label” without additional research. 

“Some people say 75% of patients can 
now be treated with something because 
of the genetic information we now have. 
I tend to disagree because, frankly, we 
do not know; we can only postulate. It 
may work, but I am very much against 
treating patients off-label outside of 
clinical studies because we are going to 
make a mess of it,” says Voest.

An earlier attempt to use genetic 
data for treatment selection failed. 
Clinical trials started in 2007 after re-
searchers at Duke University published 
results suggesting tests using arrays of 
chemical DNA probes could help se-
lect viable treatments. Later research 
found those results could not be re-
produced, and a group of 30 bioinfor-
maticians and statisticians urged the 
National Cancer Institute (NCI) to sus-
pend those trials, which it did. 

If not used directly to create custom-
ized off-label treatments in the doctor’s 
office, the mined data is likely to be uti-
lized to inform basic medical research, 
particularly in the emerging field of sys-
tems biology, which uses computer mod-
eling to predict biological behavior.

Says Andrea Califano, chair of the 
department of systems biology at Co-
lumbia University, “Instead of using 
statistical associations, we are start-
ing to go towards a model-driven type 
of science where we create regulatory 
models of cells.”

Systems biology regards biological 
cells as a form of signaling network, a 
dynamic system in which proteins and 
genes interact in complex feedback 
loops. A number of cancer scientists 
believe combination therapies may 

Even within the same 
tumor, cells may be 
altered in different 
ways, so a therapy 
that works for many 
patients may be 
utterly ineffective  
for the one sitting in 
the doctor’s office. 

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fmeetinglibrary.asco.org%2FEdBookTracks%2F2013%2520ASCO%2520Annual%2520Meeting
http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fwww.biomedcentral.com%2F1741-7015%2F11%2F179
http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fmeetinglibrary.asco.org%2FEdBookTracks%2F2013%2520ASCO%2520Annual%2520Meeting
http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fmeetinglibrary.asco.org%2FEdBookTracks%2F2013%2520ASCO%2520Annual%2520Meeting
http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fwww.biomedcentral.com%2F1741-7015%2F11%2F179


news

16    communications of the acm    |   april 2014  |   vol.  57  |   no.  4

U
.S

. 
M

a
r

i
n

e
 C

o
r

ps


 p
h

o
t

o
 b

y
 L

a
n

c
e

 C
p

l
. 

K
r

i
s

 B
. 

D
a

b
e

r
k

o
e

W
h i l e  c o m p u t e r  s c i e n -

t i s t s  have yet to build 
a working “universal 
translator” such as the 
one first described in 

the 1945 science-fiction novella “First 
Contact” and later employed by the 
crew of the Starship Enterprise on 
“Star Trek,” the hurdles to creating 
one are being cleared. That is because 
the practical need for instant or simul-
taneous speech-to-speech translation 
is increasingly important in a number 
of applications.

Take, for example, the hypergrowth 
of social networking and Skype chats 
that demand bidirectional, reliable, 
immediate translations. Similarly, 
when natural disasters strike, the prob-
lem of aid workers struggling to com-
municate with the stricken who often 
speak other languages can become 
overwhelming.

When tourists travel to remote ar-
eas; when businesses want to speed 
commerce; when doctors who speak 
only one language need to talk with 
patients who only speak another; when 
immigration control is unable to con-
duct interviews because of a language 
barrier; all of these are good examples 
of why instant or simultaneous speech-
to-speech translation has become 
more than just a good idea. 

Indeed, in the European Union, 
where there are 24 official languages 
(up from 11 in 2004) and where the Eu-
ropean Commission employs approxi-
mately 3,000 staff translators and in-
terpreters, the cost of maintaining the 
EU’s policy of multilingualism was 1.1 
billion euros ($1.48 billion) last year.

“Simultaneous interpreting by ma-
chine, once further developed, could 
facilitate communication in certain 

contexts of simple communication 
where a professional human inter-
preter is not available,” says Susanne 
Altenberg, head of the Unit for Multi-
lingualism Support at the European 
Parliament in Brussels. “Some as-
pects of speech-to-speech translation 
could also assist human interpreters 
in their work.”

However, the difficulty with ma-
chine interpretation that goes out live, 
immediately, and ensures rapid oral 
communication, says Altenberg, is that 
such revision is not possible as it is with 
translated texts, and current methods 
are not yet sufficiently reliable.

While Altenberg says it is difficult 
to predict how long it will take to de-
velop a fully reliable speech-to-speech 
translation capability, “we follow de-
velopments with interest. Simultane-
ous interpreting is a very complex task 
involving almost all human cognitive 
and emotional capabilities. It is quite 
a challenge for computers to imitate 
this, especially with 552 language com-
binations [in the EU] and in a highly 
political context such as ours.”

The single highest hurdle to a fully 
reliable speech-to-speech translation 
technology is that language is inher-
ently ambiguous, says Jaime Carbonell, 

Speech-To-Speech Translations 
Stutter, But Researchers  
See Mellifluous Future
The practical need for accurate instant or simultaneous  
machine translations continues to grow as applications multiply.

Technology  |  doi:10.1145/2582111	 Paul Hyman 

Carnegie Mellon computer science professor Alexander Waibel (far right), one of the 
developers of speech translation app Jibbigo, looks on as a U.S. Marine uses the app to 
communicate with a Thai native. 
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call convolutional neural networks, 
where speech recognition is not the 
toughest problem.”

The more recent challenge is tack-
ling out-of-vocabulary (OOV) words. 
Because languages have dialects and 
speakers frequently use slang, a sys-
tem’s translation from the source 
language to the target language is 
often inaccurate. That is why Roukos 
and his team introduced the concept 
of a dialogue manager on both sides 
of the conversation.  For example, if 
the speaker says a word the dialogue 
manager does not recognize, it will 
play to the speaker the audio that cor-
responds to that word, and then ask 
whether the word is a name; if it is 
not a name, it will request a synonym, 
a paraphrase or, in extreme cases, a 
spelling of the word.

The most recent metrics show that, 
about 80% of the time, the system is 
able to detect when it fails to recog-
nize the input and then interacts with 
the user. Roukos expects to be able to 
improve that to 90%–95% in the next 
few years.

“What we are doing now is using 
machine-mediated speech-to-speech 
translation, in which the machine is 
taking an active role in helping the com-
munication across the two languages,” 
says Roukos. “This is brand-new, the 
state of the art, but a work in progress.”

Carnegie Mellon’s Carbonell identi-
fies the commercialization of speech-
to-speech translation as one of the 
most recent developments in the field. 
For instance, in August 2013, Face-

director of the Language Technologies 
Institute at Carnegie Mellon Univer-
sity’s School of Computer Science. For 
instance, in English, the word “line” 
can mean a geometrical line, a queue 
where people stand in front of one an-
other, a rope (as in “tangled up in the 
lines”), a railroad line, an actor’s line in 
a script, and so on. We may not think 
of “line” as having multiple meanings 
but, for translation purposes, there are 
actually 16 of them.

“Traditionally, the most difficult 
problem—and it remains so—is that 
you need to use context to pick the 
right meaning, to resolve the ambigu-
ity so that the correct words and phras-
es are chosen in the target language,” 
Carbonell explains.

Yet pinpointing which solution is 
currently the ‘state of the art’ depends 
on whom you ask. 

At IBM’s Thomas J. Watson Re-
search Center, Salim Roukos, senior 
manager of Multilingual NLP Technol-
ogies and CTO Translation Technolo-
gies, describes the speech-to-speech 
translation system on which he and 
his team are working as a budding 
technology consisting of three parts: 
a speech recognition system that 
converts the audio of the speaker’s 
source language into written text; a 
text-to-text system to translate the text 
into the target language, and a text-
to-speech system to synthesize audio 
from the written target language. All 
three components need to behave re-
ally well, individually and together, to 
achieve a good result.

However, there have always been 
two major difficulties with such sys-
tems, says Roukos. 

The first involves speech recogni-
tion. “When I don’t articulate, when I 
speak quickly or drop words, if I have 
an accent, that makes speech recogni-
tion harder and the machine does not 
do as well,” he explains. “The error rate 
can increase from a few percent to tens 
of percents.”

Yet that is no longer the greatest 
challenge, he says. In a recent evalu-
ation of his team’s work, Roukos says 
speech recognition has improved by 
about 40%, compared to a year ago, in 
terms of the reduction of word errors.  
“We still have a ways to go,” he says, 
“but we have gotten to that point in 
our work, which is based on what we 

“When I don’t 
articulate, when  
I speak quickly  
or drop words,  
if I have an accent, 
that makes speech 
recognition harder 
and the machine  
does not do as well.”

ACM 
Member 
News
Zyda Leads USC CS Games 
Program To the Top 

“I make change 
and I make my 
next position for 
the job that 
needs me,” said 
Michael Zyda, 
founding 

director of the University of 
Southern California’s GamePipe 
Laboratory, and a professor of 
engineering practice in USC’s 
department of computer science. 

In 2004, at age 50, Zyda, an 
ACM Distinguished Speaker, 
opted to reinvent himself by 
leaving his posts as computer 
science professor and founding 
director of the Modeling, Virtual 
Environments and Simulation 
(MOVES) Institute at the 
Naval Postgraduate School in 
Monterey, CA, where he served 
as principal investigator and 
development director of the 
“America’s Army” PC game.  He 
went to USC to launch the Joint 
Games Program, now called USC 
Games; within five years, he had 
made it the world’s top computer 
science games program. 

USC Games now has 
80 engineers (including 30 
interactive game designers, 
as well as 150 artists from 
outside art schools) who build 
approximately seven games a 
year. At the end of every fall and 
spring semester, it hosts USC 
Games Demo Day, attracting 
hundreds of top gaming 
industry professionals.

Zyda and his students 
designed Black Ops 1 and Black 
Ops 2; Grand Theft Auto 5 (“it 
made $1 billion in three days,” 
he recalls); Modern Warfare 3, 
and Farmville. “You don’t make 
a Triple A game title in America 
without a USC Games alumnus,” 
Zyda said, adding, “over 90% of 
our students have jobs before 
graduation.”

Zyda is a triple-threat career 
as a computer science professor, 
game designer (he co-holds the 
patent on the Nintendo Wii U 
console’s nine-axis sensor), and 
as an expert witness in gaming 
industry patent litigation cases. 

What does he do for fun? 
“I swim 2,000 meters freestyle 
in the USC pool every day for 
40 minutes, about 27 miles a 
month,” Zyda laughed.  

—Laura DiDio
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book acquired the team and technol-
ogy of Pittsburgh-based Mobile Tech-
nologies, a speech recognition and 
machine translation startup that had 
spun off from Carnegie Mellon and 
which developed the app Jibbigo. The 
app allows users to select from more 
than 25 languages, record a voice in 
that language, then have a translation 
displayed on screen and read aloud in 
a language of your choosing.

“Speaking of commercialization, 
Google, with its Google Translate, 
does an excellent job of using context 
to determine which is the speaker’s 
intended meaning,” says Carbonell. 
“That is because Google has access 
to so much more data than do oth-
ers, so it can get better statistics to 
determine, in the context of a group 
of words or phrases, what is the most 
likely meaning so that it can translate 
accordingly. That is Google Trans-
late’s strength.”

Indeed, the Google Translate An-
droid app—which allows users to 
speak into a phone, translates the 
words spoken into a different lan-
guage, then allows a second user to 
respond in their own language—be-
gan 10 years ago as a third-party soft-
ware product that translated just eight 
major languages. Today, the app can 
translate 72 different languages—
from Afrikaans to Yiddish—and pro-
cesses over a billion translations daily. 
That allows Google to gather enough 
data to create dictionaries automati-
cally by learning from that data.

Meanwhile, Google is researching 
new ways to resolve the translation prob-
lem so it might learn more effectively.

“What we have done is to sim-
plify the translation method,” says 
Franz Och, who heads up the Google 
Translate team. “Instead of the typi-
cal method of feeding whole trans-
lated documents into the learning 
process, we are able to seed our vector 
system with just a little bit of informa-
tion—about 5,000 words from Google 
Translate for which translations are 
known—and the system can then find 
parallels between words in different 
languages in documents that have not 
yet been translated. Basically, we have 
made the move from parallel texts, 
which is what we call texts for which 
we have specific translation, to just 
comparable text … and then use that 

to learn translation information.”
It is important to note, says Och, 

that the vector system is not a transla-
tion system in itself. “It is just interest-
ing in that it can find these parallels 
without our feeding it documents that 
have already been translated,” he adds. 
“So there is some potential here for 
this vector approach to help with our 
existing machine translation system.”

During the past three years, re-
searchers at Microsoft Research (MSR) 
report having dramatically improved 
the potential of real-time, speaker- 
independent, automatic speech rec-
ognition by using deep neural net-
works (DNNs).

At Interspeech 2011, MSR demon-
strated how to apply DNNs to large-
vocabulary speech recognition and 
reduce the word error rate for speech 
by over 30% compared to previous 
methods, recalls Frank Seide, princi-
pal researcher and research manager 
at MSR’s Speech Group.  “This means 
that rather than having one word in 
four or five incorrect, now the error rate 
is one word in seven or eight,” he says. 
“While still far from perfect, this is 
the most dramatic change in accuracy 
since 1979 and, as we add more data to 
the training, we believe we will get even 
better results.”

Seide’s team also found using DNNs 
helps recognition engines deal with 
differences in voices and accents and 
the conditions under which the speech 
was captured, like microphone type 
and background noise.

“We also determined that our work 
in DNNs can learn across languages,” 
Seide adds. “In other words, example 
data of one language can help to im-
prove accuracy for another language. 

“We are closer  
than ever to 
translation that is  
so quick and  
natural it feels like 
human translation.”
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ognize certain words and/or phrases, 
does not know how to translate them, 
or is not sure it translated them cor-
rectly. “The ability of the system to de-
tect when it does not know what the 
input is, and therefore is interacting 
with the user to clarify or paraphrase, 
is our core focus.”

Meanwhile, at Google, Och is reluc-
tant to predict how long it will be be-
fore a close-to-foolproof method exists 
for simultaneous or instant language 
translation. “If you asked that of peo-
ple in AI research any time since the 
1950s, the answer would be ‘in about 
five years,’ so that is what I will say is, in 
about five years. But it is true we really 
are closer than ever to translation that 
is so quick and natural it feels like real 
human translation. 

“For some language pairs—like 
Spanish to English—we are already 
pretty close; people judge our transla-
tions to be sometimes as good as, or 
better than, a human translation. Of 
course, that is partly because human 
translations are not always that great. 
Ideally, machine translations would be 
even more consistently high-quality; at 
least, that is our goal.”	

Further Reading

“Simultaneous Translation By 
Machine,” a video posted June, 2012 by 
KITinformatik at http://www.youtube.com/
watch?v=q2amqJmmDm4

“Exploiting Similarities Among Languages 
For Machine Translation,” Tomas Mikolov, 
Quoc V. Le, and Ilya Sutskever, September 
2013, the Cornell University Library, http://
arxiv.org/abs/1309.4168

This is very important since speech 
recognizers, as part of their ‘training,’ 
must be exposed to extremely large 
amounts of example speech data—
on the order of thousands of hours 
of speech—which has to be pains-
takingly transcribed down to the last 
stutter. These significant improve-
ments have aided in the progression 
of new recognition scenarios such as 
the possibility of broad-scale speech-
to-speech translation.” 

Microsoft recently applied MSR’s 
DNN technology to the company’s Bing 
Voice Search app for Windows Phone, 
providing a 12% improvement in word 
error rate overall compared to the pre-
vious Bing system.

Going forward, what are the next 
steps for researchers working on 
speech-to-speech translation?

At MSR, the goal is to improve 
recognition and translation of lan-
guage as people use it. “People don’t 
speak in the same way they write,” 
says Chris Quirk, senior researcher 
at MSR’s Natural Language Process-
ing Group. “They do not even write 
like they used to; look at social me-
dia sites such as Facebook and Twit-
ter. Being the translation service for 
Facebook has given us a unique view 
on this rapid change, driving us to 
broaden our systems toward the lan-
guage of today and tomorrow. Clear-
ly, we have to find new and different 
data sources.”

At IBM, Roukos’ team will con-
centrate on improving their system’s 
ability to detect “low-confidence re-
gions” where the system does not rec-

“Learning The Meaning Behind Words,” a 
blog by Tomas Mikolov, Ilya Sutskever, and 
Quoc Le, published August 2013 by Google, 
at http://google-opensource.blogspot.
com/2013/08/learning-meaning-behind-
words.html

“Breaking Down The Language Barrier –  
Six Years In,” a blog by Franz Och, published 
April, 2012 by Google, at http://googleblog.
blogspot.com/2012/04/breaking-down-
language-barriersix-years.html

E. Matusov, G. Leusch, R. E. Banchs, N. Bertoldi, 
D. Déchelotte, M. Federico, M. Kolss, Y. S. Lee, J. 
B. Mariño, M. Paulik, et al., 
“System Combination For Machine 
Translation Of Spoken And Written 
Language,” September 2008, IEEE, http://
ieeexplore.ieee.org/xpl/login.jsp?tp=&ar
number=4599393&url=http%3A%2F%2F
ieeexplore.ieee.org%2Fxpls%2Fabs_all.
jsp%3Farnumber%3D4599393

“Speech Recognition Breakthrough 
for the Spoken, Translated Word,” a 
video posted Nov. 7, 2012 by Microsoft 
Research, at http://www.youtube.com/
watch?feature=player_embedded&v=Nu-
nlQqFCKg

“Speech Recognition Leaps Forward,” an 
article by Janie Chang, published August, 
2011 by Microsoft Research, at http://
research.microsoft.com/en-us/news/
features/speechrecognition-082911.aspx

Google Translate, an app developed by 
Google, updated Nov., 2013, at https://play.
google.com/store/apps/details?id=com.
google.android.apps.translate

Bing Translator, an app developed by 
Microsoft Research, updated Dec., 2013, 
at http://www.windowsphone.com/en-us/
store/app/translator/2cb7cda1-17d8-df11-
a844-00237de2db9e

Paul Hyman is a science and technology writer based in 
Great Neck, NY.
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A new report from ACM found 
few states positioned to provide 
students with the computer 
science (CS) education required 
for rewarding careers and to 
ensure the needs of the future 
workforce are met. 

The report, Rebooting the 
Pathway to Success: Preparing 
Students for Computing Workforce 
Needs in the United States, urges 
state education and business 
leaders and public policy officials 
to work together to develop 

comprehensive CS education and 
workforce development plans. The 
report provides recommendations 
to help these leaders create 
pathways that will expose all K–12 
students to computer science, 
provide expanded access to 
more rigorous CS courses, offer 
increased opportunities for 
students to pursue post-secondary 
degrees, and align education 
pathways with computing careers.

“By 2020, one of every two 
jobs in science, technology, 

engineering, and mathematics 
(STEM) will be in computing,” 
said Bobby Schnabel, 
chair of ACM’s Education 
Policy Committee. “This 
concentration of computing 
positions in STEM makes it 
imperative for K–12 students in 
academic and career technical 
education programs to gain 
more opportunities to learn 
computer science.”  

The report calls on colleges 
and universities to play a role 

in expanding opportunities for 
computer science education 
by recognizing rigorous 
computer science courses in 
their admissions processes. 
Higher education institutions 
also can reduce barriers to 
degree completion by adopting 
systemwide agreements that 
allow students to transfer 
course credits to fulfill their 
computing degrees efficiently.

The full report is available at 
pathways.acm.org. 
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Society  |  doi:10.1145/2581925	 Gregory Mone

New Models in Cosmetics  
Replacing Animal Testing
A European law spurs scientists to develop computational  
simulations capable of predicting the toxicity of cosmetics.

Instead of relying on structural simi-
larities, NOTOX technologies will base 
predictions on actual biological mecha-
nisms of action. Heinzle says scientists 
have reached a consensus that there are 
similarities in terms of how toxic chem-
icals act within the body. “Although the 
whole systems are very, very complex 
and the number of possible interac-
tions is huge,” he says, “we have found 
that the number of pathways that leads 
to adverse outcomes is very limited.”

The NOTOX plan is to analyze these 
pathways in the lab, picking out key 
events such as a molecule binding to a 
particular protein, and then using this 
data to bolster virtual or in silico models. 
A combination of laboratory and com-
puter modeling would then be used to 
evaluate whether a new chemical would 
spark reactions that match those criti-
cal, harm-inducing events. Heinzle ac-
knowledges this approach leaves open 
the possibility of a molecule acting via 

L
a st y e a r ,  a  long-planned Eu-
ropean Union ban on using 
animals to test the safety of 
cosmetic ingredients went 
into effect. The motivation 

for the new rule stems in part from 
concerns about the ethics of testing the 
safety of chemicals on living creatures, 
but scientists say there is more at play 
here than a moral conundrum. 

Reliance on animal testing, accord-
ing to several experts, has actually hin-
dered the evaluation of many chemicals 
and ingredients inside and outside the 
cosmetics industry. Animal-based tests 
take too long and are too expensive, they 
say, often requiring several years and 
millions of dollars or more to carry out. 

The significant physiological differ-
ences between humans and the mice, 
rats, and other animals used to evalu-
ate the safety of chemicals also can  
limit the validity of the results. “We 
need a better way to test toxic chemi-
cals,” says toxicologist Kristie Sullivan, 
director of regulatory testing issues at 
the non-profit Physicians Committee 
for Responsible Medicine.

In 2009, industry trade group Cos-
metics Europe, along with a division 
of the European Commission on 
Research & Innovation, launched a 
$68-million research initiative to devel-
op lab technologies and computation-
al models capable of predicting the tox-
icity of chemicals in humans. Although 
cosmetics companies are anxiously 
awaiting these alternatives, the so-
called Safety Evaluation Ultimately Re-
placing Animal Testing (SEURAT) pro-
gram was not meant to produce a quick 
solution. The scientists involved with 
SEURAT, which is made up of five in-
dividual research clusters and involves 
more than 70 universities, research 
groups, and biotechnology companies, 
say these new technologies will take at 
least five more years to develop.

As the researchers push the bound-
aries of their fields to build these new 
tests, one thing is clear. “The future di-
rection clearly has to involve computa-
tion,” says Elmar Heinzle, a chemical 
engineer at the University of Saarland 
in Germany and a leader of NOTOX, 
one of the SEURAT research clusters.

Mechanisms of Action
Pharmaceutical companies and regu-
latory agencies have been using com-
putational tools to evaluate toxicity for 
years. Generally, these methods look 
at the structure of the chemical com-
pound or molecule under consider-
ation, run it up against a database of 
chemicals with known toxological ef-
fects, and search for substances with 
similar chemical structures. If a new 
chemical or ingredient lines up with 
one that has proven toxic in previous 
tests, this suggests the new compound 
could be similarly troublesome. 

A test subject? Not in Europe, which banned the use of animal testing in the development of 
cosmetic ingredients last year. 

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=20&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2581925
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of the liver, the main detoxifying organ 
in the human body. Dirk Drasdo, a bio-
physicist and bioinformatics expert at 
the French research agency INRIA, tox-
icologist Jan Hengstler of the Univer-
sity of Dortmund, and their colleagues 
are working toward a more realistic 
interpretation of the liver, from the 
shape and architecture of the organ 
down to the individual hepatocytes 
(liver cells). 

The model is still in its early stag-
es, but Drasdo, Hengstler, and their 
co-workers have already shown its 
potential. In a 2010 paper in the Pro-
ceedings of the National Academy of Sci-
ences (see Hoehme et. al. below), the 
pair and a team of colleagues detailed 
an early version that showed how the 
liver would respond when exposed to 
a known toxic compound. The model’s 
findings matched up with laboratory 
tests of the same exposure, verifying its 
accuracy, but it also revealed a never-
before-seen process that proved cen-
tral to the liver’s ability to heal itself. 
While this result showed the potential 
of a virtual liver, the ultimate goal is a 
model that can recreate the actual pro-
cesses taking place inside. “This would 
be as if you could look into the liver and 
follow the fate of all the molecules you 
are interested in,” Drasdo says. 

Outlook
The liver is only one important aspect of 
the overall toxicological picture, and even 
the predictive model Drasdo describes 
remains a relatively distant goal. “To real-
ly establish this as a solid tool could take 
another five to 10 years,” he notes.

In the more immediate future, 
the SEURAT effort has other goals to 
achieve. Mark Cronin of the University 
of Liverpool notes that one of the tasks 

has been to create good databases upon 
which the computer models can draw. 
“That might sound trivial,” he says, 
“but organizing the toxicological data 
has turned out to be very challenging.”

The range of scientific and logisti-
cal hurdles remaining is not good news 
to the cosmetics companies. When the 
ban went into effect last year, Cosmetics 
Europe, the industry group funding the 
research, protested that it was too soon 
to eliminate animal testing as the alter-
natives were not yet robust enough. In 
the meantime, they are effectively ham-
strung; if they identify a new ingredient 
that has not previously been proven safe, 
they basically have to wait, as there are 
few ways to validate its safety now. 

Still, experts say the research is pro-
gressing faster than they expected. 
Regardless of the exact timing, the 
scientists insist some combination of 
laboratory-based and virtual work is the 
future of testing. 

“I don’t think there is any going back 
at this point in time. I think the train 
has left the station,” says toxicologist 
Bette Meek of the University of Ottawa. 
“In vitro and in silico testing will play 
a much larger part in how we assess 
chemicals in the future. It will happen; 
it is just a question of how quickly.” 	

Further Reading

Towards the replacement of in vivo  
repeated dose systemic toxicity testing. 
 The Annual Scientific Report of the SEURAT 
Research Initiative. Vol. 3, 2013. http://
www.seurat-1.eu/

Niklas, J., Bucher, J., et al. 
Quantitative evaluation and prediction  
of drug effects and toxicological risk  
using mechanistic multiscale models. 
Molecular Informatics, Nov. 2012.

Gunness, P., Mueller, D., et al. 
3D organotypic cultures of human HepaRG 
cells: A tool for in vitro toxicity studies.  
Toxicological Sciences, 133:1, 2013.

Hoehme, S., et al. 
Prediction and validation of cell alignment 
along microvessels as order principle 
to restore tissue architecture in liver 
regeneration. PNAS, June 8, 2010.

NOTOX 
A video introduction to the computer-
modeling-focused research cluster:  
http://notox-sb.eu/film

Gregory Mone is a Boston, MA-based writer and the 
author of the novel Dangerous Waters.
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an unknown mechanism, but he adds 
the same holds true for animal testing, 
and that it would be difficult to elimi-
nate all risk. The combination of power-
ful models and robust lab tests, though, 
will reduce that risk to safe levels. 

The scientists say the time is right 
for the new approach, in part because 
of more advanced electron micro-
scopes and other imaging technolo-
gies that allow scientists to capture 
the inner architecture of organs and 
their cells. Additionally, in vitro or cell-
culture-based studies of toxicity have 
vastly improved. In the past, scientists 
often relied on short-lived, two-dimen-
sional cultures of human liver cells to 
test for possible toxic effects; now sci-
entists not only have more accurate 3D 
cell cultures at their disposal, but these 
cultures also last longer, allowing lab 
researchers to study the effects of a 
substance over a longer period of time. 

Virtual Body
Cosmetics present a unique challenge 
for the researchers. Although generally 
designed to cling to the surface of skin 
and not move through the body like a 
drug, the compounds in cosmetics can 
still seep inside. An ingredient in a facial 
lotion, especially if it is lipophilic (at-
tracted to fats), might move through the 
upper layer of skin into the sub-mucosa, 
which contains fatty tissue and small 
blood vessels; some of the compound 
might then leak into those vessels, travel 
through the bloodstream, heart, and 
lungs, and eventually reach the liver.

Modeling this complex chain of 
events is a difficult task for the research-
ers. “In the near future, one of the big 
challenges will be understanding ex-
posure,” says Mark Cronin, a compu-
tational toxicologist at Liverpool John 
Moores University in the U.K., and the 
leader of one of the SEURAT research 
groups. “If you apply cosmetics to your 
skin, how much will get to a particular 
organ? How much will get into your 
blood? How much will get to the liver? 
And then, we need to be able to predict 
whether or not that will be toxic.”

To do so, the SEURAT scientists will 
eventually interweave models of each 
of these systems—the skin, heart, 
lungs, and more—to trace that path. 
In these first few years of the program, 
several NOTOX researchers have been 
focusing on developing a virtual model 

“In vitro and  
in silico testing  
will play a much 
larger part in how  
we assess chemicals 
in the future.”
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Technology Strategy  
and Management  
MOOCs Revisited, With  
Some Policy Suggestions
Assessing the rapidly evolving realm of massive open online courses.

my April 2013 column:
˲˲ Free online courses might set a 

threshold price of “zero” for college 
education and seriously undermine 
the economic models of private col-
leges and universities that rely on tu-
ition. The scenario in my mind was 
what happened to other industries af-
fected by platform dynamics and the 
Internet, such as newspapers, maga-
zines, books, music, video, and soft-
ware products. These digital goods 
have close to a marginal cost of zero for 
reproduction and distribution but this 
does not mean that they have a zero 
cost of production or zero value.

˲˲ Many colleges and universities 
would offer online courses but even-
tually find it difficult to subsidize free 
education, as MIT has already experi-
enced with Open Courseware. Then, 
we might be left with only a few wealthy 
universities and MOOC platforms dom-
inating the online education industry.  

With regard to my first concern—
threats to the economics of tuition-
dependent educational institutions—it 

I
t is  a pproximately one year 
since I wrote a column on mas-
sive open online courses (see 
“Are the Costs of ‘Free’ Too 
High in Online Education?” 

Communications, April 2013). Since 
then, we have seen many more analy-
ses on the subject.a I also received 
several responses to my column, from 
positive to negative,3,5 and served this 
past year on an MIT task force examin-
ing the future of education (see http://
future.mit.edu/).  

Probably the most disturbing re-
sponse to my column came from a 
professor in the U.S. who had decided 
to teach his course on one of the major 
MOOC platforms. He thought MOOCs 
would be the future and did not want 
to be left behind. Yet, he confessed 
regret that he might be contributing 

a	 See, in particular, T. Lewin, “After Setbacks, 
Online Courses are Rethought” The New York 
Times, (Dec. 11, 2013); http://nyti.ms/1lCPTLw 
and S. Adams, “Are MOOCs Really a Failure?” 
Forbes.com; http://onforb.es/1lCMCM4.

to the “tragedy of the commons”: He 
feared his individual decision would 
not be good in the long run for his uni-
versity or for the education profession. 
The image that came immediately to 
my mind was of the natives on Easter 
Island who cut down the last tree. They 
got fuel for another day but eventually 
their civilization collapsed. Did they 
know what they were doing?

I expressed two main concerns in 

doi:10.1145/2580941 	 Michael A. Cusumano

The breadth of MOOC 
offerings is growing 
but also leaves 
considerable room  
for traditional 
university education.
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V State in small classes of 100 students, 
found the online students did much 
more poorly than regular students, 
even with teaching assistants. (EdX 
also did an experiment with San Jose 
State and got somewhat better results, 
supporting the argument that MOOCs 
can work well when combined with live 
instruction in a “blended” education 
model.b) Udacity is now trying to work 
with companies to offer vocational 
training rather than college classes. In 
particular, it has partnered with AT&T 
and Georgia Tech to offer a three-se-
mester master’s degree in computer 
science for $6,600—one-seventh the 
tuition rate for out-of-state students.1

The breadth of MOOC offerings is 
growing but also leaves considerable 
room for traditional university educa-
tion. The first MOOCs were based on 
large undergraduate introductory lec-
tures. Putting these types of courses 
online has many advantages: Students 
can learn at their own pace, there is no 
need to keep giving the same lectures 
year after year, students can view the 
lectures from different locations or 

b	 Email comment by Sanjay Sarma, MIT profes-
sor of mechanical engineering and director of 
digital learning, January 11, 2014.

is still much too early to gauge the im-
pact of MOOCs or digital technologies 
more broadly. Nonetheless, university 
administrators seem to understand the 
economic challenges very clearly and 
are already making some adaptations 
to the free MOOCs model. For example, 
MIT and Harvard jointly launched EdX 
in 2012 after providing $60 million in 
funding. The courses currently remain 
free, though some courses charge a fee 
for an ID-certified certificate. EdX in the 
future is likely to charge for credentials 
such as certificates of completion. Some 
of these courses may be eligible for de-
gree credit at some institutions, though 
EdX does not at present offer transcripts. 
EdX is also licensing some materials for 
a fee to other institutions. Coursera is 
heading down a similar path, that is, to 
charge for credentials or grading. Udac-
ity already charges for grading. In other 
words, a business model is emerging.

A business model is critical because 
education always costs something to 
produce. In the residential world, the 
most elite institutions, which include 
MOOC pioneers such as MIT, Harvard, 
Stanford, Princeton, and the Univer-
sity of Pennsylvania, set the price for 
tuition. Today this is over $50,000 per 
year. These prices are then copied by 
other institutions. However, only the 
elite schools have large enough endow-
ments and diverse sources of revenue 
that allow them to give significant fi-
nancial aid to needy students as well as 
to subsidize experiments such as free 
MOOCs. The average MIT student, for 
example, pays only half the nominal tu-
ition rate. Moreover, net tuition has not 
exceeded more than 15% of MIT’s rev-
enues in recent decades; we rely much 
more heavily on research funding as 
well as endowment income.4 Another 
economic challenge is that MOOCs are 
more expensive to create and produce. 
They resemble movie productions far 
more than traditional college classes, 
especially if they require small armies 
of teaching assistants to be effective. 

With regard to my second con-
cern—that a few Web platforms, led 
by the most elite institutions, would 
dominate the MOOCs movement—
this does seem to have occurred. Again, 
however, we see some adaptations.  
There are three main MOOC plat-
forms: EdX, which is non-profit, as well 
as the for-profit Coursera (founded by 

two Stanford professors in 2012, with 
$85 million in venture capital) and the 
for-profit Udacity (established in 2012 
by Sebastian Thrun, a formerly tenured 
professor at Stanford and Google Fel-
low, and two other partners, with sub-
stantial venture funding). However, 
many universities and colleges now 
contribute content to the two main 
platforms. As of early 2014, EdX count-
ed 27 institutions among its members 
and Coursera 108 (see https://www.edx.
org/ and https://www.coursera.org/).

Enthusiasm for MOOCs one year lat-
er also seems dimmer because data so 
far suggests they are unlikely to replace 
in-person education anytime soon. For 

example, the New York Times recently 
gave front-page coverage to a University 
of Pennsylvania Graduate School of Ed-
ucation report involving a million stu-
dents. Only about 4% of those who reg-
istered completed a MOOC. Half of the 
registered students never even viewed 
a lecture. In addition, MOOCs do not 
seem to be educating the impover-
ished third-world masses; rather, they 
are providing continuing education to 
relatively wealthy students of working 
age, some 80% of whom already have 
college degrees.2 Other experiments, 
such as between Udacity and San Jose 
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as his. He thought the faculty union 
at his school had grown too powerful 
over the years and used its influence 
to resist curriculum innovations as 
well as to undermine the tenure pro-
cess by limiting outside evaluations, 
which focused on research quality. Ul-
timately, he saw student education as 
suffering. So, whatever else they may 
do, MOOCs can be a useful “kick in 
the pants.” They can persuade com-
placent professors and institutions 
to improve their educational product 
lest we be replaced by online videos 
and grading software.  

My greatest concern at this point 
is clarity in mission. Should universi-
ties and colleges focus on educating 
their local tuition-paying students or 
on educating the world? Many profes-
sors do both, such as by writing mass-
market books and articles, and they 
do research. But it is very difficult to 
do everything well. Creating and run-
ning a successful MOOC seems to 
be extraordinarily difficult and time 
consuming, and not what professors 
are usually trained to do. So what is 
the first priority? Too much attention 
on how to better disseminate existing 
knowledge may ultimately weaken 
our ability to create new knowledge. 
It would indeed be a “tragedy of the 
commons” if the fascination with on-
line courses diminishes the time and 
commitment of our best faculty to do 
world-class research, which we need 
to create the MOOCs as well as the 
conventional classes of the future.  	

References
1.	 Chafkin, M. Udacity’s Sebastian Thrun, godfather of 

free online education, changes course. Fast Company 
(Dec. 2013/Jan. 2014); http://www.fastcompany.
com/3021473/udacity-sebastian-thrun-uphill-climb.

2.	L ewin, T. After setbacks, online courses are rethought. 
The New York Times (Dec. 11, 2013), A1; http://nyti.
ms/1lCPTLw.

3.	L ohr, S. Beware the high cost of ‘free’ online courses. 
The New York Times (Mar. 25, 2013); http://bits.blogs.
nytimes.com/2013/03/25/beware-of-the-high-cost-of-
free-online-courses/ 

4.	M assachusetts Institute of Technology. Institute-
wide Task Force on the Future of MIT Education. 
Preliminary Report (Nov. 21, 2013); http://future.mit.
edu/preliminary-report.

5.	R andall, E. Is the Internet sending higher education 
the way of the newspaper industry? Boston 
Magazine; http://www.bostonmagazine.com/news/
blog/2013/03/27/is-the-internet-sending-higher-
education-the-way-of-the-newspaper-industry/.

Michael A. Cusumano (cusumano@mit.edu) is a 
professor at the MIT Sloan School of Management and 
School of Engineering and author of Staying Power: Six 
Enduring Principles for Managing Strategy and Innovation 
in an Uncertain World (Oxford University Press, 2010).

Copyright held by Author/Owner(s). 

institutions, among other benefits.  
Yet having access to live instructors 
also helps students learn, as the San 
Jose State experiments suggest. It 
is possible to have interactive Web 
classes (the online and for-profit Uni-
versity of Phoenix has done this for 
years), but these become increasingly 
difficult as the number of students 
rise. In addition, many advanced 
classes and seminars do not adapt 
well to the MOOCs format. 

In short, we have made considerable 
progress finding ways to balance laud-
able educational goals and technological 
progress with economic and pedagogi-
cal realities. Nonetheless, there remain 
several questions we still need to resolve. 
I have been taking notes the past year 
and consulting with my task force col-
leagues, and this is my current list:

˲˲ Should MOOCS aimed at general 
education remain free? I think this 
is possible and desirable. They will 
require subsidies to produce and de-
liver, and salaries for the faculty and 
teaching assistants. However, the 
high-traffic MOOC platforms can gen-
erate indirect revenue to offset some 
costs, such as by selling ads or lists 
of CVs, or licensing content. Wealthy 
universities and colleges as well as 
foundations and governments also 
can contribute some funding. Ven-
ture capitalists are involved as well, 
though it is anyone’s guess whether 
their investments will pay off. 

˲˲ Should MOOCs with a credential, 
grade, or credit toward a college de-
gree be free? I think not because I still 
believe “free” in the long run will dam-
age the economic model of the many 
non-profit educational institutions 
that rely on tuition. There is another 
purpose as well to setting a price 
on these courses. If there are even 
very modest charges, it is likely the 
number of students who register for 
MOOCs will drop dramatically. How-
ever, the number of students who 
complete the courses should also rise 
dramatically. We need to run more ex-
periments. I would try to set the price 
of a credentialed or graded MOOC to 
balance these two goals—providing 
education to people who cannot come 
to a college campus versus making 
enough money to cover costs plus some 
excess to invest (such as in new course 
development or infrastructure). 

˲˲ What about institutions or indi-
vidual faculty that want to emphasize 
MOOCs’ philanthropic potential?  
Surely, we can still offer education for 
free or at very low cost to many stu-
dents around the world through schol-
arships or tuition waivers, just as we 
already do for traditional students.  

˲˲ How should institutions treat 
MOOCs in terms of degree credit, apart 
from tuition charges?  Some schools 
recognize courses taken at other 
schools in order to waive requirements 
but not to accelerate completion of a 
degree; other schools accept transfer 
credit toward a degree but with some 
limits. I would treat internal MOOCs 
as regular classes and external MOOCs 
from accredited institutions, as long as 
they come with grades and credit, like 
any other college classes where a stu-
dent applies for transfer credit. 

˲˲ Should a student be able to get a 
college degree solely through taking 
MOOCs?  I think the answer here is 
a qualified yes, but I would treat the 
degrees more like we currently treat 
extension school degrees—give them 
a specific designation. It is already 
possible for students to get regular 
college and advanced degrees (even 
Ph.D.’s!) fully online from some in-
stitutions, with or without MOOCs. 
The big question for me is whether a 
student who only takes, say, EdX or 
Coursera classes, should get the iden-
tical degree as a student who physical-
ly attended Harvard, Stanford, MIT, 
Berkeley, Princeton, Penn, Michigan, 
or other universities where only a 
fraction of the applicants are admit-
ted? At present, there is too much 
variance in the quality of the students 
and the educational experience is 
not the same. They should not get 
the same degrees. Nonetheless, EdX, 
Coursera, and other MOOC platforms 
may themselves evolve into degree-
granting institutions.  

These are brief policy suggestions 
for some difficult questions. When 
it comes to education, there are also 
larger issues at stake, as reflected in 
another email message I received from 
a former business school dean. He 
too worried about the threat MOOCs 
might have on the business models of 
tuition-dependent universities. More 
than this, though, he worried about 
the need to threaten institutions such 
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I
n  a  re ce n t study I conducted 
with the International Tele-
communications Union (ITU)3 
we operationalized the con-
cept of the Digital Native and 

proceeded to count them across the 
planet.  Criticisms of the Digital Native 
premise notwithstanding (and there 
are many) we argued that young Digital 
Natives are driving the adoption and in-
venting the future of information and 
communication technologies (ICTs) in 
many unlikely places across the globe. 
In Europe or North America almost ev-
eryone is online; and this is even truer 
for the young there. Meanwhile, the 
percentage of the population digitally 
networked in Africa and South Asia is 
low, however the proportion of youth 
adopters is relatively high: in some 
parts of Africa there are two or three 
online youth for every online adult. 

Small levels of digital penetration are 
one explanation why large computing 
multinationals and research universi-
ties routinely ignore Africa and parts of 
Latin America and Asia. But a look spe-
cifically at these regions’ Digital Natives 
reveals a collection of innovators and 
users spearheading some of the world’s 
most exciting ICT advances. These 
Digital Natives are leading through 
rule-breaking lateral thinking but they 
also simply lead in their shear size. 
The number of global Digital Natives 
disaggregated by region shows Europe 
and North America as but small slivers 
of the worldwide pie (see Figure 1). A 
paradox looms: computing researchers 

and practitioners design for the Global 
North, but the shear numbers and op-
portunities for innovation are overflow-
ing in the Global South.a 

a	 Terminologies describing Africa, Latin Amer-
ica, and much of Asia have varied with the 
times. The “Third World” emerged from the 
Cold War, which is now as obsolete as the So-
viet Union. “Developing world,” though com-
monly used, seems pejorative and patronizing. 
The term “Global South” describes a collection 
of countries located mostly in the southern 
hemisphere, while “Global North” refers to 
what some have called the “developed world.”

A Case of Nigerian Digital 
Native Innovation: The Social 
Media Tracking Centers 
Nigeria is Africa’s most populous coun-
try, a nation of enormous possibility 
and seemingly endless challenges. The 
deeply contested political environment 
has played out in a series of fraught 
elections. During the lead-up to nation-
al elections in 2011 the country seemed 
to hang on tenterhooks. Nigerian Digi-
tal Native activists, calling themselves 
the “Facebook generation,” invented 
ways to use social media and mobile 

Global Computing  
Thinking Outside  
the Continent 
Encouraging the opportunities for digital innovation  
and invention to flourish in a variety of social environments. 

doi:10.1145/2580943	 Michael L. Best

Figure 1. Global distribution of Digital Natives.
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but much of the action is in the Global 
South. The preceding case study dem-
onstrates the energy of African Digital 
Natives driving opportunity and inven-
tion in the Global South. Young people 
in these contexts will continue to sur-
face opportunity for exploration and 
invention, in areas such as:

˲˲ Networks and infrastructure. The 
Global South is seeing exponential 
growth in networks and infrastructure 
(while the rest of the world moves with-
in replacement and upgrade cycles). 
Broadband penetration is on the rise. 
But ubiquitous cloud-computing ca-
pable access is still a goal not entirely 
met; the network reality for most peo-
ple feels like it is partially cloudy with 
occasional thunderstorms.4 All sorts 
of design challenges and research op-
portunities, from intermittent connec-
tivity to community clouds, demand 
our attention. 

˲˲ HCI. Usability and interface design 
are not common fields of work in the 
Global South, but this is not for want 
of opportunity. Africa is the world’s 
most linguistically rich continent, but 
many Africans lack print literacy in 
their native language. Non-print inter-
faces (voice or visual) might provide 
rich innovation spaces. We continue to 
deploy personal computers into places 
where the technology is mostly shared 
and not kept by a single person.1 Do we 
need a community computer instead? 
What does the desktop metaphor 
mean in a context that does not value 
or use desks? Why do we rely on the 
QWERTY keyboard for languages that 
do not include the ‘Q’, ‘W’, or ‘E’? 

˲˲ Channels. A lot of discussion has 
focused on the prominent rise of mo-
bile phone use in low-income coun-

apps to help ensure a free and fair elec-
tion. The Social Media Tracking Center 
(SMTC) and the Aggie social media ag-
gregator software were results of this.b 

The Aggie system, developed pri-
marily at Georgia Tech, combs social 
media sources from Twitter, Facebook, 
Google+, Ushahidi, and other social 
media platforms. The data is streamed 
in real time to Aggie, which presents 
trends grouped around voting logis-
tics, violence, political parties, and so 
forth. The SMTC team, based in Ni-
geria’s capital city of Abuja, watched 
these trends (see Figure 2), detecting 
possible election irregularities or oc-
casions of violence that warranted fur-
ther attention. Reports categorized the 
incidents, which were relayed to the 
election commission, police, and other 
relevant stakeholders.

Approximately 750,000 reports were 
analyzed through the SMTC system 
during the three-week election period. 
Social media activity peaked during the 
April 16, 2011 Presidential election. 
When violence erupted in the North of 
the country, Aggie received nearly 50 
reports a second. The system has been 
replicated for elections in Liberia, Gha-
na, and Kenya, with results that are only 
now being analyzed robustly5 though 
initial results show great promise.  

Computing Innovation 
and the Global South
Computing practitioners and research-
ers often design for the Global North 

b	 Many groups collaborated on this including 
Enough is Enough, the Shehu Musa Yar’Adua 
Foundation, the MacArthur Foundation, and 
other donors, as well as partners such as Geor-
gia Tech and Harvard University.

Figure 2. Social media tracking center in Abuja, Nigeria, in 2011. The monitor depicts 
histogram visualizations of trending reports created by Aggie software. 
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tries and thus whether mobile phones 
are the technological “winners.”6 The 
global rise of mobile phone networks, 
now usually with data support, is clear; 
and the desirability of mobility itself is 
also clear. Similarly, low-cost laptop ini-
tiatives have captured considerable at-
tention—sometimes suggesting these 
particular systems will solve all the 
problems of development. In reality, 
neither mobile phones nor laptops are 
the perfect appliances for all situations. 
We need to better understand what the 
best design and form factors are for 
end-user appliances regardless of the 
network or distribution model. Do we 
need to design an entirely new appli-
ance, something with a more appro-
priate display or input device or better 
suited to end-user sharing for instance?

˲˲ Software engineering. Is there 
a software engineering approach 
unique to the Global South? It is an 
odd question, but one that keeps sur-
facing as I collaborate in Africa or Asia. 
In any engineering practice the cultur-
al contexts matter, as does the training 
and engineering capacities. So why 
should not there be software engi-
neering practices unique to and par-
ticularly designed for the African (or 
for that matter the Nigerian) context? 
This approach might hybridize some 
of the flexibility of agile methods (in 
particular to help focus on testing and 
to combat feature bloat) with some 
of the more conventional structured 
methods (which resonate with some 
culture’s top-down traditions). 

˲˲ Sustainability. When issues of 
sustainability arise in computing ini-
tiatives in the Global South they tend 
to focus on financial self-sustainabil-
ity tethered to market forces and neo-
liberal economic theory. However, 
there are other forms of sustainabil-
ity that demand our attention: envi-
ronmental, technological, social and 
cultural, political and institutional. 
Work in computer science can touch 
on all of these forms of sustainability. 
For instance, technical sustainability 
will be enhanced by easy-to-use sys-
tems or systems that allow for remote 
maintenance. Similarly, low-power-
consuming devices enhance environ-
mental sustainability. 

Computing researchers and prac-
titioners want to think outside of the 
box. That is easy: think outside of the 

continent! This column will push 
thinking beyond traditional borders to 
where the population, and the oppor-
tunities to innovate, both flourish. 

At the recent ITU Global Youth 
Summit, representatives of the world’s 
Digital Natives called for more access 
and more invention. “The spread of 
information amongst young people 
can directly foster empowerment and 
innovation on a global scale,” they 
wrote. “Health, civic engagement, 
online protection, environmental 
protection and economic success all 
depend on having unfettered access 
to knowledge which ICTs can extend 
to everyone.”2 By following the lead of 
these Digital Natives, especially those 
coming from the Global South, we just 
might help them invent, and protect, 
our global future. 	
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Dear KV,
When will someone write documenta-
tion that tells you what the bits mean 
rather than what they set? I have been 
working to integrate a library into our 
system, and every time I try to figure 
out what it wants from my code, all it 
tells me is what a part of it is: “This is 
the foo field.” The problem is that it 
does not tell me what happens when I 
set foo. It is as if I am supposed to know 
that already.

Confoosed

Dear Confoosed,
Nowhere is this problem more preva-
lent than in hardware documentation. 
I am sure Dante listed a special ring of 
hell for people who document this way, 
telling you what something is while 
never explaining the why or how.

The problem with that approach is 
assumed knowledge. Most engineers, 
of both the hardware and/or software 
persuasion, seem to assume the people 
they are writing documentation for—if 
they write documentation at all—al-
ready have the full context of the wid-
get they are working on in their heads 
when they start to read the docs. The 
documentation in this case is a refer-
ence, but not a guide. If you already 
know what you need to know, then 
you are using a reference; if you do 
not know what you need to know, then 
you need a guide. Companies that care 
about their documentation will, at this 
point, hire a decent technical writer.

The job of a technical writer is to 
tease out of the engineer not only the 

what of a device or piece of software, 
but also the why and the how. It is a 
delicate job, because given the incred-
ible malleability of software, one could 
go on for thousands of pages about 
the what, not to mention the why and 
how. The biggest problem is that the 
what is the easiest question to answer, 
because it is in the code when deal-
ing with software, or the VHDL (VH-
SIC Hardware Description Language) 
when dealing with hardware. The what 
can be extracted without talking to an-
other person, and who really wants to 
spend the day pulling engineers’ teeth 
to get coherent explanations about 
how to use their systems? Since it is 

easiest to get at the what, most docu-
mentation concentrates on this part, 
often to the exclusion of the other two. 
Most tutorial documentation is short, 
and then at some point the rest of it is 
left as “an exercise to the reader.” And 
exercise it is. Have you ever tried to lift 
a reference manual?

Although many engineers and en-
gineering managers now give lip ser-
vice to the need for “good documenta-
tion,” they continue to churn out the 
same garbage that technical people 
have joked about since IBM intention-
ally left pages blank. A good writer 
knows that his or her job is to form in 
the mind of the reader a sense and an 

Kode Vicious   
This Is the Foo Field
The meaning of bits and avoiding upgrade bogdowns.
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they get it wrong, you become—as you 
signed this letter—bogged down again. 
These are the new rules of the game 
programmers must contend with. Pro-
cessors are not getting faster; they are 
splitting into parallel machines with 
nonuniform memory. In the current 
environment, we now need to worry 
about all the things we may have last 
seen in parallel-programming classes 
in graduate school. All programming 
will now be threaded programming, 
and we will have to deal with all that 
entails, plus the fact that we now need 
to know where our memory is coming 
from. My advice is to switch careers 
from programming to ditch digging 
(where at least at the end of the day you 
will know you did something). If you 
cannot switch careers, here are a few 
things you will need to do and check as 
you try to improve the responsiveness 
of your code:

˲˲ Learn to write correct threaded 
programs. Writing threaded code is 
hard, but there are plenty of books on 
this topic to help you.

˲˲ Keep your threads from sharing 
state whenever possible.

˲˲ Learn the APIs your operating 
system gives you to figure out where 
your thread is relative to the CPU and 
memory.

˲˲ Bake debugging for threaded code 
into your system if it is not easily avail-
able as a library. There are few things 
more exquisitely painful to a software 
engineer than tracking down a race 
condition with printf() and a spoon.

KV
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image of what the writer is trying to 
communicate. Alas, programmers and 
engineers have rarely been known as 
good writers; in fact, they are most of-
ten known as atrocious writers. It turns 
out that writers often want to relate, in 
some way, to people. That is, however, 
not something often said about techni-
cal folk, and in fact, it is often quite the 
opposite. Most of us want to go off into 
a corner and “do cool stuff” and be left 
alone. Unfortunately, none of us works 
in a vacuum and so we must at least 
learn to communicate effectively with 
others of our ilk, if only for the sake of 
our own project deadlines.

Every software and hardware devel-
oper should be able to answer the fol-
lowing questions about systems they 
are developing:

1. Why did you add this? (field, fea-
ture, API)

2. How is this field, feature, or API 
used? Give an example.

3. Which other fields, features, and 
APIs are affected by using the one you 
are describing.

And if the answer to #1 is, “Manage-
ment told me to,” then it is time to fire 
management, or find a new job.

KV

Dear KV,
During a recent rollout, I overheard 
one of our DevOps folks bemoaning 
the fact that upgrading our software 
had slowed down the overall system. 
This is a complaint I hear a lot, so I 
think it is happening more often. The 
problem is the folks at my gig do not do 
enough performance testing and just 
upgrade systems whenever our ven-
dors tell them to so that they will not 
miss any new features, whether or not 
they use those features.

Bogged Down by Upgrades

Dear Bogged,
What you are really seeing are 10-year-
old expectations trashed by modern 
hardware trends. Everyone in comput-
ing has been talking about the end of 
frequency scaling for at least five years, 
and probably more. While lots of folks 
sounded the warning about this prob-
lem, and talked at length about the 
ways in which software would have 
to change to meet them, not enough 

software has been rewritten—oh, I’m 
sorry, I meant refactored—to handle 
this new reality. I am often amazed by 
people who upgrade software and ex-
pect it automatically to be faster. 

Expecting more features makes 
some sense, because that is what mar-
keting and management are always 
going to push for in a new version of a 
system. The more boxes you can tick, 
the more money you can charge, even 
if the things provided are of little or 
no use. Given that upgrades always 
include new features, what makes any-
one think the system provided will run 
any faster? Surely more code to exe-
cute means the system will run slower 
and not faster after the upgrade—un-
less you upgrade your hardware at the 
same time. None of which is to say that 
this must be the case—it is simply that 
it often is the case.

The end of frequency scaling, the 
ever-upward tick of CPU frequencies, 
was supposed to spur the software in-
dustry into building applications that 
took advantage of multiple cores, as 
transistor density is still climbing, 
even if clock frequency is not. Newer 
software does seem to take advantage 
of multiple cores in a system, but even 
when it does, another problem is pre-
sented: memory locality. Anyone who 
has been building software on the lat-
est hardware knows the programs now 
need to know where they are running 
in order to get fast access to memory. 
In multiprocessor systems, memory is 
now nonuniform, meaning if my pro-
gram runs on processor A but the oper-
ating system gives me memory nearer 
to processor B, then I am going to be 
very, very annoyed. 

Modern operating systems are try-
ing to handle NUMA (nonuniform 
memory access) correctly, but when 

I am often amazed  
by people who 
upgrade software 
and expect it 
automatically  
to be faster.
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W
e  he a r a lot about how 
big data, smart devic-
es, and all the ‘-omics’ 
(for example, genom-
ics, proteomics, me-

tabolomics, and so forth) are going to 
transform medicine—and they will. 
But there is another force that is going 
to change the way we think about and 
practice health, and that is our small 
data—small data derived from our in-
dividual digital traces. 

Consider a new kind of cloud-
based app that would create a picture 
of your health over time by continu-
ously, securely, and privately analyz-
ing the digital traces you generate as 
you work, shop, sleep, eat, exercise, 
and communicate. While there are 
personal devices and Internet services 
specifically designed for self-tracking 
(Fitbit, Patients like me, http://quan-
tifiedself.com, and so forth), digital 
traces include a much richer corpus 
of data that we generate every day, 
just by virtue of our normal activities. 
And while the use of electronic health 
records is increasing, today’s systems 
capture data reported by clinicians, 
not patients; and data about clinical 
treatment, not day-to-day activities. 

We generate these data because 
most of us mediate, or at least ac-
company, our lives with mobile tech-
nologies. As a result, we all leave a 
continuously updated “trail of data 
breadcrumbs” behind us, which to-
gether make up our digital traces. You 
all are generating such traces now, as 

you do when you wake up and perhaps 
read email before you even got out of 
bed, or when you decide to take a walk 
after work instead of staying home 
and frequenting your refrigerator and 
couch. 

The social networks, search en-
gines, mobile operators, online 
games, and e-commerce sites we ac-
cess every hour of most every day ex-
tensively use these digital traces we 
leave behind. They aggregate and ana-

lyze these traces to target advertise-
ments and tailor service offerings and 
to improve system performance. But 
most services do not make these in-
dividual traces available to the person 
who generated them; they do not yet 
have a ready-made vehicle to repack-
age their data about you in a useful 
format for you and provide it to you. 
But they should, because this broad 
but highly personalized data set can 
be analyzed to draw powerful infer-

Viewpoint 
small data,  
where n = me  
Seeking personalized data-derived insights  
from analysis of our digital traces.
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old man; nothing in his vitals or his 
electronic health record communi-
cated to the emergency room doctor 
that this 90-year-old man was behav-
ing entirely differently than he was 
just a few weeks earlier—a behavioral 
pulse graph, derived from his digital 
traces, could have. Having access to 
my father’s ‘digital behavioral pulse’ 
would not have changed the outcome; 
but it would have given us the tools to 
track these changes and communi-
cate them objectively to members of 
his medical team. 

Fortunately, I have a “real” doctor 
in the family—my eldest sister Mar-
go—and her insight and vigilance in 
keeping detailed track of my parents’ 
medical history and day-to-day activi-
ties effectively created a behavioral 
pulse for my father, but most families 
do not have a ‘Margo’. So, what I am 
suggesting is that we begin to lever-
age our small data to bring more vigi-
lance and insight to everyday care. We 
can think of this as new kind of medical 
evidence, evidence where n=me, because 
it complements traditional big-N popu-
lation studies with data that are just 
about me (or you) over time. And what 
is so compelling about this approach 
is that these data already exist. It does 
not require deployment of any new 
hardware, so we can start leveraging 
our small, n=me, data now.

So, if the raw data are there, what 
is left to do to make small data and 
n=me become the standard of care? 
First and foremost, I do not in any way 
want to trivialize the work that will be 
needed to convert these noisy sources 
of data into actual insight—that is 
where we will see much of the itera-
tive innovation in the coming years 
from the computing community in 
particular. But it will not happen un-
til we can start tapping into our own 
data. Therefore, our first step has to 
be what Todd Park refers to as data 
liberation: we need to liberate our 
data from mobile and Internet ser-
vices, to you and me. We need a com-
mon (open) architecture so that a rich 
market of apps and services can grow 
around our n=me data in the same 
way the HTTP standard created the 
World Wide Web with its myriad apps 
and services.

Admittedly, some service provid-
ers are apprehensive about whether 

ences about your health and well-be-
ing from your “digital behavior.” 

To be clear, I am not talking about 
apps doing detailed medical diagno-
sis, and I am not talking about replac-
ing the insight and role of doctors or 
loved ones, nor am I discounting the 
importance of our own self-aware-
ness. Instead, use of these traces 
could serve to greatly enhance all of 
those with personalized data-driven 
insights—insights ranging from early 
warning signs of a problem, to indica-
tors of gradual improvement. Ginger.
io (http://ginger.io) refers to this sort 
of services as a check engine light. 
Another way to think of it is as a per-
sonalized “behavioral pulse.” A signal 
that can indicate subtle but signifi-
cant changes in a person’s well-being 
by representing changes in day-to-day 
behavior, in a manner that is comfort-
able to share with a select number of 
friends or family. 

Once I, as a patient and consumer, 
can access the data that service pro-
viders have collected and stored about 
me, I can then use these data to fuel 
apps I choose to subscribe to. For ex-
ample, imagine an app that helps my 
doctor determine whether the new 
medication dosage I have been tak-
ing for the last two weeks is better for 
me than the previous dosage. The app 
could create a comparative picture of 
my daily function this month relative 
to last month by automatically analyz-
ing motion, location, and vocabulary 
data plucked from my digital traces. 
Or, I could see, from an app running 
over my location traces that I get back 
from AT&T or Verizon, if the supple-
ment I am taking for my early-stage 
arthritis is actually helping me get out 
and about more quickly most days; 
and if overall I am less sedentary than 
I was previously. 

From chronic pain to depression 
to memory enhancement and Crohn’s 
Disease—many chronic conditions 
have a lot of day-to-day variability, with 
confounding factors. Moreover, both 
good and bad changes are gradual. 
Consequently, it is difficult for me as 
an individual to reliably and precisely 
track the effect of a new treatment 
based only on my subjective and selec-
tive memory. But these same health 
conditions have symptoms and side 
effects that show in our functional, 

everyday, behaviors—and for the first 
time really, our everyday behaviors are 
becoming data. While that might be 
disconcerting at times, it is the case; 
and what I am arguing for is that we 
as individuals should have access to our 
digital traces so that we can mine them 
for our own purposes. 

And we can do this for the young 
and old alike, because while we do not 
usually think of elders as digital na-
tives, they do increasingly carry cell-
phones (even if only simple phones); 
and they increasingly use the Inter-
net (even if only via their TV). Both 
simple phones and cable TV boxes 
are potential sources of digital traces! 
And, of course, as we become the el-
ders of tomorrow we will carry with us 
our existing digital practices and ad-
dictions into our senior years. When 
I think back to my father’s final few 
months of life, I can identify signals 
that indicated that something was 
wrong, signals that could have shown 
up in his digital behavioral pulse if 
one had been available. He suddenly 
stopped sending email (and this was 
a man who had been using email on 
the Arpanet since the mid-1970s), and 
his daily patterns gradually changed 
so that he no longer shopped at the 
supermarket to prepare food at home 
for my mother, and he took shorter 
and shorter neighborhood walks. His 
declining condition was not detect-
able on his regular visits to his car-
diologist since it did not show up in 
his EKGs, or traditional exchanges 
about how he felt, and he like others 
“pulled it together” for his favorite 
doctor. On an emergency room visit 
one day, the attending doctor ob-
served nothing atypical for a 90-year-

You will be  
the customer for  
the data about  
you; I will be the 
customer for  
the data about me.
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customers will be put off once they see 
how telling their digital traces are and 
worry it will create a public relations 
nightmare. But the data are already 
being captured for the most part, and 
in the long run consumers will know 
what is going on anyway. Perhaps 
transparency will lead to a more ro-
bust and sustainable basis for privacy. 
Assuming we overcome such disin-
centives, where are the positive incen-
tives for commercial service providers 
to cooperate and make digital traces 
available to the individual? The eco-
nomics of the market seem to be on 
our side. On the cost side, these digi-
tal traces are already recorded by the 
service providers so the added cost of 
providing small data to the customer 
can be quite low. In terms of benefits, 
if standard interfaces to personal digi-
tal traces spark a cottage industry of 
app makers who process small data 
and put it to work for subscribers, 
then implicitly they could increase the 
value of the consumers’ engagement 
with the underlying digital services; 

in the same way that mobiles apps 
greatly increased the value to consum-
ers of smartphones. In other words, 
the business case for the service pro-
viders could be one of marketing and 
sustaining customer engagement, as 
well as in opening up new service of-
ferings based on their own new, small-
data and personal data repository, of-
ferings. 

Again, it is never as simple as just 
getting the data. We face intrigu-
ing technical and design challenges 
in making sense of that data for the 
users, and we have regulatory chal-
lenges in navigating and adapting 
FDA, HIPAA, and privacy policies; for 
example, whether to treat this data as 
medical data or something more akin 
to personal diaries. But I do not think 
any of these are showstoppers; if we 
start the flow of n=me data, we can 
make the right things happen, and in 
the right way.

With my colleagues at Open 
mHealth (http://openmhealth.org) and  
Cornell Tech (http://tech.cornell.edu), 
we are building prototypes that dem-
onstrate the power of small n=me 
data, and we are developing standard 
interfaces that service providers, app 
creators, and science researchers can 
use to build the applications that will 
process, fuse, and filter your small data 
for you. We have created a website to 
let  you tell service providers we want 
our digital traces formatted and made 
available to us: http://smalldata.tech.
cornell.edu. You will be the customer 
for the data about you; I will be the cus-
tomer for the data about me. Let’s get 
our search engines, social networks, 
and mobile carriers, to start packaging 
our small data, for us. 	
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I
n  the  re ce n t  decade, most op-
portunities for performance 
growth in mainstream general-
purpose computers have been 
tied to their exploitation of the 

increasing number of processor cores. 
Overall, there is no question that par-
allel computing has made big strides 
and is being used on an unprecedent-
ed scale within companies like Google 
and Facebook, for supercomputing 
applications, and in the form of GPUs. 
However, this Viewpoint is not about 
these wonderful accomplishments. 
A quest for future progress must be-
gin with a critical look at some of the 
current shortcomings of parallel com-
puting, which is the aim of this View-
point. This will hopefully stimulate a 
constructive discussion on how to best 
remedy the shortcomings toward what 
could ideally become a parallel com-
puting golden age.

Current-day parallel architectures 
allow good speedups on regular pro-
grams, such as dense-matrix type pro-
grams. However, these architecture 
are mostly handicapped on other pro-
grams, often called “irregular,” or when 
seeking “strong scaling.” Strong scaling 
is the ability to translate an increase in 
the number of cores to faster runtime 
for problems of fixed input size. Good 
speedups over the fastest serial algo-
rithm are often feasible only when 
an algorithm for the problem at hand 

can be mapped to a highly parallel, 
rigidly structured program. But, even 
for regular parallel programming, 
cost-effective programming remains 
an issue. The programmer’s effort 
for achieving basic speedups is much 
higher than for basic serial program-
ming, with some limited exceptions 

for domain-specific languages where 
this load is somewhat reduced. It is 
also worth noting that during the last 
decade innovation in high-end gener-
al-purpose desktop applications has 
been minimal, perhaps with the ex-
ception of computer graphics; this is 
especially conspicuous in comparison 
to mobile and Internet applications. 
Moreover, contrasting 2005 predic-
tions by vendors such as Intel2 that 
mainstream processors will have sev-
eral hundred cores (“paradigm shift to 
a many-core era”) by 2013 with the re-
ality of around a handful; perhaps the 
reason was that the diminished com-
petition among general-purpose desk-
top vendors in that timeframe did not 
contribute to their motivation to take 
the risks that such a paradigm shift 
entails. But, does this mean the hard-
ware of these computers is broken?

I believe the answer is yes. Many 
more application domains could sig-
nificantly benefit from exploiting irreg-
ular parallelism for speedups. A partial 
list of such domains follows.

˲˲ Bioinformatics. Genomics involves 
many graph and other combinatorial 
problems that are rarely regular.

˲˲ Computer vision. Only a fraction of 
the OpenCV library is supported well 
on graphics processing units (GPUs). 
Other OpenCV primitives are typically 
irregular.

˲˲ Scientific computing. Sparse matri-

Viewpoint 
Is Multicore Hardware for 
General-Purpose Parallel 
Processing Broken? 
The current generation of general-purpose multicore hardware must be fixed to 
support more application domains and to allow cost-effective parallel programming.
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age programmers to express all the 
parallelism they see (of course, after 
facilitating such expression in pro-
gramming languages), and optimize 
compiler, runtime systems, and hard-
ware to derive the best performance 
possible from whatever amount of 
parallelism programmers provide. In 
particular, the overheads for translat-
ing any amount of parallelism com-
ing from the program to performance 
must be minimized. 

Examples for what could be done 
include shared (on-chip) caches, low-
overhead control mechanisms, high 
bandwidth, low latency interconnec-
tion networks, and flexible data fetch 
and store mechanisms. Many would be 
justifiably puzzled by this list and ask: 
Aren’t we already aware of these mea-
sures? Aren’t they already being imple-
mented? Closer scrutiny would suggest 
the incorporation of these measures 
has been greatly diluted by compet-
ing considerations (not keeping one’s 
eye on the ball), leading to the current 
chasm between parallel architectures 
and irregular parallel algorithms. Sev-
eral examples of competing objectives 
that hurt multicore performance on ir-
regular parallel programs follow. 

Competing objective: Improve 
throughput. Current multiprocessors 
consist of tightly coupled processors 
whose coordination and usage are 
controlled by a single operating sys-
tem (OS). This has been a common 
approach when the objective of the 
architecture is to maximize the num-
ber of (possibly small) jobs to be com-
pleted in a given time. (Sometimes this 
objective is referred to as optimizing 
throughput.) Being a software system, 
the OS encounters unnecessarily high 
overhead for thread management, in-
cluding: thread initiation, dynamic al-
location of threads to hardware, and 
thread termination. However, had the 
main objective been low overhead sup-
port for irregular parallel programs, 
we would have seen migration of more 
of these functions to hardware, espe-
cially for fine-grained programs as many 
irregular programs are. 

Competing objective: Maximize peak 
performance. Designs of GPUs seem 
to have been guided by fitting as many 
functional units as possible within a 
silicon budget in an attempt to maxi-
mize peak performance (for example, 

ces and problems that require runtime 
adaptation such as multiscale meth-
ods for solving linear equations, or for 
kinetic modeling of quantum systems.

˲˲ Data compression.
˲˲ Sparse sensing and recovery in sig-

nal processing.
˲˲ Electronic design automation 

(EDA) for both design and simulations.
˲˲ Data assimilation; and
˲˲ The numerous uses of graph models:

˲˲ Data analytics.
˲˲ Analysis of social networks.
˲˲ Epidemiological networks.
˲˲ Belief propagation.

˲˲ Open-ended problems and program-
ming. This domain is characterized by 
the way problems may be posed and 
computer programs developed rather 
than by a particular application. Many 
problems whose initial understand-
ing does not imply clear output, or 
sometimes even input, definitions lend 
themselves to irregular programming. 

Today’s general-purpose multicore 
hardware does not provide sufficient 
support for any of these domains. 
It must be fixed to support more of 
them, and to allow cost-effective par-
allel programming. A fix will require 
changes both to current hardware, 
and to the overall ecological system 
comprising them, including pro-
gramming practice and compilers. 
The lead questions for such a sys-
tem are: how should programmers 
express the parallelism in the algo-
rithms they implement; what will the 
responsibility of compilers and hard-
ware/software runtime systems be; 
and how will the hardware execute 
the eventual ready-to-run parallelism 
as efficiently as possible. I believe that 
for irregular problems: programmers 
are good at seeing parallelism (that 
is, understand which operations can 
be done concurrently) well beyond 
what current and near-future compil-
er technology can extract from serial 
code; much of this parallelism is fine-
grained; and this parallelism can vary 
from very scarce (very few operations 
that can be executed concurrently) 
to plenty (many such operations), 
even among steps of the same paral-
lel algorithm. Thus, system designers 
must “keep their eye on the ball” by 
viewing the parallelism that program-
mers provide as perhaps their most 
precious resource. Specifically: encour-



viewpoints

april 2014  |   vol.  57  |   no.  4  |   communications of the acm     37

meant maximizing the number of 
functional units and their nearby 
memory within a given dollar budget, 
silicon-area budget, or power budget. 
I also noted that trading off some of 
these budgets for improved sustained 
performance, perhaps at the expense 
of peak performance, appears to have 
been a lower priority. Thus, mapping 
parallel tasks to these local memories 
has become an enormous liability for 
the programmer, and one of the main 
obstacles for extending the outreach 
of parallel processing beyond regular 
applications and for making parallel 
programming simpler.

Competing objective: Prioritize 
highly parallel applications. Current 
designs seem to expect a very high 
amount of parallelism to come from 
applications. I believe that, in general, 
this view is too optimistic. One les-
son of serial computer architecture 
has been the need to put any general-
purpose hardware platform through 
nontrivial benchmarking stress tests. 
Downscaling of parallelism on cur-
rent parallel machines is often a 
problem for irregular algorithms and 
problems. For example, in breadth-
first search on graphs, some problem 
instances may provide a large amount 
of parallelism (for example, random 
graphs) while other instances do not 
(for example, high-diameter graphs). 
Some algorithms operate such that 
the parallelism in different steps of 
the algorithm is drastically differ-
ent. For example, standard max-flow 
algorithms provide a useful stress 
test. These max-flow algorithms iter-
ate breadth-first search on graphs of 
increasing diameter, and therefore 
their parallelism decreases as the al-
gorithm progresses, failing architec-

A quest for future 
progress must begin 
with a critical look at 
some of the current 
shortcomings of 
parallel computing.

tures that can handle well only a high 
level of parallelism.

Competing objective: Prioritize ener-
gy saving over programmer’s productivi-
ty. Approaching the end of the so-called 
Dennard scaling and the decreasing 
improvement in power consumption 
of computers it implies are important 
concerns.5 Power consumption is also 
easier to quantify than programmer’s 
productivity and is closer to the com-
fort zone of hardware designers. This 
may explain the often heard sentiment 
that parallel programmers must take 
on themselves programming for reduc-
ing energy consumption, which found 
its way into some design decisions. I 
see two problems with this trend, one 
is rather concrete and the other is more 
principled. The concrete problem is 
that irregular problems make it much 
more difficult, if not impossible, for 
programmers to conform with these 
design decisions. The general prob-
lem is that the basic sentiment seems 
to “go against history.” Much of the 
progress attributed to the Industrial 
Revolution is due to using more power 
for reducing human effort. Can future 
progress in computing performance 
be based on reversing this trend? 

The reader needs to be aware that 
this approach of questioning vendors’ 
hardware presented here is far from 
unanimous. In fact, many authors 
have sought conformity with such 
hardware, modeling limitations for 
meeting them in algorithm design. 
Bulk-synchronous parallelism (BSP),6 
and more recently quite a few commu-
nication-avoiding algorithms, such as 
Ballard et al.,1 are notable examples 
for considerable accomplishments re-
garding regular algorithms. However, 
the state of the art remains that unless 
problem instances can be mapped to 
dense matrix structure, they cannot 
be solved efficiently, and after many 
years of parallel algorithms research 
I do not believe such a fundamental 
change in reality is feasible. 

Interestingly, the chasm between 
this communication-avoiding school 
of thought and the position of this 
Viewpoint is not as large as it may ap-
pear. Before explaining why, I point out 
that historically government invest-
ment in parallel computing has been 
mostly tied to the bleeding edge of large 
high-performance computers, driven 

FLOPs). But, effective support of irregu-
lar programs, strong scaling, and bet-
ter sustained (rather than peak) perfor-
mance is a different objective requiring 
different choices to be reflected both on 
the hardware side and on the program-
mer side. Examples for the hardware 
side: the data a functional unit needs to 
process cannot be generally assumed to 
be available near the functional unit, or 
when vector functional units are used, 
data needs to be provided to them both 
at a high rate and in a structured way, 
but this cannot be generally assumed, 
as well. Simple parallel programming is 
also not compatible with expecting the 
programmer to work around such data 
feeds. There are quite a few examples of 
how GPUs require data to be structured 
in a very rigid way by the programmer.  

Competing objective: Maximize lo-
cality. The respective roles that caches 
have come to play in serial and parallel 
architectures help explain at least part 
of the problem. 

Caches in serial architectures. Serial 
computing started with a successful 
general-purpose programming model. 
As improvement in memory latency 
started falling behind improvement 
in serial processor speed during the 
1980s, caches emerged as the solu-
tion for continued support of the serial 
programming model. The observation 
that serial programs tend to reuse data 
(or nearby addresses of data recently 
used), also known as the “principle of 
locality,” meant caches could generally 
mitigate problems with continued sup-
port of that model. Thus, while locality 
has become a major theme for optimiz-
ing serial hardware, it was not allowed 
to interfere with the basic program-
ming model of everyday programming; 
even when programming for locality 
was done, it was by relatively few “per-
formance programmers.”   

Local parallel memories. Paral-
lel computing has never enjoyed a 
truly successful general-purpose 
programming model, so there was 
no sufficient motivation to invest in 
continued support of one. Parallel 
processing architectures have been 
driven since their early days by the 
coupling of each processor with a 
considerable local memory compo-
nent. One key reason, already noted 
earlier, was the quest for higher peak 
performance counting FLOPs. This 
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being diminished by the type of parallel 
programming mandated by today’s par-
allel hardware. This connects to the pre-
vious discussion of open-ended prob-
lems and programming. Development 
of programs for an “ill-defined” prob-
lem may be significantly different from 
one programmer to the other, as well 
as the program each contributes. Such 
aspects of individuality and creativity 
reflect the “soul” of computer science 
no less than well-understood applica-
tions; in particular, these aspects have 
been instrumental in attracting talent 
to the CS profession.  However, since it 
is problematic to reflect this mode of 
open-ended programming in applica-
tion benchmarks, such programs and 
their development tend to be underrep-
resented, if not missing altogether, in 
stress tests for new parallel processors. 
This reality has made it too easy to side-
step this domain in traditional, bench-
mark-driven hardware design. 

The challenge for hardware ven-
dors is big. Any paradigm shift, such 
as that required by the transition to 
parallelism, is inherently risky. The 
fact that vendors cannot expect much 
feedback from application developers 
before making such hardware avail-
able is also not helpful for mitigat-
ing the risk. Application software is 
typically developed for new hardware 
only after this hardware is available, 
creating a chicken-egg-problem for 
vendors. I already noted the dimin-
ished competition among desktop 
and laptop vendors during the last de-
cade has also not added to their mo-
tivation. However, the ongoing con-
fluence of mobile and wall-plugged 
computing is bringing about fierce 
competition and with it the need to 
take risks in order to stay competitive. 
This is good news for the field.

Other good news is the continuing 
increase in silicon area budgets and the 

by large scientific applications. Here, 
I advocate the advancement of paral-
lel computing in smaller-scale systems 
for improved runtime, ease and flex-
ibility of programming, and general-
purpose applications. If successful, 
such a small-scale system could also, 
in turn, provide a better building block 
(for example, node) for the larger com-
puters. For example, the recent paper 
by Edwards and Vishkin3 suggests that 
such organization of larger computers 
could double the effective bandwidth 
between every pair of their nodes, 
while still using the same intercon-
nection hardware. Many larger com-
puters operate by sending messages 
from one node to another. For better 
utilization of bandwidth, the sending 
node applies a data compression algo-
rithm prior to sending a message, and 
the receiving node applies a matching 
decompression algorithm. Using XMT-
type computers (see a later reference) 
at nodes could generally half the size 
of the compressed message without 
incurring greater delays for running 
compression and decompression. This 
direction offers an interesting middle 
ground with respect to the communi-
cation avoidance school-of-thought. 
Namely, use a high-bandwidth easy-to-
program parallel computing paradigm 
within the nodes of a large machine 
and a communication avoidance para-
digm among nodes. 

I teach upper-division computer en-
gineering majors after they have taken 
nearly all required programming, data 
structures, and algorithms courses, 
many of whom also have some software 
development and application experi-
ence through internships and research. 
It was interesting for me to hear them 
out, as they already know a great deal, 
but have not yet been under much pres-
sure to conform, for example, from em-
ployers. They find it difficult to come to 
terms with the state of the art of parallel 
programming. As students are present-
ed with the contrast between regular 
and irregular programs, they point out 
that a vast majority of the programs they 
have encountered have been irregular. 
Understandably, they resent not being 
able to pursue a similarly flexible style 
for parallel programming. To them, the 
“get-your-hands-dirty” approach to prob-
lem solving, as cultivated by the stan-
dard CS curriculum and CS practice, is 

Any paradigm shift, 
such as that required 
by the transition to 
parallelism, is risky.

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=38&exitLink=http%3A%2F%2Fwww.acm.org%2Ftrets
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advent of 3D-VLSI technology, along 
with its potential accommodation of 
greater heterogeneity in hardware, may 
allow vendors to add new components 
without removing support for current 
programming models. 

A reviewer of an earlier version of 
this Viewpoint challenged its basic 
thrust with the following interesting 
argument. Since the sole point of par-
allel computing is performance, every 
parallel programmer is by definition a 
performance programmer. Thus, the 
effort of parallel programming should 
be judged by the standards of perfor-
mance (serial) programming, which 
is also considerably more demanding 
than just standard serial program-
ming. My answer is that getting good 
(though not the best) serial perfor-
mance, as students enrolled in CS 
courses often manage to get and with-
out the need to retune their code for 
new machine generations, should be 
the proper effort standard for getting 
significant (though not the best) paral-
lel speedups. In other words: 

˲˲ Performance in serial program-
ming often comes through the optimi-
zations made available by compilers, 
freeing the programmer from much of 
the burden of fine-tuning the code for 
performance. Such optimizations al-
low keeping more of the programmer’s 
focus on getting performance by bet-
tering the algorithm, which is not the 
case in parallel programming. 

˲˲ The programmer can only do so 
much when the hardware stands in 
his or her way. Current computer ar-
chitectures are geared toward mul-
tiple streams of serial codes (threads). 
For performance, a programmer is re-
quired to come up with threads that are 
large enough, which is something not 
readily available in irregular programs.

Still, this reviewer’s comment and 
my answer suggest this Viewpoint must 
also demonstrate I am not dreaming, 
and a multicore system allowing good 
speedups on irregular problems and 
algorithms with limited effort is in-
deed feasible. For this reason the cur-
rent version cites the XMTa many-core 
computer platform described in Vish-

a	 XMT stands for explicit multithreading and 
should not be confused with the generation 
of the Tera computer project, which is called 
Cray XMT.

kin,7 which provides a useful demon-
stration. For example: 

˲˲ Students in the graduate parallel 
algorithms theory class I teach at the 
University of Maryland are required to 
complete five or six nontrivial parallel 
programming assignments, and near-
ly all manage to get significant speed-
ups over their best serial version, in 
every assignment.

˲˲ Nearly 300 high school students, 
mostly from the Thomas Jefferson High 
School for Science and Technology in Al-
exandria, VA, have already programmed 
XMT achieving significant speedups.

˲˲ The XMT home pageb also cites 
success on par, or nearly on par, with 
serial computing with students in mid-
dle school, an inner-city high school, 
and college freshmen and other under-
graduate students.

˲˲ As the max-flow problem was men-
tioned, the XMT home page also cites a 
publication demonstrating speedups of 
over 100X over the best serial algorithm 
counting cycles, while speedups on any 
commercial system do not exceed 2.5X.

˲˲ Publications demonstrating simi-
lar XMT speedups for some of the other 
advanced parallel algorithms in the lit-
erature are also cited.

˲˲ XMT also demonstrates there is no 
conflict with backward compatibility 
on serial code.

The world has yet to see a commer-
cial parallel machine that can handle 
general-purpose programming and ap-
plications effectively. It is up to the re-
search community to vertically develop 
an integrated computing stack, and 

b	 The XMT home page is http://www.umiacs.
umd.edu/~vishkin/XMT/.

prototype and validate it with signifi-
cant applications and easier parallel 
programming, trailblazing the way for 
vendors to follow. Due to its high level 
of risk, prototype development fits best 
within the research community. On the 
other hand, exploiting parallelism for 
today’s commercial systems is of direct 
interest to industry. If indeed applica-
tion development for current commer-
cial systems will be funded by industry, 
more of today’s scarce research fund-
ing could shift toward prototype devel-
opment where it is needed most. 

Ludwik Fleck, a Polish-Israeli found-
er of the field of sociology of science, 
observed the discourse of research 
communities is not without problems, 
pointing out that even the most basic 
consensus of such a community (for 
example, what constitutes a fact) mer-
its questioning.4 In particular, through 
feedback external to the community 
reaching consensus. This Viewpoint 
seeks to provide such feedback for gen-
eral-purpose multicore parallelism. Its 
ideal impact would be driving the field 
toward seeking enablement of systemic 
advancement that will get the field out 
of its “rabbit hole” of limited-potential 
well-worn paths and ad hoc solutions, 
as significant and successful as these 
paths and solutions have been. 	
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B y design,  the  Internet core is stupid, and the edge is 
smart. This design decision has enabled the Internet’s 
wildcat growth, since without complexity the core 
can grow at the speed of demand. On the downside, 
the decision to put all smartness at the edge means 
we are at the mercy of scale when it comes to the 
quality of the Internet’s aggregate traffic load. Not 
all device and software builders have the skills—
and the quality assurance budgets—that something 
the size of the Internet deserves. Furthermore, the 
resiliency of the Internet means a device or program 
that gets something importantly wrong about Internet 
communication stands a pretty good chance of 
working “well enough” in spite its failings.

Witness the hundreds of millions of 
customer-premises equipment (CPE) 
boxes with literally too much memory 
for buffering packets. As Jim Gettys and 
Dave Taht have been demonstrating in 
recent years, more is not better when 
it comes to packet memory.1 Wireless 
networks in homes and coffee shops 
and businesses all degrade shockingly 
when the traffic load increases. Rather 
than the “fair-share” scheduling we 
expect, where N network flows will 
each get roughly 1/Nth of the available 
bandwidth, network flows end up in 
quicksand where they each get 1/(N2) 
of the available bandwidth. This is not 
because CPE designers are incompe-
tent; rather, it is because the Internet is 
a big place with a lot of subtle interac-
tions that depend on every device and 
software designer having the same—
largely undocumented—assumptions.

Witness the endless stream of 
patches and vulnerability announce-
ments from the vendor of literally every 
smartphone, laptop, or desktop oper-
ating system and application. Bad guys 
have the time, skills, and motivation 
to study edge devices for weaknesses, 
and they are finding as many weak-
nesses as they need to inject malicious 
code into our precious devices where 
they can then copy our data, modify 
our installed software, spy on us, and 
steal our identities—113 years of sci-
ence fiction has not begun to prepare 
us for how vulnerable we and our liveli-
hoods are, now that everyone is online. 
Since the adversaries of freedom and 
privacy now include nation-states, the 
extreme vulnerability of edge devices 
and their software is a fresh new uni-
versal human-rights problem for the 
whole world.

Source Address Validation
Nowhere in the basic architecture of 
the Internet is there a more hideous 
flaw than in the lack of most gateways 
to enforce simple source-address 
validation (SAV). Because the Inter-
net works well enough even without 
SAV, and because the Internet’s roots 
are in academia where there were 
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no untrusted users or devices, it is 
safe to say  most gateway makers (for 
example, wireless routers, DSL mo-
dems, and other forms of CPE) will 
allow most edge devices to emit Inter-
net packets claiming to be from just 
about anywhere. Worse still, provid-
ers of business-grade Internet con-
nections, and operators of Internet 
hosting data centers and “clouds” are 
mostly not bothering to turn on SAV 
toward their customers. Reasons in-
clude higher cost of operation (since 
SAV burns some energy and requires 
extra training and monitoring), but 
the big reason why SAV is not the de-
fault is: SAV benefits only other peo-
ple’s customers, not an operator’s 
own customers.

There is no way to audit a network 
from outside to determine if it prac-

tices SAV. Any kind of compliance test-
ing for SAV must be done by a device 
inside the network whose compli-
ance is in question. That means the 
same network operator who has no 
incentive in the first place to deploy 
SAV at all is the only party who can 
tell whether SAV is deployed. This 
does not bode well for a general im-
provement in SAV conditions, even 
if bolstered by law or treaty. It could 
become an insurance and audit re-
quirement in countries where insur-
ance and auditing are common, but 
as long as most of the world has no 
reason to care about SAV, it is safe 
to assume enough of the Internet’s 
edge will always permit packet-level 
source-address forgery, so we had 
better start learning how to live with 
it—for all eternity.

While there are some interesting 
problems in data poisoning made pos-
sible by the lack of SAV, by far the most 
dangerous thing about packet forgery 
is the way it facilitates DDoS (distrib-
uted denial of service).3 If anybody can 
emit a packet claiming to be from any-
body else, then a modest stream of re-
quests by an attacker, forged to appear 
to have come from the victim, directed 
at publicly reachable and massively 
powerful Internet servers, will cause 
that victim to drown in responses to 
requests they never made. Worse, the 
victim cannot trace the attack back 
to where it entered the network and 
has no recourse other than to wait for 
the attack to end, or hire a powerful 
network-security vendor to absorb the 
attack so the victim’s other services re-
main reachable during the attack.2

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=41&exitLink=http%3A%2F%2FSHUTTERSTOCK.COM
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Bad guys have  
the time, skills,  
and motivation to 
study edge devices 
for weaknesses, 
and they are 
finding as many 
weaknesses  
as they need  
to inject malicious 
code into our 
precious devices.

Domain Name System 
Response Rate Limiting
During a wave of attacks several years 
ago where massively powerful public 
DNS (Domain Name System) servers 
were being used to reflect and amplify 
some very potent DDoS attacks, Inter-
net researchers Paul Vixie and Vernon 
Schryver developed a system called 
Response Rate Limiting (DNS RRL) 
that allowed the operators of the DNS 
servers being used for these reflected 
amplified attacks to deliberately drop 
the subset of their input request flow 
that was statistically likely to be attack-
related.4 DNS RRL is not a perfect so-
lution, since it can cause slight delays 
in a minority of normal (non-attack) 
transactions during attack conditions. 
The DNS RRL trade-off, however, is ob-
viously considered a positive since all 
modern DNS servers and even a few 
intrusion protection system/intrusion 
detection system (IPS/IDS) products 
now have some form of DNS RRL, and 
many top-level domain (TLD) DNS serv-
ers are running DNS RRL. Operators of 
powerful Internet servers must all learn 
and follow Stan Lee’s law (as voiced by 
Spider-Man): “With great power comes 
great responsibility.”

DNS RRL was a domain-specific so-
lution, relying on detailed knowledge 
of DNS itself. For example, the reason 
DNS RRL is response rate limiting is the 
mere fact of a question’s arrival does 
not tell the rate limiter enough to make 
a decision as to whether that request is 
or is not likely to be part of an attack. 
Given also a prospective response, 
though, it is possible with high confi-
dence to detect spoofed-source ques-
tions and thereby reduce the utility of 
the DNS server as a reflecting DDoS 
amplifier, while still providing “good 
enough” service to non-attack traffic 
occurring at the same time—even if 
that non-attack traffic is very similar to 
the attack.

The economics of information war-
fare is no different from any other kind 
of warfare—one seeks to defend at a 
lower cost than the attacker, and to at-
tack at a lower cost than the defender. 
DNS RRL did not have to be perfect; it 
merely had to tip the balance: to make 
a DNS server less attractive to an at-
tacker than the attacker’s alternatives. 
One important principle of DNS RRL’s 
design is that it makes a DNS server 

into a DDoS attenuator—it causes not 
just lack of amplification, but also 
an actual reduction in traffic volume 
compared with what an attacker could 
achieve by sending the packets direct-
ly. Just as importantly, this attenua-
tion is not only in the number of bits 
per second, but also in the number of 
packets per second. That is important 
in a world full of complex stateful fire-
walls where the bottleneck is often in 
the number of packets, not bits, and 
processing a small packet costs just as 
much in terms of firewall capacity as 
processing a larger packet.

Another important design criterion 
for DNS RRL is that its running costs 
are so low as to be not worth measur-
ing. The amount of CPU capacity, 
memory bandwidth, and memory stor-
age used by DNS RRL is such a small 
percentage of the overall load on a DNS 
server that there is no way an attacker 
can somehow “overflow” a DNS serv-
er’s RRL capacity in order to make DNS 
RRL unattractive to that server’s op-
erator. Again, war is a form of applied 
economics, and the design of DNS RRL 
specifically limits the cost of defense to 
a fraction of a fraction of the attacker’s 
costs. Whereas DNS achieves its mag-
nificent performance and scalability 
by being stateless, DNS RRL adds the 
minimum amount of state to DNS re-
quired for preventing reflected am-
plified attacks, without diminishing 
DNS’s performance.

Current State
To be stateless in the context of net-
work protocols means simply that the 
responder does not have to remember 
anything about a requester in between 
requests. Every request is complete unto 
itself. For DNS this means a request 
comes in and a response goes out in one 
single round-trip from the requester 
to the responder and back. Optional 
responder state is not prohibited—for 
example, DNS RRL adds some modest 
state to help differentiate attack from 
non-attack packets. Requesters can also 
hold optional state such as RTT (round-
trip time) of each candidate server, thus 
guiding future transactions toward the 
server that can respond most quickly. 
In DNS all such state is optional, how-
ever, and the protocol itself will work 
just fine even if nobody on either end 
retains any state at all.
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DNS is an example of a User Data-
gram Protocol (UDP), and there are 
other such protocols. For example, 
Network Time Protocol (NTP) uses 
UDP, and each response is of equal or 
greater size than the request. A true 
NTP client holds some state, in order 
to keep track of what time the Internet 
thinks it is. An attacker, however, need 
not show an NTP responder any evi-
dence of such state in order to solicit a 
response. Since NTP is often built into 
CPE gateways and other edge devices, 
there are many millions of responders 
available for DDoS attackers to use as 
reflectors or as amplifying reflectors.

Transmission Control Protocol 
(TCP) is, on the other hand, stateful. In 
current designs both the initiator and 
the responder must remember some-
thing about the other side; otherwise, 
communication is not possible. This 
statefulness is a mixed blessing. It is 
burdensome in that it takes several 
round-trips to establish enough con-
nection state on both sides to make 
it possible to send a request and re-
ceive a response, and then another 
one-and-a-half round-trips to close 
down the connection and release all 
state on both sides. TCP has an initia-
tion period when it is trying to create 
shared state between the endpoints, 
during which several SYN-ACK mes-
sages can be sent by the responder to 
the purported initiator of a single SYN 
message. This means TCP itself can be 
used as an amplifier of bits and pack-
ets, even though the SYN-ACK mes-
sages are not sent back to back. With 
hundreds of millions of TCP respond-
ers available, DDoS attackers can eas-
ily find all the reflecting amplifying 
TCP devices needed for any attack on 
any victim no matter how capacious or 
well-defended.

Internet Control Message Protocol 
(ICMP) is stateless, in that gateways 
and responders transmit messages 
back to initiators in asynchronous 
response to network conditions and 
initiator behavior. The popular “ping” 
and “traceroute” commands rely on 
the wide availability of ICMP; thus, 
it is uncommon for firewalls to block 
ICMP. Every Internet gateway and 
host supports ICMP in some form, so 
ICMP-based reflective DDoS attackers 
can find as many ICMP reflectors as 
they look for.

The running theme of these ob-
servations is that in the absence of 
SAV, statelessness is bad. Many oth-
er UDP-based protocols, including 
Server Message Block (SMB) and NFS, 
are stateful when used correctly, but, 
like TCP, are stateless during initial 
connection startup and can thus be 
used as DDoS reflectors or amplifying 
DDoS reflectors depending on the skill 
level of a DDoS attacker. While the ul-
timate cause of all this trouble is the 
permanent lack of universal SAV, the 
proximate cause is stateless protocols. 
Clearly, in order to live in a world with-
out SAV, the Internet and every proto-
col and every system is going to need 
more state. That state will not come to 
the Internet core, which will be forever 
dumb. Rather, the state that must be 
added to the Internet system in order 
to cope without SAV has to be added at 
the Internet edge.

Conclusion
Every reflection-friendly protocol 
mentioned in this article is going to 
have to learn rate limiting. This in-
cludes the initial TCP three-way hand-
shake, ICMP, and every UDP-based 
protocol. In rare instances it is pos-
sible to limit one’s participation in 
DDoS reflection and/or amplification 
with a firewall, but most firewalls are 
either stateless themselves, or their 
statefulness is so weak it can be at-
tacked separately. The more com-
mon case will be like DNS RRL, where 
deep knowledge of the protocol is 
necessary for a correctly engineered 
rate-limiting solution applicable to 
the protocol. Engineering econom-
ics requires the cost in CPU, memory 
bandwidth, and memory storage of 
any new state added for rate limit-
ing be insignificant compared with 
an attacker’s effort. Attenuation also 
has to be a first-order goal—we must 
make it more attractive for attackers 
to send their packets directly to their 
victims than to bounce them off a 
DDoS attenuator.

This effort will require massive in-
vestment and many years. It is far more 
expensive than SAV would be; yet SAV 
is completely impractical because of 
its asymmetric incentives. Universal 
protocol-aware rate limiting (in the 
style of DNS RRL, but meant for every 
other presently stateless interaction on 

the Internet) has the singular advan-
tage of an incentive model where the 
people who would have to do the work 
are actually motivated to do the work. 
This effort is the inevitable cost of the 
Internet’s “dumb core, smart edge” 
model and Postel’s Law (“be conserva-
tive in what you do, be liberal in what 
you accept from others”).

Reflective and amplified DDoS at-
tacks have steadily risen as the size 
of the Internet population has grown. 
The incentives for DDoS improve ev-
ery time more victims depend on the 
Internet in new ways, whereas the cost 
of launching a DDoS attack goes down 
every time more innovators add more 
smart devices to the edge of the Inter-
net. There is no way to make SAV com-
mon enough to matter, nor is there 
any way to measure or audit compli-
ance centrally if SAV somehow were 
miraculously to become an enforce-
able requirement.

DDoS will continue to increase until 
the Internet is so congested the ben-
efit to an attacker of adding one more 
DDoS reaches the noise level, which 
means, until all of us including the at-
tackers are drowning in noise. Alterna-
tively, rate-limiting state can be added 
to every currently stateless protocol, 
service, and device on the Internet. 	
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In  today’s ever more competitive world, boards 
of directors and executives demand that CIOs and 
their teams deliver “more with less.” Studies show, 
without any real surprise, that there is no one-size-fits-
all method to suit all software initiatives, and that a 
practice-based approach with some light but effective 
degree of order and governance is the goal of most 
software-development departments.

Software Engineering Method and Theory (SEMAT) 
is a collaborative initiative whose mission is to provide 
software engineering with a foundation, based on a 
kernel of practice-independent elements, supported by 
a language that allows best practices to be described 

in as light or as detailed a way as 
needed. These can then be selected by 
teams for the context of their endeav-
or, thus ensuring the organization 
neither falls into a practice free-for-all 
nor constrains its business into a pro-
cess straitjacket.

Executives have reason to care 
about SEMAT. The initiative supports 
the goals of “more with less” by deliver-
ing value at the team and organization-
al levels. Initiatives will always remain 
at a theoretical level unless and until 
proven through experimentation, and 
the case for SEMAT is strongly support-
ed through real-life case studies.

According to Gartner’s “Top 10 CIO 
Business and Technology Priorities in 
2014,” CIO imperatives are split be-
tween business enablement and effi-
ciency, reflecting the importance of the 
CIO’s contribution in both these areas 
of the organization.1 This is obviously a 
tough challenge—and the phrase “get-
ting more with less” is often heard in 
conversations with IT executives and 
their leadership teams. What can be 
done to gain a real effect, and how can 
the software functions of major-league 
IT organizations react?

In support of this challenge, re-
spondents to a survey conducted at 
the 2014 Gartner Application Archi-
tecture, Development, and Integration 
(AADI) Summit pointed out that trying 
to do more with less by attempting to 
standardize around a single develop-
ment process was not the answer.7 
The results reflect that no “silver bul-
let” universal method has been found 
(no surprise there!) and that a software 
endeavor needs to use the most effec-
tive practices based on its particular 
context. The respondents went on to 
suggest that at a foundational level, en-
suring an ability to measure the effec-
tiveness of endeavors end to end was a 
key requirement across all of applica-
tions development. 

The survey acknowledged that while 
the agile movement has helped accel-
erate development, respondents and 
their CIO leadership are still looking 
for some degree of rigor, structure, 
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the single context for which they were 
built. The development of SEMAT has 
demonstrated that underneath all of 
these methods is a common ground, or 
a kernel, of “things we always have” and 
“things we always do” when develop-
ing software. These things form the es-
sence of software engineering and are 
now included in Essence.5

As discussed earlier, large organi-
zations have a diverse range of proj-
ects carried out by a diverse range of 
people. Without an accepted kernel 
to share, coordinating development 
endeavors is unnecessarily compli-
cated, because teams must spend 
scarce time and attention on decid-
ing how to work at the start of every 
project. This results in significant 
wasted effort, project delays, frustra-
tions among developers, and dissat-
isfied customers. All of these factors 
have the potential to compromise 
that all-important CIO priority of 
achieving “more with less.” The inef-
ficiencies occur both at the project/
team (endeavor) level and the orga-
nizational level. To quantify this, 
consider the value it could bring to 
an organization if the development 
team did not need to come up with 
a specific new way of working, but 
instead could start from a common 
ground and then add existing well-
proven (possibly agile or lean) ideas 
published in a library of practices.

The Essence kernel has benefits 
at both the team and organizational 
levels. To make this discussion some-
thing readers can identify with, let’s 
introduce two characters: Smith, a 
project leader; and Dave, an execu-
tive in a large company that has been 
trying to improve the way it develops 
software. The company had invested 
in and achieved a Capability Matu-
rity Model Integration (CMMI) rating, 
then adopted the Unified Process, 
and recently experimented with and, 
in some teams, successfully applied 
agile methods.

Grass-Roots Level— 
Ensuring the Team’s Success
At the team level, the objective is to 
ensure the success of the endeavor, 
which Smith is responsible for. Success 
means delivering what his customers 
really want in the given time frame and 
budget, and with the right quality. Suc-

and governance in order to align better 
with business, behave more predict-
ably, measure and address risk, and 
finally, deliver business value better, 
faster, and cheaper with happier stake-
holders—the BFCH metrics.

Of course, “being agile” can be said 
to be a goal for any software endeavor, 
or any software organization (after 
all, who would not want to be agile?). 
It is not necessarily the case, however, 
that the same set of agile practices 
can be applied universally across 
all programs and teams. Indeed, in 
some endeavors, particular agile 
techniques or practices may not be 
possible. Take, for example, the case 
of a bank’s portfolio of programs. At 
any time there is huge diversity across 
many dimensions: pure development 
projects require a different approach 
from maintenance projects; highly 
regulated software initiatives such as 
financial clearing may require more 
rigorous requirements documen-
tation than new consumer-driven, 
graphical front-end development; 
and simple stand-alone apps may re-
quire a radically faster cadence than 
architectural changes such as the re-
placement of the enterprise applica-
tion server. This, therefore, gives rise 
to the need for multiple practice alter-
natives within a single organization.  

The conclusions of the AADI Summit 
survey—that a standard one-size-fits-all 
process should not be a 2014 priority 
and that some order and governance 
is necessary to prevent what could be-
come a practice free-for-all if left un-
checked—certainly make sense when 
considering the reality of a large organi-
zation’s application-development land-
scape, as in the bank example. 

The SEMAT initiative supports the 
findings of the AADI Summit survey, 
as well as the more general CIO goal 
of “more with less” through delivery 
of value at both the organizational and 
team levels.

Introducing SEMAT
Since 2010, experts from industry and 
academia have collaborated under the 
SEMAT banner in an explicit attempt 
to “refound software engineering 
based on a solid theory, proven prin-
ciples, and best practices.” As a first 
step on this journey they have created 
Essence, a kernel and language for 

the improvement of software-devel-
opment methods, which is soon to be 
ratified as a standard by Object Man-
agement Group (OMG).5 It will be clear 
that the standard is an underpinning 
of the various practices available in the 
industry—agile or not.

The SEMAT initiative and the Es-
sence kernel enable organizations to 
establish an environment where they 
can make use of the right practices 
for the right endeavors and right con-
texts. The practices are built on an in-
dependent, solid foundation (the ker-
nel) that incorporates a lightweight 
yet appropriate level of order and 
measurement for the business. This 
approach represents a first of its kind 
in software engineering.

The Essence kernel includes 
“things we always have” and “things 
we always do” when developing soft-
ware. It is universal to all software-
development endeavors—agile or 
pre-agile. SEMAT has adopted sev-
eral fundamentally new ideas. One 
of them is called the alpha concept, 
which allows teams to focus on the 
doing rather than on the describing. 
Teams can measure the progress and 
health of their endeavors in a practice- 
or method-independent way. At any 
moment the team can identify where 
it is now and where it is going next. 
It makes the team results-focused in-
stead of document-driven or activity-
centric. The alpha concept supports 
several other ideas—for example, the 
idea of a method being a composition 
of practices built on top of the univer-
sal kernel. Thanks to the alpha con-
cept, SEMAT has been able to create a 
robust, extensible, intuitive kernel.

More complete descriptions of SE-
MAT are available in previous writ-
ings.2,3 

The Value of Semat  
for Large Organizations
It is a fact the software world has a 
huge number of methods—perhaps 
more than 100,000 have been devel-
oped, although many have not been 
used more than once. Some are known 
by brands or labels such as Rational 
Unified Process (RUP), Scrum, and Ex-
treme Programming (XP), but most are 
homegrown with ideas picked up from 
textbooks or other resources, with 
zero opportunity for reuse outside of 
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The SEMAT initiative 
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an environment 
where they can 
make use of the 
right practices for  
the right endeavors 
and right contexts.

cess also means his team is motivated 
and collaborating effectively—funda-
mentally, a happy team. This requires 
four skills: using the right method for 
the right job; measuring project prog-
ress and health; effective collabora-
tion; and decision-making based on a 
middle ground.

Using the right method for the job 
at hand. The battle-seasoned Smith 
understands (as did the Gartner AADI 
survey respondents) there is no one-
size-fits-all, future-proofed software-
development method. As mentioned, 
Smith’s organization had adopted 
CMMI, the Unified Process, and agile 
methods. Smith is not against any of 
these approaches and, in fact, thinks 
there is something good in each one 
of them. The problem is that, in the 
past, his organization at any point in 
time mandated just one way of run-
ning development. 

Although Smith’s colleague who 
runs small enhancements found 
Scrum to be useful, Smith found 
Scrum by itself to be inadequate for 
the large-scale enterprise develop-
ment he is running. Smith was also 
mindful that his organization’s previ-
ous CMMI- and Unified Process-based 
approaches were also inadequate. In 
each project, Smith still had to make 
significant adjustments to the man-
dated way of working to achieve a suit-
able approach. In effect, he was adding 
to the “100,000-methods problem” by 
creating his own variant. Making and 
establishing such adjustments was 
no small feat, as Smith had to com-
municate them to his teammates, all 
of whom had different backgrounds 
and opinions. Smith wanted a better 
approach for his teammates to come 
quickly to agreement on how they 
should work on each project.  

The lightweight kernel and its sup-
port for systematically combining prac-
tices to create a variety of “just enough” 
methods, all based on the same com-
mon kernel, allows organizations to 
provide development teams with the 
right methods to undertake each job at 
hand, supporting each organization’s 
specific culture, standards, and man-
dated practices.

Ability to measure project progress 
and health accurately. If Smith has 
learned anything, it is that software 
development is a complex endeavor, 

and the progress and health of a proj-
ect must be considered from multiple 
perspectives—for example, stakehold-
ers’ satisfaction; requirements (and 
requirements grow as the software 
system evolves); software system; and 
so on. The problem, however, is that 
Smith’s company does not have gov-
ernance procedures that holistically 
help each team evaluate progress and 
health. In fact, no commonly accepted 
framework has previously been able to 
do this.  

Each alpha (that is, opportunity, 
stakeholders, requirements, software 
system, team, work, and way of work-
ing) covers a dimension, and the states 
defined for each alpha provide an in-
dication of progress and health. For 
example, Essence identifies states of 
the software system as being architec-
ture selected, demonstrable, usable, 
ready, operational, and retired. Each 
of these states provides an indication 
of how far the development of the 
software system has come, and what 
a team should do next to move the 
progress and health of the software 
system forward. Modern approaches 
exist that recommend a similar way of 
thinking but only in a single dimen-
sion (for example, Kanban focuses 
on the work alpha). Essence, on the 
other hand, is more comprehensive 
and holistic, since it is multidimen-
sional (that is, it focuses on all the 
alphas), and thus gives a more accu-
rate picture of progress and health. 
What’s more, Essence does this in a 
lightweight manner, unlike previous 
attempts such as within CMMI and 
the Unified Process.  

Ability to get team members to col-
laborate effectively. Each time Smith 
begins a project, he has to assemble 
a team with members from different 
parts of the organization, and possi-
bly even from different contractor or-
ganizations. The team members need 
to agree on how they should collabo-
rate. For example, they need to agree 
on which practices to use. Because 
they have different backgrounds and 
experiences, this often turns out to 
be nontrivial. Preparing team mem-
bers can be as complex as a reengi-
neering effort. As further evidence, 
in much of the literature published 
over the past 20 years on the causes of 
failed projects, poor communication 
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To summarize, the use of the SE-
MAT kernel provides many benefits 
at the team level. Visualize a library 
of interchangeable practices, writ-
ten using a language that can be as 
light or as formal as the situation re-
quires, and built around the immu-
table fact that all software endeavors 
are successful based on progression 
of certain key elements. The team can 
select from that library based on the 
needs of the endeavor and compose 
their way of working rather than cre-
ate it. They can build the optimum 
way for their situation. They can mea-
sure the progress and health of their 
project using standard metrics that 
are independent of those practices 
and methods—again invention and 
distraction that the team can avoid. 
New members of the team need not 
learn everything from scratch. All of 
these factors contribute positively to 
improving time-to-effectiveness for 
the team.  Reducing such wasted time 
and energy, in addition to helping the 
team achieve its goals, clearly has cu-
mulative benefits for the organization 
at large, thus helping attain the CIO’s 
goal of “more with less.” 

Organizational Level—
Growth and Competitiveness 
Mean “More with Less”
As discussed at the beginning of this 
article, at the organizational level 
the objective is business growth. In 
our scenario this is what Dave is re-
sponsible for. He knows his business 
will grow only if his customers are 
happy and keep coming back, provid-
ing more business opportunities for 
the organization. He knows speed to 
market and relevance are improved 
through having a highly motivated 
and driven team. He also knows he 
needs to run a tight ship. Therefore, 
Dave wants to introduce mechanisms 
to nurture a continuously learning 
and inspiring culture. Not only does 
Dave want his teams to learn from one 
another, he also wants them to learn 
from others in the industry. This re-
quires some changes.

A common vocabulary and body of 
knowledge. One would have thought 
Dave’s team would share a vocabulary 
because they work for the same compa-
ny, but this is not the case. Many teams 
within his organization use different 

among team members frequently 
ranks very high.6

Individuals from different organiza-
tions have a common base from which to 
start. This helps the team communicate 
more effectively and therefore become 
productive more rapidly, even when their 
native or favorite ways of working are sig-
nificantly different.

Decision-making based on a mid-
dle ground. The basis for decision-
making should be quick health checks 
rather than inflexible processes—or 
nothing at all. An integral part of 
Smith’s job is deciding with his team-
mates where to place their efforts to 
achieve progress and deal with proj-
ect risks. Some requirements might 
be vague and need further exploration 
with customer representatives; some 
technical issues might need investiga-
tion; some defects might need atten-
tion. Previously, however, Smith had 
to work within prescribed governance 
procedures that required the produc-
tion of specific documents at specific 
milestones within the project and 
specific activities to be conducted in a 
specific order. This was a heavyweight, 
ineffective approach that did not help 
Smith and his teammates make rel-
evant decisions. With Essence, how-
ever, the focus is on the results gener-
ated and dealing with risks within the 
project’s context.  

Essence provides a framework that 
enables faster, more effective, more au-
tonomous decision-making and can help 
organizations evolve their current gov-
ernance practices to meet the needs of 
present-day challenges. One example 
of how Essence accomplishes this is 
through the alphas, alpha states, and 
checklists that keep the team focused 
on what is most important at any point 
in the project, based on the current 
project context. That provides an inde-
pendent check of how well the team is 
doing at achieving the intended result. 
This check can be applied regardless 
of the method and practices the team 
is using. Today, we understand far bet-
ter the importance of each project’s 
context when it comes to managing 
cost and performance effectively. This 
is where Essence can be a great differ-
entiator from previous approaches, 
because it helps ask the right question 
at the right time based on the current 
state and the target goal state.  
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terminology, and often the same word 
can carry different meanings. In order 
for one team to learn successful prac-
tices from another team, it has to cross 
this unnecessary language barrier. 

Essence tears down this language 
barrier by enabling practices to be de-
scribed using one single vocabulary—
the kernel. In addition, Essence pro-
vides a structure to organize practices 
such that they can be discovered, as-
sessed, and applied quickly. 

Teams can also contribute what they 
have learned back to these practices, 
thus building a structured library of 
knowledge—namely, practices. This 
also provides a learning roadmap for in-
dividuals in the organization. The more 
practices from the library they can mas-
ter, the more competent they become. 
The benefits of a common practice li-
brary reach beyond single projects. For 
example, it can substantially help the 
communications problems document-
ed on many failed IT projects.6  

Empowering teams to change their 
way of working safely. This must be 
done not just in minor steps, but also 
in major ways. Dave wants to encour-
age his teams to be innovative, but 
at the same time he worries that they 
may venture into chaos. As such, his 
approach has tended to err toward the 
conservative, and the flexibility given to 
team leaders like Smith was rather lim-
ited. With Essence and the layering of 
practices on top of the kernel, however, 
organizations have a proven frame-
work from which they can change their 
way of working safely. This allows Dave 
to focus on mandating a minimum 
number of specific practices—those 
that he needs the teams to “practice” 
in a consistent manner. At the same 
time he can also empower the teams to 
innovate in the other areas of the meth-
od, adding and replacing practices as 
and when it is appropriate. 

Teams get a controlled and intuitive 
way to replace an existing practice or 
add a new one. This empowers teams 
to right-size their methods safely and 
in major ways, if appropriate. 

Continual performance improve-
ment/true learning organization. 
As mentioned previously, Dave’s or-
ganization had adopted CMMI, the 
Unified Process, and, lately, agile 
practices, each providing a different 
emphasis. When embracing a new 

approach, however, his organization 
unfortunately threw away many of 
the good practices they had learned 
in the past, along with the parts they 
wanted to free themselves from. This 
was a great loss for the organization. 
In fact, it led to significant and cost-
ly reinvention. For example, when 
they introduced agile practices they 
had to reinvent the way architectural 
work was accomplished. By adopt-
ing the Essence kernel and working 
with practices rather than monolithic 
methods, Dave’s organization be-
came a true learning organization—
continually growing and improving 
the set of practices they use and im-
proving their development capability.  

Teams can easily understand what 
is working and where they need to 
tune their practices —dropping or re-
fining the unsuccessful ones and add-
ing appropriate new ones to address 
the changing needs of their develop-
ment organization.

The result is a software-develop-
ment department that is not only al-
lowed, but also encouraged to explore 
the possibilities presented by new 
techniques and practices in the in-
dustry. Successful practices (the good 
ideas) can be slotted into the light-
weight Essence framework and incor-
porated quickly into the organization’s 
way of working. Such freedom is highly 
motivating in a knowledge-worker en-
vironment—and motivation is key to 
attracting and retaining the best em-
ployees in the industry, and therefore 
to heightened effectiveness in the soft-
ware organization.

Organizations benefit from SE-
MAT, too, and not simply because of 
the roll-up benefits from teams. The 
practice-based approach to ways of 
working, or methods, means the or-
ganization invests at this level and 
has a greater chance of reuse, rath-
er than creating bespoke descrip-
tions of project-specific methods. 
Resource groups master practices 
rather than methods, arming them 
with the ability to move more eas-
ily among teams and giving the CIO 
greater flexibility in the workforce.  
This more efficient management 
of practices, combined with higher 
adaptability and effectiveness of peo-
ple, supports the “more with less” re-
quirement imposed by the business.

SEMAT Success Stories
Without doubt, Essence is a powerful 
tool, but it has to be used appropri-
ately. The SEMAT approach has helped 
a number of large-scale organizations 
and development endeavors for many 
years, both in general and in specific 
scenarios.4

Offshore development. The ideas 
behind Essence have been applied in a 
major initiative involving a large, well-
known Japanese consumer electron-
ics company that had outsourced de-
velopment to a vendor in China. This 
client had never outsourced, nor did it 
understand the impending risks and 
see the value of iterative development 
in a use case and test-driven manner. 
The Chinese outsourcer was accus-
tomed to following methods that were 
dictated by its customers. These meth-
ods tended to be traditional waterfall 
approaches. Thus, getting started 
with good communication and a clear 
vision was a huge challenge. The solu-
tion was to start off using the Essence 
kernel alphas to agree on how teams 
should be organized and composed. 
The lightweight intuitive nature of 
the alpha-state cards was able to help 
both the client and the vendor team 
leaders visualize the way they could 
work together. 

The endeavor started with eight cli-
ent staff and gradually grew to 10 client 
staff/20 vendor staff, then to 30 client 
staff/50 vendor staff. At the end of the 
endeavor, there were 80 client staff and 
200 vendor staff involved.

When members joined the devel-
opment team, they were given a quick 
briefing of the kernel and the new prac-
tices (iterative development, use-case-
driven development, test-driven devel-
opment). Project managers monitored 
the state of development and the size of 
teams. When a team became too big, it 
was split, and the new team leader was 
trained in the kernel to understand the 
forces acting on the team. Clearly, the 
involvement of each team and individ-
ual was not static, even within this one 
major endeavor. Not only was Essence 
able to help the teams get started, it 
also helped them grow.

Collaborative global software devel-
opment. Building on the foundation 
provided by the Essence kernel, a ma-
jor global reinsurance company has 
established a family of collaboration 
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efiting today. The primary value that 
Essence brings is preventing the costly 
reinvention and unnecessary relearn-
ing of what is already known.   

Essence can help your organization 
get to where you know you need to go, 
and it will help you get there faster and 
cheaper, so you are ready for whatever 
the future brings. 	
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models that cover the whole spectrum 
of software- and application-develop-
ment work. Four collaboration mod-
els have been built on the same ker-
nel from the same set of 12 practices. 
The models are exploratory, standard, 
maintenance, and support. Each de-
fines a lightweight governance process 
suitable for the kind of work being un-
dertaken and provides enough practic-
es for the teams to get started.

This has many organizational, as 
well as local, benefits, including:

˲˲ The unification of the people work-
ing in their service organization. The 
application-development group is or-
ganized into a number of independent 
services. Teams are formed by drawing 
on the members of the various services 
as they are needed. The use of the ker-
nel provides the common ground that 
allows these teams to come together 
quickly and ensure all speak the same 
language. 

˲˲ The enabling of flexible sourcing 
policies. Adopting a kernel-based ap-
proach also allows the various services 
to flex their capacity safely by drawing 
on external resources and suppliers. 
The use of the kernel allows everyone 
to get up to speed quickly with the way 
of working and easily understand his 
or her roles and responsibilities. 

˲˲ Increased agility and improved 
project performance. By focusing on 
the practices that join up the services 
and the teamwork needed to develop 
good software, the organization has 
been able to empower the teams and 
the services they draw on to continu-
ously inspect and adapt, and safely em-
brace agile and lean thinking in their 
day-to-day work.

˲˲ Global collaboration. The compa-
ny’s application-development teams 
exist all over the world. By providing 
a standard, lightweight way of work-
ing, greater global collaboration and 
in some cases global-sourcing models 
have been achieved.

Standard Application Life-
Cycle Management Tooling
A number of companies have used 
the Essence approach to help estab-
lish practice-independent tooling and 
application life-cycle management 
frameworks, including: 

˲˲ A major systems integrator assem-
bled an open source, low-cost tooling 

environment to support distributed 
teams working around the Essence 
kernel, as well as its support for prac-
tice composition and execution. The 
environment runs as an organizational 
service and has been successfully used 
on a variety of projects. The flexibility 
inherent in Essence has allowed the 
same tooling and practices to be used 
in support of both agile and waterfall 
ways of working.

˲˲ A major U.K. government depart-
ment introduced a kernel-based ag-
ile tool set to enable disciplined agil-
ity and the tracking of project progress 
and health in a practice-independent 
fashion. This allowed teams to adopt 
the agile practices of their choice with-
in a consistent, effective, lightweight 
governance framework. It also helped 
the teams stay on track and avoid some 
of the pitfalls that can occur when tran-
sitioning to an agile way of working.

In both cases the common ground 
provided by the kernel and the results 
focus of the alphas enabled the wide-
spread adoption of the tooling without 
compromising the teams’ autonomy 
and empowerment.

Becoming Better, Faster, 
Cheaper, and Happier
The effectiveness of a method should 
be measured in how much better, fast-
er, cheaper software you develop and 
how much happier your customers and 
employees are. Better methods results 
in improvements in all these factors. 
Better software means increased com-
petitiveness for your products. Faster 
is critical to getting products on the 
market. Cheaper often comes as a side 
effect of faster, but also from automa-
tion. And happier customers come 
from many sources, one being the cre-
ation of better user experiences.

Better, faster, cheaper, and hap-
pier are all elements of the CIO’s pri-
orities (that is, getting more with less). 
SEMAT provides the foundation that 
allows a large organization’s appli-
cation-development department to 
make improvements to all these ele-
ments, resulting in a more effective 
team of motivated professionals truly 
contributing to the competitiveness 
of the organization.

Organizations do not need to wait 
to benefit from the Essence kernel. 
Teams and departments can start ben-
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Decoupled from IP, TCP is at last  
able to support multihomed hosts.

By Christoph Paasch and Olivier Bonaventure

The Int ern et rel ies  heavily on two protocols. In  
the network layer, IP provides an unreliable datagram 
service and ensures any host can exchange packets 
with any other host. Since its creation in the 1970s, IP 
has seen the addition of several features, including 
multicast, IPsec (IP security), and QoS. 

The latest revision, IPv6, supports 16-
byte addresses. 

The second major protocol is 
Transmission Control Protocol (TCP), 
which operates in the transport layer 
and provides a reliable bytestream 
service on top of IP. TCP has evolved 
continuously since the first experi-
ments in research networks.

Still, one of the early design deci-
sions of TCP continues to frustrate 
many users. TCP and IP are sepa-
rate protocols, but the separation 
between the network and transport 
protocols is not complete. To differ-
entiate the individual data streams 
among incoming packets, a receiving 
end host demultiplexes the packets 
based on the so-called 5-tuple, which 
includes the IP addresses, port num-
bers, and protocol identifiers. This 
implies a TCP connection is bound 
to the IP addresses used on the client 
and the server at connection-estab-
lishment time. Despite the growing 

importance of mobile nodes such as 
smartphones and tablets, TCP con-
nections cannot move from one IP 
address to another. When a laptop 
switches from Ethernet to Wi-Fi it ob-
tains another IP address. All existing 
TCP connections must be torn down 
and new connections restarted.

Various researchers have proposed 
solutions to this problem over the past 
several years. The first approach was 
to solve the problem in the network 
layer. Examples of such solutions in-
clude Mobile IP, Host Identity Protocol 
(HIP), and Site Multihoming by IPv6 
Intermediation (Shim6). A significant 
drawback of these network-layer solu-
tions is that they hide all changes to the 
addresses and thus the paths to TCP’s 
congestion-control scheme. This is in-
efficient since the congestion-control 
scheme sends data over paths that may 
change without notice. 

Another possible solution is to ex-
pose multiple addresses to the transport 

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=51&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2578901
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applications. These two factors lead to 
the classic chicken-and-egg problem. 
Network manufacturers do not sup-
port SCTP in their firewalls because no 
application is using this protocol; and 
application developers do not use SCTP 
because firewalls discard SCTP packets. 
There have been attempts to break this 
vicious circle by encapsulating SCTP on 
top of UDP (User Datagram Protocol) 
and exposing a socket interface to the 
application, but widespread usage of 
SCTP is still elusive.

Multipath TCP (MPTCP) is de-
signed with these problems in mind. 
More specifically, the design goals for 
MPTCP are:15

˲˲ It should be capable of using 
multiple network paths for a single 
connection, 

˲˲ It must be able to use the available 
network paths at least as well as regular 
TCP, but without starving TCP, 

˲˲ It must be as usable as regular TCP 
for existing applications, and 

˲˲ Enabling MPTCP must not prevent 
connectivity on a path where regular 
TCP works.

The following section describes 
the main architectural principles that 
underlie MPTCP. In an ideal network, 
these simple principles should have 
been sufficient. Unfortunately, this is 
not the case in today’s Internet, given 
the prevalence of middleboxes, as ex-
plained later. 

The Architectural Principles
Applications interact through the 
regular socket API, and MPTCP man-
ages the underlying TCP connections 
(called subflows6) that are used to carry 
the actual data. From an architectural 
viewpoint, MPTCP acts as a shim layer 
between the socket interface and one 
or more TCP subflows, as shown in 
Figure 1. MPTCP requires additional 
signaling between the end hosts. It 
achieves this by using TCP options to 
achieve the following goals:

˲˲ Establish a new MPTCP connec-
tion. 

˲˲ Add subflows to an MPTCP con-
nection. 

˲˲ Transmit data on the MPTCP con-
nection.

An MPTCP connection is established 
by using the three-way handshake with 
TCP options to negotiate its usage. 
The MP _ CAPABLE option in the SYN 

layer. This is the approach chosen for 
Stream Control Transmission Protocol 
(SCTP),17 which is an alternative trans-
port protocol capable of supporting sev-
eral IP addresses per connection. The 
first versions of SCTP used multiple ad-
dresses in failover scenarios, but recent 
extensions have enabled it to support 
the simultaneous use of several paths.9 

Unfortunately, besides niche appli-
cations such as signaling in telephony 
networks, SCTP has not been widely 
deployed. One reason is that many fire-
walls and Network Address Translation 
(NAT) boxes are unable to process SCTP 
packets and thus simply discard them. 
Another reason is that SCTP exposes a 
different API from the socket API to the 

Figure 1. Multipath TCP in the stack.
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segment indicates the client supports 
MPTCP. This option also contains a 
random key used for security purposes. 
If the server supports MPTCP, then it re-
plies with a SYN+ACK segment that also 
contains the MP _ CAPABLE option. 
This option contains a random key cho-
sen by the server. The third ACK of the 
three-way handshake also includes the 
MP _ CAPABLE option to confirm the 
utilization of MPTCP and the keys to 
enable stateless servers.

The three-way handshake shown in 
Figure 2 creates the first TCP subflow 
over one interface. To use another in-
terface, MPTCP uses a three-way hand-
shake to establish one subflow over 
this interface. Adding a subflow to an 
existing MPTCP connection requires 
the corresponding MPTCP connec-
tion to be uniquely identified on each 
end host. With regular TCP, a TCP 
connection is always identified by us-
ing the tuple <SourceIP, DestIP,  
SourcePort, DestPort>.

Unfortunately, because NAT is pres-
ent, the addresses and port numbers 
that are used on the client may not be 
the same as those exposed to the serv-
er. Although on each host the 4-tuple 
is a unique local identification of each 
TCP connection, this identification 
is not globally unique. MPTCP needs 
to be able to link each subflow to an 
existing MPTCP connection. For this, 
MPTCP assigns a locally unique token 
to each connection. When a new sub-
flow is added to an existing MPTCP 
connection, the MP _ JOIN option of 
the SYN segment contains the token 
of the associated MPTCP connection. 
This is illustrated in Figure 3.

The astute reader may have noticed 
that the MP _ CAPABLE option does 
not contain a token. Still, the token is 
required to enable the establishment 
of subflows. To reduce the length of the 
MP _ CAPABLE option and avoid using 
all the limited TCP options space (40 
bytes) in the SYN segment, MPTCP de-
rives the token as the result of a truncat-
ed hash of the key. The second function 
of the MP _ JOIN option is to authenti-
cate the addition of the subflow. For this, 
the client and the server exchange ran-
dom nonces, and each host computes 
an hash-based message authentication 
code (HMAC) over the random nonce 
chosen by the other host and the keys ex-
changed during the initial handshake.

Now that the subflows have been es-
tablished, MPTCP can use them to ex-
change data. Each host can send data 
over any of the established subflows. 
Furthermore, data transmitted over 
one subflow can be retransmitted on 
another to recover from losses. This is 
achieved by using two levels of sequence 
numbers.6 The regular TCP sequence 
number ensures data is received in 
order over each subflow and allows it 
to detect losses. MPTCP uses the data 
sequence number to reorder the data 
received over different subflows before 
passing it to the application.

From a congestion-control view-
point, using several subflows for one 
connection leads to an interesting 
problem. With regular TCP, conges-
tion occurs on one path between the 
sender and the receiver. MPTCP uses 
several paths, and two paths will typi-
cally experience different levels of 
congestion. A naive solution to the 
congestion problem in MPTCP would 
be to use the standard TCP congestion-
control scheme on each subflow. This 

can be easily implemented but leads 
to unfairness with regular TCP. In the 
network depicted in Figure 4, two cli-
ents share the same bottleneck link. 
If the MPTCP-enabled client uses two 
subflows, then it will obtain two-thirds 
of the shared bottleneck. This is unfair 
because if this client used regular TCP, 
it would obtain only half of the shared 
bottleneck. 

Figure 5 shows the effect of using 
up to eight subflows across a shared 
bottleneck with the standard TCP 
congestion-control scheme (Reno). 
In this case, MPTCP would use up to 
85% of the bottleneck’s capacity, ef-
fectively starving regular TCP. Specific 
MPTCP congestion-control schemes 
have been designed to solve this prob-
lem.10,18 Briefly, they measure conges-
tion on each subflow and try to move 
traffic away from those with the most 
congestion. To do so, they adjust the 
TCP congestion window on each sub-
flow based on the level of congestion. 
Furthermore, the congestion windows 
on the different subflows are coupled 

Figure 5. Coupled congestion control is fair to regular TCP across shared bottlenecks.
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segments with the same data-sequence 
numbers, unable to reconstruct the 
data stream correctly. The MPTCP de-
signers solved this by placing a mapping 
in the data-sequence option, which de-
fines the beginning (with respect to the 
subflow sequence number) and the end 
of the data-sequence number (indicat-
ing the length of the mapping). MPTCP 
can thus correctly work across segment-
splitting middleboxes and can be used 
with NICs that use TCP segmentation 
offloading to improve performance. 

Using the first MPTCP implemen-
tation in the Linux kernel to perform 
measurements revealed another type of 
middlebox. Since the implementation 
worked well in the lab, it was installed 
on remote servers. The first experiment 
was disappointing. An MPTCP con-
nection was established but could not 
transfer any data. Still, the same kernel 
worked perfectly in the lab, but no one 
could understand why longer delays 
would prevent data transfer. The culprit 
turned out to be a local firewall that was 
changing the sequence numbers of all 
TCP segments. This feature was added 
to firewalls several years ago to prevent 
security issues with hosts that do not 
use random initial sequence numbers. 
In some sense, the firewall was fixing a 
security problem in older TCP stacks, 
but in trying to solve this problem, it 
created another problem. The map-
ping from subflow-sequence number 
to data-sequence number was wrong 
as the firewall modified the former. 
Since then, the mapping in the data-
sequence option uses relative subflow-
sequence numbers compared with the 
initial sequence number, instead of us-
ing absolute sequence numbers.6 

The data-sequence option thus accu-
rately maps each byte from the subflow-
sequence space to the data-sequence 
space, allowing the receiver to recon-
struct the data stream. Some middle-
boxes may still disturb this process: the 
application-level gateways that modify 
the payload of segments. The canonical 
example is active FTP. FTP uses several 
TCP connections that are signaled by 
exchanging ASCII-encoded IP address-
es as command parameters on the con-
trol connection. To support active FTP, 
NAT boxes have to modify the private 
IP address is being sent in ASCII by the 
client host. This implies a modification 
of not only the content of the payload, 

to ensure their aggregate does not grow 
faster than a single TCP connection. 
Figure 5 shows the OLIA congestion-
control scheme10 preserves fairness 
with regular TCP across the shared 
bottleneck.

The Devil is in the Middleboxes
Today’s Internet is completely different 
from the networks for which the origi-
nal TCP was designed. These networks 
obeyed the end-to-end principle, which 
implies the network is composed of 
switches and routers that forward pack-
ets but never change their contents. 
Now the Internet contains various mid-
dleboxes in addition to these routers 
and switches. A recent survey revealed 
enterprise networks often contain 
more middleboxes than regular rout-
ers.16 These middleboxes include not 
only the classic firewalls and NATs, but 
also devices such as transparent prox-
ies, virtual private network gateways, 
load balancers, deep-packet inspec-
tors, intrusion-detection systems, and 
WAN accelerators. Many of these de-
vices process and sometimes modify 
the TCP header and even the payload 
of passing TCP segments. Dealing with 
those middleboxes has been one of the 
most difficult challenges in designing 
the MPTCP protocol, as illustrated by 
the examples that follow.6,7,15

Upon receiving data on a TCP sub-
flow, the receiver must know the data-
sequence number to reorder the data 
stream before passing it to the appli-
cation. A simple approach would be 
to include the data-sequence number 
in a TCP option inside each segment. 
Unfortunately, this clean solution 
does not work. There are deployed 
middleboxes that split segments on 
the Internet. In particular, all modern 
network interface cards (NICs) act as 
segment-splitting middleboxes when 
performing TCP segmentation offload-
ing (TSO). These NICs split a single 
segment into smaller pieces. In the 
case of TSO, CPU cycles are offloaded 
from the operating system to the NIC, 
as the operating system handles fewer, 
larger segments that are split down to 
maximum transmission unit (MTU)-
sized segments by the NIC. The TCP 
options, including the MPTCP data- 
sequence number, of the large segment 
are copied in each smaller segment. As 
a result, the receiver will collect several 

The data-sequence 
option thus 
accurately  
maps each byte  
from the  
subflow-sequence 
space to the 
data-sequence 
space, allowing 
the receiver to 
reconstruct  
the data stream.
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but also, sometimes, its length, since 
the public IP address of the NAT device 
may have a different length in ASCII 
representation. Such a change in the 
payload length will make the mapping 
from subflow-sequence space to data-
sequence space incorrect. MPTCP can 
even handle such middleboxes thanks 
to a checksum that protects the payload 
of each mapping. If an application-level 
gateway modifies the payload, then the 
checksum will be corrupted; MPTCP 
will be able to detect the payload change 
and perform a seamless fallback to reg-
ular TCP to preserve the connectivity be-
tween the hosts.  

Several researchers have analyzed 
the impact of these middleboxes in 
more detail. One study used active mea-
surements over more than 100 Internet 
paths to detect the prevalence of vari-
ous forms of middleboxes.8 The mea-
surements revealed protocol designers 
can no longer assume the Internet is 
transparent when designing a TCP ex-
tension; and no TCP extension can as-
sume a single field of the TCP header 
will reach the destination without any 
modification. TCP options are not saf-
er. Some of these options can be modi-
fied on their way to the destination. Fur-
thermore, some middleboxes remove 
or copy TCP options. Despite these dif-
ficulties, MPTCP is able to cope with 
most middleboxes.7 When faced with 
middlebox interference, MPTCP always 
tries to preserve connectivity. In some 
situations, this is achieved by falling 
back to regular TCP.6,7

Use Cases
Two use cases that have already been 
analyzed in the literature will serve 
to illustrate possible applications of 
MPTCP. Other use cases will probably 
appear in the future.

MPTCP Smartphones are equipped 
with Wi-Fi and 3G/4G interfaces, but 
they typically use only one interface at a 
time. Still, users expect their TCP con-
nections to survive when their smart-
phone switches from one wireless 
network to another. With regular TCP, 
switching networks implies changing 
the local IP address and leads to a ter-
mination of all established TCP con-
nections.4 With MPTCP, the situation 
could change because it enables seam-
less handovers from Wi-Fi to 3G/4G 
and the opposite.13 

Different types of handovers are 
possible: 

˲˲ First, the make-before-break hand-
over can be used if the smartphone can 
predict that one interface will disap-
pear soon (for example, because of a 
decreasing radio signal). In this case, 
a new subflow will be initiated on the 
second interface and the data will 
switch to this interface. 

˲˲ With the break-before-make hand-
over, MPTCP can react to the failure on 
one interface by enabling another inter-
face and starting a subflow on it. Once 
the subflow has been created, the data 
that was lost as a result of the failure 
of the first interface can be retrans-
mitted on the new subflow, and the 
connection continues without inter-
ruption. 

˲˲ The third handover mode uses 
two or more interfaces simultaneous-
ly. With regular TCP, this would be a 
waste of energy. With MPTCP, data can 

be transmitted over both interfaces to 
speed up the data transfer. From an 
energy viewpoint, enabling two radio 
interfaces is more costly than enabling 
a single one; however, the display often 
consumes much more energy than the 
radio interfaces.2 When the user looks 
at the screen (for example, while wait-
ing for a Web page), increasing the 

Figure 7. Link bonding for performance (left) and availability (right).
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With MPTCP, 
it is possible 
both to improve 
performance  
and to achieve  
high availability. 

sum of the throughput of the two inter-
faces. Then a few packets are lost over 
the Wi-Fi interface. The first vertical bar 
on the gray curve corresponds to the 
reception of the first acknowledgment 
after the recovery of these losses. When 
the Wi-Fi interface is weak, the MPTCP 
throughput varies with the quality of 
the interface, but the data transfer con-
tinues. This ability to exploit the avail-
able interfaces quickly is a key benefit of 
MPTCP from a performance viewpoint.

Improving the data-transfer per-
formance is not the only use case of 
MPTCP on smartphones.13 It is also 
possible to use only the 3G interface as 
a backup instead of enabling both the 
Wi-Fi and the 3G interfaces. When the 
Wi-Fi interface is active, all data is sent 
over it. If it becomes inactive, MPTCP 
automatically switches to the 3G inter-
face to continue the data transfer and 
stops using it as soon as the Wi-Fi in-
terface comes back. 

Another possible use case is the 
802.11 community network. Many cit-
ies are now covered by a large number 
of Wi-Fi access points accessible to 
many users.3 The density of these ac-
cess points makes it possible for slow-
moving users mainly to rely on Wi-Fi 
for Internet access and on MPTCP to 
maintain the connections when mov-
ing from one access point to another.

The smartphone use case has mo-
tivated Apple to implement MPTCP in 
iOS 7. As of this writing, MPTCP is not 
yet available through the socket API 
on iOS 7 and is used only to support 
the Siri voice-recognition application. 
It is also possible to use the MPTCP 
Linux kernel on some recent rooted 
Android smartphones (see http://
multipath-tcp.org/).

MPTCP in the Data Center. Another 
important use case for MPTCP lies in 
data centers.14 Today, most servers 
are equipped with several high-speed 
interfaces, which can be combined 
to achieve either higher performance 
or better resilience to failures. When 
two or more interfaces are grouped 
together to improve performance, 
they are usually attached to the same 
switch, as illustrated on the left-hand 
side of Figure 7. To enable TCP to use 
these two interfaces efficiently, they 
usually appear as a single logical in-
terface having one MAC address and 
one IP address. The bonding driver on 

download speed by combining two in-
terfaces could reduce the display usage 
and thus the energy consumption.

As an illustration, let’s analyze the 
operation of MPTCP in real Wi-Fi and 
3G networks. The scenario is simple 
but representative of many situations. 
A user starts a download inside a build-
ing over Wi-Fi and then moves outside. 
The Wi-Fi connectivity is lost as the 
user moves, but thanks to MPTCP the 
data transfer is not affected. Figure 6 
shows a typical MPTCP trace collected 
by using both 3G and Wi-Fi. The x-axis 
shows the time since the start of the 
data transfer, while the y-axis displays 
the evolution of the sequence numbers 
of the outgoing packets. 

For this transfer, MPTCP was con-
figured to use both Wi-Fi and 3G simul-
taneously to maximize performance. 
The blue curve shows the evolution of 
the TCP sequence numbers on the TCP 
subflow over the 3G interface. The 3G 
subflow starts by transmitting at a regu-
lar rate. Between seconds 14 and 24, the 
3G interface provides a lower through-
put. This can be explained by higher 
congestion or a weaker radio signal 
since the smartphone moves inside the 
building during this period. After this 
short period, the 3G subflow continues 
to transmit at a constant rate. Note that 
TCP does not detect any loss over the 
3G interface. The black curve shows the 
evolution of the TCP sequence number 
on the Wi-Fi subflow. The red crosses 
represent retransmitted packets. 

A comparison of the 3G and Wi-Fi 
curves reveals Wi-Fi is usually faster 
than 3G, but packets are more frequent-
ly lost over the Wi-Fi interface. While the 
smartphone moves, there are short peri-
ods of time during which the Wi-Fi in-
terface behaves like a black hole. The in-
terface seems to be active, but no packet 
is transmitted correctly. These periods 
can last several seconds and severely 
impact the user experience when Wi-Fi 
is used alone. With MPTCP, the packets 
that are lost over the Wi-Fi interface are 
automatically retransmitted over the 3G 
subflow, and the MPTCP connection 
continues without interruption. 

The upper gray curve shows the evo-
lution of this MPTCP connection based 
on the returned acknowledgments. 
During the first seven seconds, MPTCP 
aggregates the Wi-Fi and 3G interfaces 
perfectly. The MPTCP throughput is the 

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=56&exitLink=http%3A%2F%2Fmultipath-tcp.org%2F
http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=56&exitLink=http%3A%2F%2Fmultipath-tcp.org%2F
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the server distributes the packets over 
the combined interfaces; several load-
balancing algorithms exist.4 A round-
robin system allows efficient spread-
ing of the packets over the different 
interfaces. If the links have different 
delays, however, it causes reordering, 
which hurts TCP performance. 

Most deployments opt for hash-
based load-balancing techniques. 
Some fields of the Ethernet and IP and/
or TCP headers are hashed to select 
the outgoing interface. Thanks to this 
hashing, the packets that belong to the 
same TCP connection are sent over the 
same interface to prevent reordering, 
and packets belonging to different con-
nections are spread over the available 
interfaces. This solution works well if 
the traffic is composed of a large num-
ber of short TCP connections. Since 
all the packets belonging to one TCP 
connection are sent over the same in-
terface, however, a single TCP connec-
tion cannot achieve a higher through-
put than the link it uses. This is a major 
limitation, given that long TCP connec-
tions are frequent in data centers.1

In some deployments, two or more 
interfaces are combined to improve 
availability. In this case, each interface 
is attached to a different switch, as il-
lustrated on the right-hand side of Fig-
ure 7. Most deployments opt for using 
the same MAC and IP addresses on the 
two interfaces. One interface is used to 
carry all packets, and the other serves 
as a backup. When this mode is cho-
sen, only one interface at a time is used 
to carry packets.

With MPTCP, it is possible both to 
improve performance and to achieve 
high availability. A typical MPTCP-
aware server design would use two in-
terfaces attached to different switches, 
as illustrated in Figure 8. Each inter-
face has its own MAC and IP addresses. 
Once an MPTCP connection has been 
initiated over one interface, MPTCP 
will announce the other available IP ad-
dresses to the remote host by using the 
ADD _ ADDR option,6 and subflows will 
be established over these interfaces. 

Once these subflows have been es-
tablished, the MPTCP congestion-con-
trol scheme will dynamically spread 
the load over the available interfaces. 
If one interface or any intermediate 
switch fails, MPTCP automatically 
changes to the remaining paths. 
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Note that in contrast with existing 
load-balancing solutions, the inter-
faces used by MPTCP do not need to 
have the same bandwidth. This allows 
MPTCP to increase the throughput 
even for a single data stream by distrib-
uting the load over all interfaces. In-
deed, the Linux kernel implementation 
of MPTCP described earlier11 allowed 
memory-to-memory transfers between 
two high-end servers, each equipped 
with six 10Gbps interfaces. MPTCP was 
able to use the capacity of the six inter-
faces efficiently and reached 53Gbps 
for a single connection.12

On the server side, most experi-
ments with MPTCP have been per-
formed with the Linux MPTCP kernel 
(available from http://multipath-tcp.
org). A FreeBSD implementation is be-
ing developed, and one commercial 
load balancer supports MPTCP.5

Conclusion
MPTCP is a major extension to TCP. 
By decoupling TCP from IP, TCP is at 
last able to support multihomed hosts. 
With the growing importance of wire-
less networks, multihoming is becom-
ing the norm instead of the exception. 
Smartphones and data centers are the 
first use cases where MPTCP can pro-
vide benefits. 
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M assive open online Courses  (MOOCs) collect 
valuable data on student learning behavior; essentially 
complete records of all student interactions in a self-
contained learning environment, with the benefit of 
large sample sizes. Here, we offer an overview of how 
the 108,000 participants behaved in 6.002x - Circuits 
and Electronics, the first course in MITx (now edX) 
in the Spring 2012 semester. We divided participants 
into tranches based on the extent of their assessment 
activities, ranging from browsers (constituting ~76% 
of the participants but only 8% of the total time spent 
in the course) to certificate earners (7% of participants 
who accounted for 60% of total time). We examined 

how the certificate earners allocated 
their time among the various course 
components and what fraction of each 
they accessed. We analyze transitions 
between course components, show-
ing how student behavior differs when 
solving homework vs. exam problems. 
This work lays the foundation for fu-
ture studies of how various course com-
ponents, and transitions among them, 
influence learning in MOOCs. 

Though free online courses are not 
new,8 they have reached an unprec-
edented scale since late 2011. Three 
organizations—Coursera, edX, and 
Udacity—have released MOOCs13 
drawing more than 100,000 registrants 
per course. Numbers from these three 
initiatives have since grown to more 
than 100 courses and three million to-
tal registrants, resulting in 2012 being 
dubbed “The Year of the MOOC” by 
the New York Times.16 Though there has 
been much speculation regarding how 
these initiatives may reshape higher 
education,6,12,20 little analysis has been 
published to date describing student 
behavior or learning in them. 

Our main objective here is to show 
how the huge amount of data available 
in MOOCs offers a unique research op-
portunity, a means to study detailed 
student behavior in a self-contained 
learning environment throughout an 

Who Does 
What in  
a Massive 
Open Online 
Course? 

doi:10.1145/2500876

Student-participation data from the inaugural 
MITx (now edX) course—6.002x: Circuits and 
Electronics—unpacks MOOC student behavior. 

by Daniel T. Seaton, Yoav Bergner, Isaac Chuang,  
Piotr Mitros, and David E. Pritchard 

 key insights

 � �Data collected in MOOCs provides insight 
into student behavior, from weekly 
e-textbook reading habits to context-
dependent use of learning resources  
when solving problems. 

 � �In 6.002x, 76% of participants were browsers  
who collectively accounted for only 8%  
of time spent in the course, whereas,  
the 7% of certificate-earning participants  
averaged 100 hours each and collectively 
accounted for 60% of total time. 

 � �Students spent the most time per week 
interacting with lecture videos and 
homework, followed by discussion 
forums and online laboratories; however, 
interactions with the videos and lecture 
questions were distinctly bimodal, with 
half the certificate earners accessing less 
than half of these resources.  I
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6.002x tracking logs, each interaction 
(click) contained relevant information, 
including username, resource ID, inter-
action details, and timestamp. Interac-
tion details are context-dependent (such 
as correctness of a homework problem 
submission, body text of a discussion 
post, and page number for book navi-
gation). The edX software is distributed 
through the cloud; meaning interaction 
data is logged on multiple servers. In to-
tal, approximately 230 million interac-
tions were logged in 38,000 log files over 
the initial Spring 2012 semester. 

We preprocessed the logs into sepa-
rate time-series for each participant, 
then compiled participant-level de-
scriptive statistics on resource usage, 
including number of unique resources 
accessed, total frequency of accesses 
per resource type, and total time spent 
per resource. We also parsed problem 
submissions, generating a response 
matrix including correctness and 
number of attempts. Where possible, 
we crosschecked our event-log assess-
ment data against a MySQL database 
serving the 6.002x courseware. All log 
parsing was performed through stan-
dard modules in Python and R. 

Estimation of time spent on resourc-
es. Time estimation for each partici-
pant involved measuring the durations 
between a student’s initial interaction 
with a resource and the time the student 
would navigate away. We accumulated 
durations calculated from each par-
ticipant’s time series for each separate 
course component, including home-
work, book, and discussion forums. We 
found evidence that durations shorter 
than three seconds represent students 
navigating to desired resources; hence, 
we do not count these intervals as activ-
ity. In addition, we did not accumulate 
durations longer than one hour, assum-
ing users have disengaged from their 
computers. Using alternate values of 
the high cutoff (20 minutes to one hour) 
can change overall time by 10%–20% 
but did not significantly alter relation-
ships regarding time allocation among 
course components or total time spent 
by different participants. 

An important point is that time accu-
mulated is associated with the resource 
displayed at the moment; for example, 
if a student references the book while 
doing homework, this duration is ac-
cumulated with book time. In our case, 

entire course. We thus studied the ap-
proximately 100GB of time-stamped 
log data describing student interac-
tions with the inaugural MITx course 
6.002x Circuits and Electronics in 
spring 2012, data at least two orders of 
magnitude larger than was analyzed in 
previous studies of online learning.10,21 
We develop and exhibit several ways to 
study student interactions with course 
resources. We do not analyze demo-
graphic factors, but rather differenti-
ate students by number of assessment 
items attempted and total time spent 
in the course. We studied all registrants 
with these metrics before turning to the 
more detailed time allocation and re-
source use of students earning a certifi-
cate of accomplishment. For certificate 
earners, we examined the use of course 
components (such as lecture videos, 
homework, and discussion forums) in 
terms of user time allocation and to-
tal fraction accessed. We also studied 
resource use during problem solving, 
revealing markedly different patterns 
of accesses and time allocation among 
different course components when stu-
dents solve problems during homework 
vs. when taking exams. 

6.002x, Procedures, Data Analysis 
With some modification for online de-
livery, the 14 weeklong units of 6.002x 
largely mirrored a traditional on-campus 
course in both format and timing. The 
course sequence (see Figure 1, left navi-
gation bar) involves lecture sequences 
consisting of lecture videos (anno-
tated PowerPoint slides and actual 
MIT lectures) with embedded lecture 
questions, tutorial videos (recitation 
substitute), homework (three to four 
multi-part problems), and lab assign-
ments (interactive circuit toolbox). 
Overall grades were determined by 
homework (15%), labs (15%), a mid-
term (30%), and a final (40%). Supple-
mentary materials (see Figure 1, top 
navigation bar) included a course text-
book (navigable page images), a staff- 
and student-editable wiki and moder-
ated student discussions. For further 
exploration of course structure and 
available resources, see the archived 
course at https://6002x.mitx.mit.edu/. 

Parsing tracking logs. Analysis of 
tracking logs is an established means 
for understanding student behavior in 
blended and online courses.5,14 In the 

The correlation of 
attrition with less 
time spent in early 
weeks begs the 
question of whether 
motivating students 
to invest more time 
would increase 
retention rates. 

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=60&exitLink=https%3A%2F%2F6002x.mitx.mit.edu%2F
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only direct interactions with the home-
work are logged with homework re-
sources. There are clearly alternatives to 
this approach (such as considering all 
time between opening and answering 
a problem as problem-solving time21). 
Our time-accumulation algorithm is 
partially thwarted by users who open 
multiple browser windows or tabs; edX 
developers are considering ways to ac-
count for this in the future. 

Results 
The novelty and publicity surrounding 
MOOCs in early 2012 attracted a large 
number of registrants who were more 
curious than serious. We still take par-
ticipation in assessment as an indica-
tion of serious intent. Of the 154,000 
registrants in 6.002x in spring 2012, 
46,000 never accessed the course, and 
the median time spent by all remain-
ing participants was only one hour (see 
Figure 2a). We had expected a bimodal 
distribution of total time spent, with a 
large peak of “browsers” who spent only 
on the order of one hour and another 
peak from the certificate earners at 
somewhere more than 50 hours. There 
was, in fact, no minimum between 

Figure 1. Screenshot of typical student view in 6.002x. 

All course components are accessed from the interface shown below. The left sidebar 
defines the course sequence; weekly units include lecture sequences (videos and 
questions), homework, lab, and tutorials. The header navigation provides access to 
supplementary materials, including digital textbook, discussion forums, and wiki.  
The main frame represents the first lecture sequence; beige boxes below the header 
indicate lecture videos and questions. 

Figure 2. Tranches, total time, and attrition. 
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with discussion activity increasing over 
the semester. Lecture question events 
decay early as homework activity in-
creases. Textbook use peaks during ex-
ams, and there is a noticeable drop in 
textbook activity after the midterm, as 
is typical in traditional courses.18 

Time on tasks. Time represents the 
principal cost function for students, so 
it is important to study how students 
allocate time among available course 
components.15,19 Figure 4 shows the 
most time is spent on lecture videos; 
since three to four hours per week is 
close to the total duration of the sched-
uled videos, students who rewound 
and reviewed the videos must compen-
sate for those speeding up playback or 
omitting videos. 

The most significant change over 
the first seven weeks was the apparent 
transfer of time from lecture questions 
to homework, as in Figure 4. Consider-
ing a performance-goal orientation (see 
Figure 5), it should be noted that home-
work counted toward the course grade, 
whereas lecture questions did not. But 
even on mastery-oriented grounds, stu-
dents might have viewed completion 
of homework as sufficient evidence of 
understanding lecture content. The 
prominence of time spent in discussion 

these extremes, only a noticeable shoul-
der (see Figure 2a). The intermediate 
durations are filled with attempters we 
divided into tranches (in colors) on the 
basis of how many assessment items 
they attempted on homework and ex-
ams: browsers (gray) attempted < 5% of 
homework; tranche 1 (red) 5%–15% of 
homework; tranche 2 (orange) 15%–25% 
of homework; tranche 3 (green) > 25% of 
homework; and tranche 4 (cyan) >25% of 
homework and 25% of midterm exam. 
Certificate earners (purple) attempted 
most of the available homework, mid-
term, and final exams. The median 
total time spent in the course for each 
tranche was 0.4 hours, 6.4 hours, 13.1 
hours, 30.0 hours, 53.0 hours, and 95.1 
hours, respectively. In addition to these 
tranches, just over 150 certificate earn-
ers spent fewer than 10 hours in the 
course, possibly representing a highly 
skilled tranche seeking certification. 
Similarly, just over 250 test takers spent 
fewer than 10 hours in the course and 
completed more than 25% of both ex-
ams but did not earn a certificate. 

The average time spent in hours per 
week for participants in each tranche 
is shown in Figure 2c. Tranches at-
tempting fewer assessment items not 
only taper off earlier, as the majority 

of participants effectively drop out, 
but also invested less time in the first 
few weeks than the certificate earn-
ers. The correlation of attrition with 
less time spent in early weeks begs 
the question of whether motivating 
students to invest more time would 
increase retention rates. 

In the rest of this article, we re-
strict ourselves to certificate earners, 
as they accounted for the majority of 
resource consumption; we also want-
ed to study time and resource use over 
the whole semester. 

Frequency of accesses. Figure 3a 
shows the number of active users per 
day for certificate earners, with large 
peaks on Sunday deadlines for graded 
homework and labs but not for lecture 
questions. There is a downward trend 
in the weeks between the midterm and 
the final exam (shaded regions). No 
homework or labs were assigned in the 
last two weeks before the final exam, 
though the peaks persist. We plotted 
activity in events (clicks subject to time 
cutoffs) per active student per day for 
assessment-based course components 
and learning-based components in Fig-
ure 3b and Figure 3c. Homework sets 
and the discussion forums account for 
the highest rate of activity per student, 

Figure 3. Frequency of accesses. 

From left to right, number of unique certificate earners N active per day, their average 
number of accesses each day for assessment-based and learning-based course 
components. Plot (a) highlights the periodicity and trends of the certificate earners. Plot 
(b) is for assessment, including homework, lab, and lecture questions, showing number of 
accesses per active users that day. Learning-based components in plot (c) include lecture 
videos, textbook, discussion, tutorial, and wiki, showing discussion forums were used more 
heavily and with strong periodicity later in the term, similar to graded activities in plot (a), 
while other components lack periodicity and vary greatly in terms of frequency of accesses. 
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forums is especially noteworthy, as they 
were neither part of the course sequence 
nor did they count for credit. Students 
presumably spent time in discussion 
forums due to their utility, whether 
pedagogical or social or both. The small 
spike in textbook time at the midterm, a 
larger peak in the number of accesses, 
as in Figure 3, and the decrease in text-
book use after the midterm are typical 
of textbook use when online resources 
are blended with traditional on-campus 
courses.18 Further studies comparing 
blended and online textbook use are 
also relevant.3,17 

Percentage use of course compo-
nents. Along with student time alloca-
tion, the fractional use of the various 
course components continues to be an 
important metric for instructors decid-
ing how to improve their courses and 
researchers studying the influence of 
course structure on student activity and 
learning. For fractional use, we plotted 
the percentage of certificate earners 
having accessed at least a certain per-
centage of resources in a course compo-
nent (see Figure 5). Homework and labs 
(each 15% of overall grade) reflect high 
fractional use. The inflection in these 
curves near 80% might have been higher 
but for the course policy of dropping the 
two lowest-graded assignments. The 
low proportionate use of textbook and 
tutorials is similar to the distribution 

observed for supplementary (not explic-
itly included in the course sequence) 
e-texts in large introductory physics 
courses,16 though the 6.002x textbook 
was assigned in the course syllabus. The 
course authors were disappointed with 
the limited use of tutorial videos, sus-
pecting that placing tutorials after the 
homework and laboratory (they were 
meant to help) in the course sequence 

was partly responsible. (The wiki and 
discussion forums had no defined num-
ber of resources so are excluded here.) 

To better understand the middle 
curves representing lecture videos 
and lecture problems, it helps to recall 
that the negative slope of the curve is 
the density of students accessing that 
fraction of that course component (see 
Figure 5b and Figure 5c). Interestingly, 

Figure 4. Time on tasks. 

Certificate earners average time spent, in hours per week, on each course component; 
midterm and final exam weeks are shaded. 
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es, fractional use of those resources, 
and use of resources during problem 
solving. Among the more significant 
findings is that participants who at-
tempted over 5% of the homework rep-
resented only 25% of all participants 
but accounted for 92% of the total 
time spent in the course; indeed, 60% 
of the time was invested by the 6% who 
ultimately received certificates. Par-
ticipants who left the course invested 
less effort than certificate earners, 
with those investing the least effort 
during the first two weeks tending to 
leave sooner. Most certificate earners 
invested the plurality of their time in 
lecture videos, though approximately 
25% of the earners watched less than 
20%. This suggests the need for a 
follow-up investigation into the cor-
relations between resource use and 
learning. Finally, we highlight the 
significant popularity of the discus-
sion forums in spite of being neither 
required nor included in the naviga-
tion sequence. If this social learning 
component played a significant role 
in the success of 6.002x, a totally asyn-
chronous alternative might be less ap-
pealing, at least for a complex topic 
like circuits and electronics. 

Some of these results echo effects 
seen in on-campus studies of how 
course structure affects resource use18 
and performance outcomes4,11,19 in 
introductory (college) courses. This 

the distribution for the lecture videos 
is distinctly bimodal: 76% of students 
accessed over 20% of the videos (or 
24% of students accessed less than 
20%), and 33% accessed over 80% of 
the videos. This bimodality merits fur-
ther study into learning preferences; 
for example, do some students learn 
from other resources exclusively? Or 
did they master the content prior to 
the course? The distribution of lec-
ture-problem use is flat between 0% 
and 80%, then rises sharply, indicating 
that many students accessed nearly 
all of them. Along with the fact that 
the time on lecture questions drops 
steadily in the first half of the term (see 
Figure 2), this distribution suggests 
students not only allocated less time 
to them, some abandoned the lecture 
problems entirely. 

Resources used when problem solv-
ing. Patterns in the sequential use of 
resources by students may hold clues 
to cognitive and even affective state.2 
We therefore explored the interplay be-
tween use of assessment and learning 
resources by transforming time-series 
data into transition matrices between 
resources. The transition matrix con-
tains all individual resource-resource 
transitions we aggregated into transi-
tions between major course compo-
nents. The completeness of the 6.002x 
learning environment means students 
did not have to leave it to reference the 

textbook, review earlier homework, or 
search the discussion forums. We thus 
had a unique opportunity to observe 
transitions to all course components 
accessed by students while working 
problems. In previous studies of on-
line problem solving this information 
was simply missing.21 

Figure 6 highlights student transi-
tions from problems (while solving 
them) to other course components, 
treating homework sets, the midterm, 
and the final exam as separate assess-
ment types of interest. Figure 6 shows 
the discussion forum is the most fre-
quent destination during homework 
problem solving, though lecture videos 
consume the most time. During exams 
(midterm and final are similar), previ-
ously done homework is the primary 
destination, while the book consumes 
the most time. Student behavior on 
exam problems thus contrasts sharply 
with behavior on homework problems. 
Note that because homework was ag-
gregated, we could not isolate “refer-
ences to previous assignments” for stu-
dents doing homework. 

Conclusion 
This article’s major contribution to 
course analysis is showing how MOOC 
data can be analyzed in qualitatively 
different ways to address important 
issues: attrition/retention, distribu-
tion of students’ time among resourc-

Figure 6. Transitions to other components during problem solving on (a) homework, (b) midterm, and (c) final. Arrows are thicker in proportion 
to overall number of transitions, sorting components from top to bottom; node size represents total time spent on that component. 
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and future MOOC studies should fur-
ther illuminate on-campus education 
generally. On the other hand, MOOCs 
could well take advantage of insights 
from existing research in on-campus 
education (such as frequent exams 
drive resource use and maximize 
learning outcomes11). 

Finally, we emphasize that MOOCs 
provide a unique view into the learn-
ing of a large, diverse population of 
students, allowing research based on 
detailed insight into all aspects of a 
course. In contrast to most previous 
studies of on-campus educational envi-
ronments, we have time-stamped logs 
of essentially all student behavior and 
associated learning throughout the en-
tirety of a course, all with solid statis-
tics and the ability to study specific stu-
dent cohorts (such as based on effort, 
learning habits, and demographics9). 
Combining time-on-task observations 
with measures of learning paves the 
way for measuring learning value—the 
amount learned per unit time spent on 
a given course component—possibly 
extending previous studies of online 
learning.7,15 This, in turn, will allow a 
process of cyclic improvement based 
on research development, experimen-
tation, and measurement of learning 
outcomes, supporting improvement 
of educational content and delivery. 
Since many MOOCs largely mirror tra-
ditional on-campus courses in types of 
resources, format, and chronology, we 
anticipate insights into, and improve-
ments of, learning in traditional on-
campus courses as well. 
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From the point of view of the foundations of 
mathematics, one of the most significant advances 
in mathematical logic around the turn of the 20th 
century was the realization that ordinary mathematical 
arguments can be represented in formal axiomatic 
systems in such a way their correctness can be verified 
mechanically, at least in principle. Gottlob Frege 
presented such a formal system in the first volume  
of his Grundgesetze der Arithmetik, published in 1893, 
though in 1903 Bertrand Russell showed the system 
to be inconsistent. Subsequent foundational systems 
include the ramified type theory of Russell and Alfred 
North Whitehead’s Principia Mathematica, published 
in three volumes from 1910 to 1913; Ernst Zermelo’s 
axiomatic set theory of 1908, later extended by 
Abraham Fraenkel; and Alonzo Church’s simple  
type theory of 1940. When Kurt Gödel presented  
his celebrated incompleteness theorems in 1931,  
he began with the following assessment: 

“The development of mathematics 
toward greater precision has led, as 
is well known, to the formalization of 
large tracts of it, so one can prove any 
theorem using nothing but a few me-
chanical rules. The most comprehen-
sive formal systems that have been set 
up hitherto are the system of Principia 
Mathematica on the one hand and the 
Zermelo-Fraenkel axiom system of 
set theory (further developed by J. von 
Neumann) on the other. These two 
systems are so comprehensive that in 
them all methods of proof used today 
in mathematics are formalized, that 
is, reduced to a few axioms and rules 
of inference. One might therefore con-
jecture that these axioms and rules of 
inference are sufficient to decide any 
mathematical question that can at all 
be formally expressed in these systems. 
It will be shown below that this is not 
the case…”4 

Gödel was right to claim the math-
ematics of his day could generally be 
formalized in axiomatic set theory and 
type theory, and these have held up, 
to today, as remarkably robust foun-
dations for mathematics. Indeed, set-
theoretic language is now ubiquitous, 
and most mathematicians take the 
language and axioms of set theory to 
underwrite their arguments, in the 
sense that any ambiguities in a claim 
or proof could, in principle, be elimi-
nated by spelling out the details in 
set-theoretic terms. In the mid-1930s, 
a group of mathematicians writing 
under the pen name Nicolas Bourba-
ki adopted set theory as the nominal 
foundation for a series of influential 
treatises aiming to provide a self-con-
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With the help of computational proof 
assistants, formal verification could become 
the new standard for rigor in mathematics. 
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 key insights

 � �Among the sciences, mathematics  
is distinguished by its precise language  
and clear rules of argumentation. 

 � �This fact makes it possible to  
model mathematical proofs as  
formal axiomatic derivations. 

 � �Computational proof assistants make  
it possible to check the correctness  
of these derivations, thereby increasing 
the reliability of mathematical claims. 
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tained, rigorous presentation of the 
core branches of mathematics: 

“…the correctness of a mathemati-
cal text is verified by comparing it, 
more or less explicitly, with the rules of 
a formalized language.”3 

From this standpoint, the contem-
porary informal practice of writing a 
mathematical proof is an approxima-
tion to that ideal, whereby the task of 
a referee is to exercise professional 
judgment as to whether the proof 
could be expressed, in principle, in a 
way that conforms to the rules. The 
mathematician Saunders Mac Lane 
put it as follows: 

“A Mathematical proof is rigorous 
when it is (or could be) written out in 
the first-order predicate language L(∈) 
as a sequence of inferences from the 
axioms ZFC, each inference made ac-
cording to one of the stated rules…
When a proof is in doubt, its repair is 
usually just a partial approximation to 
the fully formal version.”15 

This point of view is to some ex-
tent anticipated by the 17th century 
philosopher Gottfried Leibniz, who 
called for development of a universal 
language (characteristica universalis) 
in which anything can be expressed 
and a calculus of reasoning (calculus 
ratiocinator) for deciding the truth of 
assertions expressed in the character-
istica. Leibniz’s ambitions were not 
limited to mathematics; he dreamed 

of a time when any disputants could 
translate their disagreement into the 
characteristica and say to each other 
“calculemus” (“let us calculate”). In the 
20th century, however, even Bourbaki 
conceded complete formalization was 
an unattainable ideal: 

“…the tiniest proof at the beginning 
of the Theory of Sets would already re-
quire several hundreds of signs for its 
complete formalization… formalized 
mathematics cannot in practice be 
written down in full… We shall there-
fore very quickly abandon formalized 
mathematics.”3 

Due to developments in computer 
science over the past few decades, it is 
now possible to achieve complete for-
malization in practice. Working with 
“computational proof assistants,” us-
ers are able to verify substantial mathe-
matical theorems, constructing formal 
axiomatic derivations of remarkable 
complexity. Our goal in this article is to 
describe the current technology and its 
motivations, survey the state of the art, 
highlight some recent advances, and 
discuss prospects for the future. 

Mathematical Rigor 
The notion of proof lies at the heart 
of mathematics. Although early re-
cords of measurement and numeric 
computation predate the ancient 
Greeks, mathematics proper is com-
monly seen as having begun with de-

velopment of the deductive method, 
as exemplified by Euclid’s Elements 
of Geometry. Starting from axioms 
and postulates, a mathematical proof 
proceeds by a chain of incontrovert-
ible logical steps to its conclusion. 
Through the ages, the method of the 
Elements was held to represent the 
paradigm of rigorous argumenta-
tion, to mathematicians, scientists, 
and philosophers alike. Its appeal is 
eloquently conveyed in John Aubrey’s 
short biography1 of the philosopher 
Thomas Hobbes (1588–1697), who 
made his first serious contact with 
mathematics at the age of 40: 

“Being in a Gentleman’s Library, 
Euclid’s Elements lay open, and ’twas 
the 47 El. libri 1 [Pythagoras’s Theo-
rem]. He read the proposition. By 
G—, sayd he (he would now and then 
sweare an emphaticall Oath by way 
of emphasis) this is impossible! So he 
reads the Demonstration of it, which 
referred him back to such a Proposi-
tion; which proposition he read. That 
referred him back to another, which 
he also read. Et sic deinceps [and so 
on] that at last he was demonstratively 
convinced of that trueth. This made 
him in love with Geometry.”1 

The encounter turned Hobbes into 
an enthusiastic amateur geometer 
“wont to draw lines on his thigh and 
on the sheets, abed.” He became no-
torious in later years for bombarding 
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referees, even those with the best of 
intentions, are fallible, and mistakes 
are inevitably made in the peer-review 
process. A book written by Lecat in 
1935 included 130 pages of errors 
made by major mathematicians up to 
1900, and even mathematicians of the 
stature of J.E. Littlewood have pub-
lished faulty proofs: 

“Professor Offord and I recently 
committed ourselves to an odd mistake 
(Annals of Mathematics Annals of Math-
ematics (2) 49, 923, 1.5). In formulating 
a proof a plus sign got omitted, becom-
ing in effect a multiplication sign. The 
resulting false formula got accepted as 
a basis for the ensuing fallacious argu-
ment. (In defence, the final result was 
known to be true.)”14 

Every working mathematician must 
routinely deal with inferential gaps, 
misstatements, missing hypotheses, 
unstated background assumptions, 
imprecise definitions, misapplied re-
sults, and the like. A 2013 article in the 
Notices of the American Mathematical 
Society (Grcar7) on errors in the math-
ematical literature laments the fact 
that corrections are not published as 
often as they should be. Some errors 
are not easily repaired. The first pur-
ported proof of the four-color theorem 
in 1879 stood for a decade before a flaw 
was pointed out. Referees reviewing 
Andrew Wiles’s first proof of Fermat’s 
Last Theorem found a mistake, and it 
took Wiles and a former student, Rich-
ard Taylor, close to a year to find a way 
to circumvent it. Daniel Gorenstein an-
nounced, in 1983, that the classifica-
tion of finite simple groups had been 
completed, unaware there was a gap 
in the treatment of the class of “qua-
sithin” groups. The gap was not filled 
until 2001, and doing so required a 
1,221-page proof by Michael Aschbach-
er and Stephen Smith. 

Even when an argument turns out 
to be correct, judging it to be so can 
take a long time. Grigori Perelman 
posted three papers on arXiv in 2002 
and 2003 presenting a proof of Thur-
ston’s geometrization conjecture. 
This result, in turn, implies the Poin-
caré conjecture, one of the Clay Math-
ematics Institute’s famed Millen-
nium Prize challenges. The proof was 
scrutinized by dozens of researchers, 
but it was not until 2006 that three 
independent groups determined that 

top mathematicians with his error-
ridden ruler-and-compass geometric 
constructions, some of which are now 
known to be impossible in principle. 

But what, exactly, constitutes a 
proof? Who is to say whether a proof is 
correct or not? Maintaining that a proof 
need convince only the person reading 
it gives the notion a subjective charac-
ter. In practice, proofs tend to become 
generally accepted when they persuade 
not just one or two people but a broad 
or particularly influential group of 
mathematicians. Yet as Hobbes him-
self noted, this does not entirely avoid 
the subjective and fallible character of 
the judgment: 

“But no one mans Reason, nor the 
Reason of any one number of men, 
makes the certaintie; no more than 
an account is therefore well cast up, 
because a great many men have unani-
mously approved it.”12 

In the history of mathematics, there 
is no shortage of controversy over the 
validity of mathematical arguments. 
Berkeley’s extended critique of the 
methods of the calculus in The Analyst 
(1734) is one example. Another is the 
“vibrating string controversy” among 
Leonhard Euler, Jean d’Alembert, and 
Daniel Bernoulli, hinging on whether 
an “arbitrary” continuous function on 
a real interval could be represented by 
a trigonometric series. Carl Friedrich 
Gauss is usually credited with provid-
ing the first correct proof of the funda-
mental theorem of algebra, asserting 
that every nonconstant polynomial 
over the complex numbers has a root, 
in his doctoral dissertation of 1799; 
but the history of that theorem is espe-
cially knotty, since it was not initially 
clear what methods could legitimately 
be used to establish the existence of 
the roots in question. Similarly, when 
Gauss presented his proof of the law of 
quadratic reciprocity in his Disquitio-
nes Arithmeticae (1801), he began with 
the observation that Legendre’s al-
leged proof a few years prior contained 
a serious gap. 

Mathematicians have always been 
reflectively conscious of their meth-
ods, and, as proofs grew more complex 
in the 19th century, mathematicians 
became more explicit in emphasizing 
the role of rigor. This is evident in, for 
example, Carl Jacobi’s praise of Johann 
Peter Gustav Lejune Dirichlet: 

“Dirichlet alone, not I, nor Cauchy, 
nor Gauss knows what a completely 
rigorous mathematical proof is. Rather 
we learn it first from him. When Gauss 
says that he has proved something, it 
is very clear; when Cauchy says it, one 
can wager as much pro as con; when 
Dirichlet says it, it is certain…” (quoted 
by Schubring21). 

Mathematics has, at critical junc-
tures, developed in more speculative 
ways. But these episodes are invariably 
followed by corresponding periods of 
retrenchment, analyzing foundations 
and increasingly adopting a strict de-
ductive style, either to resolve apparent 
problems or just to make the material 
easier to teach convincingly.6 

Reflecting on the history of math-
ematics, we can to some extent dis-
entangle two related concerns. The 
first is whether the methods used in a 
given proof are valid, or appropriate to 
mathematics. This has to do with com-
ing to consensus as to the appropriate 
rules of argumentation. For example, 
is it legitimate to refer to negative 
numbers, complex numbers, and in-
finitesimals, and, if so, what properties 
do they have? Is it legitimate to use the 
axiom of choice or to apply the law of 
the excluded middle to statements in-
volving infinite structures? The second 
concern has to do with whether, given 
a background understanding of what 
is allowed, a particular proof meets 
those standards; that is, whether or not 
the proof is correct. The foundational 
debates of the early 20th century, and 
the set-theoretic language and formal-
ism that emerged, were designed to 
address the question as to what meth-
ods are legitimate, by establishing an 
in-principle consensus as to the infer-
ences that are allowed. Formal verifica-
tion is not designed to help with that; 
just as human referees can strive only 
to establish correctness with respect 
to an implicit conception of what is ac-
ceptable, formal correctness can be as-
sessed only modulo an underlying axi-
omatic framework. But, as will become 
clear in the next section, establishing 
correctness is a nontrivial concern, 
and is where formal methods come 
into play. 

Correctness Concerns 
Mathematical proofs are complex ob-
jects, and becoming more so. Human 
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any gaps in Perelman’s original proof 
were minor, and could be filled using 
the techniques he had developed. 

The increased complexity is exac-
erbated by the fact that some proofs 
rely on extensive calculation. Kenneth 
Appel’s and Wolfgang Hakken’s 1976 
proof of the four-color theorem relied 
on an exhaustive computer enumera-
tion of combinatorial configurations. 
Subsequent proofs, though more effi-
cient, have this same character. Proofs 
that depend on explicit checking of 
cases are nothing new in themselves; 
for example, proofs of Bertrand’s con-
jecture (for n ≥ 1 there is a prime n ≤ p 
≤ 2n) often begin with a comment like 
“Let us assume n ≥ 4,000, since one 
can verify it explicitly for other cases.” 
But this feature took on dramatic pro-
portions with Thomas Hales’s 1998 
proof of the Kepler conjecture, stat-
ing that no packing of spheres in 3D 
space has higher density than the 
natural face-centered cubic packing 
commonly used to stack oranges, 
cannonballs, and such. Hales, work-
ing with Samuel Ferguson, arrived at a 
proof in 1998 consisting of 300 pages 
of mathematics and calculations per-
formed by approximately 40,000 lines 
of computer code. As part of the peer-
review process, a panel of 12 refer-
ees appointed by the Annals of Math-
ematics studied the proof for four 
full years, finally returning with the 
verdict that they were “99% certain” 
of the correctness, but in the words of 
the editor Robert MacPherson: 

“The news from the referees is bad, 
from my perspective. They have not 
been able to certify the correctness of 
the proof, and will not be able to certify 
it in the future, because they have run 
out of energy to devote to the problem. 
This is not what I had hoped for…

“Fejes Tóth thinks that this situa-
tion will occur more and more often 
in mathematics. He says it is similar 
to the situation in experimental sci-
ence—other scientists acting as refer-
ees can’t certify the correctness of an 
experiment, they can only subject the 
paper to consistency checks. He thinks 
that the mathematical community will 
have to get used to this state of affairs.” 

The level of confidence was such 
that the proof was indeed published 
in the Annals, and no significant error 
has been found in it. Nevertheless, the 

verdict is disappointingly lacking in 
clarity and finality. In fact, as a result 
of this experience, the journal changed 
its editorial policy on computer-assist-
ed proof so it will no longer even try 
to check the correctness of computer 
code. Dissatisfied with this state of af-
fairs, Hales turned to formal verifica-
tion, as we will see. 

In November 2005, the Notices of 
the American Mathematical Society pub-
lished an article by Brian Davies called 
“Whither Mathematics?” that raised 
questions about the mounting com-
plexity of mathematical proof and the 
role of computers in mathematics. In 
August 2008, the Notices published an 
opinion piece by Melvyn Nathanson 
that also raised concerns about the sta-
tus of mathematical proof: 

“…many great and important theo-
rems don’t actually have proofs. They 
have sketches of proofs, outlines of ar-
guments, hints and intuitions that were 
obvious to the author (at least, at the 
time of writing) and that, hopefully, are 
understood and believed by some part 
of the mathematical community.”18 

He concluded: 
“How do we recognize mathemati-

cal truth? If a theorem has a short 
complete proof, we can check it. But 
if the proof is deep, difficult, and al-
ready fills 100 journal pages, if no one 
has the time and energy to fill in the 
details, if a ‘complete’ proof would be 
100,000 pages long, then we rely on the 
judgments of the bosses in the field. In 
mathematics, a theorem is true, or it’s 
not a theorem. But even in mathemat-
ics, truth can be political.”18 

Nathanson’s essay did not explicitly 
mention contemporary work in formal 
verification. But a few months later, in 
December 2008, the Notices devoted 
an entire issue to formal proof, focus-
ing on methods intended to alleviate 
Nathanson’s concerns. 

Automating Mathematics 
As noted, for suitable formal proof 
systems, there is a purely mechanical 
process for checking whether an al-
leged proof is in fact a correct proof of 
a certain proposition. So, given a prop-
osition p, we could in principle run a 
search program that examines in some 
suitable sequence (in order of, say, 
length and then alphabetical order) 
every potential proof of p and termi-

Every working 
mathematician 
routinely has 
to deal with 
inferential gaps, 
misstatements, 
missing hypotheses, 
unstated 
background 
assumptions, 
imprecise 
definitions, 
misapplied results, 
and the like. 
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nates with success if it finds one. That 
is, in the terminology of computability 
theory, the set of provable formulas is 
recursively enumerable. 

But this naive program has the fea-
ture that if p is not provable, it will run 
fruitlessly forever, so it is not a yes/no 
decision procedure of the kind Leibniz 
imagined. A fundamental limitative re-
sult due to Church and Turing shows 
this cannot be avoided, because the set 
of provable formulas is not recursive 
(computable). This inherent limita-
tion motivates the more modest goal of 
having the computer merely check the 
correctness of a proof provided (at least 
in outline form) by a person. Another 
reaction to limitative results like this, 
and related ones due to Gödel, Tarski, 
Post, and others, is to seek special cas-
es (such as restricting the logical form 
of the problem) where a full decision 
procedure is possible. 

All three possibilities have been well 
represented in the development of for-
mal proof and automated reasoning: 

˲˲ Complete but potentially nonter-
minating proof search; 

˲˲ Decision procedures for special 
classes of problems; and 

˲˲ Checking of proof hints or sketch-
es given by a person. 

In the category of general proof 
search, there were pioneering experi-
ments in the late 1950s by Gilmore, 
Davis, Putnam, Prawtiz, Wang, and 
others, followed by the more system-
atic development of practically effec-
tive proof procedures, including “tab-
leaux” (Beth, Hintikka), “resolution” 
(Robinson, Maslov), and “model elim-
ination” (Loveland), as well as more 
specialized techniques for “equation-
al” reasoning, including “Knuth-Ben-
dix completion.” Perhaps the most 
famous application of this kind of 
search is the proof of the Robbins con-
jecture, discovered by McCune17 using 
the automated theorem prover EQP in 
1996 that settled a problem that had 
been open since the 1930s. 

In the category of decision proce-
dures, perhaps the first real “automat-
ed theorem prover” was Davis’s proce-
dure for the special case of Presburger 
arithmetic, a generalization of integer 
programming. Implementations of 
many other decision procedures have 
followed, motivating further theoreti-
cal developments. Some procedures 

have been particularly effective in prac-
tice (such as Gröbner basis algorithms 
and Wu’s method, both applicable to 
theorem proving in geometry). 

Although automation is an exciting 
and ambitious goal, there is little realis-
tic hope of automated provers routinely 
proving assertions with real mathemati-
cal depth. Attention has thus focused 
on methods of verification making 
use of substantial interaction between 
mathematician and computer. 

Interactive Theorem Proving 
The idea behind interactive theorem 
proving is to allow users to work with 
a computational “proof assistant” to 
convey just enough information and 
guidance for the system to be able to 
confirm the existence of a formal axi-
omatic proof. Many systems in use to-
day actually construct a formal proof 
object, a complex piece of data that can 
be verified by independent checkers. 

One of the earliest proof systems 
was de Bruijn’s Automath, which ap-
peared in the late 1960s. The compu-
tational assistance it rendered was 
minimal, since the project’s empha-
sis was on developing a compact, ef-
ficient notation for describing math-
ematical proof. An early milestone 
was Jutting’s 1977 Ph.D. thesis in 
which he presented a complete for-
malization of Landau’s book on a 
foundational construction of the real 
numbers as “Dedekind cuts,” deduc-
ing that the reals so constructed are a 
complete ordered field. 

Proof checkers soon came to in-
corporate additional computer assis-
tance. Andrzej Trybulec’s Mizar sys-
tem, introduced in 1973 and still in 
use today, uses automated methods 
to check formal proofs written in a 
language designed to approximate in-
formal mathematical vernacular. The 
Boyer-Moore NQTHM theorem prover 
(an ancestor of ACL2), also actively 
used today, was likewise introduced 
in the early 1970s as a fully automatic 
theorem prover; in 1974 the project’s 
efforts shifted to developing methods 
of allowing users to prove facts in-
crementally, then provide the facts as 
“hints” to the automated prover in sub-
sequent proofs. 

Influential systems introduced in 
the 1980s include Robert Constable’s 
Nuprl, Mike Gordon’s HOL, and the 
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depth.  
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Coq system, based on a logic developed 
by Thierry Coquand and Gerard Huet, 
and, in the 1990s, Lawrence Paulson’s 
Isabelle and the Prototype Verification 
System, or PVS, developed by John 
Rushby, Natarjan Shankar, and Sam 
Owre.a By 1994, William Thurston 
could write the following in an article 
in the Bulletin of the American Math-
ematical Society: 

“There are people working hard 
on the project of actually formalizing 
parts of mathematics by computer, 
with actually formally correct formal 
deductions. I think this is a very big but 
very worthwhile project, and I am con-
fident we will learn a lot from it.”23 

Many of these systems are based on 
an architecture developed by Robin 
Milner with his 1972 proof LCF proof 
checker, which implemented Dana 
Scott’s Logic of Computable Functions. 
An LCF-style prover is based on a small, 
trusted core of code used to construct 
theorems by applying basic rules of the 
axiomatic system. Such a system can 
then include more elaborate pieces of 
code built on top of the trusted core, 
to provide more complex proof pro-
cedures that internally decompose to 
(perhaps many) invocations of basic 
rules. Correctness is guaranteed by 
the fact that, ultimately, only the basic 
rules can change the proof state; ev-
erything the system does is mediated 
by the trusted core. (This restriction is 
often enforced by using a functional 
programming language like ML and 
OCaml and implementing the basic in-
ference rules as the only constructors 
of an abstract data type.) 

Many provers support a mode of 
working where the theorem to be proved 
is presented as a “goal” that is trans-
formed by applying “tactics” in a back-
ward fashion; for example, Figure 1 is a 
proof of the fact that every natural num-
ber other than 1 has a prime divisor in 
the Isabelle proof assistant. 

The “lemma” command establishes 
the goal to be proved, and the first in-
struction invokes a form of complete 
induction. The next two statements 
split the proof into two cases, depend-
ing on whether or not n = 0. When n = 0, 

a	 For a more comprehensive list of provers, see 
http://www.cs.ru.nl/˜freek/digimath/index.html; 
for an overview of 17 proof assistants in use 
today, see Wiedijk.26

setting p = 2 witnesses the conclusion; 
the system confirms this automatically 
(using “auto”). Otherwise, the proof 
splits into two cases, depending on 
whether or not n is prime. If n is prime, 
the result is immediate. The case where 
n is not prime is handled by appealing 
to a previously proved fact. 

A user can step through such a “pro-
cedural” proof script within the proof 
assistant itself to see how the goal state 
changes in successive steps. But the 
script is difficult to read in isolation, 
since the reader must simulate, or 
guess, the results of applying each tac-
tic. Ordinary mathematical proofs tend 
to emphasize, in contrast, the interme-
diate statements and goals, often leav-
ing the justification implicit. The Mizar 
proof language was designed to model 
such a “declarative” proof system, and 

such features have been incorporated 
into LCF-style provers. For example, 
Figure 2 is a proof of the same state-
ment, again in Isabelle, but written in a 
more declarative style. 

A number of important theorems 
have been verified in the systems de-
scribed here, including the prime 
number theorem, the four-color theo-
rem, the Jordan curve theorem, the 
Brouwer fixed-point theorem, Gödel’s 
first incompleteness theorem, Dirich-
let’s theorem on primes in an arithme-
tic progression, the Cartan fixed-point 
theorems, and many more.b In the next 
section we describe even more impres-
sive milestones, though even more im-

b	 For a list of “100 great theorems,” including those 
formalized in various systems, see http://www.
cs.ru.nl/˜freek/100/

Figure 1. An LCF tactic-style proof in Isabelle.

lemma prime_factor_nat: “n ~= (1::nat) ==> EX p. prime p & p dvd n”
  apply (induct n rule: nat_less_induct)
  apply (case_tac “n = 0”)
  apply (rule_tac x = 2 in exI)
  apply auto
  apply (case_tac “prime n”)
  apply auto
  apply (subgoal_tac “n > 1”)
  apply (frule (1) not_prime_eq_prod_nat)
  apply (auto intro: dvd_mult dvd_mult2)
done

Figure 2. A declarative proof in Isabelle.  

lemma prime_factor_nat: “n ~= (1::nat) ==> EX p. prime p & p dvd n”
proof (induct n rule: nat_less_induct)
	 fix n :: nat
	 assume "n ~= 1" and
		  ih: "ALL m < n. m ~= 1 --> (EX p. prime p & p dvd m)"
	 then show "EX p. prime p & p dvd n"
	 proof -
	 { assume "n = 0"
		  hence "prime (2 :: nat) & 2 dvd n"
			   by auto
		  hence ?thesis by blast }
	 moreover
	 { assume "prime n"
		  hence ?thesis by auto }
	 moreover
	 { assume "n ~= 0" and "~prime n"
		  with `n ~= 1` have "n > 1" by auto
		  with `~prime n` and not_prime_eq_prod_nat
		  obtain m k where "n = m * k" and "1 < m" and "m < n" by blast 
		  with ih obtain p where "prime p" and "p dvd m" by blast
		  with `n = m * k` have ?thesis by auto }
	 ultimately show ?thesis by auto
	 qed
qed

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=71&exitLink=http%3A%2F%2Fwww.cs.ru.nl%2F%25CB%259Cfreek%2Fdigimath%2Findex.html
http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=71&exitLink=http%3A%2F%2Fwww.cs.ru.nl%2F%25CB%259Cfreek%2F100%2F
http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=71&exitLink=http%3A%2F%2Fwww.cs.ru.nl%2F%25CB%259Cfreek%2F100%2F
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tinct from those in the verification of 
ordinary mathematics, and the details 
would take us too far afield. So, here, 
in this article, we deliberately set aside 
hardware and software verification, 
referring the reader to Donald MacK-
enzie’s book Mechanizing Proof: Com-
puting, Risk and Trust16 for a thoughtful 
exploration of the topic. 

Contemporary Efforts 
Interactive theorem proving reached 
a major landmark on September 20, 
2012, when Georges Gonthier an-
nounced he and a group of research-
ers under his direction had completed 
a verification of the Feit-Thompson 
theorem. The project relied on the 
Coq interactive proof assistant and a 
proof language, SSReflect, Gonthier 
designed. The Feit-Thompson theo-

rem, sometimes called the odd-order 
theorem, says every finite group of odd 
order is solvable; equivalently, that the 
finite simple groups of odd order are 
exactly the cyclic groups of prime or-
der. This theorem was an important 
first step in the classification of finite 
simple groups mentioned earlier. The 
original proof by Walter Feit and John 
Thompson, published in 1963, filled 
255 journal pages. While a proof that 
long would not raise eyebrows today, it 
was unheard of at the time. 

Gonthier launched the project in 
2006 with support from the Micro-
soft Research - Inria Joint Centre in 
Orsay, France. Because Coq is based 
on a constructive logic, Gonthier had 
to reorganize the proof in such a way 
every theorem has a direct computa-

tional interpretation. The resulting 
proof has approximately 150,000 lines 
of “code,” or formal proof scripts, in-
cluding 4,000 definitions and 13,000 
lemmas and theorems. As a basis for 
the formalization, Gonthier and his 
collaborators had to develop substan-
tial libraries of facts about finite group 
theory, linear algebra, Galois theory, 
and representation theory. From 
there, they worked from a presenta-
tion of the Feit-Thompson theorem in 
two texts, one by Helmut Bender and 
George Glauberman describing the 
“local analysis,” the other by Thomas 
Peterfalvi describing a “character-the-
oretic” component. As one might ex-
pect, they had to cope with numerous 
errors and gaps, some not easy to fix, 
though none fatal. 

Hales’s Flyspeck project is another 
ambitious formalization effort. In re-
sponse to the outcome of the referee 
process at the Annals, Hales decided 
to formally verify a proof of the Kepler 
conjecture. (The name “Flyspeck” is a 
contraction of “Formal Proof of the Ke-
pler Conjecture.”) He made it clear he 
viewed the project as a prototype: 

“In truth, my motivations for the 
project are far more complex than 
a simple hope of removing residual 
doubt from the minds of few referees. 
Indeed, I see formal methods as fun-
damental to the long-term growth of 
mathematics.”9 

The proof involves three essential 
uses of computation: enumerating 
a class of combinatorial structures 
called “tame hypermaps”; using linear-
programming methods to establish 
bounds on a large number of systems 
of linear constraints; and using inter-
val methods to verify approximately 
1,000 nonlinear inequalities that arise 
in the proof. All this is in addition to 
the textual “paper” proof, which in 
and of itself is quite long and involves 
Euclidean measure theory, geometric 
properties of polyhedral, and various 
combinatorial structures. Partly as a 
result of the formalization effort, both 
the “paper” and “machine” parts of 
proof have been streamlined and re-
organized.8 The combination of non-
trivial paper proofs and substantial 
time-consuming computational com-
ponents make it a particularly difficult 
formalization challenge, yet after a 
substantial effort by a large, geograph-

portant are the bodies of mathemati-
cal theory that have been formalized, 
often on the way to proving such “big 
name” theorems. Substantial libraries 
have been developed for elementary 
number theory, real and complex anal-
ysis, measure theory and measure-
theoretic probability, linear algebra, 
finite group theory, and Galois theory. 
Formalizations are now routinely de-
scribed in journals, including the Jour-
nal of Automated Reasoning, Journal of 
Formalised Reasoning, and Journal of 
Formalized Mathematics. The annual 
Interactive Theorem Proving confer-
ence includes reports on formaliza-
tion efforts and advances in interactive 
theorem proving technology. 

Also worth noting is that interactive 
proof systems are also commonly used 
to verify hardware and software sys-

tems. In principle, this is no different 
from verifying mathematical claims; 
for the purposes of formal verification, 
hardware and software systems must 
be described in mathematical terms, 
and the statement that such a system 
meets a certain specification is a theo-
rem to be proved. Most of the systems 
described here are thus designed to 
serve both goals. The connections run 
deeper; hardware and software specifi-
cations often make sense only against 
background mathematical theory 
of, say, the integers or real numbers; 
and, conversely, methods of verify-
ing software apply to the verification 
of code that is supposed to carry out 
specifically mathematical computa-
tions. However, hardware and software 
verification raises concerns largely dis-
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ically distributed team, the project is 
nearing completion. 

Another significant formal verifica-
tion effort is the Univalent Foundations 
project introduced by Fields Medalist 
Vladimir Voevodsky.24 Around 2005, 
Voevodsky, and independently Steve 
Awodey and Michael Warren, realized 
that constructive dependent type theo-
ry, the axiomatic basis for Coq, has an 
unexpected homotopy-theoretic inter-
pretation. Algebraic topologists rou-
tinely study abstract spaces and paths 
between elements of those spaces; 
continuous deformations, or “higher-
order” paths, between the paths; and 
deformations between the paths; and 
so on. What Voevodsky, Awodey, and 
Warren realized is that one can view 
dependent type theory as a calculus 
of topological spaces and continuous 
maps between them, wherein the as-
sertion x = y is interpreted as the exis-
tence of a path between x and y. 

More specifically, Voevodsky 
showed there is a model of construc-
tive type theory in the category of “sim-
plicial sets,” a mathematical structure 
well known to algebraic topologists. 
Moreover, this interpretation validates 
a surprising fact Voevodsky called the 
“univalence axiom,” asserting, rough-
ly, that any two types that are isomor-
phic are identical. The axiom jibes 
with informal mathematical practice, 
wherein two structures that are isomor-
phic are viewed as being essentially the 
same. However, it is notably false in the 
universe of sets; for example, there is a 
bijection between the sets {1, 2} and 
{3, 4}, but the first set contains the ele-
ment 1 while the second does not. Vo-
evodsky has suggested that dependent 
type theory with the univalence axiom 
can provide a new foundation for 
mathematics that validates structural 
intuitions. There is also hope among 
computer scientists that univalence 
can provide a new foundation for com-
putation where code can be designed 
to work uniformly on “isomorphic” 
data structures (such as lists and ar-
rays) implemented in different ways. 

In an excerpt from a grant proposal 
posted on his Web page, Voevodsky de-
scribed his motivations for the project 
as follows: 

“While working on the completion 
of the proof of the Block-Kato conjec-
ture I have thought a lot about what to 

do next. Eventually I became convinced 
that the most interesting and important 
directions in current mathematics are 
the ones related to the transition into a 
new era which will be characterized by 
the widespread use of automated tools 
for proof construction and verification.” 

During the 2012–2013 academic 
year, the Institute for Advanced Study 
in Princeton, NJ, held a program on 
Univalent Foundations, drawing an in-
terdisciplinary gathering of mathema-
ticians, logicians, and computer scien-
tists from all over the world. 

Rigor and Understanding 
We have distinguished between two 
types of concern that can attend a math-
ematical proof: whether the methods it 
uses are appropriate to mathematics 
and whether the proof itself represents 
a correct use of those methods. How-
ever, there is yet a third concern that is 
often raised—whether a proof delivers 
an appropriate understanding of the 
mathematics in question. It is in this 
respect that formal methods are often 
taken to task; a formal, symbolic proof 
is for the most part humanly incompre-
hensible and so does nothing to aug-
ment our understanding. Thurston’s 
article23 mentioned earlier added the 
following caveat: 

“…we should recognize that the hu-
manly understandable and humanly 
checkable proofs that we actually do 
are what is most important to us, and 
that they are quite different from for-
mal proofs.” 

The article was in fact a reply to an 
article by Jaffe and Quinn13 in the Bulle-
tin of the American Mathematical Society 
that proposed a distinction between 
“theoretical” mathematics, which has 
a speculative, exploratory character, 
and fully rigorous mathematics. The 
Jaffe-Quinn article drew passionate, 
heated responses from some of the 
most notable figures in mathematics, 
some rising to defend the role of rigor 
in mathematics, some choosing to 
emphasize the importance of a broad 
conceptual understanding. Given that 
both are clearly important to math-
ematics, the Jaffe-Quinn debate may 
come across as much ado about noth-
ing, but the episode makes clear that 
many mathematicians are wary that ex-
cessive concern for rigor can displace 
mathematical understanding. 

However, few researchers working 
in formal verification would claim that 
checking every last detail of a math-
ematical proof is the most interesting 
or important part of mathematics. For-
mal verification is not supposed to re-
place human understanding or the de-
velopment of powerful mathematical 
theories and concepts. Nor are formal 
proof scripts meant to replace ordinary 
mathematical exposition. Rather, they 
are intended to supplement the math-
ematics we do with precise formula-
tions of our definitions and theorems 
and assurances that our theorems are 
correct. One need only recognize, as we 
say here, that verifying correctness is 
an important part of mathematics. The 
mathematical community today in-
vests a good deal of time and resources 
in the refereeing process in order to 
gain such assurances, and surely any 
computational tools that can help in 
that regard should be valued. 

The Quest for Certainty 
In discussions of formally verified 
mathematics, the following question 
often arises: Proof assistants are com-
plex pieces of software, and software 
invariably has bugs, so why should we 
trust such a program when it certifies a 
proof to be correct? 

Proof assistants are typically de-
signed with an eye toward minimizing 
such concerns, relying on a small, trust-
ed core to construct and verify a proof. 
This design approach focuses concern 
on the trusted core, which consists of, 
for example, approximately 400 lines in 
Harrison’s HOL light system. Users can 
obtain a higher level of confidence by 
asking the system to output a descrip-
tion of the axiomatic proof that can be 
checked by independent verifiers; even 
if each particular verifier is buggy, the 
odds that a faulty inference in a formal 
proof can make it past multiple verifi-
ers shrinks dramatically. It is even pos-
sible to use formal methods to verify 
the trusted core itself. There have been 
experiments in “self-verifications” of 
simplified versions of Coq by Bruno 
Barras and HOL light by Harrison,10 as 
well as Jared Davis’s work on Milawa, a 
kind of bootstrapping sequence of in-
creasingly powerful approximations to 
the ACL2 prover. 

To researchers in formal verifica-
tion, however, these concerns seem 
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ful to the function described in axiom-
atic terms and the compiler respects 
the appropriate semantics. However, 
compared to using unverified code, 
this method provides a high degree of 
confidence as well. 

Similar considerations bear on the 
use of automated methods and search 
procedures to support the formaliza-
tion process; for example, one can rede-
sign conventional automated reason-
ing procedures so they generate formal 
proofs as they proceed or invoke an 
“off-the-shelf” reasoning tool and try 
to reconstruct a formal proof from the 
output. With respect to both reasoning 
and computation, an observation that 
often proves useful is that many proof 
procedures can naturally be decom-
posed into two steps: a “search” for 
some kind of certificate and a “check-
ing” phase where this certificate is veri-
fied.2 When implementing these steps 
in a foundational theorem prover, the 
“finding” (often the difficult part) can 
be done in any way at all, even through 
an external tool (such as a computer al-
gebra system11), provided the checking 
part is done in terms of the logical ker-
nel; for example, linear programming 
methods can provide easily checked 
certificates that witness the fact that 
a linear bound is optimal. Similarly, 
semi-definite programming packages 
can be used to obtain certificates that 
can be used to verify nonlinear inequal-
ities.20 Along these lines, the Flyspeck 
project uses optimized, unverified code 
to find informative certificates witness-
ing linear and nonlinear bounds, then 
uses the certificates to construct fully 
formal justifications.22 Such practices 
raise interesting theoretical questions 
about which symbolic procedures can 
in principle provide efficiently check-
able certificates, as well as the prag-
matic question of how detailed the cer-
tificates should be to allow convenient 
verification without adversely affecting 
the process of finding them. 

Prospects 
We have not touched on many impor-
tant uses of computers in mathematics 
(such as in the discovery of new theo-
rems, exploration of mathematical phe-
nomena, and search for relevant infor-
mation in databases of mathematical 
facts). Correctness is only one impor-
tant part of mathematics, as we have 

misplaced. When it comes to informal 
proof, mistakes arise from gaps in the 
reasoning, appeal to faulty intuitions, 
imprecise definitions, misapplied 
background facts, and fiddly special 
cases or side conditions the author 
failed to check. When verifying a the-
orem interactively, users cannot get 
away with any of this; the proof checker 
keeps the formalizer honest, requiring 
every step to be spelled out in complete 
detail. The very process of rendering 
a proof suitable for machine verifica-
tion requires strong discipline; even if 
there are lingering doubts about the 
trustworthiness of the proof checker, 
formal verification delivers a very high 
degree of confidence—much higher 
than any human referee can offer with-
out machine assistance. 

Mathematical results obtained 
through extensive computation pose 
additional challenges. There are at 
least three strategies that can be used 
verify such results. First, a user can re-
write the code that carries out the cal-
culations so it simultaneously uses the 
trusted core to chain together the axi-
oms and rules that justify the results of 
the computation. This approach pro-
vides, perhaps, the highest form of ver-
ification, since it produces formal axi-
omatic proofs of each result obtained 
by calculation. This is the method be-
ing used to verify the linear and non-
linear inequalities in the Flyspeck proj-
ect.22 The second strategy is to describe 
the algorithm in mathematical terms, 
prove the algorithm correct, then rely 
on the trusted core to carry out the 
steps of the computation. This was the 
method used by Gonthier in the veri-
fication5 of the four-color theorem in 
Coq; because it is based on a construc-
tive logic, Coq’s “trusted computing 
base” is able to normalize terms and 
thereby carry out a computation. The 
third strategy is to describe the algo-
rithm within the language of the proof 
checker, then extract the code and run 
it independently. This method was 
used by Tobias Nipkow, Gertrud Bau-
er, and Paula Schultz19 to carry out the 
enumeration of finite tame hypermaps 
in the Flyspeck project; ML code was ex-
tracted from formal definitions auto-
matically and compiled. This approach 
to verifying the results of computation 
invokes additional layers of trust, that, 
for example, the extracted code is faith-
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emphasized, and the process of verifica-
tion should interact continuously with 
other uses of formal methods. But even 
with this restriction, the issues we have 
considered touch on important aspects 
of artificial intelligence, knowledge 
representation, symbolic computation, 
hardware and software verification, and 
programming-language design. Math-
ematical verification raises its own chal-
lenges, but mathematics is a quintes-
sentially important type of knowledge, 
and understanding how to manage it is 
central to understanding computation-
al systems and what they can do. 

The developments we have dis-
cussed make it clear that it is pragmati-
cally possible to obtain fully verified 
axiomatic proofs of substantial math-
ematical theorems. Despite recent ad-
vances, however, the technology is not 
quite ready for prime time. There is a 
steep learning curve to the use of formal 
methods, and verifying even straight-
forward and intuitively clear inferences 
can be time consuming and difficult. It 
is also difficult to quantify the effort 
involved. For example, 15 researchers 
contributed to the formalization of the 
Feit-Thompson theorem over a six-year 
period, and Hales suspects the Flyspeck 
project has already exceeded his initial 
estimate of 20 person-years to comple-
tion. However, it is ultimately difficult 
to distinguish time spent verifying a 
theorem from time spent developing 
the interactive proof system and its li-
braries, time spent learning to use the 
system, and time spent working on the 
mathematics proper. 

One way to quantify the difficulty of 
a formalization is to compare its length 
to the length of the original proof, 
a ratio known as the “de Bruijn fac-
tor.” Freek Wiedijk carried out a short 
study25 and, in the three examples 
considered, the ratio hovers around a 
factor of four, whether comparing the 
number of symbols in plain-text pre-
sentations or applying a compression 
algorithm first to obtain a better mea-
sure of the true information content. 

A better measure of difficulty is the 
amount of time it takes to formalize 
a page of mathematics, though that 
can vary dramatically depending on 
the skill and expertise of the person 
carrying out the formalization, den-
sity of the material, quality and depth 
of the supporting library, and formal-

izer’s familiarity with that library. 
In the most ideal circumstances, an 
expert can handle approximately a 
half page to a page of a substantial 
mathematical text in a long, uninter-
rupted day of formalizing. But most 
circumstances are far less than ideal; 
an inauspicious choice of definitions 
can lead to hours of fruitless struggle 
with a proof assistant, and a formal-
izer often finds elementary gaps in 
the supporting libraries that require 
extra time and effort to fill. 

We should not expect interactive the-
orem proving to be attractive to math-
ematicians until the time it takes to 
verify a mathematical result formally is 
roughly commensurate with the time it 
takes to write it up for publication or the 
time it takes a referee to check it care-
fully by hand. Within the next few years, 
the technology is likely to be most use-
ful for verifying proofs involving long 
and delicate calculations, whether ini-
tially carried out by hand or with com-
puter assistance. But the technology is 
improving, and the work of researchers 
like Hales and Voevodsky makes it clear 
that at least some mathematicians are 
interested in using the new methods to 
further mathematical knowledge. 

In the long run, formal verification 
efforts need better libraries of back-
ground mathematics, better means of 
sharing knowledge between the vari-
ous proof systems, better automated 
support, better means of incorporat-
ing and verifying computation, bet-
ter means of storing and searching 
for background facts, and better in-
terfaces, allowing users to describe 
mathematical objects and their in-
tended uses, and otherwise convey 
their mathematical expertise. But ver-
ification need not be an all-or-nothing 
proposition, and it may not be all that 
long before mathematicians routinely 
find it useful to apply an interactive 
proof system to verify a key lemma or 
certify a computation that is central 
to a proof. We expect within a couple 
of decades seeing important pieces of 
mathematics verified will be common-
place and by the middle of the century 
may even become the new standard 
for rigorous mathematics. 	
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Though it originated  as an academic research 
project, Scala has seen rapid dissemination in industry 
and open source software development. Here, we 
give a high-level introduction to Scala and look to 
explain what makes it appealing for developers. The 
conceptual development of Scala began in 2001 at 
École polytechnique fédérale de Lausanne (EPFL) in 
Switzerland. The first internal version of the language 
appeared in 2003 when it was also taught in an 
undergraduate course on functional programming. 
The first public release was in 2004, and the 2.x series 

in 2006, with slightly redesigned lan-
guage and a new compiler, written 
completely in Scala itself. Shortly there-
after, an ecosystem of open-source 
software began to form around it, with 
the Lift Web framework as an early 
crystallization point. Scala also began 
to be used in industry. A well-known 
adoption was Twitter, which aimed (in 
2008) to rewrite its own message queue 
implementation in Scala. Since then, 
much of its core software has been 
written in Scala. Twitter has contribut-
ed back to open source in more than 30 
released projects24 and teaching mate-
rials.25 Many other companies have fol-
lowed suit, including LinkedIn, where 
Scala drives the social graph service, 
Klout, which uses a complete Scala 
stack, including the Akka distributed 
middleware and Play Web framework, 
and Foursquare, which uses Scala as 
the universal implementation lan-
guage for its server-side systems. Large 
enterprises (such as Intel, Juniper Net-
works, and Morgan Stanley) have also 
adopted the language for some of their 
core software projects. 

Gaining broad adoption quickly is 
rare for any programming language, 
especially one starting in academic 
research. One can argue that at least 
some of it could be due to circumstan-
tial factors, but it would still be inter-
esting to ponder what properties of the 
language programmers find so attrac-
tive. There are two main ingredients: 
First, Scala is a pragmatic language. Its 
main focus is to make developers more 
productive. Productivity needs access 
to a large set of libraries and tools and 
is why Scala was designed from the 
start to interoperate well with Java and 
run efficiently on the JVM. Almost all 

Unifying 
Functional 
and Object-
Oriented 
Programming 
with Scala 

doi:10.1145/2591013

Scala unifies traditionally disparate 
programming-language philosophies to develop 
new components and component systems.  

By Martin Odersky and Tiark Rompf 

 key insights

 � �Scala shows that functional and object-
oriented programming fit well together. 

 � �This combination allows a smooth 
transition from modeling to efficient code. 

 � �Scala also offers an impressive  
toolbox for expressing concurrency  
and parallelism. 
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Java libraries are accessible from Scala 
without needing wrappers or other glue 
code. Designing Scala libraries so they 
can be accessed from Java code is also 
relatively straightforward. Moreover, 
Scala is a statically typed language that 
compiles to the same bytecodes as Java 
and runs at comparable speed.6 

Several necessary compromises fol-
lowed from the interoperability goal; 
for instance, Scala adopts Java’s meth-
od overloading scheme, even though 
one could say multi-methods in the 
style of Fortress1 would have been 
cleaner. Another is that Scala allows 
null pointers, called by their origi-
nator, Tony Hoare, the “billion-dollar 
mistake.” This is again important for 
interoperability with Java. However, in 
pure Scala code null pointers are usu-
ally avoided in favor of the standard 
Option type. 

The second ingredient for Scala’s 
impressive adoption history is that it 
rides, and to a certain degree drives, 
the emerging trend of combining func-
tional and object-oriented program-
ming. Functional programming has 
emerged since the mid-2000s as an at-
tractive basis for software construction. 
One reason is the increasing impor-
tance of parallelism and distribution 
in computing. In the world of software 
development where updates require 
logs or replication for consistency, it is 
often more efficient to use replayable 
operations on immutable data instead; 
prominent examples are parallel tool-
kits like Akka18 and Spark.2 

Scala unifies areas of computing 
that were traditionally disparate (see 
the figure here). Its integration of 
functional and object-oriented con-
cepts leads to a scalable language, 
in the sense that the same concepts 
work well for very small, as well as 
very large, programs. Scala was voted 
the most popular scripting language 
on the JVM at the JavaOne conference 
2012. This was surprising, as script-
ing languages are usually dynamically 
typed, whereas Scala has an expres-
sive, precise static type system, relying 
on local type inference14,16 to obviate 

Scala stairs at École polytechnique fédérale de Lausanne inspired the Scala logo  
(http://www.scala-lang.org) designed by Gilles Dubochet.  

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=77&exitLink=http%3A%2F%2Fwww.scala-lang.org
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combinators. Compared to equiva-
lent Java code, the Scala version is 
much more succinct. While brevity is 
not universally good, the difference 
in cognitive overhead in this example 
is striking. 

Instead of objects and inheritance, 
traditional functional languages often 
have algebraic data types that can be 
decomposed with pattern matching. 
An algebraic data type consists of a 
fixed number of alternatives, each with 
a different constructor. Scala allows 
pattern matches over class instances, 
obviating the need for another funda-
mental type constructor besides class-
es while keeping the language simpler 
and more uniform. 

As an example, consider the task 
of writing a type named Try that con-
tains either a returned value or an ex-
ception. A standard usage of a type like 
Try is to communicate exceptions 
across thread or machine boundaries. 
Consider a small use case: Assume we 
have a function checkAge that checks 
whether a person is of legal age and 
throws an exception if not. We may 
want to use Try like this: 

Try {
   checkAge(person)
   fetchRestrictedContent()
}

At a glance, this code looks similar 
to familiar try/catch exception han-
dling. However, the catch block is 
missing, and the result of the whole ex-
pression is either a Success instance 
carrying the result of fetchRes-
trictedContent or a Failure car-
rying an exception. While try/catch 
decouples the handling of error con-
ditions from the location of the error 
in the program, Try also decouples 
the handling from the time the error 
occurred and its physical location; if 
failures happen on, say, a Web server 
in response to a client request, we can 
collect all failures relating to the re-
quest, batch them up, and send them 
back to the client. 

Here is a possible definition of type 
Try followed by an explanation of the 
Try { ... } syntax: 

trait Try[T] { 
 def get: T 
} 

the need for most annoying type an-
notations. The type system and good 
performance characteristics of its 
implementation make it suitable for 
large mission-critical back-end appli-
cations, particularly those involving 
parallelism or concurrency. 

Every piece of data in Scala is con-
ceptually an object and every operation 
a method call. This is in contrast to 
functional languages in the ML family 
that are stratified into a core language 
and a module system. Scala’s approach 
leads to an economy of features, keep-
ing the language reasonably small in 
spite of its multi-paradigm nature. The 
functional object system also enables 
construction of high-level, flexible li-
braries that are easy for programmers to 
use; for instance, its hierarchy of collec-
tion classes provides a uniform frame-
work12 for sequences, sets, and maps 
that systematically cover multiple di-
mensions, from immutable to mutable 
and sequential to parallel17 and (for se-
quences) from strict to lazy evaluation. 

Here, we demonstrate Scala 
through a series of examples, starting 
with simple program fragments for 
how it identifies features from func-
tional and object-oriented program-
ming, then how its object model ab-
sorbs common concepts from module 
systems to achieve modularity and ab-
straction. This also demonstrates how 
Scala programmers can progress from 
a simple, high-level model to efficient 
sequential and parallel implementa-
tions of the model. 

Combining Features 
Scala combines features from the 
object-oriented and functional para-
digms in new and interesting ways. 
As an example of the object-oriented 
style, consider the following definition 
of a simple class of Persons: 

class Person(val name: 
String, val age: Int) { 
   �override def toString = 

s”$name ($age)” 
} 

An instance of this class include 
fields name and age and provides an 
overridden toString implementa-
tion that returns a String describing 
the object. The syntax s"..." denotes 
an interpolated string that can contain 
computed expressions following the es-
cape character $. As an example of the 
functional style, here is a way to split a 
list of persons according to their age: 

val persons: List[Person] = ... 
val (minors, adults) = per-
sons.partition( _ .age < 18) 

The partition method takes a se-
quence and a predicate and returns a 
pair of sequences, one consisting of 
elements that satisfy the predicate, the 
other of elements that do not. The no-
tation _ .age < 18 is shorthand for the 
anonymous function x => x.age < 18. 

This is just one of many ways one 
can act on collections of objects 
through powerful purely functional 

Scala as unifier. 

Agile, with lightweight syntax

Safe and performant, with strong static typing

Object-Oriented Scala

Parallel

Sequential

Functional
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Scala’s integration 
of functional and 
object-oriented 
concepts leads  
to a scalable 
language, in  
the sense that  
the same concepts 
work well for  
very small,  
as well as very 
large, programs. 

case class Success[T](value: T) 
extends Try[T] { 
 def get = value 
} 
case class Failure[T](ex: Ex-
ception) extends Try[T] { 
 def get = throw ex 
} 

A “trait” is a generalization of Java’s 
interface that can contain both ab-
stract and concrete methods. The trait 
Try in this code defines a single ab-
stract method get; we add more meth-
ods to it later. The trait is parameter-
ized with a type parameter T meant to 
indicate the type of any returned value. 

Two subclasses extend Try: Suc-
cess and Failure. The case modifier 
in the class definitions enables pattern 
matching and also adds convenience 
methods to these classes. The Success 
class takes as a parameter the returned 
value, and the Failure class takes as 
parameter the thrown exception. 

Consider the following client code 
that processes a Try value: 

val x: Try[Int] = ... 
x match { 
  case Success(v) => 
    println(s”OK: $v”) 
  case Failure(ex: IOException) 
=> 
    println(s”I/O error”) 
  case Failure(ex) => 
    println(s”Other error $ex”) 
} 

Pattern matching in Scala is done 
in match expressions, which are 
conceptually generalizations of the 
switch statement in C and Java. 
A selector value (the x to the left of 
match) is matched against a number 
of cases, each consisting of a pattern 
followed by an arrow => and an ex-
pression that defines the result value 
in case the pattern matches. The ex-
pression here includes three patterns: 
The first matches any value of form 
Success(x) where x is arbitrary; the 
second matches any value of form 
Success(ex) where ex is of type IO-
Exception; and the third matches all 
other Failures. In all three, the re-
sult expression is a println invo-
cation. The return type of println is 
Unit, which is inhabited by the single 
atomic value (). 

The pattern-matching syntax and 
semantics is standard for a functional 
language. New is that pattern match-
ing applies to object types, not alge-
braic data types; for instance, the sec-
ond pattern matches at the same time 
on a Failure alternative with an em-
bedded IOException value. Dealing 
with open types (such as exceptions) 
has been a headache for standard 
functional pattern matching, which 
applies only to closed sums with a 
fixed number of alternatives. Scala 
sidesteps this issue by matching on 
object hierarchies instead. Having 
alternatives like Success and Fail-
ure be first-class types (as opposed 
to only Try) gives the dual benefits of 
uniformity and expressiveness. 

A possible criticism against this 
scheme is that the open-world as-
sumption means one cannot conclu-
sively verify that a pattern match is 
exhaustive, or contains a pattern for 
every possible selector value. Scala 
caters to this case by allowing sealed 
classes. We  thus could have declared 
Try like this: 

sealed trait Try[T] ... 

In this case all immediate sub-
classes of Try need to be defined 
together with it, and exhaustiveness 
checking for Try expressions would 
be enabled; that is, a sealed trait with 
some extending case classes behaves 
like an algebraic data type. 

Another criticism levied against 
Scala’s scheme is that a set of case class 
definitions tends to be more verbose 
than the definition of an algebraic data 
type. This is true but must be weighed 
against the fact that in a typical real-
world system the amount of type defi-
nitions should be small compared to 
the amount of code that operates on 
the types. 

We have seen the definition of type 
Try but still lack a convenient way of 
creating Try values from expressions 
that can throw exceptions, as in, say: 

Try { readFile(file) } 

We can achieve this through the follow-
ing definition: 

object Try { 
def apply[T](expr: => T) = 
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trait Function1[S, T] { 
 def apply(x: S): T 
} 

One characteristic of good func-
tional programming style is the defi-
nition of combinator libraries that 
take a data type and compose it in in-
teresting ways. What are useful com-
binators for Try values? One obvious 
choice is the combinator onSuccess, 
which takes a Try value and runs an-
other Try, returning function on its 
result, if the value was a success. A 
failure, on the other hand, would be 
returned directly. 

The classic object-oriented way 
of implementing apply would rely 
on dynamic dispatch: Define an ab-
stract method in trait Try and one 
implementing method in each sub-
class. Alternatively, we can use pat-
tern matching, defining the onSuc-
cess operator as a single method on 
trait Try: 

sealed trait Try[T] { 
 def onSuccess[U](f: T => 
Try[U]): Try[U] = this match 
{ 
   case Success(x) => f(x) 
   case failure => failure 
 } 
 ... 
} 

The onSuccess combinator meth-
od can be used like this: 

Try(x/y).onSuccess(z => Try(1/z)) 

Here, the argument to the onSuc-
cess call is an anonymous function 
that takes its parameter z to the left of 
the double arrow => and returns the 
result of evaluating the expression to 
the right of the arrow. Evaluation of 
the whole expression first divides x 
by y and, if successful, returns a Suc-
cess value containing the inverse 
of the result z. Any arithmetic excep-
tions lead to Failure results. The 
code is thus equivalent to: 

Try { val z = x/y; 1/z } === 
Try(1/(x/y))

More generally, x.onSuccess 
(z=>Try(f(z))) is equivalent to 
Try(f(x.get)). Both notational vari-

  try Success(expr) 
  catch { 
    case ex: Throwable => 
Failure(ex) 
  } 
} 

It includes several noteworthy 
points, and what gets defined is an ob-
ject named Try. An object is a single-
ton instance that implements a set of 
definitions; in the example, Try imple-
ments a method apply. Object defini-
tions are Scala’s replacement of the 
concept of static members, which, de-
spite being a common feature, are de-
cidedly non-object-oriented. Instead of 
defining static values in a class, we de-
fine a singleton object containing the 
same values. A common pattern in Sca-
la combines an object definition and a 
class or trait definition with the same 
name in a single source file. In this 
case, the object members are treated 
like the static members of a Java class. 

The Try object defines a method 
apply that takes a type parameter T 
and a value parameter expr of type 
=> T that describes a computation of 
type T. The type syntax => T describes 
“by-name” parameters. As indicated 
by the syntax, such parameters can 
be thought of as functions without an 
argument list. Expressions passed to 
them will not be evaluated at the call 
site; instead, they will be evaluated 
each time the parameter is derefer-
enced in the called function. Here is 
an example: 

Try.apply(x / y) 

In this case, the expression x / y will 
be passed unevaluated into the apply 
method. The apply method will then 
evaluate it at the point where the expr 
parameter is referenced as part of its 
Success result. If y is zero, this evalu-
ation yields a division-by-zero error 
that will be caught in the enclosing try/
catch expression and a Failure value 
will be returned. 

The Try expression can be written 
even shorter, like this: 

Try(x / y) 

Or, if blocks of multiple statements are 
used, like this: 

Try { ... } 

This code makes it look as if Try is a 
function that can be applied to an argu-
ment and that yields a value of type Try. 
It also makes use of another corner-
stone of Scala: Every object with an apply 
method can be used as a function value. 
This is Scala’s way of making functions 
first class; they are simply interpreted as 
objects with apply methods. 

Scala includes function types, writ-
ten in double-arrow notation (such 
as Int => String is the type of func-
tions from Int to String). But this 
type is simply a syntactic abbreviation 
for the object type Function1[Int, 
String]. Function1 is defined as a 
trait along the following lines: 

Code section 1: Graph signature.  

trait Graphs {
  type Node
  type Edge
  def pred(e: Edge): Node
  def succ(e: Edge): Node
  type Graph <: GraphSig
  trait GraphSig {
    def nodes: Set[Node]
    def edges: Set[Edge]
    def outgoing(n: Node): Set[Edge]
    def incoming(n: Node): Set[Edge]
    def sources: Set[Node]
    def topSort: Seq[Node]
    def subGraph(nodes: Set[Node]): Graph =
      newGraph(nodes, edges filter (e =>
        (nodes contains pred(e)) &&
        (nodes contains succ(e))))
  }
  def newGraph(nodes: Set[Node], edges: Set[Edge]): Graph
}
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ants are useful for various purposes. 
The onSuccess combinator is most 
useful when we want to combine sev-
eral operations to feed into each other, 
without assigning explicit names to 
the intermediate results; onSuccess 
corresponds to the pipe operator in 
Unix-like shells. We can define an 
exec command to launch processes: 

def exec(cmd: String): (in: 
Buffer) => Try[Buffer] = ...

And use onSuccess to connect in-
puts and outputs, given some fixed in-
put data stdin: 

stdin.onSuccess(exec(“ls”)) 
     .onSuccess(exec(“grep ^.*\.scala”)) 
     .onSuccess(exec(“xargs scalac”)) 

The simple all-or-nothing failure 
model is different from actual OS 
pipes; here, each command either suc-
ceeds after producing its output or fails 
without producing output. There is no 
failure after producing partial output, 
and output cannot be read by the next 
process until the previous process has 
terminated with success or failure. 
However, these features are easy to add 
with a level of indirection. Those famil-
iar with the Haskell school of function-
al programming8 will notice that Try 
implements the exception monad and 
onSuccess “bind” operation. 

Syntactically, most Scala program-
mers would write the expression a bit 
differently, like this: 

(stdin onSuccess exec(“ls”) 
       onSuccess exec(“grep 
.̂*\.scala”)
       onSuccess exec(“xargs 
scalac”))

This style makes use of another per-
vasive Scala principle: Any binary infix 
operator is expanded to a method call 
on one of its arguments. Most opera-
tors translate to a method call with the 
left operand as receiver; the only excep-
tion are operators ending in :, which 
are resolved to the right. An example 
is the list cons operator ::, which pre-
pends an element to the left of a list, as 
in 1::xs. 

The main benefit of this Scala con-
vention is its regularity. There are no 
special operators in the Scala syntax. 

Even operators (such as + and -) are 
conceptually method calls. So we could 
redefine onSuccess using the pipe 
char | as follows: 

stdin | exec(“ls”) | 
exec(“grep .̂*\.scala”) | 
exec(“xargs scalac”) 

Scaling Up 
The previous section explored the com-
bination of functional and object-ori-
ented programming in a limited exam-
ple where we defined one concrete type 
and several operations. Here, we show 
how Scala also applies to larger pro-
gram structures, including interfaces, 
high-level models for specifications, 
and lower-level implementations. 

The task is to find a general model 
for graphs. Abstractly, a graph is a 
structure consisting of nodes and edg-
es. In practice, there are many kinds of 
graphs that differ in the types of infor-
mation that are attached to the nodes 
and edges; for example, nodes might be 
cities and edges roads, or nodes might 
be persons and edges relationships. 

We would like to capture what 
graphs have in common using one ab-
stract structure that can then be aug-
mented with models and algorithms in 
a modular way. 

Code section 1 shows a trait for 
graphs. Simple as it is, the definition 
of this trait is conceptually similar to 
how the social graph is modeled in 
Scala at LinkedIn. 

The trait has two abstract type mem-
bers: Node and Edge. Scala is one of 
the few languages where objects can 

have not only fields and methods but 
also types as members. The type dec-
larations postulate that concrete sub-
classes of the trait Graphs will con-
tain some definitions of types Node 
and Edge. The definitions themselves 
are arbitrary, as long as implementa-
tions of the other abstract members of 
Graphs exist for them. 

Next come two abstract method 
definitions specifying that every Graph 
will define methods pred and succ 
that take an Edge to its predecessor 
and successor Node. The definition of 
the methods is deferred to concrete 
subclasses. 

The type of Graph itself is then 
specified. This is an abstract type that 
has as upper bound the trait Graph-
Sig; that is, we require that any con-
crete implementation of type Graph 
conforms to the trait. GraphSig de-
fines a set of fields and methods that 
apply to every graph; the two essential 
ones are the set of nodes and the set 
of edges. Furthermore, here are three 
convenience methods: 

˲˲ For each node the set of outgoing 
and incoming edges; 

˲˲ The set of sources, or nodes that 
do not have incoming edges; and

˲˲ A method subGraph that takes a 
set of nodes and returns a new graph 
consisting of these nodes and any 
edges of the original graph that con-
nect them. 

To show some more interesting al-
gorithmic treatment of graphs, we also 
include a method topSort for the to-
pological sorting of an acyclic graph. 
The method returns in a list a total 

Code section 2: Graph model. 

abstract class GraphsModel extends Graphs {
  class Graph(val nodes: Set[Node], val edges: Set[Edge])
        extends GraphSig {
    def outgoing(n: Node) = edges filter (pred(_) == n)
    def incoming(n: Node) = edges filter (succ(_) == n)
    lazy val sources = nodes filter (incoming(_).isEmpty)
    def topSort: Seq[Node] =
      if (nodes.isEmpty) List()
      else {
        require(sources.nonEmpty)
        sources.toList ++
        subGraph(nodes -- sources).topSort
      }
  }
  def newGraph(nodes: Set[Node], edges: Set[Edge]) =
    new Graph(nodes, edges)
}
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˲˲ xs map f, which applies a function 
f to each element of a collection xs 
and forms a collection of the results; 
and 

˲˲ xs flatMap f, which applies the 
collection-valued function f to each el-
ement of a collection xs and combines 
its results in a new collection using a 
concat or union operation. 

The next definition defines sources 
as a lazy val, meaning the defining 
expression for sources will not be ex-
ecuted at object initialization but the 
first time somebody accesses the value 
of sources (possibly never). However, 
after the first access, the value will be 
cached, so repeated evaluations of 
sources are avoided. Lazy evaluation 
is a powerful technique for saving work 
in purely functional computations. 
The Haskell programming language 
makes laziness the default everywhere. 
Since Scala can be both imperative and 
functional, it has instead opted for an 
explicit lazy modifier. 

The topSort method is a bit lon-
ger but still straightforward. If the 
graph is empty, the result is the empty 
list; otherwise, the result consists of a 
list containing all sources of the graph, 
followed by the topological sort of the 
subgraph formed by all other nodes. 
The ++ operation concatenates two 
collections. The implementation in 
code section 2 follows this specifica-
tion to the word and is therefore obvi-
ously correct. 

One case that still needs consider-
ation is what to return if the graph con-
tains cycles. No topological sorting can 
exist in it. We model this case through a 
require clause in the topSort meth-
od, specifying that every non-empty 
graph to be sorted must have a non-
empty set of sources. If this require-
ment does not hold at any stage of the 
recursive algorithm, a graph with only 
cycles is left, and require will throw 
an exception. For implementations in 
the following sections, a restriction to 
acyclic graphs is no longer explicitly 
checked. Rather, we assume it as part 
of the implicit contract of topSort. 

The final method to define is new-
Graph, trivial once the definition of 
Graph is fixed. 

At the level of GraphsModel, there 
is still no definition of the Node and 
Edge types; they can be arbitrary. Here 
is a concrete object myGraphModel 

ordering of nodes in the graph consis-
tent with the partial ordering implied 
by the graph edges; that is, nodes are 
ordered in the list in such a way the 
predecessor of every graph edge ap-
pears before its successor. 

Unlike Java interfaces, Scala traits 
can have abstract, as well as concrete, 
members; to illustrate, trait Graph-
Sig defines subGraph as a concrete 
method, whereas the other methods 
and fields are left abstract. 

Finally, Graphs declares an ab-
stract factory method newGraph 
that constructs an instance of type 
Graph from a set of nodes and a set 
of edges. Note because no concrete 
definition of Graph is given, new-
Graph cannot be defined as a con-
crete method at the level of Graphs 
because one does not know at this 
level how to construct a Graph. The 
method must be abstract. 

How can Graphs be implemented? 
A wide range of solutions is possible. 
We start with a high-level model given 
in code section 2. 

GraphsModel defines two concrete 
members: the Graph class and the 
newGraph factory method. 

The Graph class takes as param-
eters the sets of nodes and edges 
that make up the graph. Note both 
parameters are prefixed with val. 
This syntax turns each parameter 
into a class field that serves as con-
crete definition of the correspond-
ing parameter in GraphSig. With 
nodes and edges given, the incom-
ing and outgoing methods can be 
defined as simple filter operations 
on sets. As the name implies, a fil-
ter operation on a collection forms 
a new collection that retains all ele-
ments of the original collection that 
satisfy a certain predicate. Note the 
shorthand method syntax used in 
these predicates where the under-
score marks a parameter position; for 
instance (pred( _ ) == n) is short-
hand for the anonymous function x 
=> pred(x) == n. 

Here are two other commonly used 
collection transformers: 

Code section 3: Graph implementation. 

abstract class GraphsImpl extends Graphs {
  class Graph(val nodes: Set[Node],
              val edges: Set[Edge]) extends GraphSig {
    private val outEdges, inEdges =
      new mutable.HashMap[Node, Set[Edge]] {
        override def default(key: Node) = Set()
      }
    for (e <- edges) {
      inEdges(succ(e)) += e
      outEdges(pred(e)) += e
    }
    def outgoing(n: Node) = outEdges(n)
    def incoming(n: Node) = inEdges(n)
    def topSort: Seq[Node] = {
      val indegree = new mutable.HashMap[Node,Int]
      val sorted   = new mutable.ArrayBuffer[Node]
      for (x <- nodes) {
        indegree(x) = inEdges(x).size
        if (indegree(x) == 0) sorted += x
      }
      var frontier = 0
      while (frontier < sorted.length) {
        for (e <- outEdges(sorted(frontier))) {
          val x = succ(e)
          indegree(x) -= 1
          if (indegree(x) == 0) sorted += x
        }
        frontier += 1
      }
      sorted
    }
  }
  def newGraph(nodes: Set[Node], edges: Set[Edge]) =
    new Graph(nodes, edges)
}
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that inherits from GraphsModel, de-
fines the Node type to be a Person, 
and defines the Edge type to be a pair 
of persons. 

object myGraphModel extends 
GraphsModel {
 type Node = Person
 type Edge = (Person, Person)
 def succ(e: Edge) = { val (s, 
p) = e; s }
 def pred(e: Edge) = { val (s, 
p) = e; p }
}

The situation where edges are pairs 
of nodes, for whatever the definition 
of node is, appears quite common. To 
avoid repetitive code, we can factor 
out this concept into a separate trait 
like this: 

trait EdgesAsPairs extends 
Graphs { 
 type Edge = (Node, Node) 
 def succ(e: Edge) = { val (s, 
p) = e; s } 
 def pred(e: Edge) = { val (s, 
p) = e; p } 
}

Trait EdgesAsPairs extends Graphs 
with a definition of Edge as a pair of 
Node and the corresponding defini-
tions of pred and succ. Using this 
trait we can now shorten the definition 
of myGraphModel as follows: 

object myGraphModel extends 
GraphsModel with EdgesAsPairs {
   type Node = Person
}

The combination of two traits with 
the with connective is called “mixin 
composition.” An important aspect 
of mixin composition in Scala is that 
it is multi-way; that is, any trait taking 
part in the composition can define the 
abstract members of any other trait, 
independent of the order in which the 
traits appear in the composition. For 
instance, the myGraphModel object in 
the composition defines the type Node, 
referred to in EdgesAsPairs, whereas 
the latter trait defines Edge, referred to 
in GraphsModel. In this sense, mixin 
composition is symmetric in Scala. 
Order of traits still matters for deter-
mining initialization order, resolving 

super calls, and overriding concrete 
definitions. As usual, they are defined 
through a linearization of the mixin 
composition graph.11 

More efficient implementation. 
The GraphsModel class is concise and 
correct by construction but would win 
no speed record. Code section 3 pres-
ents a much faster implementation 
of Graphs, satisfying the same purely 
functional specification as GraphsMo-
del yet relies on mutable state inter-
nally. This illustrates an important 
aspect of the Scala “philosophy”: State 
and mutation are generally considered 
acceptable as long as one keeps the 
state local. If no one can observe state 
changes, it is as if they did not exist. 

The idea to speed up graph opera-
tions in GraphsImpl is to do some 
preprocessing. Incoming and outgoing 
edges of a node are kept in two maps—
inEdges and outEdges—initialized 
when the graph is created. The type 
of these maps is a mutable HashMap 
from Node to Set[Edge], defining a 
default value for keys that were not en-
tered explicitly; these keys are assumed 
to map to the empty set of nodes. 

The first statements in the body of 
class Graph in code section 3 define 
and populate the inEdges and out-
Edges maps. Class initialization state-
ments in Scala can be written directly 
in the class body; no separate construc-
tor is necessary. This has the advantage 
that immutable values can be defined 
directly using the usual val x = expr 
syntax; no initializing assignments 
from within a constructor are necessary. 

The final interesting definition in 
code section 3 is the one for topSort 
implemented as an imperative algo-
rithm using a while loop that main-

tains at each step the in-degree of all 
nodes not yet processed. The algorithm 
starts by initializing the indegree 
map and the output buffer sorted. 
The output list initially contains the 
Graphs’s sources, or the nodes with in-
degree zero. When an element is added 
to the output list, the stored in-degree 
value of all its successors is reduced. 

Whenever the in-degree of a node 
reaches zero, the node is appended 
to the output list. This is achieved 
through a single while loop that tra-
verses the (growing) sorted buffer 
from the left, with variable frontier 
indicating the extent of nodes already 
processed, while elements are simul-
taneously added at the right. Intui-
tively, the while loop progresses the 
same way as the recursive calls in code 
section 2. 

Going parallel. The GraphsImpl 
implementation from code section 3 
is efficient on a single processor core. 
While this may be good enough for 
small- and mid-size problems, once in-
put data exceeds a certain size we want 
to use all available processing power 
and parallelize the algorithm to run on 
multiple CPU cores. 

Parallel programming has a repu-
tation for being difficult and error-
prone. Here, we consider a few alter-
natives of parallelizing the topSort 
algorithm and see how Scala’s high-
level abstractions allow us to restruc-
ture the algorithm to make good use of 
the available resources. 

Scala provides a set of parallel col-
lection classes. Each of them (such as 
Seq, Set, and Map) has a parallel coun-
terpart (such as ParSeq, ParSet, and 
ParMap), respectively. The contract 
is that operations on a parallel collec-

Code section 4: Parallel topSort using AtomicInteger. 

import java.util.concurrent.atomic.AtomicInteger
def topSort: Seq[Node] = {
  val indegree = nodes.map(n =>
    (n, new AtomicInteger(inEdges(n).size))).toMap
  def sort(frontier: ParSet[Node]): ParSeq[ParSet[Node]] =
    if (frontier.isEmpty)
      ParSeq()
    else
      frontier +: sort (
        frontier.flatMap(x =>
          outgoing(x).par.map(succ).filter(y =>
            indegree(y).decrementAndGet == 0)))
  sort(sources.par).flatten.seq
}
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celebrities have tens of millions; for 
example, in February 2014, Charlie 
Sheen had 10.7 million followers, 
Barack Obama 41.4 million, and Jus-
tin Bieber 49.6 million. 

If we were to run an algorithm over 
cyclic graphs but implemented it in a 
style similar to the one in code section 
4 on Twitter’s graph, then for every one 
of Justin Bieber’s almost 50 million 
followers, we would have to execute 
compare-and-swap operations on the 
very AtomicInteger used to hold 
Bieber’s indegree. Individual hubs in 
the graph thus become bottlenecks 
and impede scalability. 

This means we need to try a differ-
ent strategy. The key is to restructure 
the access patterns so no two threads 
ever write to the same memory location 
concurrently. If we achieve that, we can 
remove the synchronization and thus 
the bottlenecks. 

The new code is in code section 
5. Like the previous version in code 
section 4, we use a recursive method 
but instead of a Map that holds At-
omicInteger objects use a separate 
Counters data structure to hold the 
indegrees. Instead of directly decre-
menting the indegree of each target 
node we encounter, we first group 
the edges by their successor field, 
like this: 

val m = frontier.
flatMap(outgoing).groupBy(succ) 

The flatMap and groupBy opera-
tions are executed as two data-parallel 
steps since frontier is a ParIter-
able. We can use this more general 
type here instead of ParSet in code 
section 5 because the groupBy op-
eration already ensures unique keys. 
The result m of the operation is a Par-
Map that maps each node in the next 
frontier to the set of its incoming 
edges. The algorithm proceeds by 
performing another parallel iteration 
over its elements that adjusts the in-
degree counters. 

The key innovation is that all paral-
lel operations iterate over subsets of 
nodes, and all writes from within par-
allel loops go to the indegree map 
at the loop index. Since loop indices 
are guaranteed to be disjoint, there 
can be no write conflicts if the Coun-
ters implementation is designed to 

tion class (such as ParSeq) may be 
executed in parallel, and transformer 
operations (such as map and filter) 
will again return a parallel collection. 

This way, a chain of operations my-
seq.map(f).map(g) on a ParSeq ob-
ject myseq will synchronize after each 
step, but f and g on their own may be 
applied to elements of the collection in 
parallel. Methods .par and .seq can 
be used to convert a sequential into a 
parallel collection and vice versa. 

A first cut at parallelizing topSort 
could start with the imperative code 
from code section 3 and add coarse-
grain locks to protect the two shared 
data structures—the indegree map 
and the result buffer. Unfortunately, 
however, this approach does not scale, 
as every access to one of these objects 
will need to acquire the correspond-
ing lock. The second attempt would 
be to use locks on a finer-grain level. 
Rather than protect the indegree 
map with one global lock, we could 
use a ConcurrentHashMap or roll 
our own by storing AtomicInteger 
objects instead of Ints in the map; 
the corresponding code is shown in 
code section 4. The AtomicInte-
gers add a layer of indirection, each 
of which can be changed individually 
through an atomic decrementAnd-

Get operation without interfering 
with the other nodes. 

The second point of contention 
is the result buffer. In code section 4 
we switch back to a more functional 
style. The topSort method now takes 
the frontier of the currently processed 
graph as argument and returns a se-
quence of sets of node. Each set repre-
sents a cut through the graph of nodes 
at the same distance from one of the 
original sources. The +: operation is 
the generalization of the list cons op-
erator to arbitrary sequences; it forms 
a new sequence from a leading ele-
ment and a trailing sequence. The se-
quence of sets is flattened (in parallel) 
at the end of the method. 

While this implementation is a 
nice improvement over coarse-grain 
locking, it would not exhibit very good 
performance for many real-world 
inputs. The problem is that, empiri-
cally, most graph problems are scale-
free; the degree distribution often fol-
lows a power law, meaning the graph 
has a low diameter (longest distance 
between two nodes), and most nodes 
have only a few connections, but a 
few nodes have an extremely large 
number of connections. On Twitter, 
for example, most people have close 
to zero followers, even though a few 

Code section 5: Parallel topSort using groupBy. 

def topSort = {
  val indegree = new Counters(nodes.par)(inEdges(_).size)
  def sort(frontier: ParIterable[Node]): ParSeq[ParIterable[Node]] =  
	 if (frontier.isEmpty)
		  ParSeq()
    else
      frontier +: sort {
        val m = frontier.flatMap(outgoing).groupBy(succ)
        for ((s, es) <- m if indegree.decr(s, es.size) == 0) yield s
      }
  sort(sources.par).flatten.seq
}

Power consumption for typical components.Performance evaluation. 

# Nodes Listing 2 Listing 3 Listing 4 Listing 5

2,000 27.5056 0.0082 0.0454  0.1006

20,000 — 0.1150 0.1714 0.1686 

200,000 — 1.9078 1.3472 1.0096 

Running time in seconds for code sections 2–5 on graphs of various sizes. Graphs have 10x as many edges 
as nodes. The optimized implementations are orders of magnitude faster than the straightforward model. 
Parallelization adds overhead for small graphs but yields speedup up to 1.9x for large graphs. 
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The key is  
to restructure  
the access patterns  
so no two threads  
ever write 
to the same 
memory location 
concurrently. 

allow concurrent writes to disjoint 
elements. In this case, no fine-grain 
synchronization is necessary because 
synchronization happens at the level 
of bulk operations. 

The Counters class is a general ab-
straction implemented like this: 

class Counters[T](base: 
ParSet[T])(init: T => Int) {
  private val index = base.
zipWithIndex.toMap
  private val elems = new 
Array[Int](index.size)
  for (x <- base) 
elems(index(x)) = init(x)
  def decr(x: T, delta: Int): 
Int = {
    val idx = index(x)
    elems(idx) -= delta
    elems(idx)
 }
}

The constructor takes a parallel set 
base and an initializer init and uses 
zipWithIndex to assign a unique in-
teger index to each element in base. 
The following toMap call turns the 
result set of (T, Int) pairs into a paral-
lel map index with type ParMap[T, 
Int]. The actual counters are stored 
in an integer array elems. The method 
decr, which decrements the counter 
associated with object x, first looks up 
the index of x, then modifies the corre-
sponding slot in elems. Counters for 
different elements can thus be written 
to concurrently without interference. 

The result buffer handling in code 
section 5 is similar to the previous im-
plementation in code section 4. Nodes 
are added en bloc, and the result buf-
fer is flattened (in parallel) at the end of 
method topSort. 

We have thus explored how Sca-
la’s concepts apply to larger program 
structures and how the language and 
the standard library support a scalable 
development style, enabling program-
mers to start with a high-level, “obvi-
ously correct” implementation that 
can be refined gradually into more so-
phisticated versions. 

A quick performance evaluation 
is outlined in the table here. For a 
small graph with just 2,000 nodes and 
20,000 edges, the naïve implementa-
tion takes 27 seconds on an eight-
core Intel X5550 CPU at 2.67 GHz, 

whereas the fast sequential version 
(code section 3) runs in under 0.01 
seconds. Compared to the optimized 
sequential version, parallelization ac-
tually results in up to 10x slower per-
formance for small graphs but yields 
speedups of up to 1.9x for a graph 
with 200,000 nodes and two million 
edges. All benchmarks were run 10 
times; the numbers reported in the 
table are averages of the last five runs. 
Input graphs were created using the 
R-Mat algorithm,5 reversing conflict-
ing edges to make the graphs acyclic. 
The overall achievable performance 
and parallel speedups depend a lot 
on the structure of the input data; 
for example, picking a sparser input 
graph with two million nodes and 
only 20,000 edges yields speedups of 
up to 3.5x compared to the optimized 
sequential version. 

Finally, how can we convince our-
selves that the efficient implementa-
tions actually conform to the high-
level model? Since all versions are 
executable code with the same inter-
face, it is easy to implement automat-
ed test suites using one of the available 
testing frameworks. 

Conclusion 
We have offered a high-level introduc-
tion to Scala, explaining what makes 
it appealing to developers, especially 
its focus on pragmatic choices that 
unify traditionally disparate program-
ming-language philosophies (such as 
object-oriented and functional pro-
gramming). The key lesson is these 
philosophies need not be contradic-
tory in practice. Regarding functional 
and object-oriented programming, 
one fundamental choice is where to 
define pieces of functionality; for ex-
ample, we defined pred and succ on 
the level of Graphs so they are func-
tions from edges to nodes. A more 
object-oriented approach would be 
to put them in a bound of the edge 
type itself; that is, every edge would 
have parameterless pred and succ 
methods. One thing to keep in mind 
is that this approach would have pre-
vented defining type Edge = (Node, 
Node) because tuples do not have 
these methods defined. Neither of 
the variants is necessarily better than 
the other, and Scala gives program-
mers the choice. Choice also involves 
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responsibility, and in many cases 
novice Scala programmers need guid-
ance to develop an intuitive sense of 
how to structure programs effectively. 
Premature abstraction is a common 
pitfall. Ultimately though, every piece 
of data is conceptually an object and 
every operation is a method call. All 
functionality is thus a member of 
some object. Research branches of 
the language19 go even further, defin-
ing control structures (such as condi-
tionals, loops, and pattern matching) 
as method calls. 

The focus on objects and modu-
larity makes Scala a library-centric 
language; since everything is an ob-
ject, everything is a library module. 
Consequently, Scala makes it easy for 
programmers to define high-level and 
efficient libraries and frameworks—
important for scaling programs from 
small scripts to large software sys-
tems. Its syntactic flexibility, paired 
with an expressive type system, makes 
Scala a popular choice for embedding 
domain-specific languages (DSLs). 
The main language constructs for 
component composition are based on 
traits that can contain other types, in-
cluding abstract ones, as members.13 
Scala’s traits occupy some middle 
ground between mixins3 and Schärli’s 
traits.22 As in the latter, they support 
symmetric composition so mutual 
dependencies between traits are al-
lowed, but, as with traditional mixins, 
Scala traits also allow stackable modi-
fications that are resolved through a 
linearization scheme. Another impor-
tant abstraction mechanism in Scala 
is implicit parameters that let one 
emulate the essential capabilities of 
Haskell’s type classes.15 

Performance scalability is another 
important dimension. We have seen 
how we can optimize and parallelize 
programs using libraries included in 
the standard Scala distribution. Cli-
ents of the graph abstraction did not 
need to be changed when the internal 
implementation was replaced with a 
parallel one. For many real-world ap-
plications this level of performance 
is sufficient. However, we cannot 
expect to squeeze every last drop of 
performance out of modern hard-
ware platforms, as with dedicated 
graph-processing languages (such as 
GraphLab10 and Green Marl7). With 

a bit more effort, though, program-
mers can achieve even these levels of 
performance by adding runtime com-
pilation and code generation to their 
programs. Lightweight modular stag-
ing (LMS)20 and Delite4,9 are a set of 
techniques and frameworks that en-
able embedded DSLs and “active” li-
braries that generate code from high-
level Scala expressions at runtime, 
even for heterogeneous low-level tar-
get languages (such as C, CUDA, and 
OpenCL). DSLs developed through 
Delite have been shown to perform 
competitively with hand-optimized C 
code. For graph processing, the Op-
ti-Graph DSL23 (embedded in Scala) 
performs on par with the standalone 
language Green Marl. Many Scala fea-
tures are crucial for LMS and Delite to 
implement compiler optimizations in 
a modular and extensible way.21 

Scala’s blend of traditionally dis-
parate philosophies provides benefits 
greater than the sum of all these parts. 	
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Augmented reality (AR)  technologies promise to 
enhance our perception of and interaction with 
the real world. Unlike virtual reality systems, which 
replace the real world with a simulated one, AR 
systems sense properties of the physical world and 
overlay computer-generated visual, audio, and haptic 
signals onto real-world feedback in real time. In this 
article, we consider the security and privacy concerns 
associated with AR systems themselves as well as 
those that arise from the supporting technologies.

Researchers have explored the idea of AR since the 
1960s, when Ivan Sutherland described a transparent 
head-mounted display showing three-dimensional 

information.33 Since the 1990s, AR as a 
research area has focused on overcom-
ing challenges with display technology, 
tracking, and registration to properly 
align virtual and real objects, user in-
terfaces and human factors, auxiliary 
sensing devices, and the design of novel 
AR applications.1,2,6,22,36,41

However, it is only recently that early-
generation AR technologies have begun 
shipping commercially. For example, 
Google recently released a limited num-
ber of its Google Glass heads-up glasses 
for AR applications. Many other early-
generation AR applications are enabled 
by the ubiquity of smartphones and oth-
er mobile devices. Examples include the 
Word Lens iPhone application—an ap-
plication that overlays translated text on 
the camera’s view of foreign text—and 
Layar, a geolocation-based AR platform 
that allows developers to create AR lay-
ers for the world (for example, for game 
playing); see Figure 1. The recent advent 
of 1GHz processors, location sensors, 
and high resolution, autofocusing cam-
eras in mobile phones has made these 
applications possible.

In this article, we take a broad view 
of the AR space, considering both di-
rect applications of AR as well the tech-
nologies necessary to support these ap-
plications. Beyond the mobile phone, 
devices are becoming available that 
enhance sensing, display, and data 
sharing, which will enable more com-
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AR systems pose potential security  
concerns that should be addressed 
before the systems become widespread.
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 key insights

 �Augmented reality technologies, which 
are rapidly evolving and becoming 
commercially available, will create new 
challenges and opportunities for security 
and privacy. These challenges can be 
characterized along two axes: system 
scope and functionality. 

 �Security and privacy challenges with AR 
technologies include conflicts among 
applications sharing input and output 
devices, as well as more complex access 
control for sensor data. While some 
issues can be addressed by adapting 
existing solutions for smartphones, 
others will require novel approaches.

 �AR technologies provide an opportunity 
to address existing security and privacy 
challenges in new ways.
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cles—such as handling conflicts be-
tween multiple applications sharing 
an AR system’s output—that are simul-
taneously intellectually challenging 
yet surmountable. Other challenges, 
such as access control for data, are well 
known in other arenas but become 
even more important for AR technolo-
gies with their always-on, always-sens-
ing inputs. Given the future impor-
tance of AR technologies, researchers 
already tackling these issues in other 
domains can find value in refocusing 
their attention on AR applications.

In addition to presenting new chal-
lenges, AR systems present opportuni-
ties for new applications that improve 
security and privacy. For example, 
these technologies can provide person-
al digital views of content on personal 
displays. Imagine a password manager 
that superimposes visual indicators 
over the correct keys for a complex 
password when a user looks at a key-
board, or an application that alerts the 
user when someone is lying.

In this article, we explore new se-
curity and privacy challenges pre-
sented by AR technologies, defensive 
directions, and new applications of 
AR systems to known security and 
privacy issues.

Challenges
The AR applications and technologies 
we consider may have any or all of the 
following characteristics, in addition 
to the traditional definition of aligning 
real and virtual objects in real time:

˲˲ A complex set of input devices and 
sensors that are always on (for exam-
ple, camera, GPS, microphone).

˲˲ Multiple output devices (for exam-
ple, display, earpiece).

˲˲ A platform that can run multiple 
applications simultaneously.

˲˲ The ability to communicate wire-
lessly with other AR systems.

Here, we present a set of security 
and privacy challenges that come with 
these novel technologies and their ap-
plications, as summarized in Table 2. 
We organize these challenges along 
two axes: system scope and function-
ality. On one axis, we consider AR 
systems of increasing scope: single 
applications, multiple applications 
within a single AR platform, and mul-
tiple communicating AR systems. The 
challenges in each category first ap-

plex AR systems. For example, Loox-
cie—an over-the-ear, always-on video 
camera—includes a feature enabling 
wearers to share their live video feed 
with anyone else in the world. Micro-
soft’s SDK for Kinect,20 which provides 
accurate motion sensing by combining 
an RGB camera, a depth camera, and a 
multi-array microphone, has enabled 
numerous prototype AR applications. 
In addition to Google Glass, transpar-
ent, wearable displays are now avail-
able for research purposes from sev-
eral companies, such as Vuzix, Lumus, 
and Meta SpaceGlasses. Figure 2 shows 
examples of such input and output de-
vices. (Table 1 offers a summary of AR-
enabling technologies; many of these 
technologies are shipping today, while 
others are still experimental.)

These technologies will enable com-
mercial AR applications and are at the 
cusp of significant innovation, which 
will bring significant benefits to many 
users. However, these technologies 

may also bring unforeseen computer 
security and privacy risks. Previous re-
search in the AR space has rarely con-
sidered these issues. Rather than wait 
for these technologies to fully mature 
and then retroactively try to develop se-
curity and privacy safeguards, we argue 
that now is the time to consider secu-
rity and privacy issues, while the tech-
nologies are still young and malleable. 
To guide this process, we ask the fol-
lowing questions: What new security 
and privacy research challenges arise 
with AR systems and the technologies 
that support them? What novel oppor-
tunities do AR technologies create for 
improving security and privacy?

We find that AR technologies form 
an important, new, and fertile play-
ground for computer security and pri-
vacy research and industry. Of course, 
these technologies should leverage 
standard security best practices, such 
as on-device and network encryption. 
Nevertheless, we find unique obsta-

Figure 2. Wearable input and output. On the left, a Looxcie body-worn camera worn by 
a ranger in Kenya (source: http://looxcie.com/index.php/image-gallery). On the right, 
a Google Glass prototype in June 2012 (source: http://www.flickr.com/photos/azugal-
dia/7457645618).

Figure 1. Phone-based augmented reality. On the left, a picture of Word Lens, an iPhone 
application that provides seamless “in-picture” translation (source: http://www.flickr.com/
photos/neven/5269418871/). Here the app translates the word “craft” from English to  
Spanish and then back again. On the right, a picture of Layar, an “augmented reality  
browser” shipping on Android phones (source: http://site.layar.com/company/blog/ 
make-your-ownlayar-screen-shot-with-the-dreamcatcher/).
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pear at that level of system complexity. 
For each scope, we further categorize 
challenges as related to input, output, 
or data access. We encourage future 
designers of AR technologies to con-
sider security and privacy challenges 
along both axes.

Readers familiar with smartphone 
security may observe some overlap 
between those challenges and the set 
we present here. We note that some 
techniques from smartphone security 
may be applicable to AR technologies; 
others will need to be rethought in this 
new context. 

Challenges with single applica-
tions. We first consider threats and 
challenges limited in scope to a single 
AR application.

Output. Users must place significant 
trust in AR applications that overlay  
real-world visual, auditory, or haptic 
perceptions with virtual feedback. De-
vices providing immersive feedback 
can be used by malicious applications 
to deceive users about the real world. 
For example, a future malicious ap-
plication might overlay an incorrect 
speed limit on top of a real speed limit 
sign (or place a fake sign where there is 
none), or intentionally provide an in-
correct translation for real-world text 
in a foreign language. More generally, 
such an application can trick users into 
falsely believing that certain objects 
are or are not present in the real world.

Malicious applications can use sim-
ilar techniques to cause sensory over-
load for users. By flashing bright lights 
in the display, playing loud sounds, or 
delivering intense haptic feedback, ap-
plications could physically harm users. 
Such attacks are not unprecedented: 
attackers have targeted epilepsy fo-
rums, posting messages containing 
flashing animated gifs to trigger head-
aches or seizures.24 Emerging AR plat-
forms must consider and prevent these 
types of attacks.

These output attacks are more seri-
ous in immersive AR applications than 
they are in today’s desktop or handheld 
computing scenarios both because it is 
more difficult for users to distinguish 
virtual from real feedback and because 
it may be more difficult for users to re-
move or shut down the system. As a last 
resort for output attacks, users must be 
able to easily and reliably return to the 
real world, that is, with all output de-

vices verifiably turned off.
In the near term, removing the system 

is a simple way to achieve this return to 
reality. However, future wearable sys-
tems may be difficult or impossible for 
users to remove (for example, contact 
lenses23 or implanted devices), and to-
day’s non-wearable systems may already 
be difficult for users to evade. For exam-
ple, several automotive manufacturers 
have produced windshields that display 
augmented content over the user’s view 
of the road.5 In these cases, the system 
should have a trusted path for the user 
to return to reality, analogous to Ctrl-Alt-
Del on Windows computers. Determin-
ing the best such sequence, or the right 
input mode (for example, gestures or 
speech), requires research for each AR 
system. Another approach may be to re-
serve a trusted region of the display that 
always shows the real world.

Input. AR applications will undoubt-
edly face similar input validation and 
sanitization challenges as convention-
al applications. For example, a trans-
lation application that parses text in 
the real world may be exploited by ma-
liciously crafted text on a sign. Tradi-
tional input validation techniques are 
likely to apply, but the designers of AR 

systems should be aware of their neces-
sity in this new context.

Data access. To provide their intend-
ed functionality, AR applications may 
require access to a variety of sensor 
data, including video and audio feeds, 
GPS data, temperature, accelerometer 
readings, and more. As in desktop and 
smartphone operating systems, an im-
portant challenge for AR systems will 
be to balance the access required for 
functionality with the risk of an appli-
cation stealing data or misusing that 
access. For example, a malicious appli-
cation may leak the user’s location or 
video feed to its backend servers. The 
existing proof-of-concept PlaceRaider 
attack34 shows that smartphone sen-
sors can be used to gather enough in-
formation to create three-dimensional 
models of indoor environments.

Unlike most of today’s desktop and 
smartphone applications, complex AR 
applications will require rich, always-
on sensing. For example, an applica-
tion that automatically detects and 
scans QR codes requires constant ac-
cess to video stream data, as does an 
application that automatically detects 
when the user is entering a password 
on another device and provides pass-

Table 2. Security and privacy challenges for AR technologies. We categorize these  
challenges by two axes: challenges related to output, input, and data access, as arise  
in single applications, multi-application systems, and multiple interacting systems.

Single Application Multiple Applications Multiple Systems 

Output Deception attacks 
Overload attacks 
Trusted path to reality

Handling conflicts 
Clickjacking

Conflicting views

Input Input validation Resolving focus Aggregate input

Data Access Access control for sensor data 
Bystander privacy

Cross-app sharing Cross-system sharing

Table 1. Summary of commercial and emerging AR technologies. 

Commercially Available Today Experimentally Only

Sensors 
(Inputs)

Body-worn RGB cameras 
GPS (error of 5 meters or more) 
Accurate motion sensing (for example, Kinect)

Haptic sensors29

Feedback 
(Outputs)

Opaque near-eye display 
Phone display/speaker 
Invisible Bluetooth earpiece

Transparent near-eye display 
Embedded displays (contact lenses23) 
Haptic feedback17

Services Simple cloud services (photo gallery) 
Marker-based tracking39 
Good face detection (not recognition)37 
Expensive or cheap but inaccurate transcription

Complex cloud services (object recognition) 
Markerless tracking 
Good face recognition 
Cheap accurate transcription

Sharing Selective sharing (photos, videos, location) Automatic sharing
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lead to security concerns. For example, 
a malicious application might try to 
obscure content presented by another 
application (for example, visually or 
aurally covering up a correct transla-
tion with an incorrect one).

Nevertheless, output sharing will 
be necessary to provide desirable func-
tionality in AR systems. For example, a 
user may wish to simultaneously view 
content overlaid on their view of real-
ity from multiple applications, such as 
directions supplied by a maps appli-
cation, a social feed summarizing the 
activity of nearby friends, the track cur-
rently playing in a music application, 
and so on. Thus, the naive solution, in 
which only one application controls 
the display at a time (as in Android to-
day, for instance), is insufficient.

Thus, future AR systems must han-
dle conflicts between multiple appli-
cations attempting to produce output. 
For example, five applications may all 
want to annotate the same object (for 
example, with a translation subtitle), 
and the system will need to prioritize 
them. Furthermore, it may be impor-
tant for users to know which content 
was generated by which application—
for instance, whether an annotated 
product recommendation comes from 
a friend or an advertiser. AR system 
designers must create interfaces that 
make the origins of displayed content 
clear to or easily discoverable by users.

Traditional attacks based on the 
manipulation of output may require 
new approaches or new formulations 
in the AR context. For example, in to-
day’s systems, applications can mount 
clickjacking attacks that trick users 
into clicking on sensitive user inter-
face elements from another applica-
tion (for example, to post something 
on the user’s social media profile). 
These attacks generally work either by 
manipulating the display of the sensi-
tive element—by making it transpar-
ent or partially obscuring it in a clever 
way—or by suddenly displaying sensi-
tive elements just before users click 
in a predictable place. Future appli-
cations on AR systems may develop 
new techniques for tricking users into 
interacting with elements, and sys-
tem designers must anticipate these 
threats. For example, an AR applica-
tion could attempt to trick a user into 
interacting with an object in the physi-

word assistance (as we will discuss). As 
a result, these privacy risks are much 
greater than in conventional systems.

AR systems should take approach-
es that limit these risks. For example, 
individual applications will likely not 
need access to all sensor data. Perhaps 
an application only requires access to 
a portion of the screen when the user 
is in a certain location, or only needs 
to know about certain objects the sys-
tem recognizes (for example, via the 
Kinect’s skeleton recognizer), rather 
than needing access to the entire raw 
camera feed. AR system designers 
must consider the appropriate granu-
larity for these permissions, and the 
design of usable permission manage-
ment interfaces will be important. 
Existing manifest or prompt-based 
solutions as used in smartphones are 
unlikely to scale in a usable way, and 
the long-term (rather than one-time) 
data access needs of AR applications 
make the application of in-context ac-
cess control solutions like user-driven 
access control28 not straightforward.

Always-on cameras and other sen-
sors will also create a privacy risk for 
bystanders, which Krevelen and Poel-
man identify as a challenge for wide-
spread social acceptance of AR.36 By-
standers should be able to opt out of or 
be anonymized (for example, blurred) 
in the recordings of others; prior work 
has examined such issues.9,31 AR users 
may need methods to prove to skepti-
cal bystanders that such safeguards are 
in place. Legislation or market forces 
may lead to cameras that respond to 

requests from other devices or the en-
vironment; news reports suggest that 
Apple has considered adding such a ca-
pability to the iPhone to prevent video-
taping of live events, such as concerts.4 
Cameras may also alert bystanders 
while recording, such as by flashing a 
light36 or by providing access to more 
complex policy information.19

The CVDazzle project10 pursues a 
different approach—using makeup to 
confuse face detection algorithms—
that provides privacy without compli-
ant cameras. The key limitation is that 
CVDazzle is painstakingly hand-tuned 
for one particular face detection algo-
rithm. A research question is to find 
a general algorithm for synthesizing 
makeup that fools face detection.

Challenges with multiple applica-
tions. Though AR applications are 
often conceived and prototyped in 
isolation, we can expect future AR plat-
forms, like those built on Google Glass 
or the Microsoft Kinect, will support 
multiple applications running simul-
taneously, sharing input and output 
devices, and exposing data and APIs to 
each other (see Figure 3). Researchers 
must anticipate these developments 
and ensure an “operating system for 
augmented reality” is designed with 
appropriate considerations for security 
and privacy.

Output. In a multi-application AR 
system, applications will share output 
devices, including displays, audio out-
put, and haptic feedback. Conflicts 
among multiple applications attempt-
ing to use these output devices can 

Figure 3. Multi-application AR. Emerging and future AR platforms will support multiple 
applications running simultaneously, sharing input and output devices, and exposing data 
and APIs to each other. In a multi-application AR system, applications like those depicted 
in this mockup will share output devices, including displays, audio output, and haptic 
feedback. Conflicts among these applications can result in security concerns.
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cal, rather than the virtual, world.
Input. Users will likely not interact 

with AR systems using traditional in-
put methods like clicking on a mouse 
or even using a touchscreen. Instead, 
users may increasingly interact with 
these systems using subtle input to 
haptic sensors (for example, embed-
ded in gloves), using voice, or with the 
aid of gaze-tracking technologies. With 
these input techniques and multiple 
running applications, it will be non-
trivial for the system to resolve which 
application is in focus and should thus 
receive input.

For example, today’s voice interac-
tions happen either following an explic-
it user action indicating the destina-
tion application (for example, clicking 
on the “Siri” button on an iPhone) or 
on systems in which only one applica-
tion can ever receive voice input (for 
example, on the Xbox). When multiple 
applications are active and might re-
ceive voice or other input at any given 
time, there must be either a usable way 
for users to bring applications into fo-
cus, or for the system to determine the 
correct intended destination for input 
commands when focus is ambiguous. 
We emphasize that future AR systems 
are likely to run multiple applications 
simultaneously, many of them run-
ning and listening for input without 
having any visible output. Improperly 
designed focus resolution may make it 
easy for malicious applications to steal 
user input intended for another appli-
cation (for example, to steal a password 
intended for the login box of another 
application). For example, a malicious 
application may attempt to register a 
similar-sounding verbal keyword as an-
other, sensitive application, intention-
ally increasing input ambiguity.

Data access. As in traditional op-
erating systems, AR applications will 
likely wish to expose APIs to each 
other, and users may wish to share 
virtual objects between applications. 
Researchers must explore appropri-
ate access control models for cross-
application sharing. Certainly lessons 
from traditional access control design 
can be applied in this space, but new 
technologies and environments may 
require new approaches. For example, 
copy-and-paste and drag-and-drop are 
established user gestures for sharing 
data between traditional applications 

and thus have access control implica-
tions. A long line of work in desktop 
and smartphone systems has attempt-
ed to map user actions to application 
privileges (examples include Miller21 
and Roesner et al.28); AR systems will 
need to evolve new user gestures to in-
dicate sharing intent. Additionally, AR 
systems are unlikely to display applica-
tions in labeled windows the way that 
traditional desktop operating systems 
do, so new interaction paradigms are 
needed to enable users to identify ap-
plications and indicate which applica-
tion should receive shared data.

Challenges with multiple systems. 
Moving beyond a single AR system run-
ning multiple applications, we consid-
er the interactions between multiple 
AR systems belonging to different us-
ers. Prior work in AR proposes collab-
orative applications among multiple 
users of an AR system. These applica-
tions include multiplayer games,11,32,40 
telepresence for remote conferenc-
ing,16 and face-to-face collaboration.26 
These types of applications pose addi-
tional security and privacy challenges.

Output. Multiple users may have dif-
fering views of the world presented by 
their respective AR systems. For exam-
ple, different users may see different 
virtual advertisements superimposed 
on real-world billboards, or different 
users watching a presentation may be 
shown different content based on their 
access levels (such as, one user may see 
top-secret footnotes while others do 
not). Such conflicting views will require 
users to manage mental models of who 
can perceive which information, lest 
they accidentally reveal private infor-
mation intended only for themselves. 
Addressing this concern will require 
innovations in interface design for aid-
ing users in this task.

Input. A rise in the complexity of AR 
systems and applications will be tightly 
coupled with a rise in the number and 
complexity of sensor inputs provided 
by enabling technologies. This abun-
dance of sensor input from many users 
will in turn lead to novel collaborative 
sensing applications, which can them-
selves feed data back into AR applica-
tions. For example, Google already uses 
data collected by users’ smartphones 
to estimate traffic conditions, which is 
then reported back to user’s phones.8 
This type of data is necessary to enable 

We argue that 
now is the time 
to consider AR 
security and privacy 
issues, while  
the technologies  
are still young  
and malleable. 
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to users and to bystanders as in the 
smartphone context—for example, 
an AR system’s camera will always be 
on, whereas a smartphone’s camera, 
even if turned on by malware, provides 
much less data while the phone is in 
the user’s pocket. Thus, we argue it is 
important to consider full-fledged fu-
ture AR contexts when designing solu-
tions in this space.

Along these lines, new research into 
AR-specific solutions will be needed. 
For example, researchers have begun 
considering operating system support 
specific to AR.7 AR applications—and 
the underlying OS—naturally follow 
the pipeline shown in Figure 4, so re-
search can be characterized accord-
ingly, and different research models 
can assume different boundaries be-
tween the application and the OS. In 
the first stage, sensing, an application 
(or the OS) gathers raw sensory data 
such as audio, video, or radio waves; 
research here includes limiting which 
sensed information is collected (for 
example, polite cameras9,31) or limit-
ing its use (for example, retention poli-
cies). Second, in the recognition stage, 
machine-learning algorithms extract 
objects with high-level semantics: as 
an example, the figure shows a Kinect 
skeleton, a face, the associated name, 
and voice command triggers. Related 
research includes changing objects 
to cause false negatives (for example, 
CVDazzle10) and policies governing ap-
plication access to objects.15 Finally, 
the application (or the OS) renders on 
top of the user’s senses, such as vision 
and hearing. Research here includes 
uncovering invariants that must be re-
spected to avoid harming the user and 
building a performant “trusted render-
er” that respects these invariants.

Not all AR defensive directions will 
consist of technical solutions. Some 
challenges may call for social, policy, 
or legal approaches; for example, po-
tential policies for bystander opt-outs 
and compliant cameras, as discussed 
earlier. Other issues will similarly ben-
efit from non-technical approaches.

Finally, we call for an AR testbed 
for researchers working in this space. 
Most experimental AR applications 
today rely on the Microsoft Kinect 
or smartphone platforms like Layar; 
both involve only single applications 
running at one time, thereby hiding 

future AR applications displayed on 
the car’s windshield, for example.

However, this type of aggregate in-
put can be used by malicious users to 
fool the data collection systems. For 
example, a review site might leverage 
location tracking to measure a restau-
rant’s popularity by noting the average 
number of people present during the 
day. A canny restaurateur may then pay 
people to stand in the restaurant with-
out buying anything. The restaurant’s 
measured popularity rises but has no 
relationship to its quality.

AR technologies that constantly 
collect data will drive the adoption of 
such collaborative sensing applica-
tions; thus, these security concerns 
will increase in importance. As another 
example, the Community Seismic Net-
work aggregates accelerometer sensor 
data of many individuals to detect and 
predict earthquakes; an attacker could 
manipulate the sensors to “spoof” un-
usual seismic activity, for example, by 
encouraging many individuals moni-
tored by the project to jump at once in 
the context of an unrelated game. (For 
example, Improv Everything13 asks us-
ers to play provided audio files as a des-
ignated time and follow the audio in-
structions.) Trusted sensors30—while 
important to prevent other attacks—do 
not help in these cases, as real-world 
conditions are manipulated.

Data access. In addition to show-
ing different content to different us-
ers, communicating AR systems will 
allow users to share virtual content 
with each other. For example, one 
user may create a virtual document 
within their private AR system and 
later choose to share its display with 
the systems of other users. Some shar-
ing may even be implicit; imagine an 
AR system that automatically uses the 
camera feeds of nearby users to pro-

vide a given user with a real-time 3D 
model of him or herself.

The implicit or explicit sharing of 
data across separate AR systems can 
enable valuable applications. How-
ever, appropriate access control mod-
els and interfaces are needed to allow 
users to manage this sharing. Today, 
users already have difficulty forming 
mental models of their privacy settings 
on services like Facebook because of 
the complexity of relationships be-
tween people and data items.18 The 
vast amount of data collected by AR 
systems and the integration of virtual 
objects with the real world will make 
this problem only more difficult.

Defensive Directions
Here, we outline several defensive di-
rections for AR technologies. First, 
some of the security and privacy chal-
lenges associated with AR technolo-
gies are similar to those faced by 
smartphones today, such as the privacy 
of sensor data and cross-application 
sharing. In some cases, an appropriate 
defensive direction for AR is to adapt 
smartphone solutions. For example, 
permission manifests and the app 
store review process may be adopted in 
the short term.

In the long term, however, there 
are several reasons that approaches in 
the AR context must differ from smart-
phone solutions. First, an analysis of 
the resource needs of smartphone ap-
plications28 showed that most require 
only one-time or short-term access to 
most resources, making solutions that 
require in-context user interactions 
(such as user-driven access control28) 
feasible. By contrast, AR applications 
will require long-term or permanent 
access to sensor data at a scale beyond 
smartphone applications. Further, 
AR resource access will not be as clear 

Figure 4. AR pipeline. AR applications (1) gather sensory data, from which they (2) extract 
objects with high-level semantics. Finally, they (3) render on top of the user’s senses. 

Sensing Recognition

Jane TA.

“Play”
“Call”

Rendering



review articles

april 2014  |   vol.  57  |   no.  4  |   communications of the acm     95

challenges that arise as AR systems in-
crease in complexity.

Novel Applications
Though AR technologies create im-
portant security and privacy concerns, 
there is also an unexplored opportu-
nity for them to enhance security and 
privacy through their application to ex-
isting problems. Here, we consider op-
portunities for new security and priva-
cy enhancing applications enabled by 
AR technologies and systems. Our list 
is undoubtedly incomplete; we hope to 
see rich future work in this area.

Leveraging personal views. AR sys-
tems that integrate heads-up or other 
personal displays can leverage these 
personal views to address existing se-
curity and privacy concerns—in par-
ticular, protecting private data and im-
proving password management.

Personal displays present a strong 
defense against shoulder surfing, as 
users may interact with applications 
visible in their own view only. For ex-
ample, someone using a laptop on 
an airplane today exposes everything 
they view and type to their seat neigh-
bors, and researchers have demon-
strated that footage from low-cost 
cameras can be used to reconstruct a 
user’s typing on a virtual mobile key-
board.25 A personal heads-up display 
combined with a haptic sensor for 
discreet input would allow for greatly 
improved privacy.a

Personal displays further enable 
encrypted content in the real world 
that can only be decrypted by the AR 
systems of the intended recipients. 
For example, a company can post en-
crypted notices on a bulletin board 
that employees can read through their 
company-issued AR systems, but that 
visitors to the company’s building can-
not. (Storing only the key, not the en-
crypted content, on a server accessible 
by the AR system requires adversaries 
to find the physical notice rather than 
simply compromise the company’s 

a	 We observe that see-through displays, such 
as that used by Google Glass, may not be fully 
private from external observers. For example, 
images taken of the display using a telephoto 
lens may be used to reconstruct the content 
of the screen, similar to reconstructing con-
tent from screen reflections.3 Future research 
should fully characterize this threat and de-
sign appropriate defenses.

servers.) Precursors of such a system 
are possible today using smartphones 
and 2D barcodes that encode URLs to 
data with appropriate access control; 
augmented heads-up displays will pre-
vent the need for a manual scan.

AR systems can also act as an en-
hanced password manager for users, 
presenting passwords or password 
hints via the personal display. For ex-
ample, a display could outline the ap-
propriate characters the user must 
enter on legacy devices like ATM PIN 
pads. Users could then be assigned 
strong passwords, as they would never 
need to actually remember them. This 
application requires markerless track-
ing and a system design that properly 
protects the stored passwords.

As a concrete example, we have 
implemented a prototype password 
manager application consisting of a 
Google Glass application and a brows-
er (Chrome) extension (see Figure 5). 
The Chrome extension modifies the 
browser’s user interface to display 
a QR code representing the website 
currently displayed to the user (the 
website in the browser’s address bar). 
Users can ask the Google Glass ap-
plication to scan these QR codes and 
consult its password database by us-

ing the voice command “OK Glass, 
find password.” If the user has previ-
ously stored a password for that web-
site, the application displays the pass-
word; otherwise, the user can enroll a 
new password by asking the Chrome 
extension to generate an enrollment 
QR code and asking the Glass to store 
the new password using the “enroll 
password” voice command. We have 
made the code for our prototype avail-
able at https://github.com/froeschele/
GlassPass.

By designing the QR code displayed 
by the browser extension to include a 
secret shared between the browser and 
the phone, this application could fur-
thermore serve as phishing protection, 
as websites would not be able to cre-
ate and display forged QR codes that 
would map to legitimate passwords in 
the password manager.

Leveraging complex sensor systems. 
AR systems benefit from the combina-
tion of multiple input and sensing 
devices, which can be combined to 
enhance digital and physical security, 
privacy, and safety.

Future systems can leverage AR 
technologies to detect privacy or security 
conditions of which the user should be 
alerted. For example, rather than rely-

Figure 5. Prototype AR Password Manager. Our Chrome extension (background) displays  
a QR code representing the current website. In response to the voice command “find  
password,” our Google Glass application (foreground) scans this QR code and displays  
the stored password for that site privately in the heads-up display.
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ing on compliant cameras to shield 
users from unwanted recording, a sys-
tem could alert users when it detects 
camera lenses pointed at them, using 
(for instance) computer vision to detect 
the glint of light reflecting off a lens.35 It 
could also detect some forms of eaves-
dropping, for example, a laser micro-
phone pointed at a window. 

Such systems could also detect physi-
cal deception attempts. For example, an 
AR system could estimate the size and 
shape of an ATM card slot, then issue a 
warning if it appears a card-skimming 
device has been added. Similarly, exist-
ing work on computerized interpreta-
tion of facial expressions12 could be ap-
plied to behavior-based lie detection.38 
One of our colleagues refers to this ap-
plication as “spidey sense.”

Beyond storing passwords, AR sys-
tems can be used for implicit authen-
tication of their users. The plethora of 
sensors attached to people using these 
technologies can be used to authenti-
cate them with biometric and behav-
ioral characteristics. Prior work has 
examined the possibility of such mech-
anisms on mobile phones14,27 AR sys-
tems would provide far more powerful 
authentication. Similarly, sensor data 
could be used to help with authoriza-
tion and access control decisions.

Beyond the sensors attached to an 
individual (for example, Alice), the sen-
sors of bystanders could also be used 
to authenticate her by providing the 
authentication system with third-party 
visual, audio, and other sensory views 
of Alice. This third-party authentication 
system would distribute trust to sys-
tems and persons with no incentive to 
falsely authenticate Alice.

Conclusion
AR systems, with their sophisticated 
and pervasive input, output, and pro-
cessing capabilities, have the potential 
to significantly benefit many users. To 
complement ongoing innovations in 
AR technologies, we argue now is also 
the time to define a roadmap for pro-
tecting the computer security and pri-
vacy of AR systems—before these sys-
tems become widely deployed and their 
architectures become entrenched. To 
catalyze this roadmap, we consider 
new security and privacy challenges 
posed by these systems, and we explore 
opportunities afforded by these tech-

nologies to create novel privacy- and 
security-enhancing applications.
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G e o m e t r y  p l ay s  a  key role in the world 
of modern computing. In science and 
engineering, mathematical models 
of geometry are crucial for applica-
tions like simulation and manufac-
turing. In the arts and entertainment, 
mathematical models of geometry are 
ubiquitous in applications like games 
and movies, and are useful even for 
image editing. Developing new vari-
ants of these models that are both in-
tuitive and computationally efficient 
remains an area of intense research in 
computer graphics.

One classical problem in this area is 
that of deformable modeling; that is, 
deforming a given shape into a target 
shape via some type of mathematical 
method (ideally an interactive one). So-
lutions to this problem lie at the core of 
most current computer animation sys-
tems. One standard approach for these 
methods is to view the shape as being 
comprised of a deformable material 
and having a collection of embedded 
shape handles. Typically, these shape 
handles are either points or piecewise 
linear shapes connecting these points 
that a user may manipulate interactive-
ly. In this framework, the deformation 
method computes a “reasonable” de-
formation of the shape based on some 
simple physical model.

One interesting question here is 
what corresponds to a “reasonable” 
deformation. Historically, the simplest 
mathematical models for deforma-
tions have been piecewise polynomi-
als. In the one-dimensional case, these 
models (such as B-splines) are simple, 
intuitive, and expressive. For two- 
dimensional shapes, piecewise lin-
ear deformations are again simple 
and intuitive. However, higher-order 
piecewise polynomial models lack the 
smoothness and flexibility needed in 
many applications. Since univariate 
polynomials are the solutions to simple 
differential equations, many modern 
deformation schemes model smooth 
deformations as the solutions to a par-

tial differential equation (PDE). Most 
deformation methods based on PDEs 
typically focus on either harmonic 
functions (solutions to Laplace’s equa-
tion) or, more recently, biharmonic 
functions (solutions to the iterated La-
place’s equation).

In this vein, Jacobson et al. construct 
a deformation method that allows a 
wide range of handle types (points, line 
segments, open and closed polygons) 
and produces deformations that are 
biharmonic functions. In this frame-
work, the positions of the handles are 
treated as boundary conditions for 
the associated PDE. An important fact 
to note is that the use of biharmonic 
functions in place of the harmonic 
functions is due to the inclusion of 
isolated handles. Harmonic functions 
are typically used to model the ideal-
ized deformation of thin elastic mem-
branes while biharmonic functions are 
typically used to model deformations 
of thin elastic plates. Interpolating an 
isolated handle with a thin membrane 
(harmonic) will lead to non-smooth 
deformations that often fold back on 
themselves. Interpolating an isolated 
handle with a thin plate (biharmonic) 
normally yields a smooth deformation 
with no fold back.

Jacobson et al.’s main technical 
innovation is the addition of linear 
inequality constraints to their model 
to ensure the resulting solutions to 
the harmomic equation are bounded. 
Most modeling methods based on 
partial differential equations restrict 
themselves to linear constraints to 
ensure the solution process is interac-
tive. The drawback with these purely 
linear methods is that the solution to 
a problem with non-negative bound-
ary values may occasionally have a so-
lution that is not strictly non-negative 
everywhere. In practice, this issue 
makes modeling a desired deforma-
tion as a combination of deforma-
tions formed by perturbing one shape 
handle at time less intuitive.

The mathematical solution to this 
problem is to use a combination of lin-
ear equality and inequality constraints 
to ensure the resulting solutions to the 
PDE are non-negative. Using the au-
thors’ formulation of these constraints, 
the resulting problem is both bounded 
and convex and, as a result, can be 
solved efficiently using a standard 
sparse quadratic programming solver. 
In practice, the method discretizes 
the shape and pre-computes indepen-
dent deformations for each individual 
handle. This main solution process is 
done as a pre-computation and takes 
on the order of, at most, seconds for 
most examples. Since the problem is 
linear, the desired deformation corre-
sponding to a specific set of handle lo-
cations can be computed interactively 
by taking linear combinations of the 
pre-computed deformations for each 
individual handle. Locality and convex-
ity ensure the resulting deformations 
follow the boundary conditions in an 
intuitive manner.

The method is an excellent exam-
ple of the state of the art in deforma-
tion methods. The method combines 
the use of the biharmonic equation 
to achieve smooth local deformations 
while restricting these deformations to 
be non-negative and have no local min-
ima through the use of linear inequal-
ity constraints. Since the deformation 
is computed as a solution to the PDE 
only over the shape, the resulting de-
formations depend only on the posi-
tions of the handles that are nearby 
in terms of distance inside the shape. 
More generally, the paper points in the 
direction for interesting future work 
on the use of advanced mathematical 
methods for representing complex de-
formations and the use of sophisticat-
ed numerical solvers to compute these 
deformations in practice.	

Joe Warren (jwarren@rice.edu) is a professor of 
computer science at Rice University, Houston, TX.
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Bounded Biharmonic Weights 
for Real-Time Deformation
By Alec Jacobson, Ilya Baran, Jovan Popović, and Olga Sorkine-Hornung

Abstract
Changing an object’s shape is a basic operation in com-
puter graphics, necessary for transforming raster images, 
vector graphics, geometric models, and animated charac-
ters. The fastest approaches for such object deformation 
involve linearly blending a small number of given affine 
transformations, typically each associated with bones of 
an internal skeleton, vertices of an enclosing cage, or a col-
lection of loose point handles. Unfortunately, linear blend-
ing schemes are not always easy to use because they may 
require manually painting influence weights or modeling 
closed polyhedral cages around the input object. Our goal 
is to make the design and control of deformations simpler 
by allowing the user to work freely with the most convenient 
combination of handle types. We develop linear blending 
weights that produce smooth and intuitive deformations 
for points, bones, and cages of arbitrary topology. Our 
weights, called bounded biharmonic weights, minimize 
the Laplacian energy subject to bound constraints. Doing 
so spreads the influences of the handles in a shape-aware 
and localized manner, even for objects with complex and 
concave boundaries. The variational weight optimization 
also makes it possible to customize the weights so that they 
preserve the shape of specified essential object features. 
We demonstrate successful use of our blending weights for 
real-time deformation of 2D and 3D shapes.

1. INTRODUCTION
Interactive deformation is the task of assisting the user 
to alter an object’s shape. In the case of 2D cartoon defor-
mation, we could ask the user to manually reposition 
each pixel of the image, but this is unnecessarily tedious. 
The space of coherent configurations of the 2D shape is 
much smaller than the space of all possible positions for 
every pixel of the image. Hence, we would rather the user 
provide only a few, high-level constraints like “open the 
mouth,” “enlarge the belly,” or “bend the tail” (Figure 1). 
The rest of the shape should immediately deform in an 
intuitive manner. We may interface such high-level con-
straints to the user with handle structures, like skeletons 
composed of rigid bones, enclosing cages, and selected 
regions or points.

With these handles, interactive space deformation 
becomes a powerful approach for editing raster images, 
vector graphics, geometric models, and animated charac-
ters. This breadth of possibilities has led to an abundance 
of methods seeking to improve interactive deformation with 
real-time computation and intuitive use. Real-time perfor-
mance is critical for both interactive design, where tasks 

require creative exploration, and interactive animation, 
where deformations need to be computed repeatedly, often 
sixty or more times per second. Among all deformation 
methods, linear blending and its variants dominate practi-
cal usage thanks to their speed: each point on the object is 
transformed by a weighted combination of a small number 
of affine transformations.

In a typical workflow, the user constructs a number 
of handles and the deformation system binds the object 
to these handles; this is termed bind time. The user then 
manipulates the handles (interactively or programmati-
cally) and the system deforms the shape accordingly; 
this is pose time. Unfortunately, existing linear blending 
schemes are not always easy to use. The user must choose 
a particular handle type a priori, and different types have 
different advantages (Figure 2). Skeleton-based deforma-
tions offer natural control for rigid limbs, but are less 
convenient for flexible regions. Generalized barycen-
tric coordinates improve volumetric or area control over 
classical lattice-based free-form deformations, but still 
require construction of closed or nearly closed cages that 
fully encapsulate transformed objects and can be tedious 
to manipulate. In contrast, variational techniques often 
support arbitrary handles at points or regions, but at a 
greater pose-time cost.

The original version of this paper was published in 
Proceedings of SIGGRAPH ’11, July 2011, ACM.

Figure 1. Our deformation method supports arbitrary combinations 
of control handles, such as points, bones, or cages. This versatility 
allows choosing the right tool: bones control rigid parts, cages 
reshape areas, and points transform flexible parts. Influence 
weights for each handle are precomputed at bind time, so high-
quality deformations can be computed in real time with low CPU 
usage. Throughout the paper, colored frames illustrate linear 
transformations specified at point handles.

http://mags.acm.org/communications/april_2014/TrackLink.action?pageName=99&exitLink=http%3A%2F%2Fdoi.acm.org%2F10.1145%2F2578850
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for arbitrary handles on the surface,4, 6, 9, 22 and some vari-
ational methods work with bones25 or can be extended 
to other off-surface handles.5 The primary drawback 
of these techniques is that they rely on optimization at 
pose time. Although system matrices can be prefactored 
and back-substitution can be implemented on a GPU, 
it is not an embarrassingly parallel problem like linear 
blend skinning, and is therefore much slower. Even with 
significant performance tuning19 or model reduction,7, 

23 pose-time optimization is too slow to deform high-
resolution objects at high frame rate, as necessary, for 
example, for video games.

Most methods that are fast at pose time compute the 
transformation of each point on the object by using a 
weighted blend of handle transformations. To perform 
the blending, some methods use moving least squares,16 
some use dual quaternions,14 but most use linear blend 
skinning (LBS).15 With LBS, the affine transformations of 
the handles are linearly averaged with different weights 
to transform each vertex. Although linearly blending 
rotations leads to well-known artifacts, LBS has been a 
popular technique for skeletal animation for over two 
decades because it is simple, predictable, and the pose-
time computation can be implemented very efficiently 
on a GPU. In addition to skeletal animation, most cage-
based deformation methods8, 12, 13 are effectively LBS, 
where the handle (cage vertex) transformations are 
restricted to be translations and the focus is choosing 
the weights. Additionally, the reduced-model variational 
shape deformation methods mentioned above use LBS to 
go from the reduced model to the full model.

The choice of weights for LBS determines whether the 
affine transformations of the handles affect the shape 
intuitively. In some cases, weights that have a closed 
form in terms of the handle structure have been used,13, 17 
but more often they are precomputed at bind time or are 
painted by hand. In Section 3.1, we formulate the desir-
able properties of LBS weights, and in Section 3.2 we dis-
cuss previous weight choice schemes in the context of 
these properties.

3. BOUNDED BIHARMONIC WEIGHTS
Our goal is to define smooth deformations for 2D or 3D 
shapes by blending affine transformations at arbitrary 
handles. Let Ω ⊂ 2 or 3 denote the volumetric domain 
enclosed by the union of the given shape S and cage con-
trols (if any). We denote the (disjoint) control handles 
by Hj  ⊂ Ω, j  = 1, . . ., m. A handle can be a single point, a 
region, a skeleton bone (such that Hj consists of all the 
points on the bone line segment), or a vertex of a cage. 
The user defines an affine transformation Tj for each handle 
Hj, and all points p ∈ Ω are deformed by their weighted 
combinations:

	 � (1)

where wj: Ω →  is the weight function associated with 
handle Hj. Note that cages are generally understood as 
closed polygons in 2D or polyhedra in 3D containing S or 

Real-time object deformations would be easier with 
support for all handle types above: points, skeletons, and 
cages. Points are quick to place and easy to manipulate. 
They specify local deformation properties (position, rota-
tion, and scaling) that smoothly propagate onto nearby 
areas of the object. Bones make some directions stiffer 
than others. If a region between two points appears too 
supple, bones can transform it into a rigid limb. Cages 
allow influencing a significant portion of the object at 
once, making it easier to control bulging and thinning in 
regions of interest.

Our goal is to supply influence weights for a linear blend-
ing scheme that produce a smooth and intuitive deforma-
tion for handles of arbitrary topology (Figure 1). We desire 
real-time interaction for deforming high-resolution images 
and meshes. We want smooth deformation near points and 
other handles, so that they can be placed directly on ani-
mated surfaces and warped textures. And we seek a local 
support region for each handle to ensure that its influence 
dominates nearby regions and disappears in parts of the 
object controlled by other handles.

Our solution computes blending weights automati-
cally by minimizing the Laplacian energy subject to upper 
and lower bound constraints. Because the related Euler–
Lagrange equations are biharmonic, we call these weights 
bounded biharmonic weights and the resulting deforma-
tion bounded biharmonic blending. The weights are com-
puted once at bind time. At pose time, points on the object 
are transformed in real time by blending a small number 
of affine transformations. Our examples demonstrate that 
bounded biharmonic blending produces smooth defor-
mations, and that points, bones, and cages have intui-
tive local influences, even on objects with complex and 
concave boundaries. Our weight computation requires 
space discretization and optimization, which could be a 
drawback in some applications, but the generality of our 
formulation also makes it possible to provide additional 
control over the energy minimization, for example, to 
define weights that preserve the shape of specified essen-
tial object features.

2. PREVIOUS WORK
Variational, or energy-minimizing, methods are known 
to compute high-quality shape-preserving deformations 
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Figure 2. Different user control structures are appropriate for some 
situations and inappropriate for others. Setting up an enclosing cage 
can be both tedious and unintuitive: weaving around the Pirahna’s 
teeth. A cage is necessary for precise articulation of the Vacuum, 
where scaling at points would be too crude. Points provide loose and 
smooth control of the Worm, but a skeleton deformation is too rigid 
and overly complex.
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where Fc is the set of all cage faces and djk is Kronecker’s 
delta. Figure 4 shows an example of wj computed for point 
handles.

The following properties possessed by our weight func-
tions wj allow for intuitive and high-quality deformations.

Smoothness: Lack of smoothness at the handles 
causes visible artifacts in 2D textured shapes (Figure 5) 
and prevents placing handles directly on 3D shapes. Note 
that by calculus of variations, minimizing the Laplacian 
energy (2) amounts to solving the Euler–Lagrange equa-
tions, which are the biharmonic PDEs in this case: 
∆2wj = 0. Equivalently, we could formulate our blend-
ing weights as minimizers of the linearized thin-plate 
energy, as it leads to the same biharmonic PDE (see e.g., 
Botsch and Sorkine6). The bounded biharmonic weights 
are C1 at the handles and C∞ everywhere else, provided 
that the posed boundary conditions are smooth. This is 
always the case, with the exception of skeletal joints and 
cage vertices: for bones connected by joints, the weights 
must have a discontinuity at the joints since wj on bone Hj 
is 1 and it must be zero on the adjacent bone. However, 
this does not lead to smoothness problems for the actual 
deformations because the joints are always transformed 
to the same location by all emanating bones.

Explicit linear interpolation constraints (4) on cage 
faces are required to achieve expected behavior, since 
otherwise the cage faces would not deform linearly when 
translating cage vertices. These linear constraints on cage 
faces preclude smoothness of the weights at the cage ver-
tices. Therefore, our deformations are not smooth at cage 
vertices, but they are smooth everywhere else, including 
across cage faces.

part of it, but our framework is agnostic to the cage topol-
ogy and treats a cage simply as a collection of simplices, 
with the requirement that these simplices transform 
linearly as the cage vertices are translated. Hence, open 
cages are possible (Figure 3). We do not consider cage 
faces (line segments in 2D or triangles in 3D) as handles; 
they receive linear weights, as we will see in Section 3.1. 
Note also that for skeleton bones connected by joints, we 
formally include each joint point in one single bone of 
those that share it (we assume that the skeleton is never 
torn apart, i.e., that all bones sharing a joint transform 
the joint to the same location). In practice, we constrain 
the weights at shared points to be equally distributed 
between the overlapping bones to maximize the symme-
try of our weights.

3.1. Formulation
We propose to define the weights wj as minimizers of a 
higher-order shape-aware smoothness functional, namely, 
the Laplacian energy, subject to constraints that enforce 
interpolation of the handles and several other desirable 
properties:

	 � (2)

	 Subject to : wj Hk = djk� (3)

	 wj F is linear	 ∀F ∈ FC� (4)

	  (p) = 1	 ∀p ∈ Ω� (5)

	 0 ≤ wj (p) ≤ 1,  j = 1, . . ., m,  ∀p ∈ Ω,� (6)

Figure 3. Deformation of the leaning tower (original is shown left). Cages provide more exact control over area than other handle types.

Figure 4. Bounded biharmonic weights are smooth and local: the blending weight intensity for each handle is shown in red with white 
isolines. Each handle has the maximum effect on its immediate region, and its influence disappears in distant parts of the object.
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(6). Without these constraints, the biharmonic functions 
in general do not necessarily achieve maxima at the han-
dles and cause deformation artifacts. While bounded 
biharmonic weights often do not have local extrema, it 
is certainly not the case that they are always monotonic.a 
In fact, local extrema invariably appear on shapes with 
long appendages geodesically equidistant from handles. 
Dealing with this non-monotonic behavior requires a 
dedicated optimization.11

3.2. Comparison to existing schemes
Existing schemes formulate and satisfy subsets of these 
properties, but not all. For example, Shepard’s17 and simi-
lar weights (used in embedded deformation23 and mov-
ing least squares image deformation16) are dense and not 
shape-aware. Cage-based schemes do not support arbi-
trary handles: for example, extending harmonic coordi-
nates12 to handles in the cage interior results in a lack of 
smoothness (see Figure 5). Heat diffusion weights2 suffer 
from the same problem. Natural neighbor interpolation21 
is one of the few schemes that guarantees locality, but it is 
also not smooth at handles. Biharmonic weights without 
constraints3 are smooth, but can be negative (or greater 
than one), have local maxima away from handles, and can 
result in nonlocal influences. Table 1 shows the properties 
satisfied by several methods.

A number of methods have most recently been focus-
ing on locally preserving or prescribing angles.24 While they 
have elegant formulations in terms of complex analysis, 
these methods are, in general, restricted to 2D.

3.3. Shape preservation
The energy minimization framework supports incor-
porating additional energy terms and constraints to 
customize the weight functions. One example of a use-
ful addition is making all points of a specified region 
Π  ⊂  Ω undergo the same transformation, that is, have 
all the weight functions be constant on Π (∇wj|Π = 0). 
Since typically we only prescribe translations, rotations, 
and uniform scales at handles, this implies that Π will 
undergo a similarity transformation in 2D and an affine 

Nonnegativity: Negative 
weights lead to unintuitive han-
dle influences, because regions of 
the shape with negative weights 
move in the opposite direction to 
the prescribed transformation. 
We explicitly enforce nonnegativ-
ity in (6), since otherwise bihar-
monic functions (as in Botsch 
and Kobbelt3) are often negative, 
even if all boundary conditions 
are nonnegative (right).

Shape awareness: 
Informally, shape awareness 
implies intuitive correspon-
dence between the handles and the domain Ω. The influ-
ence of the handles should conform to the features of the 
shape and fall off with geodesic (as opposed to Euclidean) 
distance. The best shape-aware behavior one can hope for 
is when the weights wj depend on the metric of Ω alone 
and do not change for any possible embedding of Ω. Our 
weights are shape-aware since the bi-Laplacian operator is 
determined solely by the metric.

Partition of unity: This classical property (also seen in, 
e.g., Bézier or NURBS) ensures that if the same transfor-
mation T is applied to all handles, the entire object will be 
transformed by T. We enforce this property explicitly in (5) 
since nonnegative biharmonic weights do not sum to 1, 
unlike unconstrained biharmonic weights.

Locality and sparsity: Each handle should mainly 
control a shape feature in its vicinity, and each point in 
Ω should be influenced only by a few closest handles. 
Specifically, if every locally shortest path (in a shape-
aware sense) from a point p to Hj passes near some other 
handle, then Hj is “occluded” from p and wj(p) should be 
zero. We observed this property of our weights in all our 
experiments.

No local maxima: Each wj should attain its global 
maximum (i.e., value of 1) on Hj and should have no 
other local maxima. This property provides monotonic 
decay of a handle’s influence and guarantees that no 
unexpected influences occur away from the handle. This 
property was experimentally observed in all our tests; 
likely, it is facilitated by imposing the bound constraints 

a  Contrary to our original publication’s observations.

Figure 5. Weights must be smooth everywhere, especially at internal 
handles, which are likely to correspond to important features. Weights 
that have discontinuities at handles, like harmonic coordinates 
(center), introduce tearing artifacts with even slight transformations 
of the handles. Our weights are smooth, as shown on the right.

Method

Property Ours [2, 12] [3] [17] [21]

Smoothness Y – Y Y –
Nonnegativity Y Y – Y Y
Shape awareness Y Y Y – –
Partition of unity Y Y Y Y Y
Locality, sparsity Y* – – – Y
No. local maxima ~ Y, – – – Y

Y*: empirically confirmed, ~: often, but not always.

Table 1. A summary of the properties of six methods for choosing 
blending weights. Our method often satisfies all necessary properties. 
We have empirical evidence but no formal proof for locality and 
sparsity; our weights often have no local maxima.
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are seeking; we denote them by column vectors wj = (w1,  j, 
w2,  j, . . ., wn,  j)

T.
The Laplacian energy (2) is discretized using the standard 

linear FEM Laplacian M−1   L where M is the lumped mass 
matrix (with Voronoi area/volume Mi of vertex vi on each 
diagonal entry i) and L is the symmetric stiffness matrix 
(i.e., the cotangent Laplacian):

	 �

(8)

We impose the constraints (3)–(6) using the discretized 
handles. To discretize the additional shape-preservation 
energy term (7), we employ the linear FEM gradient opera-
tor G (see its derivation in Botsch and Sorkine6). Gwj is a vec-
tor of stacked gradients, one gradient per element (triangle 
in 2D and tetrahedron in 3D; since we deal with linear ele-
ments, the gradient over an element is constant). Let R 
be a diagonal matrix containing the integrals of the user 
brush r over each element, and let  be the per-element 
mass matrix (i.e., for each triangle/tet i,  contains its area/
volume). Then the energy term in (7) is discretized as

	 � (9)

Note that the matrix GT   is a kind of weighted linear FEM 
Laplacian, and therefore its sparsity pattern is a subset of 
the main energy matrix LM−1 L, creating no new non-zeros. 
Hence, adding this energy term does not increase the opti-
mization complexity.

We use Triangle18 for 2D-constrained Delaunay meshing 
and TetGen20 for constrained tetrahedral meshing to create 
the discretized domains. In 2D, we configure Triangle to cre-
ate triangles of near uniform size and shape. For all our 2D 
examples, Triangle takes less than a second, even for detailed 
images which require pixel-size triangles. In 3D, we config-
ure TetGen to create rather graded tet meshes to reduce 
complexity (Figure 7); for the Armadillo mesh of 43,234 ver-
tices and 120 vertices sampled internally along bones, the 
resulting tet mesh has 46,898 vertices. For the Armadillo and 
all our 3D examples, TetGen takes a few seconds.

transformation in 3D, so that the shape of Π will be pre-
served. Similarly to the rigidity brush in Igarashi et  al.,9 
the user can paint Π with a (possibly soft) brush, creating 
a mask r : Π → R+; we then add a least-squares term to our 
energy minimization:

	 � (7)

See Figure 6, where the shape-preservation brush helped 
retain the shape of the man’s eye while deforming the 
nose. Note that this is different from placing a handle 
because no explicit transformation needs to be prescribed 
by the user; the painted region transforms according to 
its weights.

3.4. Implementation
We discretize our constrained variational problem (2) using 
linear finite elements in order to solve it numerically with 
quadratic programming (we use the flattened mixed finite 
element method (FEM) formulation for fourth-order prob-
lems, as discussed in Jacobson et al.10). Assuming that the 
object S is given as a 2D polyline or triangle mesh in 3D, we 
sample vertices on all provided skeleton bones and cage 
faces, and mesh the domain Ω in a way compatible with 
all of the handles and the vertices of S. The result is a tri-
angle/tetrahedral mesh M whose vertices V = {v1,  . . ., vn} 
include all discretized Hj’s and the object itself. The weights 
become piecewise-linear functions whose vertex values we 

Figure 6. The generality of our optimization framework makes it 
possible to compute weights that respect salient object features. 
Marking a region preserves the shape of an eye (middle), which 
would otherwise be distorted (right).

Figure 7. The human skeleton embedded in the Armadillo does not control the tail or the ears, but points are easily added for additional 
expressiveness in each pose. Left: a cutaway of the Armadillo shows the graded tet mesh produced by TetGen. The inner tetrahedra are  
much larger than those near the surface. This keeps the discretization complexity reasonable.



research highlights 

 

104    communications of the acm    |   april 2014  |   vol.  57  |   no.  4

application, the user may choose to specify only translations, 
that is, identity rotations and scales. However, nontrivial 
rotations are often necessary to achieve a desired effect, and 
these could be tedious to specify manually. We found it eas-
ier to have rotations inferred from the user-provided transla-
tions using run-time optimization in the reduced subspace 
of linear blend skinning with bounded biharmonic weights, 
similar in spirit to Der et al.7

4. RESULTS
Bounded biharmonic blending combines intuitive 
interaction with real-time performance. Its controls 
unify three different interaction metaphors so that 
simple tasks remain simple and complex tasks become 
easier to achieve.

Experiments. Points are a particularly elegant metaphor 
for manipulating flexible objects.9 Although similar trans-
formations could be accomplished with bones, the Octopus 
in Figure 10 and Worm in Figure 2 illustrate the simplicity of 
direct point manipulation of supple regions and highlight 
the inappropriateness of using rigid bones for the same task.

In contrast to previous techniques,9, 12 our approach 
deforms shapes smoothly even when the handle transfor-
mations are large. Figure 5 illustrates the importance of 
smoothness to minimize texture tearing.

We have observed our weights to be local and free of spu-
rious local maxima in all examples tested. Figure 11 com-
pares the support regions of our weights to the biharmonic 
functions of Botsch and Kobbelt,3 which are globally sup-
ported and contain many local extrema.

Some tasks are more easily accomplished by control-
ling both points and lines. Figure 12 demonstrates our 
weights with smooth point-based warping while the exter-
nal cage maintains or resizes the image boundary. Cages 
are ideally suited for precise area control. In Figure 3, we 
use an arbitrary collection of open and closed lines to 
manipulate the shape and orientation of the tower. These 
deformations and fine adjustments, needed to account 
for perspective distortions, are difficult to achieve with 
points or lines alone.

Our approach generalizes naturally to 3D. At bind time, 
the optimization distributes the weights over the volume 
so that linear blending delivers smooth deformation at run 
time. This scheme ensures real-time performance and low 
CPU utilization even for high-resolution meshes. We note 

The energy terms in (8) and (9) are quadratic in the 
unknowns wj and convex, and (3)–(6) are linear equality and 
inequality constraints. We use mosek1 as a sparse quadratic 
programming solver to compute the weights for all of the 
handles simultaneously.

Since the time necessary to solve the quadratic pro-
gram is superlinear in the number of unknowns, dividing 
it into several smaller subproblems allows for a significant 
speedup. Notice that the optimization of each handle is 
independent of the rest if we drop the partition of unity 
constraint (5). We have implemented this strategy, solving 
for each wj separately and then normalizing the weights 
for each vertex in a postprocess. We have observed mostly 
negligible average differences between this faster solu-
tion and the original one, often resulting in visually indis-
tinguishable deformations (Figure 8). Larger differences 
occasionally occur far from handles, but the weights have 
the same qualitative behavior: smoothness and observed 
local support. For the Gargoyle in Figure 9, for example, 
computing the weights for 7 handles separately is 50 times 
faster than computing them simultaneously. We report 
the timings as well as the difference between the original 
and these faster weights in Section 4.

Once the weights are computed, the deformation 
itself  is real-time even for very large meshes, since it is 
computed with a GPU implementation of linear blend 
skinning (1).

In the cage-based systems of the various barycentric 
coordinate methods, the only inputs are the translations 
of the cage vertices. In our system, the user provides a full 
affine transformation at each handle. Depending on the 

Figure 8. Dropping the partition of unity constraint (5) greatly 
optimizes the precomputation of our weights without losing quality. 
Left: the mean absolute difference between the original and faster 
weights at each vertex, over all handle weights at that vertex. 
Deformations with the same handle configuration using our original 
(middle) and faster (right) weights are visually indistinguishable.

0.015

0.000

0.010

0.005

original weights faster weights

Figure 9. The Gargoyle is deformed using an internal skeleton and 
point handles.

Figure 10. Points articulate the flexible Octopus.
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use of bones and cages. In particular, our approach sup-
ports partial cages that control parts of the object but are 
not required to surround it fully. Figure 13 (right) shows 
a simple cage used to enlarge the belly of the Mouse. As 
always, partial cages can be combined with points and 
bones, and this combined use of all three metaphors is 
often the most powerful.

Figure 7 shows combined use of points and skele-
tons. We create a sequence of poses of the Armadillo by 
embedding a human skeleton. The skeleton does not 
control the tail or the ears, so their deformations need 
to be adjusted. This is done most directly by attaching a 
few points. Direct surface manipulation makes it easy to 
bend the tail into a more realistic pose and expressively 
curl the ears. Likewise in Figure 9, point handles are a 
natural and simple choice of control for stretching and 
bending the wings of the Gargoyle. Bounded biharmonic 
weights combine the motion of the skeleton and configu-
ration of these points to yield smooth deformations.

Discussion. We have tested our method on a MacPro 
Quad-Core Intel Xeon 2.66 GHz computer with 8 GB mem-
ory. The bind time measurements of our unoptimized code 
are reported in Table 2. One limitation of our solution is 
the optimization time needed to compute the weights at 
bind time. We discretized the problem using linear FEM, 
although other choices may be more efficient, such as the 
multiresolution framework used in, for example, Botsch 
et al.5 and Joshi et  al.12 Generating bounded biharmonic 
weights in 3D requires a discretization of the volume. 
Note that once a volume is computed, an arbitrary embed-
ded object (e.g., polygon soup) may be deformed without 
regard for its topology.

Our bounded biharmonic weights do not have the 
linear precision property, that is, they do not necessar-
ily reproduce linear functions. This property is neces-
sary for cage-based deformations (e.g., Joshi et al.12 and 
Ju et al.13) that apply the deformation solely by interpo-
lating the positions of cage vertices, because otherwise, 
they would distort the shape when the cage is rotated. In 
contrast, our approach allows arbitrary transformations 

that cages can be even more tedious to set up in 3D than in 
2D, particularly when they are required to envelop objects 
fully. For tasks such as hand manipulation shown in Figure 13 
(left), skeletons are easier to embed and use to manipulate 
a 3D object. Skeletons still suffer from joint-collapse prob-
lems and lack the precise volume control offered by cages, 
and our approach supports and simplifies the combined 

Figure 11. Fifty point handles (black and yellow) are randomly 
placed in a square domain. Left: the sign for the black handle’s 
unconstrained biharmonic weight (red for positive and blue for 
negative regions). The local maxima and minima are shown as red 
and blue dots, respectively. Right: the support regions for bounded 
biharmonic weights of the black handles. In this and all other tests, 
the weights are local. Here, there are no spurious local maxima.

Figure 13. Cages that fully envelop 3D objects such as the Hand 
are difficult to set up. Skeletons are often easier to embed and 
manipulate. When cages are needed for precise volume control, our 
scheme makes them easier to use by allowing partial cages that only 
overlap parts of the object.

Figure 12. Point handles deform the image by blending the affine 
transformations specified at each point. The cage on the boundary 
maintains the rectangular image shape or allows its resizing.

|S| |W| BT/h Emean Emax

Gingerman 5,040 0.1397 0.0043 0.058
Frowny 5,442 0.0906 0.0045 0.090
Alligator 7,019 0.1779 0.0013 0.055
Pisa 12,422 0.3174 0.0025 0.060
Mona Lisa 32,258 1.2417 0.0050 0.11
Gargoyle 20,000 46,003 1.1939 0.0043 0.18
Hand 28,692 51,263 3.1268 0.0020 0.37
Mouse 26,294 112,355 8.4464 0.0041 0.11
Armadillo 86,442 142,073 12.0870 0.0041 0.40

Table 2. Statistics for the various examples in the paper. |S| is the 
number of triangles of the input 3D model, |W| is the number of ele-
ments in the discretization of W, BT/h is the bind time per handle in 
seconds. Emean and Emax are, respectively, the mean and max absolute 
difference between our original weights with (5) enforced explicitly 
and our faster weights where each handle’s weights are solved inde-
pendently and then normalized. Mean and max values are taken over 
both handles and vertices.
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to be supplied at the handles and blends them over the 
shape; we therefore do not have to rely on linear preci-
sion to be able to work with rotations. A comparison for 
translational deformation between the linearly-precise 
harmonic coordinates12 and our cages is shown in Figure 
14 with a rectangular image.

In this paper, we have only experimented with linear 
blending deformations based on (1); however, our weights 
are also useful with more advanced methods of transforma-
tion blending, such as dual quaternions.11, 14

5. CONCLUSION
We have shown how to unify all popular types of con-
trol handles for intuitive design of real-time blending-
based deformations. This allows users to freely choose 
the most convenient handles for every task and relieves 
them from the burden of manually painting blending 
weights.

In future work, we would like to optimize the efficiency 
of our bind-time precomputation. Aside from looking at 
alternative discretizations and numerical approaches, 
further analysis will help to reduce the dimensionality 
of the quadratic program: the observed locality property 
implies that the weights vanish on significant portions 
of the domain, which could thus be removed from the 
minimization.

Skinning-based deformations are prone to foldovers 
and self-intersections, as the deformation mapping is not 
always injective. Our method is no exception. Building a 
reduced model with our weights for simulation and con-
tact handling is worth exploring in this context. We also 
plan to study the mathematical properties of the bounded 
biharmonic weights to determine the necessary condi-
tions for which the observed locality and maximum prin-
ciple hold.
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Bucknell University
Visiting Assistant Professor, Computer Science

The Bucknell University Department of Comput-
er Science invites applications for a one-year visit-
ing position in computer science beginning mid-
August 2014. Outstanding candidates in all areas 
will be considered. Candidates may be teaching 
undergraduate courses in programming languag-
es and theory of computation. Candidates are ex-
pected to have completed or be in the final stages 
of completing their Ph.D. in computer science or 
closely related field by the beginning of the 2014 
fall semester. A strong commitment to excellence 
in teaching and scholarship is required.

Bucknell is a highly selective private univer-
sity emphasizing quality undergraduate educa-
tion in engineering and in liberal arts and sci-
ences. The B.S. programs in computer science are 
ABET accredited. The computing environment is 
Linux/Unix-based. More information about the 
department can be found at:

http://www.bucknell.edu/ComputerScience/

Applications will be considered as received 
and recruiting will continue until the position is 
filled. Candidates are asked to submit a cover let-
ter, CV, a statement of teaching philosophy and 
research interests, and the contact information 
for three references. Please submit your applica-
tion to

http://jobs.bucknell.edu/

by searching for the “Computer Science Visit-
ing Faculty Position”.

Please direct any questions to Professor Ste-
phen Guattery of the Computer Science Depart-
ment at guattery@bucknell.edu.

Bucknell University, an Equal Opportunity 
Employer, believes that students learn best in a 
diverse, inclusive community and is therefore 
committed to academic excellence through di-
versity in its faculty, staff, and students. Thus, we 
seek candidates who are committed to Bucknell’s 
efforts to create a climate that fosters the growth 
and development of a diverse student body. We 
welcome applications from members of groups 
that have been historically underrepresented in 
higher education.

Centre College 
Assistant or Associate Professor  
of Computer Science

Centre College invites applications for two full 
time positions (1) tenure-track at rank of assis-
tant or associate professor & (1) one-year visiting 
at rank of assistant professor in computer science 
beginning August, 2014. The successful candi-
date will hold a Ph.D. in computer science or a 
closely related discipline. For full job description 

three references. Princeton University is an equal 
opportunity employer and complies with applica-
ble EEO and affirmative action regulations. Apply 
to: http://jobs.princeton.edu/

Req.# 1300791

University of Central Florida
UCF Center for Research in Computer Vision
Multiple Assistant Professor Positions

CRCV is looking for multiple tenure-track faculty 
members in the Computer Vision area. Of par-
ticular interest are candidates with a strong track 
record of publications. CRCV will offer competi-
tive salaries and start-up packages, along with a 
generous benefits package offered to employees 
at UCF.

Faculty hired at CRCV will be tenured in the 
Electrical Engineering & Computer Science de-
partment and will be required to teach a maxi-
mum of two courses per academic year and are 
expected to bring in substantial external research 
funding. In addition, Center faculty are expected 

and to apply, http://apply.interfolio.com/24475. 
For more information about the Computer Sci-
ence Program at Centre please visit our website 
(http://web.centre.edu/csc/). The deadline for ap-
plications is March 17. Centre College is an Equal 
Opportunity Employer.

Princeton University 
Computer Science
Postdoctoral Research Associate

The Department of Computer Science at Princ-
eton University is seeking applications for post-
doctoral or more senior research positions in 
theoretical computer science. Positions are for 
one year with the possibility of renewal.

Candidates should have a PhD in Computer 
Science or a related field by August 2014. Applica-
tions are currently being processed, so we encour-
age candidates to complete their applications 
(including letters of recommendation) as soon 
as possible. Applicants should submit a CV and 
research statement, and contact information for 

JOIN THE INNOVATION.
Qatar Computing Research Institute seeks 
talented scientists and software engineers to join 
our team and conduct world-class applied research
focused on tackling large-scale computing challenges.

We offer unique opportunities for a strong career
spanning academic and applied research in the
areas of Arabic language technologies including 
natural language processing, information retrieval
and machine translation, distributed systems, data
analytics, cyber security, social computing and
computational science and engineering.

/QCRI.QA @QatarComputing QatarComputing www.qcri.qaQatarComputing

Scientist applicants must hold (or will hold at 
the time of hiring) a PhD degree, and should have a 
compelling track record of accomplishments and 
publications, strong academic excellence, effective 
communication and collaboration skills.
 
Software engineer applicants must hold a 
degree in computer science, computer 
engineering or related field; MSc or PhD 
degree is a plus.

We also welcome applications for post
doctoral researcher positions.

As a national research institute and 
proud member of Qatar Foundation, our 
research program offers a collaborative, 
multidisciplinary team environment endowed 
with a comprehensive support infrastructure.  
 
Successful candidates will be offered a highly
competitive compensation package including 
an attractive tax-free salary and additional
benefits such as furnished accommodation,
excellent medical insurance, generous annual 
paid leave, and more.

For full details about our vacancies and 
how to apply online please visit 
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For queries, please email 
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Founded in 1951, National College of Ireland www.ncirl.ie offers full 
and part-time courses to 3,500 students in two schools, Computing 
and Business. The School of Computing has greatly expanded in the 
last few years, becoming one of the biggest computing departments 
in Ireland with over 1200 students at undergraduate and postgraduate 
level including a PhD programme in Technology Enhanced Learning 
and a world-class Cloud Competency Centre. The School has over 
60 faculty members with strong industrial links and research 
excellence in technology-enhanced learning, cloud computing, mobile 
technologies, data analytics, and parallel/web technologies. 
The National College of Ireland seeks a senior faculty member to lead 
and significantly advance the scholarly research in the Technology 
Enhanced learning area and to teach on School programmes. 

The successful candidate will primarily have responsibilities in the 
areas of conducting and publishing significant scholarly research, 
facilitating a research culture and agenda broadly within the School, 
securing new extra-mural collaborative research funding in the area of 
Technology Enhanced Learning and providing scholarly leadership in 
the School in general. 

The ideal candidate will have a PhD in computer science, informatics, 
learning technologies, or in a closely related field with a minimum of 
5 years at faculty level at a university. They will have an international 
reputation and record of peer-reviewed scholarly publications in the 
area of Technology Enhanced Learning, Computing, Informatics or 
a closely related field with a proven record of leadership in securing 
extra-mural research funding, preferably in collaboration with 
colleagues

Senior Lecturer/ Lecturer

For further information, please visit the website: www.ncirl.ie\vacancies.
The deadline for applications is 30TH April 2014, 

(or until the position is filled).

faculty members in the Carolina Health Informat-
ics Program. The successful candidates are expect-
ed to start in the 2014-2015 academic year and their 
tenure home will be located in one of the CHIP 
partner units currently recruiting candidates. 

Five cross-cutting health informatics areas 
have been identified as important to all seven 
academic partners: 1) health data access and 
management (e.g., data warehouses), 2) ontolo-
gies and data standards, 3) analytics, 4) systems 
modeling and simulations, and 5) clinical deci-
sion support systems. At UNC, we are particularly 
interested in candidates with a strong record of 
research in one or more of these cross-cutting ar-
eas. For general queries regarding the positions, 
please contact Dr. Javed Mostafa: jm@unc.edu. 
More details can be found here: chip.unc.edu/
faculty-search. 

University of North Carolina Charlotte
Assistant Professor – Cyber Security

The Department of Software and Information 
Systems in the College of Computing and Infor-
matics at UNC Charlotte invites applicants for a 
tenure-track faculty position with a focus on cy-
ber security at the Assistant Professor level. The 
Department is dedicated to research and educa-
tion in Software Engineering and Information 
Technology applications, with emphasis in the 
areas of Cyber Security and Privacy, Modeling and 
Simulation, Human Computer Interaction (HCI), 
Design, and Healthcare Informatics. The success-
ful applicant must have a strong commitment to 

to have a vigorous program of graduate student 
mentoring and are encouraged to involve under-
graduates in their research.

Applicants must have a Ph.D. in an area ap-
propriate to Computer Vision by the start of the 
appointment and a strong commitment to aca-
demic activities, including teaching, scholarly 
publications and sponsored research. Preferred 
applicants should have an exceptional record of 
scholarly research. In addition, successful candi-
dates must be strongly effective teachers.

Applicants must submit all required docu-
ments at the time of application which includes 
the following: Research Statement; Teaching 
Statement; Curriculum Vitae; and a list of at least 
three references with address, phone numbers 
and email address.

Apply URL: http://www.jobswithucf.com/
postings/34681

Applicants for this position will also be con-
sidered for position numbers 38406 and 37361.

UCF is an Equal Opportunity/Affirmative Ac-
tion employer. Women and minorities are par-
ticularly encouraged to apply.

University of North Carolina  
at Chapel Hill
Carolina Health Informatics Program
Multiple Faculty Positions in Health Informatics

Several academic units at The University of North 
Carolina at Chapel Hill are actively seeking candi-
dates in the broadly defined area of health infor-
matics. The selected colleagues will become core 

research and education, with an excellent re-
search record that can attract substantial fund-
ing to support Ph.D. students. Applicants from 
all disciplines in cyber security and privacy are 
encouraged to apply, particularly those who can 
demonstrate strengths in one of the following ar-
eas: formal methods for cyber and cyber-physical 
systems, science of security, system security, and 
security and privacy in big data analytics. The De-
partment of Software and Information Systems 
offers a Security and Privacy program recognized 
by the National Security Agency as a National 
Center of Academic Excellence in Education 
and Research. The Department and the College 
of Computing and Informatics also host two re-
search centers focused on the area of security: Cy-
ber Defense and Network Assurability Center and 
a National Science Foundation IUCRC Center on 
Configuration Analytics and Automation. 

Applications must be made electronically at 
https://jobs.uncc.edu (Position No. 6282) and must 
include a CV, 3 references, statements of teaching 
and research, and 3 representative publications. 
Informal inquiries can be made to the Search Com-
mittee Chair at sis-search@uncc.edu. Review of ap-
plications will begin in January 2014 and continue 
until the position is filled. All inquiries and applica-
tions will be treated as confidential.

Women, minorities and individuals with dis-
abilities are encouraged to apply. UNC Charlotte 
is an Equal Opportunity/Affirmative Action em-
ployer and is an ADVANCE institution, dedicated 
to increasing diversity in STEM fields. 

Applicants are subject to criminal back-
ground check.
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in on it. “Very nice, very nice indeed. 
It’s beautifully... self-referential, isn’t 
it? All this time people have been won-
dering about where the aliens were, 
and the answer was hidden in the data 
all along.” 

Their paper, “A Possible Resolution 
of the Fermi Paradox: A Preliminary 
Analysis of Historical Survey Data,” 
was published, acclaimed, critiqued, 
and in due course stored on a pris-
matic crystal storage device about the 
size of a human fist and containing 
the complete astronomical records of 
every human civilization. Now, some 
57 million years later, the storage 
crystal was drilled out of sedimentary 
strata from what had once been the 
bottom of the Atlantic Ocean by an 
exploration team of the Hrrlllth, the 
only intelligent species in the galaxy 
to have failed to invent the electronic 
computer. Driven by resource short-
ages to mine every moon and asteroid 
in their system, they had stumbled on 
the ancient fragments of exotic mat-
ter that had given them their warp 
drive, and the stars. 

They had no idea what the crystal 
was. The team leader took it back to 
camp, where the science officer used it 
to build an optical telescope. 	

Ken MacLeod (ken@libertaria.demon.co.uk) is the author 
of 14 novels, from The Star Fraction (Orbit Books, London, 
1995) to Descent (Orbit Books, London, 2014). He blogs 
at The Early Days of a Better Nation (http://kenmacleod.
blogspot.com) and tweets as @amendlocke. 
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but small 
but steady glow. The spikes indicate 
orbital activity, asteroid mining, and so 
forth; the glow, a self-contained, self-
sustaining planetary civilization.” 

Heatherington snorted. “Or radio-
activity from fallout!” 

“No, no. The gamma’s too minor a 
component, and too steady.” 

“Hmm.” Heatherington sat back. 
“And what’s your interpretation? Why 
did they stop space exploration?” 

“For the same reason we did,” 
said Nga. “They found that apply-
ing algorithms to existing datasets 
was a much more efficient way of 
generating new discoveries than ac-
cumulating more data. And that the 
new knowledge enabled better use of 
available material resources, which 
was a much more efficient way of cre-
ating new wealth than accumulating 
ever more new resources.” 

“Yeah, tell me about it,” said 
Heatherington. She banged the side of 
her chair, steel-rigid and feather-light; 
smacked her thigh, to which the feel-
ing was already coming back, mere 
weeks after her accident. Her knee 
moved reflexively—another improve-
ment, another step to toward, well, a 
step... The nerve-regeneration tech-
nique had been found 10 years ear-
lier, buried in the implications of an 
obscure and long-forgotten biochem-
istry paper from the 1990s, unearthed 
by an algorithm. 

Even that metaphor would soon 
be obsolete. Just as biologists, as-
tronomers, and cosmologists kept 
making discoveries in historic data, 
so archaeologists hardly ever needed 
to dig; they could reconstruct almost 
every ruin and artifact from ever more 
subtle implications of surface traces 
detected by satellite and aerial imag-
ing. Research had become Re: Search. 
And the better its results, the smaller 
the budgets that could be justified for 
expensive new hardware, such as tele-
scopes and space probes... 

Heatherington spun her chair 
around and looked at Nga. “Very 
nice,” she said. “What are you going 
to do with it? I think it needs some 
tightening up.” 

“Yes, of course!” said Nga. “I was 
rather hoping that you…” 

“Oh yes,” said Heatherington. She 
grinned, relaxing now that he cut her 

“The spikes indicate 
orbital activity, 
asteroid mining,  
and so forth;  
the glow,  
a self-contained,  
self-sustaining 
planetary 
civilization.”

[cont in ue d  from p.  112]
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wringing out the last drop of signifi-
cance here, mind you!” His arm waved, 
making the screen lurch for a moment. 
“Sorry. Right. Here you go. Two cases 
of habitable planets that show mul-
tiple spikes of anomalous and clearly 
artificial wavelengths around them for 
a century or so, then settle in to a still 
anomalous 

whether or not we already detected or-
ganic signatures. The trick is we have 
decades—centuries, if we include the 
ground-based observations, as I have—
worth of data to work with. Then apply 
the algorithms I’ve been building for 
the past few months, to tease out every 
tiny fluctuation. Far more subtle than 
those used to detect exoplanets. I’m 

I t  h a d  b e e n  a long time since anyone 
in the circular, domed building at the 
top of the hill had looked at a screen 
connected to a remote telescope in 
Chile or Hawaii; longer still, since 
anyone other than an excited school-
child had looked through any of the 
building’s own telescopes. But it was 
still called an observatory, and within 
it astronomical discoveries were still 
being made. 

“I’ve done it,” said Nga. “Cracked it.” 
“What?” Heatherington asked. 
The young Malaysian postdoc could 

not stop grinning. “Found the aliens, 
and cracked the Fermi Paradox.”

Heatherington suspected a leg-pull. 
The search for extraterrestrial intelli-
gence had long since become a weary 
joke; the Fermi Paradox, or challenge—
“If there are aliens, why aren’t they 
here?”—accepted as unanswerable. 

“That’s a big claim,” she said. 
“Oh, the biggest!” He gestured at his 

screen. “See for yourself.” 
Heatherington rolled her chair from 

the doorway to the desk. Nga stood be-
hind her as she scrolled through the 
data. Even with her years of experience, 
the figures and diagrams were not 
easy to interpret. She leaned back and 
looked up. 

“Go on,” she said. “Talk me 
through.” 

Nga reached across her shoulder, 
fingers flicking as he tabbed and high-
lighted, zoomed or shrank. 

“Start with terabytes of raw histor-
ic data, from the Hubble and Kepler 
and Spitzer and the Webb and all the 
rest—everything I could find. Focus on 
stars we know have habitable planets, 

Future Tense 
Re: Search 
For some, data collecting will always be  
more rewarding than data mining. 

DOI:10.1145/2590807		  Ken MacLeod 

[continued on p.  111]

From the intersection of computational science and technological speculation, 

with boundaries limited only by our ability to imagine what could be. 
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