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from acm-we

For several years, ACM-W has been an active advocate 
for women in computing. With ACM’s increasing 
international membership, regional Councils have 
been created and groups within them are taking up

this same mission. Two years ago, the 
ACM Europe Council formed ACM-
WE to sponsor European initiatives for 
women in computing.

Europe, of course, is by no means 
homogenous with respect to the in-
volvement of women in computing, 
although many commonalities exist. A 
goal of ACM-WE is to promote an image 
of computing that would be more at-
tractive to women. In addition, we seek 
to provide information about the many 
different kinds of careers available to 
women to help them envision a future 
in computing. 

Inspired by events such as the Grace 
Hopper and ACM-W celebrations in the 
U.S., one of the first activities of ACM-
WE was to create a European confer-
ence that would encourage women in 
their computing careers. The first ACM-
WE womENcourage conference was held 
last March in Manchester, England. At-
tracting more than 200 attendees (both 
male and female) from 28 countries, 
this event sought to highlight technical 
accomplishments of women in the field 
as well as to provide opportunities for 
young women to meet others and de-
velop professionally. Technical keynote 
presentations from women in com-
puting as well as posters from young 
women currently studying computing 
furthered these goals. 

A special emphasis was placed on 
providing networking and career op-
portunities for the next generation of 
computing professionals. Through 
funding from industry supporters and 
ACM-W, 54 computing students from 
26 countries received travel stipends 

that allowed them to participate in the 
conference. A conference highlight for 
these participants was the career fair, 
featuring our seven industrial support-
ers (Google, Intel, Facebook, Bloom-
berg, Microsoft Research, Yahoo! Labs, 
and Cisco). An “unconference” feature 
also allowed attendees to cluster into 
facilitated discussion groups around  
topics selected that day by the partici-
pants themselves.

The second womENcourage confer-
ence will be held in Sweden, Sept. 24–26, 
2015, hosted by Uppsala University. We 
invite anyone who wishes to help or-
ganize the conference to contact us at 
acm-w-europe@acm.org. Volunteers 
are welcome to help both with technical 
aspects (program committee positions) 
as well as operational aspects (such as 
career fair organization and networking 
events arrangements). 

In addition to the womENcourage 
conferences, we are establishing Friends 
of ACM-WE to bring together industry, 
universities, and non-government orga-
nizations to help increase the visibility of 
women in computing. We will be looking 

to these organizations to donate time, 
expertise, and experience to help real-
ize our mandate of the full engagement 
of women in computing. ACM-WE also 
is working to establish a Distinguished 
Speaker series featuring senior women 
in computing. Technical talks and infor-
mal group discussions will help students 
see and be inspired by women who have 
established successful careers. 

ACM-WE supports not only early ca-
reer professionals but also women in 
senior levels of computing. As part of 
this endeavor, we are working to estab-
lish a pipeline of European women who 
will serve in leadership positions within 
ACM and also become recognized for 
their computing achievements through 
ACM Senior Member, Distinguished 
Member, and ACM Fellow status. We en-
courage all European computing profes-
sionals to become members of ACM to 
be eligible for these honors.

With the support of the ACM Eu-
rope Council, and in collaboration with  
ACM-W on best practices, ACM-WE is 
actively working to encourage women to 
pursue opportunities in computing, pro-
viding them with role models and men-
tors, and working to increase the promi-
nence of technical women in leadership 
roles. Join us for a better future!

Vicki Hanson currently serves as the ACM vice president 
and is on the executive committee of ACM-WE. She is a 
professor in the School of Computing at the University of 
Dundee in Scotland.

Reyyan Ayfer is chair of ACM-WE and is chair of the 
Department of Computer Technology and Programming at 
Bilkent University in Ankara, Turkey.

Bev Bachmayer is vice chair of ACM-WE and is employed 
by Intel GmbH in Munich, Germany.

Copyright held by authors.

European Women in Computing
DOI:10.1145/2631183  Vicki Hanson, Reyyan Ayfer, and Bev Bachmayer

A goal of ACM-WE  
is to promote an 
image of computing 
that would be more 
attractive to women.

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=5&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2622628.2622629
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=5&exitLink=mailto%3Aacm-w-europe%40acm.org


http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=6&exitLink=http%3A%2F%2Fconferences.sigcomm.org%2Fsigcomm%2F2014


JULY 2014  |   VOL.  57  |   NO.  7   |   COMMUNICATIONS OF THE ACM     7

cerf’s up

W
ELCOME TO “CERF’S UP!” 
I am grateful for Editor-
in-Chief Moshe Vardi’s 
invitation to continue 
writing for Communica-

tions; this column succeeds the “From 
the President” column I penned during 
my service to ACM in that role.

Let me congratulate Alex Wolf, the 
newly elected ACM president. I know he 
will give exemplary service to our organi-
zation. Congratulations also go to Vicki 
Hanson and Erik Altman in their new 
roles as vice president and secretary/
treasurer respectively. I know this team 
will provide first-rate leadership. 

I also thank Alain Chenais, who ends 
his term as Past President and I begin 
mine. He has been a staunch, reliable, 
and active leader in ACM matters and 
I expect this will continue. There are 
many others elected to new positions or 
moving on as their terms in office end. 
I thank them all without enumeration, 
and commend them to your attention. 

Lastly, allow me to note the enormous 
contributions of the ACM staff and, es-
pecially, the leadership of John White, 
CEO, and Pat Ryan, COO of ACM. They 
have accumulated a truly enviable re-
cord of steadfast leadership spanning 
the terms of many elected ACM officers. 

Now to the substance of this col-
umn: responsible programming. What 
do I mean by that? In a nutshell, I think 
it means people who write software 
should have a clear sense of responsi-
bility for its reliable operation and re-
sistance to compromise and error. We 
do not seem to know how to write soft-
ware that has no bugs…at least, not yet. 
But that, in a sense, is the very subject I 
want to explore.

My very good friend, Steve Crocker, 
drew me into a conversation about this 
topic a short while ago. As a graduate stu-
dent, he had pursued a dissertation on 
provable correctness of programs. While 

this is not a new topic, the objective con-
tinues to elude us. We have developed re-
lated tactics for trying to minimize errors. 
Model checking is one good example of 
a systematic effort to improve reliability 
for which ACM gave the Turing Award in 
2007 to Edmund Clarke, Allen Emerson, 
and Joseph Sifakis. What is apparent, 
and emphasized by Crocker, is the tools 
available to programmers for validating 
assertions about program operation 
are complex, with user interfaces only a 
mother could love (my characterization). 
Formal proofs are difficult, especially for 
anything but the simplest sort of pro-
gram. Just conceiving the appropriate 
conditional statements to characterize 
program correctness is a challenge. 

Despite the Turing Halting Problem, 
it is still possible to establish lines of 
reasoning to show a particular program 
terminates or achieves a repeatable 
state under the right conditions. One 
can make other kinds of statements 
about I/O checking (for example, buf-
fer overflows). Some unending pro-
grams, like email user agents, can still 
have characterizations of well-defined 
states. It is clear, however, it is not easy 
to develop succinct and potentially de-
monstrable statements about program 
behavior that show the likelihood the 
program will behave as desired. Yet 
harder may be demonstrating the pro-
gram does not do something undesired. 

While I have no ready solution to 
the problem, I believe better interactive 
tools are needed to test assertions about 
the program’s anticipated behavior 
while it is being written and to get some 
useful feedback from the composition 
and validation system that these asser-
tions are somehow supportable. If not 
provable, then at least not disproved by 
counterexample perhaps. It seems fair 
to imagine that when a programmer is 
designing a program and actually writ-
ing the code, there is a model in the pro-

grammer’s head of what the program is 
supposed to be doing and, presumably 
things it is not supposed to do or should 
avoid. Whether this model is sufficiently 
clear and complete to allow provable or 
verifiable assertions to be made could 
be the subject of considerable debate. 

One intriguing example of program-
ming environments that is tangentially 
relevant comes from Bret Victor (http://
worrydream.com) who has conceived 
and implemented a programming en-
vironment that allows one to see im-
mediately the results of executing the 
current program. Obviously, the system 
can only do this when the programmer 
has reached a point where the program 
can be parsed and interpreted. Imagine 
an environment fashioned for continu-
ous validation of a set of assertions, as 
the program is developed. One sus-
pects heavy use of libraries could either 
help or hinder the process of verifying 
program correctness. If the library of 
subroutines is opaque to the verifying 
tools, bugs could be hidden. However, 
if a set of assertions that are invariant 
for the subroutine could be codified, 
the use of such a library might actually 
help the validation process. I am fairly 
certain a body of prior work exists that 
can be cited here, but my impression is 
such tools are not used regularly by pro-
fessional programmers today. 

It seems timely to suggest responsi-
ble programming calls for renewed ef-
forts to verify proper operation of soft-
ware many may depend upon heavily to 
work as advertised. To do this, we need 
much better tools and programming 
environments than seem to be avail-
able today. I await with great interest 
responses from ACM members more 
knowledgeable than I in this area.  

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.

Responsible Programming
DOI:10.1145/2631185  Vinton G. Cerf
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administrator insider attacks can be 
done reasonably easily. The reason 
Prevelakis claimed for NSA “indifference” 
is unsubstantiated. Aldrich Ames, Robert 
Hanssen, and other convicted American 
traitors should have convinced the NSA 
(and the CIA) to avoid unlimited trust.  
(I do not consider Snowden a traitor,  
as he was alerting Americans to  
the apparently unconstitutional and  
illegal actions of the government.) 

Bob Toxen, Duluth, GA 

I was disturbed by the cover headline—
“The NSA and Snowden: How better 
security measures could have stopped 
the leak”—publicizing Bob Toxen’s 
article (May 2014) for implying that 
Snowden simply produced “leaks” that 
should have been “stopped.” More-
over, I found it odd that the article 
focused on how the NSA’s poor secu-
rity allowed these leaks to take place. 
It would have been more appropriate 
to acknowledge the alternative inter-
pretation, that Snowden’s revelations 
brought to light abhorrent violations 
of privacy on the part of the U.S. and 
U.K. governments. After all, the con-
stitutionality of the NSA’s spying was 
critiqued in the article’s sidebar. Why 
not follow through to address the ap-
parent contradiction between “good 
security practices” and the supposed 
“transparency” of agencies with the 
power to tap all our communications 
(including this one)? 

William Gaver, London U.K.

Objects Are Patterns, Not Language
To those who care about the writing 
of software, should object-oriented 
language constructs recede in today’s 
shattered-object world? Back in the 
early days of design patterns, the ques-
tion arose as to why languages do not 
support pattern-oriented constructs. 
The answer came back from the Gang 
of Four of design-patterns fame that 
languages should not be pattern-ori-
ented, since modern languages pro-
vide tools to create patterns effectively 
without pattern-specific features. 

I 
W I S H  R E A L I T Y  were as simple 
as Bob Toxen made it out to 
be in his article “The NSA 
and Snowden: Securing the 
All-Seeing Eye” (May 2014) 

where he said, “A simple one-minute 
scan on the way out by a handheld 
metal detector—‘wanding,’ as used by 
the Transportation Security Admin-
istration and at courthouses—would 
have found any flash memory device.” 
However, flash devices have shrunk to 
minuscule size, even as their capacity 
has increased dramatically. Consider 
the micro-SD flash storage device in a 
typical smartphone; it can store more 
than 32GB and be small enough to be 
hidden practically anywhere. More-
over, its small mass makes detection 
especially difficult for a typical hand-
held metal detector. A spy could even 
attach one with chewing gum to a 
tooth, defeating practically any rou-
tine check. 

So the real problem in the case of 
Edward J. Snowden is not that Snowden 
carried a flash memory device in and 
out of National Security Agency facili-
ties but that he was able to transfer sen-
sitive data to the device in the first place. 

In most secure environments, it is 
extremely difficult, if not impossible, 
to attach an external device to a secure 
system. If it could be done, the system 
would no longer be secure, as the de-
vice would be able to transfer malware 
to, as well as steal data from, the se-
cure system. 

In 2008, an infected USB flash drive 
was famously connected to a military 
laptop. The malicious code uploaded 
itself to a secure network under the 
control of U.S. Central Command. 
This incident should have alerted the 
NSA to the dangers inherent in the 
use of removable memory devices. 
Moreover, the Stuxnet affair, two years 
later, demonstrated that U.S. security 
services were clearly aware that remov-
able memory devices are potential 
attack vectors. The NSA should have 
anticipated these risks and taken nec-
essary measures well in advance of 
Snowden’s leaks. 

The reason for the apparent indif-
ference to such risks is that insider 
attacks are particularly difficult to 
address. The esprit-de-corps culture 
prevalent in the NSA made it essential-
ly unthinkable that one in their midst 
could betray the organization, and is 
why Snowden was able, apparently, to 
convince coworkers to grant him addi-
tional access. 

Security is an overhead; by control-
ling access, security makes it inherent-
ly difficult for people to carry out their 
work, so a compromise between utility 
and security must be established. In the 
Snowden case, though the compromise 
went too far toward utility, it would be 
a mistake to go to the other extreme by 
imposing security procedures that im-
pede the NSA’s useful work. 

 Vassilis Prevelakis,  
Braunschweig, Germany 

Author’s Response: 
Wanding would have caught a USB 
memory stick due to the metal in its plug. 
No security ring is perfect. Defeating 
the rings involving encryption, physical 
access to systems, and software limiting 
the number of documents one may 
access would be extremely difficult. I 
demonstrated that stopping even system 

Snowden Weak Link: Copying to USB Device 

The esprit-de-corps 
culture prevalent 
in the NSA made it 
essentially  
unthinkable that  
one in their midst 
could betray  
the organization. 
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Instead of this purist point of view, 
modern languages do provide fea-
tures that support common patterns, 
with iterators as an important exam-
ple. So pattern support exists, at least 
partially, but there is no reason to 
think any language will have a goal of 
being pattern-oriented, as it is largely 
true that the other constructs of mod-
ern languages express the nature of 
patterns well without additional no-
tation. So patterns live comfortably 
in the minds of software developers 
largely without specific notation to 
support them. 

Not so with objects, for which most 
popular modern languages devote a 
vast amount of notation and through 
which many modern APIs are struc-
tured. Moreover, what programmer, 
when introduced to object-oriented 
design, does not enjoy a simple tax-
onomy of an animal farm as a clear 
approach to structuring problems 
in a step toward solving them? But 
our modern animal farm is more 
George Orwell than Old MacDonald, 
as once-comfortable objects fight to 
escape the boundaries being placed 
on them. 

Object-oriented design was born in 
a world of one place and one time; the 
cow lived on a farm, the farm lived on a 
server, and the cow was alive for the du-
ration of the time we had tasks to ask 
of her: be born, give milk and calves, 
and then provide steaks and burgers 
during systematic deconstruction. The 
cow lived in our minds and in our code 
as a structured entity with which we 
could converse. 

But objects got big and devices got 
small and the world moved on. Serv-
ers today live on the farm and the cows 

(objects) no longer live at all, certainly 
not like they did; but just as shards of 
the cow—a little on a phone here as 
JavaScript to render a moo, a little on 
a server there as SQL to keep track of 
her progeny. A nice object-oriented 
library is likely available to manage 
talking to the database or updating 
the user interface to render a comfort-
ing sound. But this is the story of the 
blind men and the elephant now told 
in code; “the object” is described only 
as a collection of amalgamated ideas 
in disparate languages on systems at 
different times. A single object-orient-
ed language has no purpose to serve 
here, because the unified description 
of these objects is bigger than the pur-
pose of programming languages.

For small objects, object-orient-
ed programming can still be useful, 
but our problems have outgrown our 
systems, and object-oriented lan-
guages want objects to be inside the 
systems instead of the systems being 
inside our objects. We no longer have 
cows, at least in terms of whole cows 
in one place at one time. So, are cow 
parts best described as objects or are 
these object shards too disconnected 
and independently represented to be 
viewed as objects? 

REpresentational State Transfer, 
or REST, is not object-oriented but 
does allow interaction with the con-
ceptual objects defined by interact-
ing systems. Maybe objects are more 
for our heads than for our languages 
when it comes to modern systems. 
For a related perspective on objects, 
see Mordechai Ben-Ari’s Viewpoint 
“Objects Never? Well, Hardly Ever!” 
(Sept. 2010), and for more on REST 
and related technologies, see Ian 
Foster et al.’s article “How Do I Mod-
el State?: Let Me Count the Ways” 
(Sept. 2008). 

Warren MacEvoy, Grand Junction, CO

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org.
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I see Andy’s argument extends to 
learnability. There are two ways in which 
programming languages have poor learn-
ability today: in terms of expectancy- 
value and in terms of social cost.

What Is the Benefit of a Closure? 
Eugene Wallingford tweeted a great 
quote the other day:

“Think back to before you under-
stood closures. I’m sure you couldn’t 
even imagine it. Now imagine them 
away. See, you can’t do that either.”

Educational psychologists mea-
sure the cognitive load (http://bit.
ly/1lSmG0f) of instruction, which is the 
effort a student makes to learn from 
instruction. Every computer scientist 
can list a bunch of things that were re-
ally hard to learn, and maybe could not 
even be imagined to start, like closures, 
recursion in your first course, list com-

prehensions in Python, and the type 
systems in Haskell or Scala.

Expectancy-value theory (http://bit.
ly/1sctSGD) describes how individu-
als balance out the value they expect 
to get from their actions. Educational 
psychologists talk about how that ex-
pectation motivates learning (http://
edcate.co/1iefV80). Students ask 
themselves, “Can I learn this?” and 
“Do I want to learn this? Is it worth it?” 
You do not pursue a degree in music 
if you do not believe you have musi-
cal ability. Even if you love art history, 
you might not get a degree in it if you 
do not think it will pay off in a career. 
Most of us do not learn Dvorak key-
boards (http://bit.ly/1jvaFNC), even 
though they are provably better than 
Qwerty, because the perceived costs 
just are not worth the perceived ben-
efit. The actual costs and benefits do 
not really play a role here; perception 
drives motivation to learn.

If you cannot imagine closures, why 
would you want to learn them? If our 
programming languages have inscru-
table features (i.e., high cognitive load 
to learn them) with indeterminate ben-
efits, why go to the effort? That is low 
learnability. If students are not con-
vinced they can learn it and they are 
not convinced of the value, then they 
do not learn it.

The Social Cost of Going 
in a New Direction 
I was at a workshop on CS Education 
recently, where a learning scientist 
talked about a study of physicists who 
did their programming in Fortran-like 

Mark Guzdial 
“Programming 
Languages Are  
the Most Powerful, 
and Least Usable  
and Learnable  

User Interfaces”
http://bit.ly/1g39mAX

March 27, 2014

Andy Ko wrote a recent blog post with 
an important claim: “Programming lan-
guages are the least usable, but most 
powerful human-computer interfaces 
ever invented” (http://bit.ly/1iVxF3A).  
Andy argues the “powerful” part with 
points about expressiveness and political 
power. He uses HCI design heuristics to 
show how programming languages have 
poor usability. Obviously, some people 
can use programming languages, but too 
few people and with great effort.

The Difficulty of 
Teaching Programming 
Languages, and  
the Benefits of  
Hands-on Learning  
Mark Guzdial considers the “poor learnability”  
of programming languages, while Philip Guo enumerates  
some practical benefits to working in a CS lab.  
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languages and only used arrays for all 
their data structures. Computer sci-
entists in the room saw this as a chal-
lenge. How do we get these physicists 
to learn a better language with a bet-
ter design, maybe object-oriented or 
functional? How do we get them to use 
better data structures? Then one of the 
other learning scientists asked, “How 
do we know that our way is better? Con-
sider the possibility that we’re wrong.”

We computer scientists are always 
happy to argue about the value of one 
programming paradigm over another. 
But if you think about it from Andy Ko’s 
usability perspective, we need to think 
about it for specific users and uses. How 
do we know that we can make life better 
for these Fortran-using physicists?

What if we convinced some group of 
these Fortran-using physicists to move 
to a new language with a new para-
digm? Languages don’t get used in a 
vacuum; they get used in a community. 
We have now cut our target physicists 
off from the rest of their community. 
They cannot share code. They cannot 
use others’ libraries, tools, and proce-
dures. The costs of learning a new lan-
guage (with new libraries, procedures, 
and tools) would likely reduce produc-
tivity enormously. Maybe productiv-
ity would be greater later. Maybe. The 
value is uncertain and in the future, but 
the cost is high and immediate.

Maybe we should focus on students 
entering the Fortran-using physics 
community, and convince them to 
learn the new languages. Learning sci-
entists talk about student motivation to 
join a “community of practice” (http://
bit.ly/1kDIhFJ). Our hypothetical phys-
ics student wants to join that commu-
nity. They are learning to value what 
the community values. Trying to teach 
them a new language is saying: “Here, 
use this—it’s way better than what the 
people you admire use.” The student 
response is obvious: “Why should I be-
lieve you? How do you know it’s better, if 
it’s not what my community uses?”

Solution: Focus on Usability 
Communities change, and people 
learn. Even Fortran-using physicists 
change how they do what they do. The 
point is that we cannot impose change 
from the outside, especially when value 
is uncertain.

The answer to improving both us-

ability and learnability of programming 
languages is in another HCI dictum: 
“Know thy users, for they are not you.” We 
improve the usability and learnability of 
our programming languages by working 
with our users, figuring out what they 
want to do, and help them to do it. Then 
the value is clear, and the communities 
will adopt what they see as valuable.

Philip Guo  
“The Benefits of 
Working on Research 
as an Undergraduate 
Student”
http://bit.ly/1neTOSe

April 8, 2014

As an undergraduate student studying, 
say, computer science, what are some 
of the practical benefits of working in 
a research lab? I can think of three off 
the top of my head.

Inventing the Future
At a high level, working on research is 
awesome because you get a chance to 
preview and invent the future. In class-
es, summer internships, and most full-
time jobs you will get after graduation, 
you are either studying the past or doing 
work that will be immediately used in 
the present or near future. In industry, 
the main priorities for junior employ-
ees such as yourself are to deliver proj-
ects with near-term value in the coming 
week, month, or year. Only in a research 
lab can you prototype high-risk ideas 
that are five, 10, or even 20 years ahead 
of the state of the art in industry.

Sure, every individual researcher 
gets to work on only a small, special-
ized part of a bigger research prob-
lem. But just getting the chance to 
participate is an interesting oppor-
tunity. One of the main purposes of 
college is to expand your intellectual 
horizons, and hands-on experience in 
a research lab is a good way to do so. 
The broader ideas you will be exposed 
to in a research lab might transfer 
over to your future professional life in 
unexpected ways, even if you do not 
end up working in the same subfield.

Rapidly Improving  
Your Technical Skills
A more concrete benefit of doing re-
search is the chance to rapidly improve 
your technical skills in a realistic set-

ting outside of the classroom. I be-
came a much better programmer and 
scientist throughout my three years 
of assisting on research projects as an 
undergraduate student. I had to learn 
new programming languages, libraries, 
tools, and technologies on-demand to 
meet project requirements. This sort 
of hands-on knowledge cannot easily 
be taught in textbooks or classes, since 
it requires an authentic setting where 
people are doing real work and not just 
preset exercises with known results.

If all works out, working on research 
will feel like a super-intensive yet satis-
fying lab class where you complete an 
innovative project that you are proud of. 
You will also get to practice writing up 
and presenting your work to an audience, 
which is great training for many kinds 
of jobs. You might also get credited as a 
co-author on a published research paper, 
which is important if you want to pursue 
a Ph.D. in the future. And best of all, since 
you are working as an apprentice, you 
usually get one-on-one mentorship from 
a more senior researcher. This sort of per-
sonalized interaction rarely happens in 
even the smallest and most intimate of 
university classes.

Potential for  
Professional Advancement
One final benefit is the potential for 
professional advancement. If you do 
compelling work, then your research 
advisor can write recommendation let-
ters and make personal referrals for 
you to get either a good job in indus-
try or admitted into graduate school. 
These letters and referrals are a lot 
more meaningful than having a high 
GPA or a professor mentioning that you 
got an A+ in their class. My own under-
graduate research advisors helped to 
kick-start my career in significant and 
often unexpected ways. In contrast, 
professors who taught my classes don’t 
really remember me, since I was one 
of hundreds of students they saw each 
year in large lecture halls.

(This blog post was adapted from 
my undergraduate researcher recruit-
ing article at http://bit.ly/1kFMOc9.)

Mark Guzdial is a professor at the Georgia Institute 
of Technology. Philip Guo is a postdoctoral scholar in 
the Massachussetts Institute of Technology Computer 
Science and Artificial Intelligence Laboratory. 
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Big Data Meets  
Big Science
Next-generation scientific instruments are forcing researchers  
to question the limits of massively parallel computing.

O
N  A  SE CLUDED  hilltop out-
side Palo Alto, CA, Jacek Be-
cla leads a team of research-
ers at the SLAC National 
Accelerator Laboratory who 

are quietly building one of the world’s 
largest databases. 

Scheduled to go live in 2020, the Large 
Synoptic Survey Telescope (LSST) will 
feature a 3.2-gigapixel camera captur-
ing ultra-high-resolution images of the 
sky every 15 seconds, every night, for at 
least 10 years. Ultimately, the system will 
store more than 100 petabytes (about 20 
million DVDs’ worth) of data, but that is 
barely a fraction of the data that will ac-
tually pass through the camera. 

“Even though we are dealing with 
huge amounts of data, there is even 
more data that we are not saving,” says 
Becla. With 40 billion–50 billion poten-
tial astronomical objects in the cam-
era’s purview, he explains, it would be 
all but impossible to store every pixel 
in perpetuity. Instead, the system will 
extract critical data from the images 
in real time, then simply discard the 
source images.

As increasingly powerful large-scale 
scientific instruments come online—
from the Large Hadron Collider to ad-
vanced light beam processors and mo-

Argonne National Laboratory chemist Karena Chapman peers inside the vacuum tank of the 
new high-energy Si Laue monochromator recently installed in the Argonne Advanced Photon 
Source, an upgrade that increased the X-ray flux (the number of photons focused on the 
sample being studied) by a factor of 17. 

Science  |  DOI:10.1145/2617660 Alex Wright

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=13&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2617660
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light—that’s sort of the ultimate limit.” 
Given those constraints, the team 

is constantly looking for more efficient 
ways to help researchers interpret their 
test results. “What are the features we can 
pull out from the raw data? What can we 
understand, rather than just measure?”

With so many far-flung research-
ers, Jacobsen’s team has also been 
wrestling with how best to deliver data-
sets to its many end users. In the past, 
several teams relied on their own ad 
hoc “sneakernets,” lugging their hard 
drives to the facility for a few days be-
fore bringing them back home. As the 
lab continues to improve its detectors, 
however, the data rates keep going up, 
forcing the Argonne team to explore 
new cloud-based approaches to provid-
ing data to researchers. 

“We are trying to move towards a 
more cohesive computing strategy,” 
says Jacobsen. 

Recently, Argonne’s physicists have 
been collaborating with their col-
leagues from the applied math and 
computer science departments to de-
velop new tools to allow researchers 
to automate the transfer of data from 
the beamline computer to a central 
data store where it can be optimized, 
backed up, and managed. That data is 
then made available via a secure TCP/
IP connection, using a tool called Glo-
bus Online (globus.org), and stored 
using Amazon Web Services—allowing 
for multiple parallel connections.

In a similar vein, researchers at the 
U.S. Department of Energy’s Brookhav-
en National Laboratory are exploring 
cloud-based approaches to harnessing 
the vast troves of data currently being 
produced by the ATLAS experiment at 
Europe’s Large Hadron Collider (LHC), 

famous for discovering the elusive 
Higgs boson.

ATLAS has already generated 140 pet-
abytes of data, distributed between 100 
different computing centers, with most 
of it concentrated in 10 large comput-
ing centers like CERN and Brookhaven.

Physicist Alexei Klimentov has been 
working on a framework for manag-
ing this enormously complex compu-
tational enterprise—which involves 
an estimated 3,000 physicists creating 
more than two million computing jobs 
per day—using a system called PanDA 
(Production and Distributed Analysis), 

“PanDA is a pilot system,” says Kli-
mentov. “It knows about the site, the 
software, the storage, and the avail-
able CPU slots. Then, according to the 
available resources, it matches them 
against the payload.” For example, a 
simulation project typically requires a 
lot of processing but little data storage, 
whereas a complex data analysis job re-
quires fast access to large hard drives. 

By distributing these jobs across the 
cloud to the most appropriate available 
system, PanDA can make the best use 
of available resources while minimiz-
ing system downtime. Even so, shut-
tling 140 petabytes of data around the 
world is no small undertaking. 

Engineering fast and reliable data 
transfer mechanisms is emerging as 
one of the critical challenges for scien-
tists working with big data—not just 
for moving files from computer to com-
puter, but for shuttling data in and out 
of memory as well. 

“In traditional high-performance 
computing, you have very little data and 
very little I/O,” says Becla, “so you are 
basically reading the data into memory 
and doing the processing in memory. 
But in the big data world, you cannot do 
this. You cannot have a trillion pieces of 
data in memory at the same time.” 

MIT’s Aaronson echoes that concern. 
“For most applications, the real bottle-
neck is not the processing time,” he says, 
but “the need to constantly retrieve stuff 
from memory. For a lot of programs, the 
processor is sitting idle, waiting for the 
memory to come back.” The challenge, 
then, is how to design memories that are 
fast, large, and responsive. 

Aaronson likens the problem of clas-
sical computing to the eternal conun-
drum of finding an apartment in New 
York City: “You could get it in Manhat-

lecular imaging tools—they are starting 
to churn out more data than even the 
most powerful massively parallel super-
computers can handle. As a result, sci-
entists are exploring new approaches to 
reducing those datasets to manageable 
size, incorporating new learning from 
the private sector about cloud-based 
computing, and in a few cases explor-
ing the possibilities of emerging frame-
works like quantum computing.

Those strategies stand in stark con-
trast to the traditional scientific ap-
proach to high-performance comput-
ing, which has long relied on a “brute 
force” approach involving stringing to-
gether greater and greater numbers of 
CPUs and disk arrays. After a decades-
long infatuation with parallel super-
computing, however, some research-
ers are beginning to butt up against the 
limitations of that approach.

“Moore’s Law is effectively already 
broken down,” says Massachussetts 
Institute of Technology professor Scott 
Aaronson, who argues the laws of phys-
ics have caught up with Intel founder 
Gordon Moore’s famous dictum that 
the number of transistors on integrated 
circuits would double every two years. 

Researchers also are grappling 
with both economic and algorithmic 
constraints that force them to explore 
methods beyond the tried-and-true 
technique of throwing ever more pro-
cessors at a problem. 

At the Argonne National Labora-
tory in Illinois, Chris Jacobsen leads a 
team working on the Advanced Photon 
Source (APS), an enormous, football 
field-sized synchrotron that produces 
X-ray photons by swirling electrons 
around a circular apparatus at nearly 
the speed of light. Researchers from 65 
different field stations rely on the ma-
chine to gather imaging data about a 
wide range of subjects: from proteins 
and nanoribbons to lithium-ion batter-
ies and catalytic converters.

The experiments vary tremendously 
in scope, but the data they collect always 
comes in intense bursts of up to 11 giga-
bytes of raw data per minute. In a typi-
cal month, APS distributes about 112 
terabytes of data. “We get so much data 
that we can’t just sit there and exam-
ine it by hand,” says Jacobsen. “It takes 
time for all these processors to commu-
nicate with each other, and they can’t 
send messages faster than the speed of 

“For most 
applications,  
the real bottleneck 
is not the processing 
time,” but “the need 
to constantly retrieve 
stuff from memory.”

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=14&exitLink=http%3A%2F%2Fglobus.org
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ing or DNA sequencing, but the advan-
tages are not obvious,” says Aaronson. 
“You’ll get an advantage from a quantum 
computer only when you can figure out 
how to exploit quantum interference.”

In the near term, scientific research-
ers may take solace in knowing they 
are scarcely alone in grappling with the 
challenges of big data. The explosive 
growth of the consumer Internet has 
thrust many of the Internet’s leading 
companies into similar territory.

In 2007, Becla organized a 60-per-
son workshop called the Extremely 
Large Database group (XLDB), which 
has since grown into a network of more 
than 1,000 members spanning numer-
ous scientific research centers, as well 
as private-sector participants from 
Google, Amazon, eBay, LinkedIn, Ya-
hoo!, and elsewhere. 

Increasingly, these organizations 
find themselves operating in overlap-
ping territories: working with large col-
lections of images, time series, or de-
termining how best to detect outliers in 
large datasets, whether in the form of 
gamma-ray bursts or security intrusions.

“We see commonalities between 
what astronomers are doing and what 
eBay and Wall Street are doing,” says 
Becla. 

Who would have thought that the 
path to unlocking the mysteries of the 
universe might run through eBay? Says 
Becla, “It’s an eye-opener.”

Further Reading

Francesco De Carlo Dǒga Gürsoy et al. 
Scientific Data Exchange: A schema for 
HDF5-based storage of raw and analyzed 
data. Submitted to J. Synchrotron Radiation.

Rachel Mak, Mirna Lerotic, Holger Fleckenstein, 
Stefan Vogt, Stefan M. Wild, Sven Leyffer,  
Yefim Sheynkin, and Chris Jacobsen.   
Non-negative matrix analysis for 
effective feature extraction in X-ray 
spectromicroscopy. Submitted to the 
Royal Society of Chemistry for a Faraday 
Discussion meeting. DOI: 10.1039/
c000000x

Michael Stonebraker, Paul Brown, Donghui 
Zhang and Jacek Becla.  
SciDB: A database management system 
for applications with complex analytics. 
Computing in Science & Engineering, 15, 
54-62 (2013), DOI:http://dx.doi.org/10.1109/
MCSE.2013.19

Alex Wright is a writer and information architect based in 
Brooklyn, NY.
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tan where it’s close to everything but 
small and expensive, or you go to Long 
Island and it’s cheaper but farther from 
everything.” Similarly, computer scien-
tists must navigate complex trade-offs 
in trying to optimize system perfor-
mance with large datasets. “Registries 
are super-scarce, then you go out to L1 
and L2 cache and then the RAM, then 
you’re in the boonies of the hard disk. 
How do you optimize the trade-off?”

That tension captures the challenge 
of cloud computing: how to take ad-
vantage of the economies of the cloud 
without losing the gains of having ev-
erything in close proximity? 

“You can just throw more parallel-
ism at things, but the amount of mem-
ory and the amount of disk space has 
been blowing up tremendously,” Aar-
onson says. “Even if in principle you 
have all these parallel processes, it can 
be harder to write code that takes ad-
vantage of the parallelism.” 

The traditional approach to high-
performance computing relied on 
millions of CPUs to perform many cal-
culations on relatively small chunks 
of data. Up until recently, most large-
scale systems fell into this category. Yet 
in the scientific world, where data is 
increasingly interrelated, problems are 
becoming tougher to parallelize.

Some researchers hold out hope for 
quantum computing, a much-hyped 
field that promises enormous computa-
tional speed gains. However, Aaronson 
advises caution. “There’s a temptation 
for people to look at quantum comput-
ing and say, ‘this must be the thing that 
will continue Moore’s Law,’ but a lot of 
that relies on misconceptions about 
what a quantum computer is. It’s a fun-
damentally different kind of computer.”

Unlike a classical computer that can 
perform a large number of calculations 
at the same time, quantum computers 
rely on subtle effects from quantum 
mechanics that can solve certain class-
es of problems much faster; for ex-
ample, breaking cryptographic codes, 
factoring large numbers, or simulating 
quantum physics. For more traditional 
computing tasks, like combinatorial 
optimization, airline scheduling, or 
adiabatic algorithms, it is not at all 
clear that quantum computers will of-
fer any meaningful performance gain. 

“It’s conceivable that a quantum 
computer could help with protein fold-
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SECURITY NEEDS TO BE 
FLUID, PRAGMATIC: YUNG 

“Cryptography 
theory is great,” 
says Moti Yung, 
a Google 
research 
scientist and 
2013 ACM 

Fellow. “There are terrific 
security tools and they work 
well, assuming no one has 
penetrated your computing 
systems.”  In an era of global 
and mobile systems, however, 
Yung believes businesses need 
more pragmatic and fresher 
approaches to secure systems 
already “partially penetrated.”

Yung knows what he is 
talking about; he has over 
30 years’ experience as a 
cryptographer.  He earned his 
Ph.D. from Columbia University, 
where he currently serves as an 
adjunct professor and visiting 
senior research scientist. Prior 
to joining Google in 2007, 
he was a cryptographer and 
scientist at IBM’s Thomas J. 
Watson Research Center; chief 
scientist at CertCo, and director 
of Advanced Authentication 
Research at RSA Laboratories.

 In 2004, Yung and Adam 
Young co-authored “Malicious 
Cryptography: Exposing 
Cryptovirology,” a book focusing 
on cryptovirology (the use of 
rogue code to invade systems) 
and kleptography (a targeted 
stealth-attack mechanism using 
a crypto system to try to break 
or defeat another cryptographic 
system from within).  

Privacy in the cloud 
computing era brings new 
challenges daily, Yung says. 
Ongoing and growing security 
threats make privacy and 
securing data crucial. 

“It makes no sense to build 
a Maginot line that people can 
circumvent; security systems need 
to be fluid,” Yung says. “Security 
professionals must thrive on 
challenges, accept failures as 
learning experiences, and move 
on.” That is why he monitors 
hackers and continually updates 
his security research directions.

His most significant 
accomplishment, Yung says, is 
“still in the future. You can’t rest 
on your laurels.”

—Laura DiDio 

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1109%2FMCSE.2013.19
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1109%2FMCSE.2013.19


16    COMMUNICATIONS OF THE ACM    |   JULY 2014  |   VOL.  57  |   NO.  7

news

P
H

O
T

O
G

R
A

P
H

 B
Y

 R
A

Y
M

O
N

D
 S

H
E

H
, 

C
O

U
R

T
E

S
Y

 O
F

 D
A

R
P

A
/U

.S
. 

D
E

P
A

R
T

M
E

N
T

 O
F

 D
E

F
E

N
S

E

Technology  |  DOI:10.1145/2617752 Logan Kugler

Robots Compete in 
Disaster Scenarios 
The DARPA Robotics Challenge pitted teams from around the world 
against each other in a series of disaster-themed tasks.

academic work from the University of 
Tokyo and other laboratories on which 
to build,” says Pratt. “They also were 
extremely well-organized and did their 
hardware and software development 
early. Finally, they built a water-cooled 
electric robot with powerful actuators, 
which allowed their robot to generate a 
lot of torque without having to worry so 
much about overheating.”

Seth Teller of the Massachusetts In-
stitute of Technology (MIT) team says 
the most difficult tasks for the robots 
were those involving a rapidly chang-
ing environment. For example, the test 
that required the robot to go through a 
door was conducted on a gusty day, with 

I
N  D E CE MBE R,  16  robots en-
gaged in spirited competition 
at Florida’s Miami Homestead 
Speedway as part of the trials of 
the DARPA Robotics Challenge 

(DRC) sponsored by the U.S. Defense 
Advanced Research Projects Agency 
(DARPA). At stake: a chance to compete 
in the finals for a $2-million prize.

The robots represented 13 different 
universities and research labs around 
the U.S., plus one each from Japan, Ko-
rea, Israel, and Hong Kong (with other 
countries partnering). The competi-
tors were divided into two tracks: nine 
teams all built their own robots and 
programmed them, while the other 
seven worked with Atlas humanoid ro-
bots from Boston Dynamics and only 
did the programming.

The trials were designed to be rep-
resentative of tasks a robot might be 
called upon to perform at the scene of 
a natural or manmade disaster. The 
human operators had to direct their 
robots through a series of tasks and 
obstacles, including driving a Polaris 
Ranger XP 900 utility vehicle through a 
course, then exiting the vehicle, climb-
ing a ladder, and closing a series of 
valves. The organizers of the challenge 
made the tasks even more difficult by 
degrading communications between 
the operators and the robots, reducing 
the available bandwidth and introduc-
ing latency—again, a scenario charac-
teristic of a disaster situation.

DARPA organizers were impressed 
with the results. “Teams did somewhat 
better in the DRC trials than we expect-
ed,” says Gill Pratt, program manager in 
DARPA’s Defense Sciences Office. “For 
the top half of the pack, hardware per-
formed with almost zero breakdowns. 
Teams also performed better under 
communications degradation than we 
expected; for the top half of the pack, 
robots made substantial progress, even 

during the minutes when communica-
tions was degraded to 100kbit/s of laten-
cy and 500ms of latency. And entrants in 
the top quarter of the pack earned more 
than half of the total possible 32 points.”

The team from Japan represented 
SCHAFT, a company founded by two 
researchers (Junichi Urata and Yuto 
Nakanishi) from the JSK Robotics Labo-
ratory of the University of Tokyo. The 
SCHAFT team, using a humanoid robot 
of its own design, won the competition 
handily, amassing 27 points—7 points 
more than the second-place robot 
from the Florida Institute for Human 
& Machine Cognition. “The Japanese 
team had a long history of very good 

Team SCHAFT’s humanoid robot navigates through debris in one of the DARPA Robotics 
Challenge’s disaster scenarios.

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=16&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2617752
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formance. “Since December, we have 
significantly increased the autonomy 
level of the robot,” Teller says. Where-
as during the trials, a task like picking 
up a drill required multiple separate 
commands to the robot—locate the 
drill, walk to the table, grab the drill—
now they can include all those steps 
when issuing a single command like 
“find the drill and pick it up.” That 
increased autonomy should help the 
robot deal with degraded communi-
cations, especially if the DARPA orga-

nizers introduce actual network drop-
outs. Such dropouts would severely 
impact teams that relied on “puppe-
teering,” or real-time teleoperation, to 
steer and control their robots.

Simians from JPL
The ability to deal with interrupted 
communications is a strength of Robo-
Simian, the entry from the U.S. National 
Aeronautics and Space Administration 
(NASA) Jet Propulsion Laboratory (JPL). 
JPL built its own four-legged robot, 
drawing on its experience with robots. 
“We have a robot on Mars that needs to 
be very safe and very patient,” says Brett 
Kennedy, supervisor at JPL’s Robotic 
Vehicles and Manipulators Group. “It 
may only talk to its operators every now 
and again, and it is always going to be 
kind of out there on its own.” That phi-
losophy guided the design of RoboSim-
ian as well—it has the ability to come to 
a stable stop and await further instruc-
tions if it runs into a problem or com-
pletes its immediate goal.

RoboSimian’s stability is also ap-
propriate for working in a disaster 
area. “We are always going to be a 
three-legged stool,” explains Kennedy. 
“The robot can come to a stop at any 
time and not fall over, as opposed to a 
bipedal mode where you have to be ac-
tively balancing yourself. If we need to 
get up to something on a wall, we can 
move up into a bipedal position, sup-
porting ourselves on the wall. We al-
ways have three points of contact and 
are statically stable because of that.” 

the door swinging back and forth. The 
robots performed less effectively when 
objects in the environment didn’t move 
“in a slow, predictable way,” says Teller.

Humanoids from MIT
The MIT team, headed up by Teller and 
Russ Tedrake of MIT’s Electrical Engi-
neering & Computer Science depart-
ment, came in fourth. The MIT team 
chose to work with the Boston Dynamics 
Atlas robot: “it was actually a pretty easy 
decision,” says Teller. “Russ Tedrake and 
I are much more software than hardware 
people. By going with that track, we rea-
soned that we would effectively have one 
of the world’s most capable hardware 
providers on our team.” The fact that 
MIT and Boston Dynamics are neigh-
bors was a factor as well—Teller cites 
the quick response they were able to get 
whenever something broke on the robot.

Teller also sees advantages to using 
a bipedal robot for the kinds of tasks 
the Challenge presented. “(The robot) 
can stand up and have both hands 
free,” he says. “The world is made for 
people. You should have roughly hu-
man morphology to use all the tools 
and affordances and spaces that are 
out there in the world.”

Teller and Tedrake’s approach to 
programming their robot was based 
on assisted perception and assisted 
planning: the operator views the world 
through the robot’s eyes and uses an in-
terface, such as a touchscreen and sty-
lus, to point out objects the robot can 
work on—a valve, a steering wheel, or 
a door handle, for example. The robot 
is equipped with a dictionary of objects 
to serve as templates, and can search 
through adjustable parameters to 
match the appropriate template to the 
real-world instance of an object. It also 
knows the degrees of freedom inherent 
in an object. “A valve has one degree of 
freedom,” explains Teller. “Once the 
robot knows it is a valve, when we say 
‘turn the valve clockwise,’ the motion 
plan it has to generate is quite simple.” 
This approach allows the human op-
erator to perform executive functions—
deciding which door to enter, which 
way to turn after entering, and what to 
look for, for example—while the robot 
handles lower-level tasks of generating 
motion plans to perform those actions.

This approach provided the team 
a path to improving its robot’s per-

NASA JPL entry RoboSimian, alone (above) and with JPL Robotic Vehicles and Manipulators 
Group supervisor Brett Kennedy (left) and RoboSimian Integration lead Chuck Bergh.

“You should have 
roughly human 
morphology to use 
all the tools and 
affordances and 
spaces that are out 
there in the world.”
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did so well was it had much lengthier 
experience with their robot. “They are 
extremely talented roboticists,” says 
Kennedy, “there’s no two ways around 
that, but they came out of a lab that has 
been building humanoids for well over 
a decade at this point. They’ve been 
working on a problem set that is closer 
to what we did for the Challenge than 
any other team, for longer than any-
body else. That makes a big difference 
in terms of performance.”

The DRC was announced in April 
2012, and since SCHAFT was going 
to use its own system, “they had 20 
months to work with their robot; we 
had four months,” says Teller. The 
Boston Dynamics robot is classified 
as a munition by the U.S. Department 
of Commerce, and MIT, like most uni-
versities, will not permit munitions on 
campus. “So we couldn’t accept deliv-
ery of the robot until August, after we 
resolved the bureaucracy around hav-
ing it reclassified as a ‘sensitive device’ 
and not a munition.”

Teller does not discount the 
SCHAFT team’s technical excellence. 

“They had a nice physical platform 
that had powerful and very precise ac-
tuators, so they could position their ef-
fector exactly as they wanted to. They 
had a camera in the palm of their non-
manipulating hand that they were us-
ing for a close-in view so they could 
see exactly what they were doing. That 
was something that was hard for us—
something about the Atlas platform 
we weren’t entirely satisfied with was 
its visibility on the task. And they had 
a very skilled puppeteering operator 
who was using these precise motions 
very effectively.”

Still, Teller is confident about the 
MIT robot’s abilities in the finals. “I 
think we’re fairly well caught up at this 
point,” he says. If communications are 
cut at times during the tasks, he ob-
serves, that should reduce the advan-
tage of the SCHAFT robot, which relies 
on real-time teleoperation.

The issue may be moot. Last year, 
Google acquired SCHAFT (as well as 
Boston Dynamics), and rumors sug-
gest the company will withdraw its ro-
bot from the competition, preferring 
to focus on commercial robotics rath-
er than seek funding from the mili-
tary. The SCHAFT website has been 
taken down (except for a home page 
with no information), and Google 
did not respond to a request for com-
ment. Still, according to DARPA’s 
Pratt, “We are not presently aware of 
any plans to withdraw.”

DARPA says the DRC Finals will be 
held sometime between December 
2014 and June 2015.  

Further Reading

Walter, M.R., Hemachandra, S., Homberg, B., 
Tellex, S., Teller, S. 
Learning Semantic Maps from Natural 
Language Descriptions, Robotics: Science 
and Systems, June 2013, Berlin

Walter, M.R., Friedman, Y., Antone, M., Teller, S. 
One-shot Visual Appearance Learning for 
Object Reacquisition, International Journal 
of Robotics Research (Special Issue on 
Robot Vision), vol. 31, no. 4, pp. 554-567, 
April 2012

DARPA YouTube channel, with videos of 
the Trials: https://www.youtube.com/user/
DARPAtv

Logan Kugler is a freelance technology writer based in 
Silicon Valley.
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The Carnegie Mellon University 
(CMU) entry, called CHIMP (for CMU 
Highly Intelligent Mobile Platform 
robot), also featured a quadrupedal 
design, “but I think we were by far the 
furthest over on the humanoid vs. non-
humanoid spectrum,” Kennedy says.

Kennedy acknowledges the advan-
tages Teller cites in using a humanoid-
style robot, particularly the ability to 
carry something while still moving 
around a site, but the JPL team found 
another way to accomplish the same 
goal. “If you look at our simian cousins, 
they find ways to hold things in their 
hands and still walk on them,” Kennedy 
says. “We probably would have found 
ways to do that as well.” Instead, noting 
that almost all of the DRC challenges 
provided a flat floor, RoboSimian was 
designed with a set of wheels in addi-
tion to its four limbs, which enabled it 
to roll from one place to another while 
using its limbs to carry something.

Assessing Results
Kennedy and Teller agree one of the 
main reasons the team from SCHAFT 

The MIT team used assisted perception and assisted planning to program this Boston 
Dynamics Atlas robot, which achieved fourth place in the DARPA Robotic Challenge trials. P
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Society  |  DOI:10.1145/2617664 Esther Shein

Holographic  
Projection Systems 
Provide Eternal Life
Optical tricks help deceased entertainers keep on performing.

Merging 19th-Century and 
Present-Day Technologies
Holography has been a boon for the 
entertainment and arts industries in 
particular, with technology that may be 
used to bring dead performers “back 
to life.” Musion 3D, for example, a 
London-based company that develops, 
markets, produces, and broadcasts 
3D holographic illusions, has utilized 
its Eyeliner technology to resurrect a 
number of deceased entertainers, in-
cluding comedian Les Dawson for an 
ITV appearance in June 2013—an event 
planned prior to his death in June 1993. 

W
HEN ACTOR PHILIP Sey-
mour Hoffman died 
unexpectedly in Febru-
ary, he still had at least 
a week of filming left on 

Mockingjay, the third and fourth install-
ments of the wildly successful Hunger 
Games movie series. Luckily Hoffman, 
like other deceased entertainers before 
him, including rapper Tupac Shakur 
and singers Michael Jackson, Frank 
Sinatra, and Elvis Presley, has the po-
tential to live on and charm new audi-
ences through the use of so-called 3D 
holographic projection systems.

Holography is a technique for re-
cording the wavefront of a 3D scene on 
a 2D image, according to Ting-Chung 
Poon, a professor in the Bradley De-
partment of Electrical and Computer 
Engineering at Virginia Technical In-
stitute. “Dating back a few decades, 
the process can only be conducted 
through optical means by mixing the 
object wave with a reference beam, and 
recording the resulting fringe pattern 
on a photographic film,’’ Poon and 
colleague P.W.M. Tsang wrote in the 
2013 paper Review on Theory and Ap-
plications of Wavefront Recording Plane 
Framework in Generation and Processing 
of Digital Holograms. “With the rapid 
advancement of computing technolo-
gies in recent years, the optical holo-
gram formation mechanism can be 
simulated with numerical means.”

The Role of Computers
This approach, commonly referred to as 
computer-generated holography (CGH), 
computes the diffraction pattern emit-
ted from a 3D object, and adds a refer-
ence wave to produce a digital hologram 
that can be displayed on electronic de-
vices, says Poon, also a fellow of The 
Optical Society. “Computer-generated 
holography deals with the methods of 

digitally generating holograms. The 
hologram can be subsequently printed 
on a film or loaded onto a spatial light 
modulator (SLM) for holographic re-
construction,’’ Poon explains. 

The phrase “digitally generating 
holograms” refers to the computer 
calculations of a hologram for a 3D ob-
ject, he says. Digital holography (DH) 
has been made possible through on-
going advances in computing and in 
optical scanning, along with the grow-
ing availability of high-capacity digital 
storage and wide-band communica-
tion technologies. 

A holographic image of Michael Jackson performs onstage during the 2014 Billboard Music 
Awards in Las Vegas, nearly five years after the pop star’s death.

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=19&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2617664
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AV Concepts, a provider of holo-
graphic and immersive technology, 
creates holographic illusions using 
specialized holographic foil, lighting 
effects, and a proprietary Liquid Sce-
nic projection mapping media server. 
“The server takes completely uncom-
pressed imagery and uses multiple 
high-brightness projectors that inte-
grate seamlessly to create very power-
ful, life-like performances,” explains 
creative design engineer Alok Wadh-
wanir. Highly tensioned foil is used to 
reflect the images. 

The Tempe, AZ-based company has 
done a number of projects using holo-
graphic illusion technology in a variety 
of industries, Wadhwani says, includ-
ing working with a major hotel chain to 
bring its CEO to the stage virtually, with 
a shoe retailer to launch a new sneaker 
and show the audience the shoe’s in-
ternal technology holographically, and 
with entertainer Dolly Parton to bring 
the holographic ghosts of Christmas to 
her Dollywood theme park’s rendition 
of A Christmas Carol. 

Michael Jude, consumer commu-
nications services program manager 
at research firm Frost & Sullivan, cau-
tions that what Musion and others are 
doing is not pure holographic projec-
tion. There are no actual holographic 
projection systems commercially 
available, he maintains, adding that 
these companies are simply creating 
special effects à la Pepper’s Ghost. “It 
is a well-known optical illusion cou-

pled with CGI ... it takes a laser to gen-
erate a real hologram.”

Currently, the only way to do holo-
graphics is by looking through a holo-
graphic plate/image, which is an inter-
ference pattern, Jude says. “If you’re 
looking to bring Elvis back, you have to 
generate him somewhere else before 
projecting [the image] … and that is 
heavily computer-dependent, and it is 
not real-time.” 

Generating a hologram requires 
bouncing a laser off whatever it is you 
want to capture. “You illuminate that 
[object] with a laser beam and that light 
bounces off the [object] and strikes a 
photographic plate,’’ Jude explains. 
“Then you shine the same laser beam 
at the thing at the same time you’re il-
luminating the photographic plate, to 
create the interference.” Once the flat 
interference pattern has been created 
on the plate, the user can shine the la-
ser through it to generate a hologram. 

“It looks very realistic, but trans-
mitting that interference pattern in 
such a way that it can present a holo-
gram is really, really hard to do,’’ Jude 
says. “It has only been done in labs.” 
Also, true holograms do not appear in 
full color, Jude says, because they are 
generated by an ultra-pure laser beam 
of a specific hue, so they are typically 
green or red.

So what is being called a holo-
graphic projection system commer-
cially is really just “good marketing, 
and it sounds cool,” Jude says. 

Like Musion, Wadhwani acknowl-
edges AV Concepts’ high-definition ho-
lographic projection system is based 
on the Pepper’s Ghost illusion. “We’ve 
updated it with 21st-century technology 
to create a three-dimensional, life-size 
illusion that moves and interacts with-
in a live stage setting,’’ he adds. “Creat-
ing holographic illusions involves spe-
cialized, highly tensioned foil, lighting 
effects and our … Liquid Scenic projec-
tion mapping media server to create 
dynamic visual experiences.”

Software and hardware play a crucial 
role in producing, designing, creating, 
and executing the illusions, he says. Vi-
sual processing power is supplement-
ed by powerful CPUs and the growing 
popularity of parallel programming 
standards such as OpenCL, he says, 
which give AV Concepts the ability to 
create and render extremely large, im-

Musion Eyeliner was created in 
1995 when company founder Uwe 
Maass, a laser show engineer, was com-
missioned to produce a large Pepper’s 
Ghost display for crystal manufacturer 
Swarovski. Pepper’s Ghost refers to a 
19th-century light projection system 
that produces lifelike stage effects us-
ing plate glass or transparent films and 
special lighting. 

“The [Swarovski] display required 
an alternative to the use of glass sheets, 
which hitherto had been the material 
used to create the illusion, such as in 
Disney’s Haunted House attraction in 
California,’’ says Ian O’Connell, direc-
tor of Musion 3D. “After researching 
various polymer compounds, Maass 
found wide film from Hoechst (now 
Mitsubishi), which provided the scale 
required for the image. The large scale 
achievable, coupled with the advances 
in HD video projection during this pe-
riod, provided a renaissance for the 
Pepper’s Ghost platform.”

There are three key components to 
an Eyeliner system: a specially devel-
oped foil to reflect images from high-
definition video projectors; the stage, 
and the content. The stage is config-
ured in a manner similar to a live mu-
sic set with audio and lighting, says 
O’Connell. The foil is configured at a 
45-degree angle across the entire stage, 
“tensioned [taut] within truss framing 
so as to be invisible to the watching 
audience.” The content is typically 3D 
computer-generated imagery (CGI), 
combined with 35mm film or high-
definition video (1080p or 1080i) to 
complete the effect. “Computers are 
used in the creation of content, the 
automation of stage operations such 
as synchronizing lighting control with 
video, and finally, in playing back the 
video content,’’ he says.

Eyeliner is used primarily for prod-
uct visualization events such as trade 
shows, fashion shows, and musical 
concerts, according to O’Connell. 
“However, new uses are being created 
by different industries,’’ he adds. In 
February, for example, Interblock S.A., 
which supplies gaming products to ca-
sinos, unveiled its Holographic Gam-
ing Lounge using its own proprietary 
computer real-time number generator 
in combination with Musion technol-
ogy, at the International Casino Expo-
sition/ICE 2014.

“At times, we are 
streaming tens of 
millions of pixels of 
uncompressed video 
content for GPU.  
This not only 
has huge visual 
processing 
requirements,  
but also massive  
data implications.” 
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expensive custom hardware, software, 
and engineering, he says.

Future plans for Eyeliner are “to 
make the images even more realistic, 
through a combination of 4K video and 
much brighter image projection using 
latest-generation LED technology.”

Meanwhile, O’Connell says Musion 
is working on resurrecting the next 
dead entertainer with Eyeliner.  “All I 
can say is that the entertainer is male, 
is still a huge star today and will likely 
play his first concert in the USA around 
May or June this year.’’  
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mersive, and “incredibly captivating 
visual media that was never before pos-
sible.” However, Wadhwani adds, there 
can be complications when trying to 
create this type of processor-intensive 
media and ensuring it is reliable, plays 
in real-time, is synchronized, and is of 
high quality.

“At times, we are streaming tens of 
millions of pixels of uncompressed 
video content per GPU. This not only 
has huge visual processing require-
ments, but also massive data implica-
tions, leading us to utilize high-vol-
ume RAID arrays of solid-state disks,’’ 
Wadhwani says. “Networking these 
systems together creates a powerful 
server architecture that can be reli-
ably integrated into extremely chal-
lenging environments.”

Holography as Art
Ikuo Nakamura, founder of Hololab Stu-
dio in New York City, learned about ho-
lography during his study of physics at 
Tokyo University of Science. Nakamura 
uses a ruby pulse laser to shoot portraits 
or live objects, and has created hologra-
phy installations (http://www.hololab.
com/holographyart.php) for which he 
has received numerous awards. 

Nakamura works with both digital 
and 3D film, and says computers play an 
integral role in holography, since they 
preserve memories. “For me, [the] com-
puter is [an] extension tool,’’ he says, 
which is used as an “interactive device.” 

He also says “I want to make it clear, 
projection on transparent screen[s] is 
not holography. Holography has true 
3D volume.”

Looking Ahead
In terms of creating computer-gen-
erated holographic images, it now is 
possible to generate what Jude calls “a 
synthetic interference pattern,” but its 
resolution is very low. “Ultimately, it 
will be possible to generate fairly com-
plex projections, but the amount of 
computing [capacity required] is fairly 
high,’’ he says. 

As the technology progresses, Wad-
hwani says, the possibilities are in-
finite. He says AV Concepts recently 
developed new scalable holographic 
displays able to quickly, easily, and 
cost-effectively create holographic illu-
sions on a much smaller scale—some-
thing that historically has required 
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News
ALEXANDER M. WOLF 
ELECTED ACM PRESIDENT

Alexander M.  
 Wolf, professor  
 and holder of a  
 Chair in  
 Computing in 
 the Department  
 of Computing of 
Imperial College London, was 
elected president of ACM in the 
May 2014 general election.

Previously ACM vice 
president, Wolf says, “As an 
organization we must confront 
the reality that what ACM 
contributed to the computing 
profession for more than 65 
years might not sustain it in 
the future.” He says his vision 
as president is to position 
ACM to better meet the 
challenges posed by the evolving 
computing community in the 
age of computer-mediated, cost-
free, dynamic social networks.

The election results include: 

PRESIDENT
Alexander M. Wolf,  
Imperial College London
(July 1, 2014–June 30, 2016)

VICE PRESIDENT
Vicki L. Hanson, 
University of Dundee
(July 1, 2014–June 30, 2016)

SECRETARY/TREASURER
Erik R. Altman, 
IBM T.J. Watson Research Center
(July 1, 2014–June 30, 2016)

MEMBERS AT LARGE
Cherri M. Pancake, 
Oregon State University
(July 1, 2014–June 30, 2018)
Per O. Stenström, 
Chalmers University of 
Technology
(July 1, 2014–June 30, 2018)

The number of votes polled 
by each candidate: 

President
Alexander L. Wolf 6,195
Ronald Perrott 2,718

Vice President
Vicki L. Hanson 5,304
Eugene H. Spafford 3,664

Secretary/Treasurer
Erik R. Altman 5,093
David A. Wood 3,702

Members at Large
Per O. Stenström 4,896
Cherri M. Pancake 4,869
Victor Bahl 4,175
Madhavan Munkund 1,711

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=21&exitLink=http%3A%2F%2Fwww.hololab.com%2Fholographyart.php
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=21&exitLink=http%3A%2F%2Fwww.hololab.com%2Fholographyart.php
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S
HOULD  YOU BE  able to watch 
your favorite broadcast tele-
vision programs on your 
iPhone or PC with the aid 
of a third-party provider’s 

equipment? Aereo thinks the answer 
is yes and has designed a system to ac-
complish this task.

ABC, several other networks, and 
some broadcast television stations 
think not. They have sued Aereo for 
copyright infringement, claiming that 
Aereo is commercially retransmitting 
their works to subscribers in violation 
of the public performance right of 
copyright law.  

Although Aereo successfully de-
fended its service in some lower courts, 
the Supreme Court agreed to hear 
ABC’s appeal. Oral argument was held 
this past April, and by the end of June 
we should know whether ABC can stop 
Aereo from providing this service.

After describing Aereo’s system, this 
column reviews ABC’s and Aereo’s core 
legal arguments. It then considers what 
is at stake not only for ABC and Aereo, 

but also for cloud computing and simi-
lar services that store or stream copies 
of digital content on behalf of consum-
ers. While I often predict the outcome 
of appellate cases, Aereo seems too 
close to call at this point.

Aereo’s System
One way to understand Aereo’s system 
is to view it from the users’ perspective. 
When subscribers log onto Aereo’s sys-
tem, they see a program guide for over-
the-air broadcast television programs 
airing at that time or in the near future 
on local stations. Subscribers can se-
lect which programs they wish to watch 
or have recorded. 

If a user presses the “watch” but-
ton, Aereo streams the program to 
the user’s device, although there is a 
slight delay in transmission because 
Aereo records the program on servers 
so that if the user presses “record” dur-
ing the program, the user will be able 
to capture the program from the point 
at which she first began watching it. A 
user can also press “record” to capture 

future programs, which Aereo auto-
matically stores for later viewing.  

From the users’ perspective, the 
Aereo system functions like a TV set 
with a remote digital video recorder 
(DVR) and capabilities that technolo-
gies such as Slingbox provide to view 
television programs on Internet-con-
nected devices. Only local over-the-pub-
lic-airwaves television programming is 
available through Aereo’s system.

Another way to understand Aereo’s 
system is by considering its technical 
infrastructure.  Aereo operates a facil-
ity in Brooklyn, NY, with large banks 
of antennas and servers. When a user 
selects a program to watch or record, 
Aereo’s system sends a signal to an 
antenna that Aereo assigns to that cus-
tomer and tunes that antenna to the 
broadcast frequency of the channel on 
which the desired program is showing 
or is slated to show. 

Aereo transcodes the data for that 
program, buffers the data, and then 
sends it to an Aereo server where a copy 
of the program is saved to a directory 

Legally Speaking  
Watching TV on 
Internet-Connected 
Devices 
The ABC vs. Aereo case has potentially far-reaching consequences.  

DOI:10.1145/2618099 Pamela Samuelson 

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=22&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2618099
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on a hard drive reserved for that user. 
The program is then streamed to the 
user’s Internet-connected device, ei-
ther approximately as the program is 
showing or a later time.

ABC’s Legal Argument 
For the past 38 years, it has been beyond 
cavil that retransmitting broadcast tele-
vision signals by services such as cable 
or satellite television providers is a pub-
lic performance requiring copyright 
owner permissions. Broadcasters these 
days rely heavily on cable and satellite 
retransmission revenues to support 
their programming and operations. 

ABC argues that Aereo’s service 
is the functional equivalent to cable 
and satellite television services, so it 
too should be within the public per-
formance right. Indeed, Aereo has ad-
vertised its service as an alternative to 
these paid services. Aereo can offer a 
lower price to its subscribers at least in 
part because, unlike cable and satellite 
providers, it does not pay anything for 
retransmitting broadcast programs.  

ABC complains that Aereo’s “entire 
business model is premised on mas-
sive for-profit unauthorized exploita-
tion of copyrights where competitors’ 
prices are undercut because they seek 
authorization and pay fees.”   

ABC contends that Aereo’s activities 
cause several types of harm. Cable and 
satellite providers are using the exis-
tence of Aereo’s services to pressure 
broadcasters to reduce retransmission 
fees they now pay. Some threaten to re-
configure their systems to be more like 
Aereo’s so that they too can avoid pay-
ing retransmission fees. More subtle 
harm arises from the lack of Nielsen 
ratings for Aereo subscribers’ viewing 
of programs, which affects the adver-
tising fees the networks and stations 
can charge.

Aereo’s Defense 
Aereo’s main defense is based on the 
“undisputed fact” that its users are the 
ones who transmit the programs and 
each user can transmit the programs 
only to themselves. This, Aereo argues, 
is a private performance of the broad-
cast programming, not a public one.  
Copyright law does not give owners the 
right to control private performances. 

Aereo merely “suppl[ies] remote 
equipment that allows a consumer to 
tune an individual remotely located 
antenna to a publicly accessible over-
the-air broadcast television signal, 
use a remote DVR to make a personal 
recording from that signal, and then 
watch that recording.”  

Since the Supreme Court’s 1984 
Sony Betamax ruling, it has been set-
tled that consumers can lawfully make 
time-shift copies of broadcast televi-
sion programs to view at a later time. 
That decision also affirms the right of 
third parties to supply consumers with 
technological tools through which to 
make time-shift copies.  

(The Court held that Sony was not 
liable for contributory infringement 
because its Betamax machines had sub-
stantial non-infringing uses (to wit, en-
abling consumers to make time-shift 
copies of broadcast television pro-
grams), even though Sony knew that some 
consumers would use the machines to 
make infringing copies of the programs.)

Even if two Aereo users decide to 
watch the same program at the same 
time, Aereo notes that its system au-
tomatically makes a separate copy for 
each user. Each recording is unique 
“not only in the sense that it’s personal, 
but also because owing to electronic in-
terference, technical glitches, and occa-
sional equipment failure, no two copies 
are identical.” The only person able to 
access the recording supplied through 
use of Aereo’s system is the subscriber 
who ordered it.

Aereo’s system is a quite differ-
ent in technical design and operation 
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services that have taken advantage of 
the Cablevision ruling. A study by Har-
vard professor Josh Lerner reported 
that in the two-and-a-half years after 
the Cablevision ruling, capital invest-
ments in U.S. cloud computing grew 
somewhere between $728 million and 
$1.3 billion with a positive effect on job 
creation. This was, in Lerner’s view, 
equivalent to $2.5–$5 billion in tradi-
tional R&D investments. Had the Ca-
blevision case gone the other way, Lern-
er’s study suggests these investments 
might not have been made. Many cloud 
service providers (for example, backup 
storage providers), after all, transmit 
copies on behalf of users.

Conclusion 
It will be interesting to see what the Su-
preme Court does in Aereo. There are 
four possible outcomes.

First, the Court may say the current 
definition of the public performance 
right does not encompass transmis-
sions enabled by Aereo’s system, and if 
Congress wants to outlaw services such 
as Aereo’s, it must amend the law.

Second, the Court could parse the 
public performance right to hold 
Aereo as an infringer, but affirm Ca-
blevision’s interpretation of the public 
performance right as to other systems. 
Some friend-of-the-court briefs on 
behalf of cloud computing and other 
technology providers may offer sug-
gestions about this.

Third, the Court may overturn both 
Cablevision and Aereo so that technol-
ogy developers can be held directly li-
able for infringement because their 
systems transmit copyrighted materi-
als to users.  

Fourth, the Court may affirm the 
right of technology providers to facili-
tate personal use copying and viewing 
of copyrighted content and affirm the 
ruling in favor of Aereo.  

Aereo’s system is the latest example 
of an innovative, inexpensive technol-
ogy that enables consumers to enjoy 
copyrighted works in new ways. Will 
copyright knock this one and others 
out of the market? Stay tuned for the 
outcome of this important case.   

Pamela Samuelson (pam@law.berkeley.edu) is the 
Richard M. Sherman Distinguished Professor of Law and 
Information at the University of California, Berkeley.

Copyright held by author.

than cable and satellite systems. They 
receive broadcast programs through a 
single feed and continuously retrans-
mit that content to their customers. 
The constancy of those transmissions 
to subscribers is why cable and satel-
lite transmissions are public perfor-
mances. Aereo, by contrast, enables its 
subscribers to transmit specific televi-
sion programs only to themselves.

What’s at Stake? 
ABC and its co-plaintiffs contend 
that the future of over-the-air broad-
cast television is at stake. Without 
retransmission fees from those who 
commercially exploit broadcast pro-
gramming, incentives to invest in 
broadcast programming will be un-
dermined, along with the ability to 
recoup these investments. Some may 
stop broadcasting and move their 
programs behind paywalls. Broad-
cast television has played an impor-
tant role in enriching civic life and it 
would be a tragedy to let it fail.

Several copyright industry organi-
zations have filed friend-of-the-court 
briefs in support of ABC’s appeal, as-
serting that upholding the ruling in 
favor of Aereo would have baleful con-
sequences for many copyright owners.

But the stakes are high for many 
information technology companies if 
the Supreme Court rules in ABC’s favor 
because it would make liability depend 
on the technical infrastructure design 
of their systems.

Cablevision 
The main ruling supporting Aereo 
involved a company called Cablevi-
sion. Copyright owners that provided 
programs to Cablevision sued it for 
infringement because this cable com-
pany began to offer a remote DVR ser-
vice to its customers. They claimed 
the remote DVR service infringed their 
reproduction and public performance 
rights. An appellate court ruled that 
Cablevision did not need a separate 
license from broadcasters and other 
content providers to offer the remote 
DVR service.

The technical infrastructure of the 
Cablevision system mattered. Cablevi-
sion designed its system so that each 
subscriber could direct that a particu-
lar program be saved on Cablevision’s 
servers. The system would then store 

that program in a server directory as-
signed to that subscriber. The user 
could later watch the program at a 
time and place of his or her choosing, 
which in effect, caused the program to 
be transmitted to him or her. 

The court in Cablevision ruled the 
buffer copies made by the remote DVR 
system operations were too ephemeral 
to be infringing reproductions and the 
DVR program copies stored on Cable-
vision servers were made by individual 
subscribers, not by Cablevision.

That court also rejected claims of 
infringement of the public perfor-
mance right because Cablevision’s 
subscribers were the ones who trans-
mitted DVR programs to themselves, 
and no one else could access that DVR 
copy but the subscriber who ordered 
it. Each transmission was, therefore, 
a private performance of the work. 
Cablevision engaged in no volitional 
conduct that caused DVR transmis-
sions to occur.

Cablevision is factually distinguish-
able from Aereo because Cablevision 
had authorization from copyright 
owners to transmit programming to 
its customers and it was paying fees to 
copyright owners for these transmis-
sions. The question was only whether 
Cablevision was obliged to get a sepa-
rate license and pay a new round of fees 
to enable the remote DVR service.

Rube Goldberg Design? 
ABC has characterized the Aereo sys-
tem as a “Rube Goldberg-like contriv-
ance” that was designed “to take ad-
vantage of [the] perceived loophole” in 
the statutory definition of the public 
performance right. 

This may be true, but Aereo is only 
one of many information technology 

ABC and its  
co-plaintiffs contend 
that the future 
of over-the-air 
broadcast television 
is at stake.
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Computing Ethics 
Toward a Pedagogy  
of Ethical Practice 
Teaching computing ethics in a manner that allows students to 
address both abstract ethical knowledge and actual ethical practice. 

the needs of stakeholders and using 
their expertise to reframe those needs 
into things that computing could help 
them do. They used social expertise 
to listen to individuals and organize 
networks of individuals to get things 
done. This blended into technical ex-
pertise in socio-technical and require-
ments analysis. And it included deep 
technical skill in encryption, database 
design, and networking protocols, 
among other topics. Thus, our exem-
plars were exercising an expertise or 
skill to integrate their ethical com-
mitments with their knowledge and 

T
HE RE  IS  A  tension at the heart 
of our curriculum in com-
puter ethics. We want to pre-
pare students for the wide 
range of ethical concerns in 

the practice they will find upon gradu-
ation. But primarily, we teach knowl-
edge, intermixed with such practice as 
fits in the spaces of the lecture/discus-
sion course.

Our recent work on “moral exem-
plars” in computinga found a variety 
of ways that professionals approached 
doing good.7 Some designed systems 
to help individuals or organizations. 
Alan Newell, for instance, has been de-
signing software and hardware to help 
the disabled—his lab did some of the 
earliest work on predictive spelling 
systems. Others focused on changing 
social systems, like Stephanie (Steve) 
Shirley who brought many women 
into computing through her pioneer-
ing efforts in software consulting. 

This variety of ethical practice is a 
normal finding in work on moral ex-
emplars.2 But among the variety, we 
also find similarity: the exemplars’ 
language in the narrative interviews 
we conducted was filled with expres-
sions implying significant ethical 

a We did in-depth interviews with a careful 
sample of 24 moral exemplars in computing, 
in the hope that understanding the lives of 
these experts in ethical computing practice 
we might learn how to teach that expertise. We 
are grateful to the exemplars who took time for 
our project, and to those whose names we use 
by permission.

commitments (for example, “to look 
for the needs that people and orga-
nizations have;” “quality, fitness for 
purpose;” “openness, transparency”). 
These fit items one can find in the soft-
ware engineering ethics code (see the 
accompanying table). Oddly, although 
some helped write ethics codes, none 
of the interviewees ever mentioned any 
code of ethics, even when asked specifi-
cally about principles.

So on what were they basing their 
moral action? Among those who were 
designing computing systems, the 
center of their craft was recognizing 
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know-how of technical and social sys-
tems.  

Aristotle’s early analysis of ethical 
action hints that ethical knowledge 
(the what) and ethical skill (the how) 
are intermingled in any practice. 
Alongside knowledge of the good, we 
need to gain practical wisdom (ph-
ronesis) that guides our ethical ac-
tion. We acquire practical wisdom 
by practicing, we “become builders 
by building and lyre players by play-
ing the lyre; so too we become just by 
doing just acts…”1 Here lies what the 
German philosopher Hans-Georg Ga-
damer5 has described in the context 
of medical practice as the application 
problem. The unavoidable difficulty 
for any medical professional is  “ap-
plying [medical] knowledge in the 
concrete case.” Gadamer also claims 
this application problem is “irreduc-
ible … where ever knowledge in gen-
eral needs to be applied.” Bridging 
this gap is an act of constant evalu-
ation, reasoning, and decision mak-
ing to translate what we know into 
doing—and this translation unavoid-
ably brings the ethical dimension into 
every aspect of professional practice. 
If we want to teach ethical practice 
in computing, we must therefore ask 
what competencies, skills, or virtues 
are needed to translate ethical knowl-
edge into ethical practice in the field.

Herein lies an uncomfortable ten-
sion: While the ethics code is full of 
the obligation to design systems with 
ethical concern in mind, the typical 
computing ethics textbook does not 
help one learn how to do that. One 
can learn knowledge about legal, 
philosophical, and societal issues of 
privacy in a classroom, and even prac-
tice thinking about these issues with 
cases. Some of these skills (identify-
ing stakeholders, making an ethical 
argument) are useful when one has 
the problem of designing a comput-
ing system, but one must remember 
them, and remember they apply, and 
know how to adapt them to the con-
crete case. The Social Issues and Pro-
fessional Practice ACM curriculum3 
points us in the direction of balanc-
ing knowledge with practice by setting 
“usage” objectives (what one must be 
able to do with the knowledge).  

But to implement these recommen-
dations requires a pedagogy of ethical 

practice. How does one, for instance, 
“… address ethical … issues related to 
work projects” per section 3.03 of the 
software engineering ethics code? It 
requires knowledge about ethical is-
sues in general, but also know-how to 
identify them in a particular project. It 
requires knowledge about the socio-
technical system, but also know-how 
about how to acquire such knowledge. 
It requires knowledge about best prac-
tices, but also know-how about select-
ing and adapting those practices for 
a specific social and organizational 
context.  

Research suggests one best ac-
quires expertise by long practice, in-
formed by knowledge and theory of 
the domain and with coached feed-
back about performance that is imme-
diate and explicit.4 This fits with what 
we have heard from the philosophical 
approaches and the narratives told by 
our moral exemplars. All three lead 
us to think our moral exemplars have 
developed an expertise in the ethi-
cal practice of their profession; they 
have extensive, skilled practice guided 
by ethical commitments and knowl-
edge.b,6 This is perhaps why our ethi-
cal experts do not cite the code. They 
learned their ethical design skills by 
practicing them until they became 
automatic, thoughtful, goal-directed 
action. They did not reference the 
high-level principles of the code since 
they were integrated into their skilled 
practice and had become part of their 
expertise. 

We have developed a computing 
ethics class that attempts to teach 
ethical expertise in practice. Students 
provide clients with consulting on 
ethical issues associated with their 
computing systems (see http://pages.
stolaf.edu/csci-263-2014/). They con-
struct a model of the socio-technical 
system based on interviews with the 
client and then look for social and 
ethical issues (including safety, priva-
cy, property, justice) at the individual 
to the societal level.8 They scope their 
project based on time, resources, and 
urgency of the issues. They then ana-
lyze those issues in that socio-tech-
nical system using human-computer 
interaction (HCI) approaches to data 

b Moral expertise is a central aspect of a forth-
coming book titled Taking Moral Action.
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have made recommendations for Web 
design, for customizable privacy set-
tings in social networks, for medical 
database systems, key-card access sys-
tems, productivity software for robotic 
manufacturing, cloud-based systems, 
and many more. The goal is that stu-
dents leave the course having learned 
how to hold together their ethical con-
cern, knowledge, and practice. This is 
the beginning of expertise in ethical 
issues in computing design.  

There already exist a variety of 
methods for the incorporation of 
ethical concerns in systems design 
that might be used in courses (see 
Shilton11 for an overview). We hope 
our suggestions here will encourage 
further experimentation to incorpo-

rate them into the curriculum. For 
instance, in those programs that have 
HCI labs, one might arrange for sig-
nificant overlap between the lab and 
a supporting course on ethical issues. 
Programs with project courses in oth-
er areas (such as networking, informa-
tion management, parallelism) could 
incorporate into those projects some 
of the ethical design approaches that 
might be taught in more detail in a 
computer ethics course.  

As educators of those who will de-
sign future technology, we have a re-
sponsibility to prepare our students to 
practice their craft in a way that inte-
grates their ethical concern into their 
work. We propose that it is necessary 
and possible to teach computing eth-
ics know-how that helps students to 
navigate between abstract ethical 
knowledge and its actual ethical prac-
tice. By doing so, the students gain 
experience and expertise in applying 
what they know in the concrete case. 
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collection (for example, interview-
ing, focus groups, active and passive 
observation, think-aloud protocols 
and so forth). Finally, they construct 
proposed solutions and make design 
recommendations. The course is 
built on the dialogue among concern 
for ethical issues, knowledge about 
computers in context, and the prac-
tice of working for a client. They learn 
about ethical and social issues from 
a textbook9 and from constructing 
solutions for their clients. They learn 
about socio-technical systems from 
the ethics text and also by using meth-
ods from an HCI text.10 During the past 
decade, teams from the course have 
produced over 50 studies for non-prof-
it, for-profit, and internal clients. They 

Items from the ACM/IEEE Software Engineering Code of Ethics.

These 16 items are selected because they are clearly relevant to having competence  
in the consideration of ethical aspects in the design of software.

1.03. Approve software only if they have a well-founded belief that it is safe, meets specifications, 
passes appropriate tests, and does not diminish quality of life, diminish privacy, or harm the environ-
ment. The ultimate effect of the work should be to the public good. 

1.04. Disclose to appropriate persons or authorities any actual or potential danger to the user, the 
public, or the environment, that they reasonably believe to be associated with software or related 
documents. 

1.07. Consider issues of physical disabilities, allocation of resources, economic disadvantage, and 
other factors that can diminish access to the benefits of software. 

2.07. Identify, document, and report significant issues of social concern, of which they are aware, in 
software or related documents, to the employer or the client. 

3.01. Strive for high quality, acceptable cost, and a reasonable schedule, ensuring significant trade-
offs are clear to and accepted by the employer and the client, and are available for consideration by 
the user and the public.

3.02. Ensure proper and achievable goals and objectives for any project on which they work or 
propose.  

3.03. Identify, define, and address ethical, economic, cultural, legal, and environmental issues related 
to work projects.

3.04. Ensure that they are qualified for any project on which they work or propose to work by an ap-
propriate combination of education and training, and experience.

3.05. Ensure an appropriate method is used for any project on which they work or propose to work.  

3.06. Work to follow professional standards, when available, that are most appropriate for the task at 
hand, departing from these only when ethically or technically justified.

3.08. Ensure that specifications for software on which they work have been well documented, satisfy 
the users’ requirements, and have the appropriate approvals.

3.10. Ensure adequate testing, debugging, and review of software and related documents on which 
they work.

3.12. Work to develop software and related documents that respect the privacy of those who will be 
affected by that software.

3.13. Be careful to use only accurate data derived by ethical and lawful means, and use it only in 
ways properly authorized.

3.14. Maintain the integrity of data, being sensitive to outdated or flawed occurrences.

4.01. Temper all technical judgments by the need to support and maintain human values. 

These 16 statements represent 20% of the total of 80 statements in entire code,  
and over 70% of the items in the section on responsibilities having to do with  
the production of a product (section 3).  

Copyright © 1999 by the Association for Computing Machinery, Inc. and the Institute for Electrical and Electronics 
Engineers, Inc.
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Technology Strategy 
and Management 
The Business  
of the State
Considering the opportunities and challenges for commercial firms 
involved with government business process outsourcing.  

O
U T SO URC ING IS  BIG busi-
ness, demand for which is 
generated in no small part 
by governments. In recent 
years, public sector out-

sourcing has outstripped private sector 
outsourcing, with public sector orga-
nizations around the world spending 
$10.3 billion in the third quarter of 2013 
on IT outsourcing and business process 
outsourcing, compared with $6.4 bil-
lion in the private sector. The top three 
spending governments are in the U.S., 
Britain, and Australia.2 Outsourcing 
creates business opportunities for com-
mercial firms in a wide range of sectors 
including IT, defense, security, deten-
tion and prison service, healthcare, 
transport, and shared services. 

But public-to-private transactions in 
government outsourcing are rife with 
reputational risks for corporations. 
We consider the following. What has 
motivated governments to outsource 
their operations and services? What 
is the logical limit to government out-
sourcing, that is, are there things that 
only governments can do? And how 
can commercial firms balance the op-
portunities and challenges of provid-
ing services that used to be delivered 
by the government? Specifically, what 
are the reputational risks for corporate 
providers, and how is the management 
of these risks central to the future of 
government outsourcing? Answering 
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contracting out takes the form of slic-
ing off a small part of public services at 
a time.

New public management (NPM) has 
been applied to what remains of the 
government machinery after privati-
zation and contracting out. The idea 
here is to make government more 
“business-like,” by subjecting public 
servants to the same sort of market 
testing as in commercial settings. In 
particular, NPM advocates introducing 
business management techniques and 
competition between public agencies 
and commercial firms to make public 
service delivery more efficient.1

In the U.S., the idea of “reinventing 
government” by Osborne and Gaebler 
became popular during Bill Clinton’s 
1992 presidential election.7 According 
to Osborne and Gaebler, we should 
stop arguing about too much govern-
ment or too little government. Instead, 
we should focus on better government 
that promotes entrepreneurial compe-
tition among service providers, compe-
tition that empowered citizens by giv-
ing them greater choice. Noteworthy, 
thereafter, is the “end of ideology” on 
the issue, as subsequent governments 
of different ideological leanings, at 
least in the three leading nations of 
Australia, the U.S., and Britain, have 
not attempted to reverse this trend to-
ward further contracting out.

Corporate Responses to 
Government Outsourcing
Wherever there is demand, firms go to 
fulfill it. At least, this appears to be the 
logic behind the rapid growth of com-
panies that provide services to govern-
ments. The main irony is that in key 
sectors, the government has relied on 
the competitive bidding process, but 
ended up creating a highly oligopo-
listic market structure—precisely the 
structure that it intended to circum-
vent. Moreover, major service provid-
ers operate transnationally, having de-
veloped a variety of expertise through 
acquisitions in areas that had been re-
served for public sector agencies.  

The market leader, G4S, best illus-
trates the challenges faced by an orga-
nization of enormous scale and scope. 
It employs 620,500 and manages over 
6,000 contracts in 125 countries, rival-
ing McDonald’s in ubiquity. G4S pro-
vides services in areas ranging from se-

these questions, and understanding 
what is similar but also different be-
tween public sector and private sector 
outsourcing, is of enduring impor-
tance as many companies encounter 
governments as their biggest clients.

What Do Governments Outsource?
The range of things governments used 
to do themselves, which they now out-
source, is very extensive. The U.S., for 
example, awarded more than $500 bil-
lion in outsourcing contracts in the 
2012–2013 fiscal year. Likely most fa-
miliar to Communications readers is 
the outsourcing of IT services, includ-
ing data management, infrastructure 
management, application develop-
ment, and customer support. Over 
the past decades, many e-government 
initiatives at national and local levels 
have been digitizing citizens’ records 
as taxpayers, benefits recipients, and 
medical patients.

Another significant area of contract-
ing out is the financing, construction, 
and management of hospitals, prisons, 
and transportation infrastructure. The 
Private Finance Initiative (PFI), known 
as Public-Private Partnerships (PPP) 
in some countries, funds public infra-
structure projects with private capital. 
In the last 15 years, the British gov-
ernment and local authorities signed 
some 600 PFI contracts with a capital 
value of over $100 billion, including ap-
proximately 100 hospital schemes, 100 
educational projects, and 43 transpor-
tation-related projects.

National governments and inter-
national organizations such as the 
United Nations have also come to 
outsource peace-keeping and relief ef-
forts in conflict zones, by making use 
of private military and security com-
panies.9 Personnel employed by these 
companies may be staffed as unarmed 
or armed guards, and engage in a va-
riety of settings including demining, 
logistical mobile security, and the op-
eration of armed vehicles and secure 
telecommunications.

Governments also outsource ser-
vices to each other, giving rise to ‘G2G’ 
(government-to-government) trade. 
From German police overseeing secu-
rity in the streets of Mumbai to the U.S. 
Federal Aviation Administration (FAA) 
training Chinese pilots, and the Aus-
tralian-led Regional Assistance Mis-

sion to the Solomon Islands (RAMSI) 
taking over law enforcement on the is-
lands, the notion of the “unbundling of 
the nation-state” is newsworthy, if not 
totally new.5

Why Do Governments Outsource?
Government budget cuts have provided 
the most tangible impetus for recent 
waves of contracting out. However, it 
is wise to remember also the ideologi-
cal underpinnings for various forms 
of government outsourcing, if we wish 
to predict how much demand for out-
sourcing might occur in the future.

Economic reasons for government 
outsourcing are simple to understand, 
as they have their parallels in the pri-
vate sector. In this context, government 
organizations are not all that different 
from large corporations. Both want to 
save money and operate more efficient-
ly. Governments commit to infrastruc-
ture investments by balancing the need 
for more efficient services with the need 
to rein in costs. Outsourcing provides a 
solution to this balancing act.

Ideological reasons for public sec-
tor outsourcing have a history going 
back to the Reagan-Thatcher era of 
the 1980s.6 Neoliberalism—a belief in 
markets promising choice and com-
petition—became articulated in poli-
cies to make governments smaller (via 
privatization) and more efficient (via 
new public management).  

Since the 1980s, privatization in-
volved the government selling off big 
chunks of assets, for example in rail-
ways, electricity, gas, water, and tele-
communications. At the same time, 
competitive bidding was introduced to 
build and manage hospitals and pris-
ons. Thereafter, further waves of priva-
tization have become less visible as 

Economic reasons 
for government 
outsourcing are 
simple to understand, 
as they have parallels 
in the private sector.
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tends to use a different set of metrics to 
judge corporations and governments. 
For some, being ‘for profit’ may lead 
to expectations of higher quality of ser-
vice. The fact that profits are made out 
of taxpayers’ money raises such expec-
tations even further.  

Third, the corporate reputation of 
providers might be at risk in democra-
cies where they are seen to be not sub-
ject to democratic control. Citizens as 
consumers are likely to demand greater 
transparency and accountability from 
service providers in their attempt to 
exercise such control. Although large 
providers like G4S have developed a 
visible brand, this may be necessary 
but not sufficient. At the same time, 
remaining invisible behind govern-
ment departmental logos, analogous 
to no-brand contract manufacturers 
as “behind-the-scene champions,” as 
I discussed in a previous column,8 ap-
pears not to be a viable strategy in gov-
ernment contracting.

Public service companies are be-
ginning to take account of these repu-
tational risks, and might consider re-
fraining from pushing the frontier of 
the state further, even as governments 
are willing to slice off more and more 
of their services. What is at stake here 
is not just a matter of governments 
finding the next areas of savings in an 
attempt to balance the budget. Practic-
ing the art of the state in the 21st cen-
tury is being put to test, and private 
sector corporations could play a part in 
articulating it. 
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curity, defense, justice and police. The 
latter includes offender management, 
rehabilitation, courtroom security, and 
police services. In policing, the act of 
arresting is still carried out by police 
officers, but G4S staff go to the scene 
of the arrest, drive offenders away, 
and process them for fingerprints and 
other paperwork in the company’s own 
“custody suites.” In defense, G4S pro-
vides logistics and technical support, 
and risk management consultancy on 
mine detection and clearance. Guard-
ing and escorting in prisons and deten-
tion centers also bring them in direct 
contact with prisoners and detainees, 
leading to managing high-risk services 
in difficult conditions.  

Large companies have a clear strat-
egy, for example to provide “security 
solutions.” In practice, they have ex-
panded and adapted to local jurisdic-
tions, by following a salami technique, 
slicing off a small part of public ser-
vices to see how far they can go.4 Thus, 
high-risk contracts remain financially 
rewarding. And testing out in unchart-
ed waters how much they can push the 
boundary of the state inch-by-inch is 
unlikely to set limits on how far they 
would go.

Is There a Limit to 
Government Outsourcing?
As large corporations develop capa-
bilities in areas formerly the exclusive 
preserve of governments, how should 
one define the essential functions of 
government? Addressing this question 
is important for the sustainability of 
service providing companies as much 
as of governments.

In this context, Francis Fukuyama’s 
distinction between the scope and the 
strength of the state is useful.3 In the 
post-Washington Consensus era, re-
ducing the scope of the state by liberal-
izing the market and privatizing state-
owned assets concentrates the minds 
of government to ensure it retains 
strength, namely the capacity to provide 
law and order, and other public goods. 
One could argue that only the state can 
legitimately exercise force on its citi-
zens and other nations. However, such 
a minimalist state could go further, and 
outsource the use of force to private pro-
viders under proper supervision.

In short, as we push the bound-
ary of what can be delegated to the 

private sector, government becomes 
less the provider of public services, 
and more “the supervisor of proxies 
who do the actual work.”6 Yet, govern-
ment relies on private partners to do 
government work. A central question 
is no longer what only the state can 
do that private sector firms cannot 
do. Instead, the question is: How far 
can we make the supervisory role of 
the state on private actors sustainable 
in variable circumstances, by making 
use of formal contracts and informal 
contractual norms?

Managing Reputational Risks 
Is Central to the Future of 
Government Outsourcing
This column thus far argued that gov-
ernments continue to be market mak-
ers in outsourcing. It also asserts that 
commercial firms that have govern-
ments as major clients operate at their 
peril if they are not fully cognizant of 
the motivations—economic, politi-
cal, ideological—for public sector out-
sourcing.

Looking into the future, we should 
be clear-headed about the challenges 
for commercial firms acting on behalf 
of governments. The key challenges lie 
in managing reputational risks. First, 
for-profit companies are unlikely to 
have objectives and values that match 
government’s mission. In order to de-
liver efficiency without being seen to be 
driving it too far for profit-making, pro-
viders might consider adopting corpo-
rate forms other than a public limited 
company. Second, the general public 

Commercial 
firms that have 
governments  
as major clients 
operate at their peril 
if they are not fully 
cognizant of the 
motivations for public 
sector outsourcing.

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=30&exitLink=http%3A%2F%2FComputerWeekly.com
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=30&exitLink=mailto%3Amari.sako%40sbs.ox.ac.uk
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Broadening Participation 
That Classroom ‘Magic’ 
Effective teaching practices for broadening participation in computer science.

search team has been conducting re-
search in Los Angeles Unified School 
District (LAUSD) Exploring Computer 
Science (ECS) classrooms investigating 
the question: “What characteristics of 
high school ECS teaching practices are 
most effective for broadening engage-
ment and participation in computing 
for students traditionally underrepre-
sented in the field?”  

Exploring Computer 
Science Program
The Exploring Computer Science 
(ECS) program consists of a high 
school introductory computer science 
course combined with an accompany-
ing teacher professional development 
program. ECS was developed in re-
sponse to previous research, detailed 
in Stuck in the Shallow End, which 

W
HAT CREATES THAT class-
room “magic” when the 
most discouraged stu-
dents engage actively, 
critically, and creatively 

with the subject at hand? Specifically, 
what does this look like in a computer 
science classroom, a subject that has his-
torically attracted only a narrow stratum 
of students, leaving the majority feeling 
that they don’t belong? How can this 
“magic” be described, defined, and mea-
sured? And which parts of this “magic” 
are the most effective for broadening 
participation in computing?  

While an engaging classroom may 
feel “magical,” it really is not. Rather, it 
is the result of purposeful instructional 
practices and a curriculum intention-
ally designed for broadening participa-
tion in computing. Though computer 

science educators often scrutinize cur-
ricular efforts, more attention needs 
to be paid to the particular teacher 
proficiencies that are most impactful 
for reaching diverse learners. Our re-

DOI:10.1145/2618107 Jane Margolis, Joanna Goode, Gail Chapman, and Jean J. Ryoo

Young women make up approximately half of the Exploring Computer Science student population in LAUSD.

Analysis of pre- and 
post-student surveys 
shows increased 
interest in and 
motivation to learn 
computer science 
after taking ECS.

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=31&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2618107
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effectively the wide array of topics that 
comprise the field of computer sci-
ence. The curriculum is purposefully 
structured so the first two units put 
the focus on problem-solving (often 
without any use of computers) as well 
as setting classroom norms of inquiry, 
collaboration, equitable practices, 
creativity, and cognitively demanding 
problem-solving. Though each of the 
six units has a particular computer sci-
ence content area of focus, all of the 
units and lesson plans incorporate the 
following computational practices: 

 ˲ Analyzing the effects of develop-
ments in computing.

 ˲ Designing and implementing cre-
ative solutions and artifacts.

 ˲ Applying abstractions and models.
 ˲ Analyzing students’ own computa-

tional work and the work of others.
 ˲ Communicating computational 

thought processes, procedures, and re-
sults to others.

 ˲ Collaborating with peers on com-
puting activities.

These practices parallel those in 
the guiding framework for the new 
Advanced Placement CS Principles 
course. The actual classroom integra-
tion of these disciplinary practices 
then depends on inquiry and equity-
based teaching practices. 

Inquiry Practices. Our research 
has found that ECS inquiry teaching 
is guided and its success depends on 
skillful teacher designing, facilitating, 
and assessing learning opportunities 
for active student learning. The inquiry 
practices that we identified in ECS 
classrooms are: 

 ˲ Focusing on the problem-solving 
process instead of only emphasizing 
the “right” answer, recognizing that 
there can be multiple solutions to a 
problem.

 ˲ Posing initial questions and 
prompts that help facilitate cognitively 
challenging thinking and exploration 
opportunities.

 ˲ Engaging students with hands-on 
activities so students apply and test 
what they know and what they are dis-
covering.

 ˲ Encouraging exploration, autono-
my, risk-taking, and creativity by resist-
ing “giving” students the answers and 
immediate solutions.

 ˲ Promoting collaboration through 
peer-to-peer learning, small group 

identified disparities in CS learning 
opportunities that fall along race and 
socioeconomic lines.3 In that research 
we found that schools with high num-
bers of low-income students of color 
were offering keyboarding and other 
basic rudimentary computing skills 
as “computer science.” Most students 
were not being prepared for the only 
available college preparatory com-
puter science course, AP Computer 
Science (AP CS). To fill this need and 
to carry out our mission of broadening 
participation in computing, the ECS 
curriculum was written by two of our 
team members, Joanna Goode and 
Gail Chapman. 

ECS consists of six units of ap-
proximately six weeks each, covering 
Introduction to Human Computer 
Interaction, Problem Solving, Web 
Design, Introduction to Programming 
(Scratch), Computing and Data Analy-
sis, and Robotics. The ECS curricu-
lum is structured to facilitate inquiry 
and equity-based instructional prac-
tices so that all students, especially 
those in schools with high numbers 
of low-income students of color, are 
introduced to the problem solving, 
computational practices, and modes 
of inquiry associated with doing com-
puter science.   

One metric of our success has been 
the LAUSD ECS student demograph-
ics that stand in sharp contrast to 
most other computer science courses. 
In 2013–2014, approximately 2,500 
LAUSD students were enrolled in ECS, 
and 75% of ECS students were Latino 
(72% of district population), 10% were 
African-American (10% of district pop-
ulation), 9% were Asian (6% of district 
population), and 5% were White (10% 
of school population). Girls represent-
ed 45% of enrolled ECS students.  

These ECS enrollment statistics are 
dramatically different from the par-
ticipation rates of girls and students of 
color in national and state AP CS statis-
tics: out of nearly 5,000 exam-takers in 
California last year, only 8% were Lati-
no and 1% African-American. Only 22% 
of exam-takers were girls.4 

Yet, even with these promising 
LAUSD ECS enrollment statistics, we 
recognize the work is not done. Teach-
ers must work to transform ECS class-
room culture and teaching so that all 
students experience and engage with 

foundational computing concepts 
and develop essential computational 
practices. Thus far, analysis of pre- and 
post-student surveys show increased 
interest in and motivation to learn 
computer science after taking ECS. We 
have partnered with SRI International 
to design assessment measures that 
will capture student knowledge, skills, 
and active learning.

Research to Examine  
Effective Teaching Practices
For the past several years we have con-
ducted intensive mixed-methods re-
search to understand which teaching 
practices support broadened participa-
tion in computing. In 2011–2012, we 
conducted 219 weekly observations in 
nine ECS classrooms. Through this 
ethnographic field research, along with 
several years of pre- and post-student 
surveys, teacher surveys, and student/
teacher interviews as data sources, we 
have identified three strands of teach-
ing practice critical for supporting 
broadening participation in computing. 

 ˲ Computer Science Disciplinary 
Practices

 ˲ Inquiry Practices
 ˲ Equity Practices

It is important to note these strands 
are interweaving and inseparable, and 
that no strand can exist alone.  

Computer Science Disciplinary 
Practices. While the more traditional 
computer science curriculum com-
monly focuses on programming and 
the computer as a tool, ECS focuses on 
the underlying problem solving and 
critical thinking necessary to explore 

We observed how 
changing from a 
direct instruction 
teaching philosophy 
to an inquiry- and 
equity-based 
teaching philosophy 
takes time. 
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tices identified here, our research has 
found variation in implementation 
of these practices within and across 
classrooms. We observed how chang-
ing from a direct instruction teach-
ing philosophy (for example, lectures, 
individual student learning, right or 
wrong answers) to an inquiry- and eq-
uity-based teaching philosophy takes 
time. The critical supports for teachers 
include: a curriculum and accompany-
ing professional development program 
that have inquiry and equity practices 
as the foundation; in-classroom coach-
ing and mentoring; and a strong and 
vibrant teacher professional develop-
ment learning community. See http://
www.exploringcs.org.

The world desperately needs diverse 
perspectives to be present at the design 
tables. Our mission of democratizing 
K–12 CS knowledge requires making 
this subject accessible for all students, 
especially those who have been tradi-
tionally underrepresented in the field, 
whether they intend to become a com-
puter scientist or not. As most profes-
sions and fields are now being trans-
formed by computer science, students 
who have this knowledge have a jump 
start into multiple careers or academic 
pathways. These opportunities and 
contributions must not be reserved for 
only a narrow band of students with 
“preparatory privilege” that includes 
family resources, parental knowledge, 
and learning venues. This is why we ad-
vocate for computer science learning 
for all students.  
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work, and in-depth whole class discus-
sions.

 ˲ Connecting computer science con-
cepts to students’ prior knowledge.

 ˲ Employing journal writing, some-
times as a tool for metacognitive re-
flection. 

Equity Practices. Especially in com-
puter science, and other fields that 
suffer from underrepresentation of fe-
males, students of color, and students 
with disabilities, an array of equitable 
teaching practices are necessary to 
make the classroom a welcoming and 
enriching learning environment for 
all students. The equity-based prac-
tices identified in the ECS classrooms 
include: 

 ˲ Using culturally responsive and 
student-centered teaching that makes 
computer science learning relevant to 
students’ personal experiences and 
out-of-school knowledge. 

 ˲ Incorporating students’ cultures 
and out-of-school knowledge as assets 
instead of deficits.

 ˲ Connecting classroom learning 
to the sociopolitical contexts and is-
sues relevant to students and their 
communities.

 ˲ Developing caring and respectful 
relationships with students.

 ˲ Engaging in ongoing reflection 
about their own and students’ belief 
systems about who can excel in com-
puter science. It is not uncommon for 
students and teachers alike to enter a 
computer science classroom with ste-
reotypical notions about who will enjoy 
and/or do well in the course. 

 ˲ Maintaining high expectations for 
all students that counter stereotypes 
about who should excel in computer 
science.

 ˲ Differentiating learning for diverse 
learning styles, English language learn-
ers, and students with disabilities.

 ˲ Creating opportunities for stu-
dents to broaden participation in 
computing outside of the classroom 
through internships, community col-
lege courses, and summer programs.

These findings support research on 
science learning for traditionally un-
derrepresented students that shows 
how engagement with the material is 
facilitated and learning is deepened 
when the practices of the field are rec-
reated in “locally meaningful ways” 
and the field is presented in a way that 

“allows youth to express who they are 
and want to be in ways that meaning-
fully blends their social worlds with the 
world of science.”3 

These empirical findings also con-
tribute to the framework of culturally 
responsive computing education as 
outlined by Eglash, Gilbert, and Fos-
ter recently in Communications.2 The 
instructional design and pedagogy 
of these ECS classrooms, which pur-
posefully combined cultural and com-
putational practices, led to increased 
engagement and interest in computer 
science for students who historically 
have not had access to computing 
knowledge. 

What Are the Implications  
for CS Educational Reform?
As there is increased recognition of the 
importance of K–12 computer science 
education, the issues associated with 
implementation are no longer a dis-
tant concern. In particular, the CS10K 
community (supporting the mission of 
building 10,000 U.S. teachers to teach 
high school computer science) is con-
sidering such questions as: When we 
recruit teachers to teach computer sci-
ence, what are the qualities we hope 
to recruit? How important is content 
and pedagogical knowledge? Likewise, 
these findings have implications for 
teacher education and professional 
development planning. How do we de-
sign course pathways for pre-service 
computer science teachers? What 
should be the focus of professional 
development? What knowledge and 
skill sets are needed for facilitators of 
professional development? How do we 
best support a teacher corps strong in 
the most effective practices for broad-
ening participation in computing?  

In addition to the teaching prac-

The world 
desperately needs 
diverse perspectives 
to be present at  
the design tables.
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Viewpoint 
Structural Challenges 
and the Need to Adapt  
Broadening the conversation about scholars and scholarship  
in computing and information research. 

The first scholars in an emerging field, 
even as they seek to create the early ca-
nonical work, often bring an interdis-
ciplinary orientation to their thought. 
In such cases, they came from and 
were trained in other fields and bring 
diverse ways of asking scientific ques-
tions and doing scientific work. Over 
time the infusion of interdisciplinary 
perspectives can dissipate as those 
who created the field build the first de-
partments, train the next generation of 
researchers, and award Ph.D.’s to ind-
dividuals who, in turn, train the second 
generation of young researchers, and 
so on. The movement often tends away 
from an interdisciplinary orientation 

A
T K E Y  J UNCTURES  in the 
course of a field’s evolu-
tion adjustments may be 
needed to stimulate and 
sustain rich, vital schol-

arship. In this Viewpoint, I will argue 
that the field of computing and infor-
mation research is at just such a junc-
ture and that structural changes are 
needed to ensure the field’s ongoing 
health. Recently, Communications con-
tributors and others have engaged in 
a discussion around issues related to 
the publication culture in computing 
research and its effects on the field.1,3,6 
That discussion responds in part to a 
shift in the late 1990s within the main 
computing archival publication format 
away from journal publications with 
variable-page lengths, rolling submis-
sions, and multiple review cycles to 
conference proceedings with typically 
10–15 page limits, set deadlines, and 
minimal review cycles.4 Here, I seek 
to broaden the conversation to one 
that foregrounds the question: How 
do we—as a field and as individual re-
searchers—create robust new scientif-
ic and engineering knowledge? Related 
conversations that concern depth and 
rigor of scholarship, individual career 
trajectories, publication, authorship 
norms, reporting of primary data and 
results, creation and deployment of ar-
tifacts, evaluation criteria, and others, 
follow from this central question.

To place my comments in perspec-
tive, step back to consider a few general 
observations about the development of 

any young field in relation to the devel-
opment of the intellectual lifespans of 
individual scholars within that field. 
A new field by definition emerges and 
takes shape out of one or more exist-
ing fields.a At the onset, there are likely 
a host of new research questions and 
opportunities. Early in a field’s his-
tory, there may be relatively little prior 
work to build directly upon; and more 
work is likely to be the first of its kind. 

a For computing and information research 
this transition occurred during the 1950s and 
1960s stemming from the fields of electrical 
engineering, information theory, mathemat-
ics, and so on.
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3. Scope and Depth of Research 
Questions. A field defines itself by the 
questions that it asks. Here, again, the 
current publication culture can be felt. 
Whereas the relatively fast conference 
publication cycle of shorter papers 
could lead to more concise reporting 
of results, it may also lead research-
ers to pose questions that can be an-
swered more readily within 15 pages 
or less.b Such papers may also fare 
better in the review process as they 
can be contained and dealt with more 
fully within the page limits. Granted, 
some large(r) meaningful questions 
and results can be expressed and de-
fended concisely, particularly in those 
subfields that express ideas in precise 
mathematical notation. Still other 
meaningful questions are of smaller 
scope. These should be pursued. How-
ever, the undue broader influence of 
the current conference publication cy-
cle on the scope and depth of research 
questions needs to be investigated 
and addressed.

4. Synthesis and Theory Building. 
Synthesis and theory buildingc are two 
tools for making sense of vast amounts 
of individual units of knowledge and, 
reciprocally, providing direction for 
subsequent investigations. They pro-
vide a means for taking up big(ger) 
ideas, working them out in large(r) 
ways, and sustained intellectual dia-
logue. While valuable at any point 
in a field’s development, these tools 
become essential as a field matures, 
subdivides, and accumulates large 
numbers of seemingly unconnected 
research findings. For example, both 
in human-computer interaction and 
in computer security there are literally 
hundreds of studies that engage priva-
cy on some dimension; yet we see few 
analyses that bring these literatures 
together and offer overarching inter-
pretations and synthesis of the results. 
In some subfields of computing and 
information research there are few out-

b There is more to be said about the impact of 
publication pace on the scope and depth of re-
search (including the conference publication 
cycle and the duration and expectations of 
industry summer internships), however, given 
space limitations that discussion is beyond 
the scope of this Viewpoint.

c I use the terms “theory” and “theory building” 
broadly to refer to a wide range of mathemati-
cal and social scientific activity.

and toward developing the new field’s 
distinctive culture and norms.

As a field continues to mature and 
research accumulates, the need for 
synthetic, integrative activities emerg-
es. Substantive contributions that are 
truly novel may be less frequent and 
may require even greater ingenuity. 
The sequence described here is not 
uncommon for young fields and com-
puting and information research is no 
exception. These and other factors con-
verge in important and complex ways 
in our field such that the time is right 
to revisit some of the processes and 
norms that have evolved and consider 
adjustments. Such adjustments shape 
and enable continued strong growth.

Toward that end, in this Viewpoint 
I articulate seven structural challenges 
to the field’s vitality and capacity for 
knowledge creation, and point briefly 
to the potential for practices and in-
centives within the field to act as con-
structive forces while simultaneously 
carefully attending to managing the 
transition, particularly where the ca-
reers of young scholars could be at risk.

Seven Structural Challenges 
to Vibrant Scholarship
Each of the structural challenges hy-
pothesized and discussed here bear in 
important ways on the kinds of scien-
tific questions that we ask as well as on 
the kind of research we conduct and 
report in response to those questions.

1. Building on Prior Work. Knowl-
edge advances in part by building 
upon, extending, or reacting against 
earlier ideas. The field profits when 
researchers acknowledge and make 
explicit how their new ideas and find-
ings stand in relation to what previ-
ously was understood. Doing so typi-
cally requires time and space. Time 
to think through those connections 
and space in publication venues to re-
port on them. A significant majority of 
subfields in computing and informa-
tion science and engineering currently 
place an emphasis on conference pro-
ceedings with comparatively short pa-
pers as the predominant publication 
venue. One significant consequence of 
this emphasis: there simply may not be 
enough space to report substantively 
on how one built on prior work. Given 
the constraints of page length, prior-
ity reasonably must be for reporting 

the contributions and results of the 
new work. Furthermore, and in part 
because research results typically are 
reported in small(er) pieces, finding 
let alone exploring and developing the 
linkages across problem domains and 
subfields may be difficult if not impos-
sible. At the individual level, research-
ers are no longer as readily account-
able for the hard work of making and 
elaborating on explicit connections 
between prior scholarship and the 
ways in which their new contributions 
complement, extend, differ from, or 
challenge it. At the field level, continu-
ity and coherence of research suffers. 
Over time, the larger development of 
knowledge may slip from view.

2. Methodological Robustness. Re-
search findings and outcomes have 
meaning in context: when we know 
how and under what conditions they 
were generated.  Only then are we po-
sitioned as individual scholars and 
as a field to judge their novelty, rigor, 
and, of equal importance, their limi-
tations. Here, too, shorter publication 
lengths may have taken their toll. The 
robust reporting of method requires 
space to substantively convey enough 
details so that reviewers can evaluate 
the work’s appropriateness and qual-
ity; near-term readers of publications 
can understand the results in context 
in order to use, apply, replicate, extend, 
or refute them; and readers in a farther 
future can understand the historical 
development of methods and ideas 
within the field. All of the above are at 
risk. Moreover, and perhaps most trou-
bling, as researchers have implicitly 
become less accountable for reporting 
method robustly, there can be a corre-
sponding tendency for methodological 
approaches to become less rigorous.

As a field continues  
to mature and  
research accumulates,  
the need for  
synthetic, integrative 
activities emerges.
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lets for such work. Moreover and again 
depending on subfield, such contribu-
tions tend to carry limited weight in 
the tenure and promotion process. The 
skills to produce these sorts of quality 
components take sustained effort to 
develop, are rarely taught explicitly to 
younger scholars, and currently often 
go largely unrewarded. 

5. Interdisciplinary Work: Author-
ship Norms and Reporting of Primary 
Results. Mature and maturing fields 
require a steady influx of new ideas 
to sustain innovation and vitality. In-
terdisciplinary work is one such well-
spring. At intellectual boundaries, 
established constructs encounter al-
ternative paradigms and familiar prob-
lems, new methods, and tools, from 
which, in turn, new problems (and 
solutions) emerge. More generally, di-
verse ways of thinking inspire creativ-
ity and imagination. That said, con-
ducting interdisciplinary work is not 
without its challenges. Two, among 
the many, pertain to publishing inter-
disciplinary work and are notable for 
the ethical quandaries into which they 
can inadvertently thrust researchers: 
authorship norms and publication 
of primary results. With regard to au-
thorship, diverse fields (and even sub-
fields) may have distinct and at times 
conflicting norms for assigning credit 
for intellectual contribution.d Given 
such conflicts, restructuring author-
ship norms for interdisciplinary work 
is critical if interdisciplinary work and 
the scholars who undertake it are to be 
positioned to thrive. 

A similar challenge concerns the 
publication of primary results. Current 
ethical conventions around scientific 
publishing prohibit publishing primary 
results more than once. Those engaged 
in interdisciplinary work must choose 
either between violating that ethical 

d To clarify the dilemma, consider this real ex-
ample: in one field the authorship expectation 
is “students first, followed by faculty” (as is 
common in some sub-fields in computing and 
information research) and in another field 
“the order of authorship credit should accu-
rately reflect the relative contributions of per-
sons involved” (as is the rule in psychology5); 
given a faculty member who is the intellectual 
lead for an interdisciplinary team comprised 
of students and faculty from different dis-
ciplines, appropriately following one field’s 
norm for authorship order necessarily would 
violate that of the other, and vice versa.

norm or inadequately publishing to 
all the relevant research communities 
the primary results. Moreover, the lat-
ter choice means that over time, inad-
vertent and unintentional biases could 
emerge such that some fields are not di-
rectly made aware or given access to pri-
mary results within the expected com-
munication (for example, publication) 
venues of their field. From the perspec-
tive of those research communities, it 
can be as if the research was not con-
ducted at all. There, too, lies a certain 
sort of ethical failing. Underlying both 
of these challenges are our understand-
ings of ethical scientific practice and 
the fact that with interdisciplinary work 
done well there is no meaningful way 
to speak of a primary discipline. To be 
sure, solutions to these challenges must 
reach beyond the computing and infor-
mation research community into the 
other sciences and potentially further.

6. Solid Scholarship and Rarity of 
Innovation. By and large, most re-
search in mature fields contributes 
incremental new knowledge that fills 
in gaps and tests the boundaries of 
established ideas. What we might call 
interesting solid work. Every now and 
then, truly new ideas are advanced 
that result in paradigm shifts, ques-
tion previously accepted foundational 
knowledge, or provide radically new 
ways of thinking. This work is truly 
novel and innovative. And, if we are 
honest, quite rare. Both types of ac-
tivities are important and comple-
mentary. That said, hiring and tenure 
committees at first tier universities by 
and large privilege novelty. In effect, 
these committees ask young scholars: 
“What new thing have you done? What 
new field (or subfield or sub-subfield) 
have you created?” Such criteria have 
at least two unintended consequenc-
es: they both encourage or even reward 
researchers who take familiar ideas 
adjusted slightly and rename them 
as new ideas, and they undervalue or 
even penalize researchers who build 
in deep ways on prior work and appro-
priately acknowledge that intellectual 
legacy. Occasionally, of course, there 
will be entirely new inventions and sig-
nificant breakthroughs, and these will 
need to be recognized as such.

7. Growth of a Scholar. Not only 
does a field mature but so, too, do the 
individual scholars whose efforts lead 
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to that field’s ongoing vitality and de-
velopment. Moreover, experience mat-
ters. Yet, I observe that—through com-
plex forces and pressures within the 
field’s ecosystem—less experienced 
researchers often prematurely take on 
key intellectual leadership roles (for 
example, graduate students now typi-
cally present the majority of papers at 
conferences and in some subfields 
act as reviewers for major conferences 
and journals), and increasingly frame 
research questions and even major 
research programs. My point is not 
to suggest disallowing any of the ac-
tivities mentioned here for less-expe-
rienced researchers but that currently 
the balance is skewed. In short, we fail 
to adequately nurture the less-expe-
rienced researcher or to provide time 
and space for intellectual maturation; 
and correspondingly we erode oppor-
tunities for the type of substantive in-
tellectual contributions that can come 
from more seasoned researchers. 

Cultivating Adaptations: 
Toward a (More) Vibrant 
Scholarly Ecosystem
Exactly how to adapt current practices 
and incentives in the field to address 
the structural issues identified in this 
Viewpoint remains an open question. 
At a minimum, we can expect to en-
gage the norms and expectations that 
underlie research and scholarship. For 
example, the current trend to produce 
many small(er) publications could be 
reversed with policies and incentives 
that reward a smaller number of stron-
ger publications. Indeed, and in part in 
response to these and related issues, 
in the U.S. we have seen a recent policy 
change at the National Science Foun-

dation that now limits the number of 
proposal submissions for some pro-
grams to two per year for each Princi-
pal Investigator. This policy and others 
like it could serve to incentivize writing 
a smaller number of stronger propos-
als. Other practices and incentives will 
need to value building substantively on 
prior work; recognize solid intellectual 
development (without requiring all or 
even most researchers to invent new 
subfields or coin new terms); and re-
ward synthesis and theory building. For 
interdisciplinary work, we will need to 
rethink and clarify norms for crediting 
intellectual contribution and author-
ship as well as for the primary publica-
tion of results. Critical to all of this is 
the need to revisit the balance and dis-
tribution of activities among more and 
less experienced researchers. Of course, 
each of these will need to be carefully 
thought through and debated within 
the community (and for those aspects 
tied to interdisciplinary research with-
in the broader scientific community).

Biologists warn us that in shift-
ing ecosystems, those who were well 
adapted to one environment may be at 
risk in another.2 So, too, when there are 
significant shifts in a social ecosystem, 
such as those of the scope advocated for 
here. Even as we adapt norms, expecta-
tions, and practices to sustain and con-
tinue to evolve the field, we will need to 
attend to the careers of talented young 
researchers who will need to navigate 
that transition. In particular, the kind of 
changes discussed here will have teeth 
when hiring and promotion and ten-
ure committees correspondingly shift 
their evaluation criteria to, for example, 
emphasize a smaller coherent body of 
more substantive publications. Thus, 
faculty mentoring Ph.D. students and 
new Ph.D.’s as well as hiring committees 
and tenure and promotion committees 
will need to be alert to the transition and 
its implications for the scholars they are 
mentoring and evaluating.

As with any dynamic ecosystem, the 
computing and information research 
field does not have the possibility of 
remaining static. In the normal course 
of events, as some aspects of the field 
change—with the accumulation of 
new knowledge, training of younger 
researchers, and shifts in publication 
modes—others will need to be adjust-
ed in response. Moreover, at key junc-

tures dynamic systems may require 
critical, intentional adjustments to en-
sure their ongoing viability and vibran-
cy. I have argued that this is just such 
a moment for the field, if we are to en-
sure the field’s ongoing ability to gen-
erate new, transformative knowledge; 
ensure deep scholarship; and sustain 
impact. That said, perturbing any 
functioning ecosystem is risky busi-
ness. A small adjustment in one area 
may have far reaching effects, some or 
many of which may be unanticipated. 
Thus, changes will need to be consid-
ered carefully, managed over time, and 
refined (readjusted) as they unfold. As 
a community, we must proceed both 
boldly to ensure great scholarship and 
continuing impact and with alertness 
so as to minimize harm to the next gen-
eration that will carry the field forward. 

Admittedly, this Viewpoint is just 
that. Each of the challenges I have ar-
ticulated could be the subject of a seri-
ous, deep analysis. That would be an 
excellent next step. Moreover, I have 
refrained from suggesting specific 
solutions, as I believe those need to 
come from the community as a result 
of thoughtful process and debate. It is 
my hope this Viewpoint continues and 
deepens the conversation about these 
and related issues. 
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Viewpoint  
Licensing Professional 
Software Engineers: 
Seize the Opportunity 
Professional organizations should be in the forefront of the ongoing 
discussion about licensing professional software engineers. 

dress these challenges from within the 
community of licensed professional 
engineers. 

I will not revisit the pros and cons 
of licensure—as noted, there is ample 
literature on that—and whatever your 
feelings, licensing of certain software 
engineers is now mandatory in 40 
states in the U.S. and other states will 

I
N  H I S  J U LY  2013 Communica-
tions column, ACM President 
Vint Cerf revisited the contro-
versy of licensing professional 
software engineers in the U.S. 

This issue has been one that divides 
the profession since reasonable cases 
can be made both pro and con. Of-
ficially, ACM has opposed and IEEE 
has supported such licensure. Even 
within both organizations, though, 
there is substantial support and op-
position.1–3,5 I think President Cerf 
was right in suggesting that, because 
of the dramatic growth in interacting 
software in both devices and in appli-
cations that significantly impact peo-
ples’ lives, and more importantly, be-
cause licensing is happening, we have 
reached a tipping point. 

I am a longtime (more than 25 
years) member of both the ACM and 
IEEE and I chair the committee that 
developed and maintains the licens-
ing exam for use by the states. I have 
also been involved in helping states’ 
licensing boards deal with the issues 
of operationalizing the licensing pro-
cess. Even so, I have been no longtime 
supporter of licensing software engi-
neers—I wrote against it as recently 
as 2005, noting the many challenges.5 
But two things changed my mind. The 
first was a book about the tumultu-
ous history of implementing medical 
licensing in the U.S.8—a history that 

in many ways parallels that for licens-
ing software engineers. The second 
involved deep conversations with Den-
nis Frailey and Don Bagert, who have 
written in support of licensing certain 
software engineers for many years. I 
became convinced it was necessary to 
move forward with the licensing pro-
cess and to be involved in helping ad-
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likely follow. Instead, I would like to 
briefly recap the current situation, 
describe some of the implementation 
challenges, and then suggest ACM and 
its members should be more involved. 

The opinions expressed here are my 
own and represent no other entity with 
which I am affiliated. 

Current Situation 
States license engineers who work 
on systems in which failure could ad-
versely affect the health, safety, and 
welfare of the public and who offer 
their services directly to the public. 

Generally, the requirements for li-
censure as a professional software en-
gineer are: 

 ˲ Holding a bachelor’s degree in 
software engineering from an ABET-
accredited program.

 ˲ Passing the Fundamentals of En-
gineering (FE) exam. 

 ˲ Having applicable work experi-
ence (typically, at least four years) un-
der the supervision of a licensed pro-
fessional engineer (PE). 

 ˲ Passing the Principles and Prac-
tices of Software Engineering (P&P) 
exam. 

In addition, evidence of good moral 
character is needed and most states 
require continuing education to re-
tain licensure. These requirements 
vary between states—usually pertain-
ing to years of education, the nature 
of work experience, industrial exemp-
tion rules, and alternative paths to li-
censure. 

My volunteer committee developed 
the P&P exam. The development ef-
fort was supported by a consortium 
of non-profit entities including The 
National Society of Professional Engi-
neers, The Texas Board of Professional 
Engineers, and IEEE (through its U.S. 
Board and Computer Society). The 
National Council of Examiners of En-
gineers and Surveyors (NCEES) is the 
non-profit organization that oversees 
all exam development and administra-
tion for the state boards. Several exam 
development committee members are 
ACM members, though they were act-
ing privately. A discussion of the exam 
development process can be found in 
Laplante.6 

In April 2013, the first Principals 
and Practices exam was offered. 
Twelve individuals took that exam and 

six passed the exam. It is likely the low 
number of examinees was because the 
FE exam must be passed before the 
P&P exam can be taken. 

The FE exam comprises 180 mul-
tiple-choice questions and it is this 
exam that seems to cause the most re-
sistance and fear when I discuss licens-
ing. The morning session is the same 
for all engineering disciplines—120 
questions in mathematics, probability 
and statistics, chemistry, computers, 
ethics, business practice, econom-
ics, mechanics, strength of materials, 
material properties, fluid mechanics, 
electricity and magnetism, and ther-
modynamics. Software engineers take 
the same afternoon exam as electrical 
and computer engineers. This exam 
comprises 60 questions covering cir-
cuits, power, electromagnetics, con-
trol systems, communications, signal 
processing, electronics, digital sys-
tems, and computer systems. 

Most of the afternoon topics would 
be learned by a student in an ABET-
accredited software engineering 
program (there are 21 in the U.S.) or 
computer science program. Some of 
the morning session topics, however, 
would not normally be seen by such 
students. Still, one can think of cir-
cumstances where the concepts of ma-
terial properties, fluid mechanics, and 
thermodynamics would be relevant to 
a software engineer working on water 
treatment, power generation and dis-
tribution, or road and railway systems. 
Besides, these areas represent a small 
fraction of the test and can be studied 
independently through review cours-
es. The FE exam was recently revised 
by NCEES and will continue to evolve 
to more accurately reflect the widen-
ing differences in the ABET engineer-
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in the discussion to encourage state 
boards to intelligently expand the ex-
emptions. 

Implementation Issues 
Complex implementation issues still 
need to be resolved. One important is-
sue is in defining the “penumbra,” that 
is, to which systems should licensure 
statutes apply? Other questions in-
clude: how do we treat the chain of in-
teractions, custody and responsibility 
for interacting systems; what roles can 
licensed professional engineers play; 
what artifacts should be sealed by the 
PE; and what roles can non-PE software 
professionals play? These questions 
must be answered in a comprehensive 
and consistent way across states. These 
issues existed in other licensed engi-
neering disciplines and the answers 
have emerged with time and experi-
ence. 

Another unresolved issue, which is 
common to licensing of all engineer-
ing disciplines, is international recog-
nition. There are some agreements in 
place that can act as building blocks, 
but there is no uniformity in how state 
boards treat licensed professionals 
from other countries and how other 
countries recognize U.S. licensed engi-
neers.4 ACM and its members can help 
in addressing these challenges. 

Going Forward 
Wherever there are challenges there 
are opportunities. Several companies 
are seeking licensure of their software 
engineers as a competitive advantage; 
individuals can do the same. Given the 
way licensing statutes are currently 
interpreted, I believe a very small per-

centage of software professionals will 
have to be licensed. Most electrical 
and mechanical engineers are not li-
censed, nor need to be, yet the path to 
licensure exists for them. 

For those who are working on sys-
tems that will be within the penumbra, 
licensing will be mandatory. In these 
cases, whatever their career starting 
point, I can suggest a path to licensure. 
It might mean taking a review course 
or two, or it might mean completing a 
degree. In some cases it might mean 
petitioning a board for an exemption. 
Ironically, I have discovered that some 
people who object to licensing soft-
ware engineers probably do not need 
to be licensed, or would be able to be 
licensed if only they would take the 
tests or petition their state board for 
an accommodation. 

State professional engineer licens-
ing boards, which are generally popu-
lated by civil engineers, need help 
understanding software implementa-
tion, understanding the penumbra, 
developing alternative paths to licen-
sure, creating grandfathering criteria, 
and refining the set of industrial ex-
emptions. It is the difficulties in ad-
dressing these issues that are the usual 
basis of the case against licensing. But 
licensing is a reality and professional 
organizations such as ACM, ASQ, and 
IEEE, should take the lead in helping 
state boards answer these questions. 
Otherwise lawyers, lobbyists, and en-
gineers of other disciplines will influ-
ence the rulemaking.  
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ing programs. Here is an opportunity 
for software professionals and faculty 
to seek licensure and work to reform 
the FE exam and the ABET software 
engineering degree. 

Alternate Paths and 
Industrial Exemption 
Some state boards will waive certain 
requirements, such as those related to 
education and experience, or provide 
for alternative satisfaction. For exam-
ple, many board policies allow for trad-
ing education for experience and vice 
versa, say, holding a relevant master’s 
degree could count for one year of ex-
perience; a Ph.D. could count for two 
years of experience. Additional years 
of experience could mitigate holding 
a non-ABET accredited degree in soft-
ware engineering or a related degree 
(such as computer science), an unre-
lated degree, an associate’s degree, or 
no degree at all. In certain cases “rec-
ognized standing” can be used to peti-
tion boards for licensure or exemption 
from certain criteria. An opportunity 
exists for ACM to lobby state boards to 
accept a broad set of degrees (for ex-
ample, computer science, mathemat-
ics, information systems) as relevant, 
award credit for certain professional 
certifications, and to introduce or ex-
pand grandfathering criteria. 

Many states have “industrial ex-
emptions” that allow the practice 
of engineering without licensure in 
such areas as electrical or telecom-
munications utilities, and businesses 
that manufacture a product. Recently, 
NCEES convened a group to study how 
states deal with these exemptions. The 
group found that “few states actually 
exempt many categories of engineers 
from licensure. For example, engi-
neering faculty are specifically exempt 
in just a handful of jurisdictions. State 
and local government agencies are ex-
empt from engineering licensure in 
only one jurisdiction. Public utilities 
are specified in only 11 jurisdictions.”7 
The group further recommended that 
state boards be encouraged to re-
duce the number of exemptions. The 
NCEES recommendation presents a 
threat—narrowing the list of exemp-
tions will increase the number of pro-
fessionals who need to be licensed. 
But this is also an opportunity for the 
ACM and its members to be involved 
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success

•  Free access to a content library of the best 
career articles compiled from hundreds of 
sources, and much more!
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A third member secretly watches to 
make sure the first two do not commu-
nicate in any way, relying only on trust 
to keep tragedy at bay.

Whom you trust, what you trust 
them with, and how much you trust 
them are at the center of the Internet 
today, as well as every other aspect of 
your technological life.

Here is an experiment to try. Take 
walks in various mixed-use neighbor-
hoods with a variety of residences and 
businesses. Walk in the daytime, be-
fore and after lunch. Walk in the night-
time, at the height of the evening ac-
tivities. Walk late at night, after most 
things have shut down. With each out-
ing, put yourself in a security mind-
set—which is to say, look with the eyes 
of a thief and notice what you see.

During the day, for example, at 
busy sidewalk cafes, do people reserve 
outdoor tables by placing their pos-
sessions on the table and then going 
inside to order? Do they use their gro-
cery bags for this? Their car and house 
keys? Their wallets?

Late at night, are those same tables 
and chairs stacked outside or inside? 
Are they chained together? Are the 
chains lightweight or substantial? 

Do the neghborhood home have 
porch furniture or lawn tools visible 
from the street? Are they locked up? 
Do you see bars on the windows of the 
homes? Are the family cars parked out-
side? Do they have steering-wheel locks? 

Do postal workers or delivery ser-
vices leave packages unattended by 
the front doors of houses? Are bun-
dles of newspapers and magazines 
left in front of newsstands before 
they open? 

These observations, and many 
more, are flags for the implicit lev-
els of trust that people have in their 
neighbors and neighborhoods. The 
people themselves may not even think 
of these things. They may leave things 
on their porches, perhaps accidental-
ly, and nothing bad happens, so they 
do not worry if it happens again. After 
a while, it becomes something they do 
not even notice they do.

IN  HIS NOVEL The Diamond Age,5 Neal Stephenson 
describes a constructed society (called a phyle) based 
on extreme trust in one’s fellow members. One of 
the membership requirements is that, from time to 
time, each member is called upon to undertake tasks 
to reinforce that trust. For example, a phyle member 
might be told to go to a particular location at the top 
of a cliff at a specific time, where he will find bungee 
cords with ankle harnesses attached. The other ends 
of the cords trail off into the bushes. At the appointed 
time he is to fasten the harnesses to his ankles and 
jump off the cliff. He has to trust the unseen fellow 
phyle member who was assigned the job of securing 
the other end of the bungee to a stout tree actually did 
his job; otherwise, he will plummet to his death.

Who 
Must You 
Trust?
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Whatever 
components or 
services you 
choose, consider 
how they have 
been tested for 
trustworthiness.

Heartbleed
In spring 2014, a bug in the open 
source package OpenSSL became 
widely known. Known as Heartbleed 
(http://heartbleed.com), the bug had 
been present for some time, and may 
have been known by some, but the 
full disclosure of the problem in the 
OpenSSL package came to the public’s 
attention only recently. OpenSSL had 
been reviewed by many experts and 
had been a well-used and trusted part 
of the Internet ecosystem until that 
point. As of this writing, there is no evi-
dence suggesting any cause other than 
a programming error on the part of an 
OpenSSL contributor.

On the morning before the Heart-
bleed bug was made public, few 
people were familiar with OpenSSL 
and hardly gave the functions it pro-
vided a second thought. Those who 
knew of it often had a strong level of 
trust in it. By the end of the day, that 
had all changed. Systems administra-
tors and companies of all sizes were 
scrambling to contain the problem. In 
just a few days, this obscure piece of 
specialized software was at the top of 
the news cycle, and strangers—sitting 
in outdoor cafes at tables they had re-
served with their house and car keys—
were discussing it in the same tones 
with which they might have discussed 
other catastrophes.

Systems Administrators
At the heart of everything that works 
on the Internet are systems adminis-
trators. Sometimes they are skilled ex-
perts, sometimes low paid and poorly 
trained, sometimes volunteers of 
known or unknown provenance. Often 
they work long, unappreciated hours 
fixing problems behind the scenes or 
ones that are all too visible. They have 
access to systems that goes beyond that 
of regular users. 

One such systems administrator 
worked for the National Security Agency. 
His name is Edward Snowden. You prob-
ably know more about him now than 
you ever expected to know about any sys 
admin, even if you are one yourself.

Another less familiar name is Terry 
Childs,3,7 a network administrator for 
the city of San Francisco, who was ar-
rested in 2008 for refusing to divulge 
the administrative passwords for the 
city’s FiberWAN network.

This network formed the core of 
many city services. According to re-
ports, Childs, a highly qualified and 
certified network engineer, was very 
possessive of the city’s network, having 
designed and implemented much of it 
himself—perhaps too possessive, as he 
became the sole administrator of the 
network, claiming not to trust his col-
leagues’ abilities. He allowed himself 
to be on-call 24/7, year-round, rather 
than delegate access to those he con-
sidered less qualified.

After an argument with a new boss 
who wanted to audit the network 
against Childs’ wishes, the city’s CIO 
demanded that Childs provide the ad-
ministrative credentials to the Fiber-
WAN. Childs refused, which led to his 
arrest. His supervisors claimed he was 
crazy and wanted to damage the net-
work. Childs claimed he did not want 
to provide sensitive access credentials 
to unqualified individuals who might 
damage “his” network. 

In 2010, Childs was found guilty of 
felony network tampering and sen-
tenced to four years in prison and $1.5 
million in restitution for the costs the 
city incurred in regaining control of 
the network. An appeals court upheld 
the verdict. 

Was Childs a fanatic, holding on 
too tight for his own good, or a highly 
responsible network admin who would 
not allow his network to be misman-
aged by people he considered to be in-
competent? His case brings up these 
questions:

 ˲ Could something like this hap-
pen at your enterprise? How would you 
know this problem was developing, be-
fore it became a serious problem?

 ˲ What safeguards do you have in 
place to prevent a single-point concen-
tration of power like this?

 ˲ What would you do if your organi-
zation found itself in this situation?

Who Must You Trust?
Some people dream of going back to 
nature and living apart from the rest 
of humanity. They will build their own 
cabins, grow or raise their own food, 
and live entirely off infrastructure they 
have built with their own two hands 
and a trusty axe. But who made that 
axe? Even if you can make a hand-
chipped flint axe from local materials, 
it is far from “trusty,” and the amount 

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=44&exitLink=http%3A%2F%2Fheartbleed.com
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of wood you can cut with a flint axe 
pales in comparison to what you can 
cut with a modern steel axe. So if you 
go into the woods with a modern axe, 
can you truly say you are independent 
of the world?

If you work on the Internet, or pro-
vide some service to the Internet, you 
have a similar problem. You cannot 
write all of the code if you intend to 
provide a modern and useful network 
service. Network stacks, disk drivers, 
Web servers, schedulers, interrupt 
handlers, operating systems, compil-
ers, software-development environ-
ments, and all the other layers needed 
to run even a simple Web server have 
evolved over many years. To reinvent 
it all from the specifications, without 
using other people’s code anywhere in 
the process, is not a task for the faint-
hearted. More importantly, you could 
not trust it completely even if you did 
write it all. You would be forever test-
ing and fixing bugs before you were 
able to serve a single packet, let alone 
a simple Web page.

Neither can you build all of the hard-
ware you run that service on. The layers 
of tools needed to build even a simple 
transistor are daunting, let alone the 
layers on top of that needed to build a 
microprocessor. Nor can you can build 
your own Internet to host it. You have 
to trust some of the infrastructure 
necessary to provide that service. But 
which pieces?

How Much Do You Need to Trust?
To determine how far your trust needs 
to extend, start with an evaluation of 
your service and the consequences of 
compromise. Any interesting service 
will provide some value to its users. 
Many services provide some value to 
their providers. What is valuable about 
your service, and how could that value 
be compromised?

Once you have a handle on these 
questions, you can begin to think 
about the minimum of components 
and services needed to provide such 
a service and which components you 
have to trust. 

Writing your own software can be 
part of this exercise, but consider the 
bulk of security derived from that is 
what is known as “security through 
obscurity.” Attacks will fail because 
attackers do not understand the code 

you have built—or so some think. If 
you choose the path of obscurity as a 
strategy, you are betting that no one 
will show interest in attacking your 
service, that your programmers are 
better than others at writing obscure 
code in a novel way, and that even if the 
code is obscure, it will still be secure 
enough that someone determined to 
break through it will be thwarted. His-
tory has shown these are not good bets 
to make.

Who Is Everybody Else Trusting?
A better approach might be to survey 
the field to see what others in similar 
positions are doing. After all, if most 
of your competitors trust a particular 
software package to be secure, then 
you are all in the same situation if it 
fails. There are variables, of course, be-
cause any software, even the best, can 
be untrustworthy if it is badly installed 
or configured. Furthermore, your com-
petitors might be mistaken.

A variation on this approach is to 
find out which software all of your com-
petitors wish they could use. Moving 
to what they use now could leave you 
one generation behind by the time you 
get it operational. On the other hand, 
moving to one generation ahead could 
leave you open to yet-undetected flaws. 
The skill is in choosing wisely.

How Are Services  
Evaluated for Security?
Whatever components or services you 
choose, consider how they have been 
tested for trustworthiness. Consider 
these principles attributed to Auguste 
Kerckhoffs, a Dutch linguist and cryp-
tographer, in the 19th century:

 ˲ The system should be, if not theo-
retically unbreakable, then unbreak-
able in practice.

 ˲ The design of a system should not 
require secrecy, and compromise of 
the system design should not inconve-
nience the correspondents.

Kerckhoffs was speaking of cipher 
design in cryptosystems, but his two 
principles listed here can be applied to 
many security issues.

When considering components for 
your enterprise, you should ask if they 
live up to Kerckhoffs’ principles. If they 
seem to, who says that they do? This 
is one of the strongest cases for open-
source software. When done properly, 

the quality and security of open-source 
code can rival that of proprietary code.2  

For services you wish to subscribe 
to, consider how often and how thor-
oughly they are audited, and who con-
ducts the audit. Do the service provid-
ers publish the results? Do they allow 
prospective customers to see the re-
sults? Do the results show their flaws 
and describe how they were fixed or re-
mediated, or do they just give an over-
all thumbs-up?

Thinking About  
the Bad Cases First
The legendary Fred Brooks, he of The 
Mythical Man Month,1 famously said: 
“All programmers are optimists.” 
Brooks meant this in terms of the ten-
dency of programmers to think they 
can complete a project faster than it 
will actually take them to do so. But 
as Communications’ own Kode Vicious 
is wont to point out, there is a security 
implication here as well.  Developers 
often code the cases they want to work 
first and, if there is enough time, fill in 
the error-handling code later, if at all.

When you are worried about secu-
rity issues, however, reversing the or-
der of those operations makes a lot of 
sense. If, for example, your application 
requires a cryptographic certificate to 
operate, one of the first issues a secu-
rity programmer should think about is 
how that certificate can be revoked and 
replaced. Selecting certificate vendors 
from that perspective may be a very dif-
ferent proposition from the usual crite-
ria (which is almost always cost). Build-
ing agile infrastructure from the start, 
in which the replacement of a crypto 
cert is straightforward, easy to do, and 
of minimal consequence to the end 
user, points the way toward a process 
for minimizing trust in any one vendor.

Developing an infrastructure that 
makes it easy to swap out certificates 
leads to the next interesting ques-
tion: How will you know when to swap 
out that bad certificate? Perhaps the 
question can be turned around: How 
expensive is it to swap out a certifi-
cate—in money, effort, and customer 
displeasure? If it can be done cheaply, 
quickly, easily, and with no customer 
notice, perhaps it should be done fre-
quently, just in case. If done properly, a 
frequent certificate change would help 
limit the scope of any damage, even if a 
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publicly. Let’s call them “discoverable 
unknowns.” You do not know about 
them now, but you can learn about 
them, either from experience or from 
the experiences of others.

Discoverable unknowns are discov-
erable if and only if you make the effort 
to discover them. The pragmatic way 
to do this is to create an “intelligence 
service” of your own. The Internet is 
full of security resources if you care to 
use them. It is also full of misdirection, 
exaggeration, and egotism about secu-
rity issues. The trick is learning which 
resources are gold and which are fool’s 
gold. That comes with practice and, 
sadly, often at the cost of mistakes both 
big and small.

A prudent, proactive organization 
has staff and budget devoted to acquir-
ing and cultivating security resources. 
These include someone to evaluate 
likely websites, as well as read them 
regularly; subscriptions to information 
services; membership in security orga-
nizations; travel to conferences; and 
general cultivation of good contacts. It 
also includes doing favors for other or-
ganizations in similar situations and, if 
possible, becoming a good citizen and 
participant in the open-source world. 
If you help your friends, they will often 
help you when you need it.

The second type of unknowns can be 
called “unexpected unknowns.” You do 
not know what they are, you do not even 
know for sure that they exist, and you 

problem is not noticed at first. 
But there be dragons here! Some 

might read the previous paragraph 
and think that having certificates that 
expire weekly, for example, eliminates 
the need to monitor the infrastructure 
for problems, or the need to revoke a 
bad certificate. Far from it! All of those 
steps are necessary as well. Security is a 
belt-and-suspenders world.

An infrastructure that is well moni-
tored for known threats is another part 
of the trust equation. If you are confi-
dent your infrastructure and personnel 
will make you aware of certain types 
of problems (or potential problems), 
then you can develop and practice pro-
cedures for handling those problems.

That covers the “known unknowns,” 
as former U.S. Secretary of Defense 
Donald Rumsfeld4 said, but what about 
the “unknown unknowns”? For several 
years Heartbleed was one of these. The 
fault in OpenSSL was present and ex-
ploitable for those who knew of it and 
knew how to do so. As of this writing, 
we do not know for certain if anybody 
did exploit it, but had someone done 
so, the nature of the flaw is such that an 
exploit would have left little or no trace, 
so it is very difficult to know for sure.

There are two major kinds of “un-
known unknowns” to be aware of when 
providing a network service. The first 
are those unknowns you do not know 
about, but somebody else might know 
about and have disclosed or discussed 

are not on the lookout for them specifi-
cally. But you can be on the lookout for 
them in general, by watching the behav-
ior of your network. If you have a way of 
learning the baseline behavior of your 
network, system, or application, you 
can compare that baseline to what the 
system is doing now. This could include 
monitoring servers for unexpected 
processes, unexpected checksums of 
key software, files being created in un-
usual places, unexpected load changes, 
unexpected network or disk activity, 
failed attempts to execute privileged 
programs, or successful attempts that 
are out of the ordinary. For a network, 
you might look for unusual protocols, 
unexpected source or destination IP 
addresses, or unusually high- or low-
traffic profiles. The better you can char-
acterize what your system is supposed 
to be doing, the more easily you can 
detect when it is doing something else.  

Detecting an anomaly is one thing, 
but following up on what you have 
detected is at least as important. In 
the early days of the Internet, Clifford 
Stoll,6 then a graduate student at Law-
rence Berkeley Laboratories in Cali-
fornia, noticed a 75-cent accounting 
error on some computer systems he 
was managing. Many would have ig-
nored it, but it bothered him enough 
to track it down. That investigation 
led, step by step, to the discovery of 
an attacker named Markus Hess, who 
was arrested, tried, and convicted of 
espionage and selling information to 
the Soviet KGB.

Unexpected unknowns might be 
found, if they can be found at all, by 
reactive means. Anomalies must be 
noticed, tracked down, and explained. 
Logs must be read and understood. But 
defenses against known attacks can 
also prevent surprises from unknown 
ones. Minimizing the “attack surface” 
of a network also minimizes the op-
portunities an attacker has for com-
promise. Compartmentalization of 
networks and close characterization of 
regular traffic patterns can help detect 
something out of the ordinary.

What Can You Do?
How can issues of trust be managed in 
a commercial, academic, or industrial 
computing environment?

The single most important thing 
a practitioner can do is to give up the 
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Developing an 
infrastructure 
that makes it 
easy to swap out 
certificates leads  
to the next 
interesting 
question:  
How will you know 
when to swap out 
that bad certificate?

idea that this task will ever be com-
pleted. There is no device to buy, no 
software to install, and no protocol to 
implement that will be a universal an-
swer for all of your trust and security 
requirements. There will never come a 
time when you will be done with it and 
can move on to something else.

Security is a process. It is a martial 
art you can learn to apply by study, 
thought, and constant practice. If you 
do not drill and practice regularly, you 
will get rusty at it, and it will not serve 
you when you need it. Even if you do 
become expert at it, an attacker may 
sometimes overpower you. The bet-
ter you get at the process, however, the 
smaller the number of opponents that 
can do you harm, the less damage they 
can do, and the quicker you can recover.

Here are some basic areas where 
you can apply your efforts.

Know whom you trust and what 
you trust them to do. Though it is an 
overused term, “Web of Trust” is de-
scriptive of what you are building. 
Like any sophisticated construction, 
you should have a plan, a diagram, or 
some other form of enumeration of 
which trust mechanisms are needed 
to support your enterprise. The follow-
ing entities might be on such a plan: 
datacenter provider (power, A/C, LAN); 
telecommunications link vendors; 
hardware vendors; paid software ven-
dors; open source software providers; 
cryptographic certificate suppliers; 
time-source suppliers; systems admin-
istrators; database administrators; 
applications administrators; applica-
tions programmers; applications de-
signers; security engineers.

Of course, mileage may vary, and 
there may be many more entities as 
well. Whatever is on the list you gener-
ate, perform the following exercise for 
each entry: 

 ˲ Determine whom this entity trusts 
to do the job and who trusts this entity.

 ˲ Estimate the consequences if this 
entity were to fail to do the job properly.

 ˲ Estimate the consequences if this 
entity were a bad actor trying to com-
promise the enterprise in some way 
(extract information without authori-
zation, deny service, provide bad infor-
mation to your customers or yourself, 
and so on).

 ˲ Rate each consequence for severity.
Know what you would do if any of 

those entities lost your trust. Now that 
you have a collection of possible ways 
that your enterprise can be affected, 
sorted by severity, you can figure out 
what you would do for each item. This 
can be as simple or complicated as you 
are comfortable with, but remember 
that you are creating a key part of your 
operations handbook, so if your plans 
cannot be turned into actions when 
these circumstances occur, they will 
not be worth much.

Here are some examples of the 
kinds of consequences and actions 
that might be needed:

 ˲ A key open-source package is dis-
covered to have a serious bug and must 
be: replaced with a newer, bug-fixed 
version; replaced with a different pack-
age with the same API; replaced with a 
different package with a different API; 
or mitigated until a fix can be devel-
oped. Your plan should be a good guide 
to handling any of those situations.

 ˲ A key systems administrator has 
been providing network access to a 
potentially unfriendly third party. You 
must: determine the extent of informa-
tion lost (or was your information modi-
fied?); determine if any systems were 
compromised with backdoor access; 
determine which other systems under 
the sys admin might be affected; figure 
out the best way of handling the person-
nel issues (firing, transfer, legal action).

 ˲ A key data center is rendered unus-
able by a disaster or attack. You must: 
shift to a standby reserve location; or 
improvise a backup datacenter.

Practice, practice, practice. Having a 
plan is all very nice, but if it is in a dusty 
file cabinet, or worse yet, on a storage 
volume in a machine that is made un-
available by the very circumstances 
you are planning for, then it does not 
help anybody. Even if the plan is read-
ily available, carrying it out for the first 
time during a crisis is a good way to en-
sure it will not work. 

The best way to make sure that 
your plan is actionable is to practice. 
That means every plan needs to have 
a method of simulation of cause and 
evaluation of result. Sometimes that 
can be as easy as turning off a redun-
dant server and verifying that service 
continues. Others are more complex 
to simulate. Even a tabletop exercise, 
in which people just talk about what is 
needed, is better than never practicing 
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Having a plan  
is all very nice,  
but if it is in a dusty 
file cabinet  
or on a storage 
volume in  
a machine made 
unavailable by  
the very 
circumstances  
you are planning for, 
then it does  
not help anybody.

your contingency plan.
Practice can also take the form of 

regular operations. For example, Heart-
bleed required many service providers 
to revoke and reissue certificates. If 
that is a critical recovery operation for 
your enterprise, then find a way to work 
that procedure into your regular course 
of business, perhaps by revoking and 
reissuing a certificate once a month.

Other operations can also benefit 
from practice, such as restoring a file 
from backups; rebuilding an impor-
tant server; transferring operations to 
a backup datacenter; or verifying the 
availability of backup power and your 
ability to switch over to it.

Set mousetraps. The most impor-
tant step in defending against attack-
ers (or Murphy’s Law) is acquiring the 
knowledge that you have a problem. 
If you understand your trust rela-
tionships—who is trusted with what 
and who is not trusted—then watch-
ing for violations of those relation-
ships will be very instructive. Every 
violation will probably fall into one of 
these categories:

 ˲ An undocumented but legitimate 
trust relationship. This might be sys 
admins doing their assigned work, 
for example, but that work was im-
properly overlooked when building 
the trust map. 

 ˲ A potentially reasonable but un-
considered potential trust relationship 
that must be evaluated and either add-
ed to the trust map or explicitly prohib-
ited—for example, a sys admin doing 
unassigned but necessary work to keep 
a system operational.

 ˲ An unreasonable or illegitimate use.
The only way to know which case it 

is will be to investigate each one and 
modify your trust map accordingly. As 
with all things of this nature, mouse-
traps must be periodically tested to see 
if they still work.

Vet your key people. Trusting a sys-
tems administrator often takes the 
form of management saying to sys ad-
mins, “Here are the keys to everything,” 
followed by more-or-less blind trust 
that those keys would not be abused. 
Or to quote science fiction author Rob-
ert Heinlein: “It’s amazing how much 
mature wisdom resembles being too 
tired.” That sort of blind trust is asking 
for trouble.

On the other hand, tracking sys ad-

mins closely and forcing them to ask 
permission for every privileged opera-
tion they wish to perform can hobble 
an organization. Chances are good that 
both the sys admins and the granters of 
permission will grow tired of this and 
the organization will move back to-
ward blind trust.

A good way to navigate between 
these two rocky shoals is to hire good 
people and treat them well. Almost 
as important is communicating with 
them to reinforce the security and trust 
goals of your organization. If they know 
what must and must not be done and, 
at least in general principle, why those 
constraints are good, then the chances 
are greater they will act appropriately 
in a crunch.

Log what they do. Have somebody 
else review those logs regularly. Good 
people can make mistakes and some-
times even go astray. A regular non-
privileged (in the security sense) em-
ployee should still have a reasonable 
expectation of workplace privacy, but a 
systems administrator should know he 
or she is being watched when perform-
ing sensitive tasks or accessing sensi-
tive resources. In addition, encour-
age sys admins to perform extremely 
sensitive tasks with at least one other 
person of equal or higher clearance 
present. That way, someone else can 
attest the action taken was necessary 
and reasonable.

Wherever possible, log what the sys 
admins do with their privileges and 
have a third party review those logs 
regularly for anomalies. The third party 
should be distant enough from the sys-
tems administrators or other employ-
ees given trusted access so that no per-
sonal or professional relationships will 
obscure the interpretation of the logs.

Investigate what you suspect and act 
on what you find. Let your trusted peo-
ple know in advance that is what you 
will do. Let them know their positions 
of responsibility make them the first 
suspects on the list if trust is violated.

Minimize your windows of vulner-
ability. Once you know ways in which 
you can be vulnerable, develop plans 
to minimize and mitigate those vul-
nerabilities. If you can close the hole, 
then close it. If you cannot close it, 
then limit what can be done through 
the hole. If you cannot limit what can 
be done, then limit who can do it and 
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when it can be exploited. If you cannot 
limit anything, then at least measure 
whether an exploit is taking place. You 
may not have a perfect solution, but 
the more limits you put on a potential 
problem, the less likely it is that it will 
become a real problem.

Layer your security. When it comes 
to trust, you should not depend on any 
one entity for security. This is known 
as “defense in depth.” If you can have 
multiple layers of encryption, for exam-
ple, each implemented differently (one 
depending on OpenSSL, for example, 
and the other using a different pack-
age), then a single vulnerability will not 
leave you completely exposed.

This is a good reason to look at every 
component of your enterprise and ask: 
What if these components were to be 
compromised?

Practice being agile. If a component 
were compromised, how would you 
replace it, and with what? How long 
would it take to switch over? Theories 
do not count here. You need to be pre-
pared to switch packages or vendors 
or hardware in order to be adequately 
safe. How long will it take your pur-
chasing department to cut paperwork 
for a new license, for example? How 
long to get that purchase order signed 
off? How long for the vendor to deliver?

This is not work you can do once and 
think you are ready. You need to revisit 
all components regularly and perform 
this kind of analysis for each of them as 
circumstances change.

Look at your network as an attacker 
would. Know the “as-built” configura-
tion of your network, not just the “as-
specified.” Remember the as-built con-
figuration can change every day. This 
means you have to have people to mea-
sure the network, and tools to examine 
it. What network services does each 
component provide? Are those services 
needed? Are they available only to the 
places they are needed? Are all of the 
components fully patched? Are they 
instrumented to detect and report at-
tack attempts? Does someone read 
those logs? What is the longest period 
of time between when an attack hap-
pens and when somebody notices it? 
Are there any events (such as holidays) 
when the length of time an attack goes 
unnoticed might increase?

The Internet abounds with free or 
inexpensive software for security analy-

sis. These are tools often used by at-
tackers and defenders. There is some-
thing to be learned by looking at your 
network through the same tools your 
attackers might use.

Track security issues and confirm 
they get fixed. If you find a problem, 
how is it tracked? Who is responsible 
for getting it into the tracking system, 
getting it to someone who can fix it, 
and getting it fixed? How do you mea-
sure the problem is present? Do you 
measure again after the fix is applied to 
ensure it worked? 

Develop your own security intel-
ligence resources. Does your organi-
zation have personnel who track the 
technology used for potential secu-
rity issues? How often do they check? 
Are they listened to when they report 
a problem? 

Any equipment, software, vendors, 
or people you depend on should be re-
searched on a regular basis. Quality 
security-focused websites exist, but they 
are often surrounded and outnumbered 
by those with products to sell or misin-
formation to distribute. Having staff 
gain the expertise to distinguish the 
good from the bad is extremely valuable.

Plan for big-ticket problems. If you 
run a networked enterprise, whether 
you provide a public, private, or inter-
nal suite of services, you will find that 
trusted services will fail you, sooner or 
later. Repeatedly. How you respond to 
those failures of trust will become a big 
part of your company’s reputation. If 
you select your vendors, partners, and 
components wisely, seriously plan for 
responses to trouble situations, and 
act on your plans when the time comes, 
then you will fare much better in the 
long run than those whose crisis plan-
ning is filed under “Luck.”

Conclusion
The problem of trust is not new. If 
anything, the only new part is the mis-
taken impression that things can be 
trusted, because so many new things 
seem to be trustworthy. It is a some-
times-comforting illusion, but an illu-
sion nonetheless. To build anything of 
value, you will have to place your trust 
in some people, products, and services. 
Placing that trust wisely is a skill that is 
best learned over time. Mistakes will 
abound along the way. Planning for 
your mistakes and the mistakes of oth-

ers is essential to trusting.
It is generally better, faster, and 

safer to take something that meets 
good standards of trustworthiness and 
add value to it—by auditing it, layer-
ing on top of it, or adding to the open 
source—than it is to roll your own. 
Be prepared to keep a wary eye on the 
components you select, the system you 
include them in, and the people who 
build and maintain that system. Always 
plan for trouble, because trouble will 
surely come your way.

You must have some trust if you 
want to get anything done, but you 
cannot allow yourself to be compla-
cent. Thomas Jefferson said, “Eternal 
vigilance is the price of liberty.” It is the 
price of security as well.
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TO MILLIONS OF game geeks, the position of quality 
assurance (QA) tester at Electronic Arts must seem 
like a dream job. But from the company’s perspective, 
the overhead associated with QA can look downright 
frightening, particularly in an era of massively 
multiplayer games.

Hence the appeal of automated QA testing, which 
has the potential to be faster, more cost-effective,  
more efficient and more scalable than manual testing.  
While automation cannot mimic everything human 
testers can do, it can be very useful for many types 
of basic testing. Still, it turns out the transition to 
automated testing is not nearly as straightforward  
as it might at first appear. Some of the thorniest 
challenges are considered here. 

At Electronic Arts (EA) in Vancou-
ver, British Columbia, Michael Donat 
is an advocate of automation. His cur-
rent focus is process improvement on 
the Player and Business Analysis team. 
He was previously the manager of QA 
at Silicon Chalk and ActiveState Corp., 
and has worked at Microsoft as a soft-
ware design engineer. 

Joining the discussion is Jafar Hu-
sain, a lead software developer for Net-
flix. Previously he worked at Microsoft, 
where one of his tasks involved creat-
ing the test environment for the Silver-
light development platform. There he 
was introduced to Model View View-
Model (MVVM); he is a convert, he says, 
and now likes to spread the gospel of 
MVVM where applicable.

Terry Coatta, a member of the ACM 
Queue board, brought this group to-
gether to discuss the potential for 
automated QA testing. He and Do-
nat once worked together at Silicon 
Chalk, where creating a sophisticated 
test environment was among their 
challenges. Coatta is now the CTO of 
Marine Learning Systems developing 
a learning management system for 
marine workers. 

TERRY COATTA: In terms of your efforts 
so far to apply automated QA testing at 
EA, I gather you’ve found the going a 
little bumpy. 

MICHAEL DONAT: We started the jour-
ney thinking automation was a good 
idea, but then we tried it, and it failed. 
Still, we figured out what was wrong, 
and we fixed it. But, while we made it 
to a nice plateau, we realized there was 
still a long way to go. Our solution clear-
ly wasn’t going to get us everything we 
wanted—which was a way to broadly 
apply automated testing. To get there, 
and for some other reasons, several of 
us have concluded that what we really 
need is a new architecture along the 
lines of MVVM.

JAFAR HUSAIN: What exactly was your 
driver for automating in the first place?

DONAT: Our primary motivation had 
to do purely with the cost of manual 
testing, which has become quite sig-
nificant given the complexity of our 
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games. Basically, code changes that re-
quire us to retest everything manually 
can be incredibly expensive. By reduc-
ing those costs, we felt we would have 
an opportunity to redirect our testers 
away from what I call “stability test-
ing”—which is something automation 
is capable of handling—so they can 
start focusing more on the authenticity 
and fun of our game experience.

COATTA: In terms of stability testing, 
what did you see as your first opportu-
nities for automation?

DONAT: We started looking at this se-
riously when we were working on EA 
Sports’ FIFA 10 [soccer game]. Initially, 
that involved 10 vs. 10 gameplay, which 
then became 11 vs. 11 with the addi-
tion of goalies. So we needed that many 
testers—either 20 or 22. But that’s not 
all, since we also needed to test for in-
teractions between different matches 
to make sure the server wasn’t getting 
confused about what information to 
send to which match. So, in addition 
to the testers required to cover one 
match, we needed to have at least one 
other match in play at the same time—

meaning we actually needed to have 40 
or so testers involved at the same time. 

Then, even after we’d managed to 
get everyone organized, we might end 
up running into some trivial bug just 
seconds into the match that would 
bring the whole thing down. Besides 
being wasteful, that was extremely 
frustrating for a lot of people who could 
have been doing something more pro-
ductive during that time. All that came 
together to make a pretty strong argu-
ment for automation.

COATTA: What were some of the prob-
lems you encountered as you worked 
toward that end?

DONAT: First, setting up an OTP (on-
line team play) match in FIFA 10 re-
quired the user to go through a few 
screens. There were 20 consoles and 
the script was time-based, meaning 
it sent commands to the consoles 
and then waited for some prescribed 
amount of time for all of them to get 
into the right state. Then it would send 
out the next batch of commands. The 
goal was to move the consoles in lock-
step through a set of screen transitions 

MICHAEL DONAT

We’re trying to 
determine how we 
can specify these 
things in such a 
way they will be 
understandable, 
maintainable, and 
robust in the face of 
change.
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front end, as well as on the back end. 
We couldn’t make automation simpler 
just by getting rid of the front end.

COATTA: That’s interesting. It seems 
like all that’s happening on the front 
end is that people are choosing things 
from menus, so how likely are you to 
find bugs there? In reality, what looks 
like a simple process of choosing menu 
items actually amounts to a distributed 
computation. You’ve got 20 different 
things going on, with input coming 
from all these different places, and 
now all of that has to be coordinated.

DONAT: Exactly. It became clear we 
needed a different mechanism alto-
gether. Just sending control inputs 
wasn’t going to be enough. We needed 
the test program to be aware of where 
it was on a particular console and then 
be able to move that forward in an er-
ror-correctable way. 

The guys who had originally put to-
gether the test-automation framework 
for FIFA had realized this would be nec-
essary, but the capability for handling 
it had rotted over the years and didn’t 
really exist by the time we were ready to 
tackle FIFA 11. So, one of the things we 
had to do was get the details we needed 
to see coming out of the UI so we’d be 
able to tell where things actually were.

HUSAIN: I guess that instead of driv-
ing things from the view layer—that is, 

JAFAR HUSAIN

It’s one thing to have 
two different but 
similar libraries  

in a code base,  
while it’s quite 

another to have  
two different 

paradigms within 
the same code base. 

When you’re in  
that situation,  
it can be very 

difficult for 
onboarding 
developers  

to figure out  
exactly what to do. 

in order to set things up for gameplay: 
participants chose which side they 
wanted to play, what jersey they wanted 
to wear, what position they wanted to 
play, and various other parameters. All 
those things needed to happen in con-
cert just to keep the programming for 
the game as simple as possible.

At the time, our primitive test-au-
tomation system made navigating the 
front end problematic. Timing had to 
be just right, or tests would fail. As a re-
sult, I began advocating for a means of 
skipping the front end altogether, but I 
was forced to change my point of view. 
During manual testing of FIFA 10 OTP, 
a number of issues came up—so many, 
in fact, that the budget for manual test-
ing had to be increased significantly. 
The question around the organization 
was, “How can we stop this from hap-
pening in the future?”

That led me to analyze roughly 300 
crash bugs for which we had obtained 
data in the QA cycle. Part of my goal 
was to see whether there was any sig-
nificant ROI to be realized by continu-
ing to pursue automation. I found that 
slightly more than half of our crash 
bugs were actually coming up in those 
initial screen transitions. It turned out 
I’d been telling the games develop-
ers exactly the wrong thing. That is, 
we really did need to do testing on the 
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going through the controller and the 
views—you needed to bypass that view 
and go directly to the model itself. 

DONAT: Believe it or not, we were not 
at that stage yet. At that point, we were 
just happy to have scripts that were 
far more reliable, simply because they 
knew where they were in the state of 
the program.

COATTA: That way, you could actu-
ally close the feedback loop. Before 
that, you would send a command and 
then have to wait and trust in God that 
something wasn’t going to happen in 
the meantime, whereas now you don’t 
need to have that trust since you can 
verify instead.

DONAT: Right. We got to where we 
had more of a controlled state transi-
tion. Another big QA improvement we 
made on FIFA 11 was the addition of 
Auto Assist, whereby automation could 
be left to run the game itself while one 
or two manual testers drove the actual 
gameplay by supplying controller in-
puts for selected consoles. They didn’t 
need to have 20 people on hand. That 
represented a huge improvement.

COATTA: Some people might have 
just rested on their laurels at that point.

DONAT: Maybe, but it was just one 
step for me. While introducing some 
test automation to specific applica-
tions like FIFA OTP is a wonderful 
thing, what I really want is a much 
broader application for stability pur-
poses because that’s what will make 
it possible for us to focus our tes-
ters on the overall game experience. 
That’s the way to go about building a 
superior product.

The work on FIFA 11 helped convince 
EA of the potential benefits of automat-
ed testing, but accomplishing that end 
was clearly going to require a differ-
ent architecture. The answer seemed 
to lie with the MVVM paradigm, an 
architectural pattern largely based on 
MVC. MVVM facilitates a clear separa-
tion between the development of the 
graphical user interface and the devel-
opment of the back-end logic, mean-
ing it should allow EA to separate OTP 
gameplay testing from UI testing.

COATTA: Looking back on where things 
stood once you’d finished with FIFA 11 
test automation, what did you see as 
your next steps?

DONAT: As encouraging as FIFA 11 
proved to be, the problem was that 
we had to spend a ton of time coding. 
Mostly that’s because during game de-
velopment, changes frequently would 
be made to certain screens, and then 
we would have to make corresponding 
changes in our test-automation script. 
That wasn’t always properly coordi-
nated, so things would end up break-
ing. As a result, we had a very fragile 
test-automation script that required a 
software engineer virtually dedicated 
to working on maintenance.

In the case of FIFA 11 OTP, that 
expense was justified, but I couldn’t 
make the case for applying a similar 
level of test-automation effort across 
every other area of the game. We had to 
continue relying on a large number of 
manual testers to cover the full breadth 
of testing. Which made it pretty obvi-
ous we needed to figure out a way to 
encode our tests so that ongoing main-
tenance could be performed less often, 
using less expensive resources.

COATTA: And that led you where ex-
actly?

DONAT: Basically, it meant the ar-
chitecture would need to change. It 
should be easy to see how the game is 
laid out in terms of its screen transi-
tions, but there should also be ready 
access to the data those screens act 
upon. In general, things should just be 
more accessible at a higher level of ab-
straction than is currently the case.

HUSAIN: Is it fair to say you would like 
to focus on workflows independent of 
the actual UI controls? 

DONAT: That’s absolutely right. Once 
that became clear, we realized we need-
ed a different architecture—some-
thing more like MVVM. That isn’t to 
say it has to be MVVM; it just needs to 
be something that can provide that sort 
of capability.

COATTA: What is it about the MVVM 
paradigm that’s important?

DONAT: Essentially, it allows us to 
separate the data used by the screens 
from the screens themselves. We need 
that separation so automation systems 
can gain access to the things they need 
to tie into.

HUSAIN: It might be useful to con-
trast the MVVM approach with other 
patterns many developers might be 
more familiar with—MVC, for ex-
ample. In MVC architecture both the 

controller and the view know about 
each other and send messages to each 
other directly. In MVVM architecture, 
instead of a controller, you have a view 
model, which is just that—a model of 
the view. The view model stores the 
state of the view, and the view object 
decides how the state of the view mod-
el ought to be presented.

Unlike in the MVC pattern, the view 
model has no direct knowledge of the 
view. Instead of sending messages to 
the view directly, the view model up-
dates the view indirectly via the ob-
server pattern. When the view model is 
changed, it broadcasts those changes, 
and the view responds by updating it-
self. The main advantage of this is that 
it’s possible to test that the view mod-
els are in the correct state without even 
instantiating the view objects, which 
would add many asynchronous opera-
tions (usually related to rendering) that 
in turn would have to be coordinated.

Testing new models this way is easy 
since your models expose methods that 
can be directly invoked. Testing logic 
through the view layer is much more 
prone to error since it requires waiting 
for buttons to load and relies on the de-
livery of brittle messages such as simu-
lated mouse clicks and key events.

Anyway, as you’ve moved beyond 
FIFA 11, what additional steps have 
you taken toward an MVVM sort of 
architecture?

DONAT: I should point out that im-
proved test automation is only one 
benefit of MVVM. Several other groups 
at EA are also moving this way for a va-
riety of reasons. The steps we’ve taken 
so far have mostly been to make the 
separation of the data from the screens 
more apparent. Unfortunately, FIFA 
has so many screens that we can’t just 
go in and rewrite everything. What we 
can do, however, is to work the new 
paradigm into new features.

HUSAIN: It’s interesting that, in the 
face of so many challenges, you’ve cho-
sen to evolve your architecture in this 
stepwise manner toward MVVM. It 
seems you’ve found it easier just to add 
new events or extra components that 
follow this new pattern and then start 
using those as you can. I presume at 
some point the plan is to make a more 
wholesale transition to MVVM—or 
something like it—as that opportunity 
presents itself.
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I suppose that’s going to be difficult to 
accomplish incrementally.

DONAT: That’s right.
HUSAIN: We’ve run into this at Netflix. 

So I think you’ve touched on something 
that’s worth pointing out—namely, 
it’s one thing to have two different but 
similar libraries in a code base, while 
it’s quite another to have two different 
paradigms within the same code base. 
When you’re in that situation, it can be 
very difficult for onboarding developers 
to figure out exactly what to do. Have 
you found this to be a stumbling block? 
And has that caused any friction?

DONAT: Absolutely. There are many 
FIFA developers all over the world, so 
the idea of unifying all of them in sup-
port of moving in more of an MVVM di-
rection is pretty hard to imagine.

HUSAIN: I wonder if the current at-
titude of those developers toward 
MVVM reflects the fact that the ben-
efits you’re touting will only be realized 
downstream. Beyond that, though, are 
they also aware that MVVM might be a 
better architecture in general for devel-
opment, quite apart from any testing 
benefits?

DONAT: Actually, I’ve been really im-
pressed with the software engineers 
I’ve worked with here. They all seem to 
know what the right thing to do is. But 
time is also an issue. 

HUSAIN: Is it fair to say the develop-
ers don’t have any objection to MVVM, 
and might even be very much in favor 
of making the necessary changes to use 
MVVM?

DONAT: Often, I’ll be talking to a 
group of game developers about some 
idea and they’ll say, “Oh yeah, we al-
ready know we should go that route,” 
but when it comes to implementation, 
they aren’t able to follow through be-
cause of time constraints.

HUSAIN: In terms of how you move 
forward, I gather you still have some 
questions regarding the architecture 
and that you’re also still trying to figure 
out what the API for your testers ought 
to look like. 

DONAT: That’s right, although I’d put 
the emphasis on specification rather 
than API, because programming is ex-
pensive. We’re trying to determine how 
we can specify these things in such a 
way that they’ll be understandable, 
maintainable, and robust in the face 
of change. That is, in its purest form, 

you’d like to run an OTP test where 
you have 22 consoles, with 11 being 
assigned to one team and the other 11 
going to the other side, along with the 
ability to associate all appropriate pa-
rameters with each.

Then the question becomes: how 
can you specify that in such a way as 
to cover a broad range of tests? And 
that’s, of course, because each time 
you run a test, you would like to be able 
to do different things. If you’ve got a 
multiple-match situation, for example, 
you might want to roll through all the 
different teams, stadiums, and jerseys 
so that over the course of many weeks 
of testing, you would wind up cycling 
through as many different combina-
tions as possible—and all of that by 
essentially specifying only one test. 
That’s our goal, anyway, but it’s not en-
tirely clear at this point how we’re go-
ing to manage that.

HUSAIN: There really are two ques-
tions here: (1) Is it possible? (2) Does 
it scale? There are also some more ad-
vanced approaches you could use to 
build asynchronous tests, but would 
those then be accessible to junior de-
velopers or test engineers?

DONAT: Right. There’s no point in 
doing this unless we can do it in a low-
cost manner.

The transition to automated test-
ing has a significant cost dimension 
when it comes to human resources. 
First, software engineers accustomed 
to doing things one way must be con-
vinced to change. They must learn a 
new paradigm, move from synchro-
nous to asynchronous programming, 
and perhaps even learn a domain-spe-
cific language (DSL) for writing event-
based tests. 

Second, it’s essential to strike the 
right balance between the work done 
by lower-cost QA testers and that 
which is reserved for higher-paid spe-
cialists. This means taking advantage 
of the asynchronous nature of the 
game by emphasizing declarative tests 
that are started and gated by events, 
while designing tests orchestrated to 
play off those events. This could allow 
for large numbers of inexpensive cod-
ers to write the declarative tests, while 
a much more select set of expensive 
coders are left to focus on the more so-
phisticated orchestration issues. 

DONAT: That is the plan because it’s 
the only way we can actually go about 
it. It’s going to be a while before we can 
achieve the full breadth of automation 
I’m pushing for, but at least we’re mov-
ing in the right direction. 

Our next challenge is figuring out 
how to specify our tests, since we now 
have an architecture that lets us access 
that stuff. But we still don’t know what 
those tests ought to look like, how they 
should be packaged, or how to contain 
the information such that it’s easy to 
maintain and makes sense to the peo-
ple who maintain it.

COATTA: What’s the pushback on 
arguments for an MVVM-like environ-
ment? Are people afraid the transition 
would be too hard?

DONAT: There’s no doubt it would be 
hard. What makes it worse is the soft-
ware engineers would have to make 
those changes in lieu of adding some 
new features, which can be a very dif-
ficult sacrifice to justify. I can’t even 
say exactly how much they would be 
able to save as a consequence of au-
tomation. The truth is they probably 
wouldn’t save all that much since 
we’re just talking about moving man-
ual resources from one kind of testing 
to another. 

COATTA: Do you think it would ac-
tually be more expensive to build in 
MVVM? Or is this really more about re-
sistance on the part of the software en-
gineers to making any changes to the 
way they’re accustomed to working?

DONAT: That depends on the underly-
ing code involved. Also, we sometimes 
make incremental changes to existing 
features. That is, we sometimes need 
to rewrite features because they need 
to evolve beyond the original design. If 
we’re about to rewrite a feature anyway, 
that certainly presents an opportunity 
to take the newer approach.

On the other hand, if we’re put-
ting in a new twist for an existing 
game mode or adding a small feature 
to something that’s already there, it 
would be very difficult to do that the 
new way while all that old stuff is still 
around. That would serve only to make 
those incremental changes all the 
more expensive.

HUSAIN: It seems that, in order to get 
to a place where you’ve actually got 
something useful, you’re going to need 
to move an entire workflow to MVVM. 
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HUSAIN: Have you explored different 
languages that might make it easier for 
lower-skilled developers to write event-
based tests?

DONAT: I’ve been considering the pos-
sibility of using a DSL. What worries 
me, however, is that there was a time 
when we had to encode game informa-
tion in the test code, and I’m afraid we 
might end up going back to encoding 
information in some other type of code 
if we were to choose the wrong DSL.

One of the DSL properties we’d be 
looking to use is a container for the 
game information that must be trans-
parent enough so people can easily ac-
cess that information. It’s important 
the information can be accessed using 
vocabulary that both the QA people and 
the game producers are familiar with.

HUSAIN: Understood. The line be-
tween where a DSL begins and a library 
ends can be somewhat blurry. But a 
DSL can also be embedded as part of 
the general-purpose programming lan-
guage you already use.

DONAT: At the moment I don’t think 
we’re really going to be looking at any 
if-then-else loop coding. We’re prob-
ably talking only about tests at the lev-
el of stimulus and response—that is, 
“When the program responds in this 
particular way, then provide this sort 
of stimulus.”

COATTA: Jafar, have you had any expe-
rience with DSLs at Netflix?

HUSAIN: We’re actually currently 
struggling to make a similar transi-
tion—not so much for testing but more 
for finding a better way to coordinate 
the concurrency in our application. 
What we’re using for that now is the Rx 
(Reactive Extensions) library. The in-
teresting thing about this library is that 
it has actually been integrated into C#, 
meaning you can use it at a much high-
er level than if-then-else to coordinate 
asynchronous processes. There’s also 
a JavaScript version of Reactive Exten-
sions, which is what we’re using now.

While this should make things very 
easy, in practice we’re finding that it’s 
a very new way of thinking for develop-
ers—particularly those who have come 
from a background of if-then-else, im-
perative, top-down programming. And 
this is despite the fact that the Rx ab-
straction is at a much higher level and 
is, in fact, quite declarative and obvi-
ously flexible, powerful, and capable 
enough to handle all sorts of complex 
asynchronous operations. It’s not so 
much a matter of this new language be-
ing any more or any less difficult to work 
with; it’s just that when you come from 
a synchronous way of thinking, making 
the transition to programming asyn-
chronously can be very challenging.

TERRY COATTA

My group has 
been developing 
for asynchronous 
environments, 
and finite-state 
machines have 
worked really well 
in that regard. 
We’ve found them 
to be a stunningly 
good way to capture 
information  
about events  
and transitions  
and stuff like that.
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a compositional system to be able to 
express such rich semantics.

I admit it’s possible that some 
simple helper APIs might prove more 
useful for building tests since the re-
quirements are less stringent than for 
app development. So maybe you’re 
right, Michael, to think you can mix 
low-skilled programmers with highly 
skilled ones. What exactly that mix 
looks like remains to be seen, though.

DONAT: I couldn’t agree more. I think 
that’s the big question.

COATTA: On a somewhat different 
note, my group has been developing 
for asynchronous environments, and 
finite-state machines have worked re-
ally well in that regard. We’ve found 
them to be a stunningly good way to 
capture information about events 
and transitions and stuff like that. 
So what are your thoughts about us-
ing state machines and some kind of 
language built around that? Are state 
machines simple enough for less-
skilled developers, like QA people, to 
use them effectively?

DONAT: I certainly think state ma-
chines describe the mathematics 
well enough. A transition effectively 
amounts to a stimulus-response pair. 
So, yes, you can describe what we’re 
talking about as hierarchical-state 
machines. And yes, that’s the perfect 
mathematical paradigm to use for dis-
cussing this. But you can’t present that 
to low-cost personnel and expect them 
to be able to do anything with it. What 
you can do, though, is to use those 
same mathematics to create the tools 
and the machinery that drives all this 
stuff. In terms of what you put in front 
of the QA people, however, that can’t be 
anything more than what they already 
recognize as stimuli to the responses 
they’re looking for.

HUSAIN: I completely agree. It’s true 
that the primitives are simple enough 
that everyone can understand how to 
hook up to an event, set a variable, and 
then move from state to state. In prac-
tice, however, those simple primitives 
don’t mean the overall program itself is 
going to be simple. In fact, it’s going to 
be quite complex because there are so 
many different moving parts.

Another approach to asynchronous 
programming that’s gaining a follow-
ing in the JavaScript world is around an 
abstraction called Promises that’s be-

How is this going to play out long-
term? Is asynchronous programming 
just so difficult that it’s always going 
to be the province of power people? Or 
is there anything to suggest this can be 
made more accessible to less-sophisti-
cated programmers?

DONAT: I think we’re going to see a 
mix of the two. There’s going to be 
some significant portion of any prod-
uct that will remain fairly straight-
forward, where the coding is likely 
to be the kind that can be handled 
by lower-cost individuals once you’ve 
got the right framework in place. 
But that framework is going to need 
to be set up by someone who under-
stands asynchrony and who has the 
training and experience to deal with 
other reasonably complex require-
ments. There’s definitely going to be 
a role for some highly trained and tal-
ented individuals, but you also want 
to make sure you can leverage those 
efforts to make their contributions 
broadly applicable.

HUSAIN: I’m a little pessimistic 
about that. We recently were looking 
to build some asynchronous frame-
works on the server at Netflix, and I 
think some of our developers started 
out with a similar attitude, based on 
the assumption that maybe 80% of our 
asynchronous problems could be eas-
ily solved with a few helper methods. 
The idea was to provide some simple 
APIs for a few of the more common 
concurrency patterns so junior devel-
opers would be able to tackle most 
of the asynchronous problems. We 
discovered that simple APIs solved 
only about 10%–15% of our end-user 
cases—not 80%. That’s because it was 
very easy to fall off a cliff, at which 
point it became necessary to revert to 
dealing with primitives such as sema-
phores or event subscriptions.

It turns out that even seemingly 
trivial async problems are actually 
quite complicated. For example, if 
you’re making a remote request, 
it will invariably require some er-
ror handling like a retry. If two op-
erations are executing concurrently, 
you’ll need a way to specify different 
error-handling policies for each op-
eration. What’s more, each of these 
operations might be made up of 
several other sequential and concur-
rent operations. In reality, you need 

Asynchronous programming re-
quires a significant investment in 
terms of learning something new and 
a whole different way of thinking about 
your code. Which is to say I’m skeptical 
you’ll manage to find a DSL out there 
that can transform a synchronous pro-
grammer into an asynchronous pro-
grammer in a few weeks, or even over 
the course of a product cycle.

DONAT: That’s my fear as well. There’s 
going to be a need for people in the 
loop who are skilled in asynchronous 
programming. Whoever is coding up 
these exotic OTP tests where we have 
two or three matches going on at the 
same time is definitely going to need 
those skills.

But the open question for me is: 
How can you do that and still have the 
QA people specify most of the tests? It 
would be fantastic if we could just get 
to the point where 80% of the game 
code could be covered by tests writ-
ten by the QA people. And then if the 
other 20% of the OTP tests had to be 
written by highly paid specialists, so 
be it. I would be cool with that just so 
long as we could get a large propor-
tion of the code covered in a lower-
cost manner.

HUSAIN: Those specialized develop-
ers might be expensive, but if they’re 
using the right set of tools or languag-
es or frameworks or paradigms, then 
you have the potential to squeeze a lot 
more out of them. There’s real value in 
identifying those individuals who are 
naturally inclined toward asynchro-
nous programming and intensively 
training them. Beyond that, I think 
we’re starting to see more frameworks 
and tools that have the potential to 
yield some tremendous savings once 
you start leveraging them such that 
those specialists can produce six or 
seven or even eight tests a day instead 
of just two.

COATTA: Initially I got the sense, Mi-
chael, that you were hoping to find a 
DSL that would let you take better ad-
vantage of QA personnel by enabling 
them to execute a reasonably broad set 
of tests. Meanwhile, Jafar, it sounds 
like your experience so far is that the 
asynchronous stuff is sufficiently com-
plex that the real win lies in finding 
those people who have some natural 
talent for it and then making them su-
per-efficient.
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ing integrated into common JS and F#. 
That gives you an async type that pro-
vides for composability while letting 
you build asynchronous programs in a 
stateless way. That might be the model 
you end up having to embrace—a de-
clarative stateless way of describing 
an asynchronous computation—since 
that’s a level of abstraction that lower-
skilled developers might be able to 
take advantage of.

COATTA: Could you provide an exam-
ple of that?

HUSAIN: What it comes down to is 
that there’s a new way of thinking 
about asynchronous programs. The 
move away from GOTOs to structured 
programs raised the level of abstrac-
tion. Today, we build asynchronous 
programs with callbacks and state 
machines, and these programs suffer 
many of the same disadvantages of the 
old GOTO-based programs: logic tends 
to be fragmented into many different 
pieces. We can resolve this problem 
the same way we resolved it earlier—by 
raising the level of abstraction. Instead 
of using callbacks and state machines 
to build asynchronous programs, we 
can model them as sequences of data. 
An event, for example, can be seen as 
a sequence of data—one, in fact, that 
has no end. There’s no way a mouse-
move event is going to be able to say, 
“Hey, I’m done.” It just goes on and on 
forever.

It’s interesting to note we already 
have a means for modeling sequences 
in synchronous programming: the fa-
miliar iterator is a synchronous way of 
moving through a data structure, from 
left to right, simply by continuing to 
request the next item until the iterator 
finally reports there’s no more data. 
Erik Meijer, when he was at Microsoft, 
turned the iterator pattern inside out 
and found the observer pattern fell out. 
In mathematical terms, the observer 
pattern is the dual of the iterator pat-
tern. This is a very important unifica-
tion since it means anything we can do 
to an iterator can also be done to ob-
servers such as event listeners. 

The significance here is that we 
have several high-level languages for 
manipulating data structures that 
can be expressed as iterators. The 
most relevant example is SQL, which I 
would argue is a very successful high-
level language because it allows devel-

opers to create complex queries that 
are both easy to understand and pow-
erful to use. Now, based on the dis-
covery that the observer and iterator 
patterns are dual, Erik has managed 
to build a framework that allows an 
SQL-like language to be used to create 
asynchronous programs.

The idea is that events and asyn-
chronous requests for data are collec-
tions, just like arrays. The only differ-
ence is that asynchronous collections 
arrive over time. Most operations that 
can be performed on a collection in 
memory can also be performed on col-
lections that arrive over time. Hence, 
we find that a DSL originally built into 
C# to compose synchronous sequenc-
es of data can also be used to compose 
asynchronous sequences. The result 
is a high-level language for building 
asynchronous programs that has the 
expressiveness and readability of SQL.

DONAT: That’s a step in the right di-
rection. I’m definitely going to look 
into this further.

HUSAIN: We’re using this technol-
ogy on our Xbox platform right now. 
It seems to be just what you’re looking 
for, Michael.

COATTA: Can you describe how Erik 
Meijer’s Reactive Extensions work ap-
plies in a QA environment? Say you’ve 
got a bunch of consoles you need to 
drive through some sequences so you 
can verify that certain things are hap-
pening in the game you’re testing. 
Where does Rx fit into that? What 
would you be querying in that circum-
stance and how would you be able to 
turn that into a test result?

HUSAIN: That’s a great question, 
since some people have difficulty see-
ing the connection between querying 
a database and creating a test. A test 
in its own way is actually a query along 
the lines of: “Did this stream fire and 
did that stream fire before some par-
ticular event fired, which then led to 
some other thing happening?” That’s 
really no different from querying a 
table to see whether a certain condi-
tion is true.

COATTA: We would still need some 
mechanism to drive the system 
through different states. Perhaps Rx 
could even be used for that. At each 
stage the query is going to come back 
as either true or false. If it comes back 
false, then we’ll know the test didn’t 

pass since the sequence of events we 
had been expecting didn’t match the 
query we issued.

HUSAIN: Exactly right. But this can be 
partitioned into two steps. The first is 
the one Michael already mentioned: 
transitioning the system so as to make 
it more observable, and by and large 
that’s simply a matter of adding events 
that fire when interesting things occur. 
The second step involves building que-
ries over those events. Those queries 
would be very, very declarative—they 
wouldn’t be state machines at all—so 
you would be able to confirm that cer-
tain conditions are met as you drive 
through the system.

COATTA: It sounds like you’re apply-
ing this approach to a product now. 
Has that experience proved to be posi-
tive? Are you finding that the Rx syntax 
or the query syntax is something non-
experts might be able to use to capture 
information about the system?

HUSAIN: Thus far, I don’t think the 
syntax has really helped as much as 
I’d anticipated. The real challenge is 
in making the leap to thinking about 
events as collections. Most people 
have spent their careers thinking 
about events very mechanistically. Al-
though thinking about events as col-
lections might be conceptually sim-
pler, it may also prove difficult to make 
the transition at the organizational lev-
el, if only because it’s so hard to break 
bad old habits. My sense, however, is 
that if you can find some developers 
who are already inclined toward func-
tional programming, then when you 
give them these powerful new tools for 
asynchronous programming, you’re 
going to be able to realize the sorts of 
economies we’re talking about. 
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IN FEBRUARY, APPLE  revealed and fixed a Secure Sockets 
Layer (SSL) vulnerability that had gone undiscovered 
since the release of iOS 6.0 in September 2012. It left 
users vulnerable to man-in-the-middle attacks thanks 
to a short circuit in the SSL/TLS (Transport Layer 
Security) handshake algorithm introduced by the 
duplication of a goto statement. Since the discovery 
of this very serious bug, many people have written 
about potential causes. A close inspection of the code, 
however, reveals not only how a unit test could have 
been written to catch the bug, but also how to refactor 
the existing code to make the algorithm testable—as 
well as more clues to the nature of the error and the 
environment that produced it.

This article addresses five big questions about the 
SSL vulnerability: What was the bug (and why was it 

bad)? How did it happen (and how 
didn’t it)? How could a test have caught 
it? Why didn’t a test catch it? How can 
we fix the root cause?

The Apple SSL vulnerability, formally 
labeled CVE-2014-1266, was produced 
by the inclusion of a spurious, uncon-
ditional goto statement that bypassed 
the final step in the SSL/TLS handshake 
algorithm. According to the National 
Vulnerability Database (http://web.
nvd.nist.gov/view/vuln/detail?vulnId= 
CVE-2014-1266) and the Common Vul-
nerabilities and Exposure (CVE) Stan-
dard Vulnerability Entry (http://cve.
mitre.org/cgi-bin/cvename.cgi?name= 
CVE-2014-1266), the bug existed in the 
versions of iOS, OS X, and the Apple TV 
operating system shown in the accom-
panying table.

These formal reports describe the 
bug as follows: “The SSLVerify-
SignedServerKeyExchange function 
in libsecurity_ssl/lib/sslKeyExchange.c 
in the Secure Transport feature in the 
Data Security component…does not 
check the signature in a TLS Server Key 
Exchange message, which allows man-
in-the-middle attackers to spoof SSL 
servers by using an arbitrary private 
key for the signing step or omitting the 
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signing step.” This error is visible by 
searching for the function name with-
in Apple’s published open-source code 
(http://opensource.apple.com/source/ 
Security/Security-55471/libsecurity_ssl/ 
lib/sslKeyExchange.c) and looking for 
this series of statements:

if ((err = SSLHashSHA1.update(

    &hashCtx, &signedParams)) != 0)

    goto fail;

    goto fail;

Those familiar with the C program-
ming language will recognize that the 
first goto fail is bound to the if 
statement immediately preceding 
it; the second is executed uncondi-
tionally. This is because whitespace, 
used to nest conditional statements 
for human readability, is ignored by 
the C compiler; curly braces must 
enclose all statements bound to an if 
statement when more than one state-
ment applies.

The other goto fail statements 
appearing throughout the algorithm 
are a common idiom in C for releasing 
resources when a function has encoun-
tered a fatal error prior to completion. 
In the flawed code, a successful up-

date() call will result in an uncondi-
tional jump to the end of the function, 
before the final step of the algorithm; 
and the return value will indicate the 
handshake was successful. In essence, 
the algorithm gets short-circuited.

For users of Apple’s Safari and other 
Secure Transport-based applications 
on the affected platforms, “secure” 
connections were vulnerable to man-
in-the-middle attacks, whereby an at-
tacker in a position to relay messages 
from a client to a “secure” server across 
the Internet can impersonate the serv-
er and intercept all communications 
after the bogus handshake. (Users of 
products incorporating their own SSL/
TLS implementations, such as Google 
Chrome and Mozilla Firefox, were 
not affected.) Though it is unknown 
whether this vulnerability was ever ex-
ploited, it rendered hundreds of mil-
lions of devices (and users) vulnerable 
over the course of 17 months.

Apple was criticized for patching 
the vulnerability for iOS devices and 
Apple TV on Friday, February 21, 2014, 
making knowledge of the vulnerabil-
ity widespread, but delaying the patch 
for OS X Mavericks until the following 
Tuesday. This four-day window left us-

ers who were not aware of the iOS patch 
vulnerable to a now very public exploit.

How Did It Happen  
(And How Didn’t It)?
Many have noted apparently missing 
factors that could have caught the bug. 
Coding standards—specifically those 
enforcing the use of indentation and 
curly braces—combined with auto-
mated style-checking tools and code 
reviews, may have drawn attention to 
the repeated statement. An automat-
ed merge may have produced the of-
fending extra line, and the developer 
may have lacked sufficient experience 
to detect it. Had coverage data been 
collected, it would have highlighted 
unreachable code. Compiler and stat-
ic-analysis warnings also could have 
detected the unreachable code.

Others noted the code appears to 
lack unit tests, which likely would have 
caught the bug. While many of the oth-
er tools and practices might have been 
sufficient to prevent this specific vul-
nerability, a deeper problem, which ul-
timately produced the repeated goto 
statement, would have been prevented 
by proper unit-testing discipline.

Some question whether adequate 

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=59&exitLink=http%3A%2F%2Fopensource.apple.com%2Fsource%2FSecurity%2FSecurity-55471%2Flibsecurity_ssl%2Flib%2FsslKeyExchange.c
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=59&exitLink=http%3A%2F%2Fopensource.apple.com%2Fsource%2FSecurity%2FSecurity-55471%2Flibsecurity_ssl%2Flib%2FsslKeyExchange.c
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=59&exitLink=http%3A%2F%2Fopensource.apple.com%2Fsource%2FSecurity%2FSecurity-55471%2Flibsecurity_ssl%2Flib%2FsslKeyExchange.c
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=59&exitLink=http%3A%2F%2FSHUTTERSTOCK.COM
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(RAII) idiom; Java employs try/catch/
finally blocks (http://docs.oracle.com/ 
javase/tutorial/essential/exceptions/ 
handling.html); Go provides the de-
fer(), panic(), and recover() mecha-
nisms (http://blog.golang.org/defer-
panic-and-recover); and Python has try/
except/finally blocks (http://docs. 
python.org/3/reference/compound_ 
stmts.html#try) and the with state-
ment, which is used to implement RAII 
(http://docs.python.org/3/reference/ 
compound_stmts.html#the-with-state-
ment). Absent these mechanisms, in C 
this remains a legitimate application 
of the goto statement, lest the code 
become bloated with repetitive state-
ments or the control structure become 
nested so deeply as to hinder readabil-
ity and maintainability.

In fact, a misplaced return state-
ment could have produced the same 
effect. Imagine a macro such as the fol-
lowing had been defined:

#define ERROR _ EXIT {\

  SSLFreeBuffer(&hashCtx);\

  return err; }

Then the bug might have appeared in 
this incarnation:

if ((err = SSLHashSHA1.update(

    &hashCtx, &signedParams)) != 0)

    ERROR _ EXIT

    ERROR _ EXIT

Even enforcing the use of curly brac-
es might not have prevented the error, 
as they could be mismatched:

if ((err = SSLHashSHA1.update(

    &hashCtx, &signedParams)) != 0)

{

    goto fail;

    goto fail;

if ((err = SSLHashSHA1.final(

    &hashCtx, &hashOut)) != 0)

    goto fail;

}

The blame for this vulnerability 
does not lie with the goto statement. A 
proper unit test would have caught the 
error regardless of how it was written.

Code duplication. The handshake 
algorithm in which the extra goto 
statement appears is duplicated six 
times throughout the code. Figure 1 
shows the algorithm containing the 

system testing took place, while others 
argue that because system testing can-
not find every bug, this was merely an 
unfortunate case of one that happened 
to slip through. Others claim use of the 
goto statement and/or deliberate sab-
otage is to blame. None of these claims 
stands up to scrutiny.

GO TO not “considered harmful.” 
Since it is one of the more popular 
theories, let’s dispatch the argument 
that the use of goto is to blame for this 
vulnerability. Many have referred to 
the popular notion that goto is “con-
sidered harmful,” based on Edsger  
Dijkstra’s letter published in the March 
1968 Communications of the ACM. This 
is what Dijkstra actually said in “A Case 
against the GO TO Statement”: “I do 

not claim that the clauses mentioned 
are exhaustive in the sense that they 
will satisfy all needs; but whatever 
clauses are suggested (for example, 
abortion clauses) they should satisfy 
the requirement that a programmer-
independent coordinate system can 
be maintained to describe the process 
in a helpful and manageable way.”9 In 
other words, “abortion clauses” to re-
lease a function’s resources may still 
rely on goto, absent other direct lan-
guage support.

This C language “abortion clause” 
idiom is legitimate and well under-
stood, and is directly supported by 
other languages. For example, in C++, 
automatic destructors implement the 
Resource Acquisition Is Initialization 

Schedule of affected systems and security updates.

System Vulnerable Versions Vulnerable Since Fixed Versions Patch Date

iOS
6.x - 6.1.5 2012-09-19 6.1.6 2014-02-21

7.x - 7.0.5 2013-09-18 7.0.6a 2014-02-21

OS X 10.9 - 10.9.1 2013-10-22 10.9.2b 2014-02-25

Apple TV 6.x - 6.0.1 2012-09-24 6.0.2 2014-02-21
a iOS 7.0.6 release notes; http://support.apple.com/kb/HT6147.
b OS X 10.9.2 release notes; http://support.apple.com/kb/HT6114.

Figure 1. The handshake algorithm containing the goto fail bug.

if ((err = ReadyHash(&SSLHashSHA1, &hashCtx)) != 0)
    goto fail;
if ((err = SSLHashSHA1.update(&hashCtx, &clientRandom)) != 0)
    goto fail;
if ((err = SSLHashSHA1.update(&hashCtx, &serverRandom)) != 0)
    goto fail;
if ((err = SSLHashSHA1.update(&hashCtx, &signedParams)) != 0)
    goto fail; 
    goto fail;
if ((err = SSLHashSHA1.final(&hashCtx, &hashOut)) != 0)
    goto fail;

Figure 2. The duplicate handshake algorithm appearing immediately before the buggy 
block.

if(isRsa) {
  /* … */
  if ((err = ReadyHash(&SSLHashMD5, &hashCtx)) != 0)
    goto fail;
  if ((err = SSLHashMD5.update(&hashCtx, &clientRandom)) != 0)
    goto fail;
  if ((err = SSLHashMD5.update(&hashCtx, &serverRandom)) != 0)
    goto fail;
  if ((err = SSLHashMD5.update(&hashCtx, &signedParams)) != 0)
    goto fail;
  if ((err = SSLHashMD5.final(&hashCtx, &hashOut)) != 0)
    goto fail;
}

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fdocs.oracle.com%2Fjavase%2Ftutorial%2Fessential%2Fexceptions%2Fhandling.html
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fdocs.oracle.com%2Fjavase%2Ftutorial%2Fessential%2Fexceptions%2Fhandling.html
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fblog.golang.org%2Fdefer-panic-and-recover
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fdocs.python.org%2F3%2Freference%2Fcompound_stmts.html%23try
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fdocs.python.org%2F3%2Freference%2Fcompound_stmts.html%23try
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fdocs.python.org%2F3%2Freference%2Fcompound_stmts.html%23the-with-statement
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http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fsupport.apple.com%2Fkb%2FHT6147
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fsupport.apple.com%2Fkb%2FHT6114
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fdocs.oracle.com%2Fjavase%2Ftutorial%2Fessential%2Fexceptions%2Fhandling.html
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repeated goto fail line as it appears 
in the SSLVerifySignedServer-
KeyExchange() function. Figure 2 
shows the block immediately preced-
ing this algorithm. This duplication is 
the critical factor leading to the manifes-
tation of the vulnerability, and it can be 
traced directly to a lack of unit testing 
discipline—because of the absence of 
the craftsmanship and design sense 
that testable code requires. Someone 
writing code with unit testing in mind 
would have ensured only one copy of 
the algorithm existed—not only be-
cause it is theoretically more proper, 
but because it would have been easier 
to test.

The coder could not “smell” (http://
blog.codinghorror.com/code-smells/) 
the duplicate code as he or she was 
writing it—or copying it for the second, 
third, fourth, fifth, or sixth time! This 
indicates a pattern of poor habits over 
time, not a single careless mistake. Ul-
timately, this speaks to a cultural issue, 
not a moment of individual error.

How Could a Test Have Caught It?
Landon Fuller published a proof-of-
concept unit test implemented in 
Objective-C,10 using the Xcode Testing 
Framework.2 Fuller notes that “there’s no 
reason or excuse for [the SSLVerify-
SignedServerKeyExchange() func-
tion] not being fully tested for” all of the 
potential error conditions. This proof 
of concept, however, misses the oppor-
tunity to look deeper into the code and 
provide full test coverage of this particu-
larly critical algorithm—so critical that 
it appears six times in the same file.

Step one in properly testing the al-
gorithm is to extract it into a separate 
function—which in itself might have 
prevented the duplicate goto fail that 
caused the bug, since a single block of 
code is less susceptible to editing or au-
tomated merge errors than six blocks of 
nearly identical code (Figure 3).

The two earlier blocks of code from  
SSLVerifySignedServerKeyExchange()  
now appear as in Figure 4. 

This works because the HashRef-
erence is a “jump table” structure, 
and SSLHashMD5 and SSLHashSHA1 
are instances of HashReference, 
which point to specific hash algorithm 
implementations. The HashRefer-
ence interface makes it straightfor-
ward to write a small test exercising 

every path through the isolated Hash-
Handshake() algorithm using a 
HashReference stub, and to verify 
that it would have caught this particu-
lar error:

+ build/libsecurity _ ssl.build/.../

  x86 _ 64/tls _ digest _ test

TestHandshakeFinalFailure failed:

  expected FINAL _ FAILURE,

  received SUCCESS

1 test failed 

The code for tls _ digest _
test.c is viewable at http://goo.gl/
PBt9S7. Security-55471-bugfix-and-test.tar.
gz (http://goo.gl/tnvIUm) contains all of 
my proof-of-concept changes; build.
sh automates downloading the code, 
applying the patch, and building and 
running the test with a single com-
mand. The test and the patch are very 
quick efforts but work as a stand-alone 

demonstration without requiring the 
full set of dependencies needed to 
build the entire library. The demon-
stration admittedly does not address 
further duplication or other issues 
present in the code.

The point of all this is, if an ex-
programmer who has been out of the 
industry for 2.5 years can successfully 
refactor and test this code within a 
couple of hours, never having seen it 
before, why didn’t the engineer or team 
responsible for the code properly test it 
17 months earlier?

Why Didn’t a Test Catch It?
Several articles have attempted to 
explain why the Apple SSL vulner-
ability made it past whatever tests, 
tools, and processes Apple may have 
had in place, but these explanations 
are not sound, especially given the 
above demonstration to the contrary 

Figure 3. The handshake algorithm extracted into its own function.

static OSStatus
HashHandshake(const HashReference* hashRef, SSLBuffer* clientRandom,
    SSLBuffer* serverRandom, SSLBuffer* exchangeParams,
    SSLBuffer* hashOut) {
  SSLBuffer hashCtx;
  OSStatus err = 0;
  hashCtx.data = 0;
  if ((err = ReadyHash(hashRef, &hashCtx)) != 0)
    goto fail;
  if ((err = hashRef->update(&hashCtx, clientRandom)) != 0)
    goto fail;
  if ((err = hashRef->update(&hashCtx, serverRandom)) != 0)
    goto fail;
  if ((err = hashRef->update(&hashCtx, exchangeParams)) != 0)
    goto fail;
  err = hashRef->final(&hashCtx, hashOut);
fail:
  SSLFreeBuffer(&hashCtx);
  return err;
}

Figure 4. SSLVerifySignedServerKeyExchange()after extracting the handshake algorithm.

if(isRsa) {
  /* … */
  if ((err = HashHandshake(&SSLHashMD5,&clientRandom,&serverRandom, 
      &signedParams, &hashOut))!= 0){
  goto fail;
  } 
} else {...}
...
if ((err = HashHandshake(&SSLHashSHA1,&clientRandom,&serverRandom, 
     &signedParams, &hashOut)) != 0){
  goto fail; 
}

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=61&exitLink=http%3A%2F%2Fblog.codinghorror.com%2Fcode-smells%2F
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http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=61&exitLink=http%3A%2F%2Fblog.codinghorror.com%2Fcode-smells%2F
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=61&exitLink=http%3A%2F%2Fgoo.gl%2FPBt9S7
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if they had looked it over and found it 
to be garbage.”3

Auerbach’s conclusion assumes 
that everything Apple releases is high 
quality by definition, that it has every 
reasonable control in place to assure 
such high quality, and that all open-
source code receives the focused scru-
tiny of large numbers of programmers 
(thanks to Stephen Vance for pointing 
this out specifically in his comments 
on my presentation)—at least, pro-
grammers motivated to report secu-
rity flaws. The actual code, however, 
suggests a lack of automated testing 
discipline and the craftsmanship that 
accompanies it, as well as the absence 
of other quality controls, not the falli-
bility of the existing discipline that Au-
erbach imagines Apple already applies.

Security guru Bruce Schneier 
notes, “The flaw is subtle, and hard 
to spot while scanning the code. It’s 
easy to imagine how this could have 
happened by error…. Was this done 
on purpose? I have no idea. But if I 
wanted to do something like this on 
purpose, this is exactly how I would 
do it.”15 Schneier’s focus is security, 
not code quality, so his perspective is 
understandable; but the evidence tips 
heavily in favor of programmer error 
and a lack of quality controls.

Delft University computer science 
professor Arie van Deursen notes many 
industry-standard tools and practices 
that could have caught the bug; but de-
spite self-identifying as a strong unit-
testing advocate, he demurs from as-
serting the practice should have been 
applied: “In the current code, func-
tions are long, and they cover many 
cases in different conditional branch-
es. This makes it hard to invoke spe-
cific behavior…. Thus, given the cur-
rent code structure, unit testing will be 
difficult.”16 As already demonstrated, 
however, this one particular, critical 
algorithm was easy to extract and test. 
Software structure can be changed to 
facilitate many purposes, including 
improved testability. Promoting such 
changes was the job of the Test Merce-
naries at Google.

My former Test Mercenary colleague 
C. Keith Ray noted both in his com-
ments on van Deursen’s post and in his 
own blog: “Most developers who try to 
use TDD [test-driven development] in a 
badly designed, not-unit-tested project 

in working code. The ultimate respon-
sibility for the failure to detect this 
vulnerability prior to release lies not 
with any individual programmer but 
with the culture in which the code 
was produced. Let’s review a sample 
of the most prominent explanations 
and specify why they fall short.

Adam Langley’s oft-quoted blog 
post13 discusses the exact technical 
ramifications of the bug but pulls back 
on asserting that automated testing 
would have caught it: “A test case could 
have caught this, but it is difficult be-
cause it is so deep into the handshake. 
One needs to write a completely sepa-
rate TLS stack, with lots of options for 
sending invalid handshakes.”

This “too hard to test” resignation 
complements the “I don’t have time to 
test” excuse Google’s Test Mercenaries, 
of which I was a member, often heard 
(though, by the time we disbanded, 
testing was well ingrained at Google, 
and the excuse was rarely heard any-
more).11 As already demonstrated, 
however, a unit test absolutely would 
have caught this, without an excess of 
difficulty. Effectively testing the algo-
rithm does not require “a completely 
separate TLS stack;” a well-crafted test 
exercising well-crafted code would 
have caught the error—indeed, the 

thought of testing likely would have 
prevented it altogether.

Unfortunately, some adopted Lang-
ley’s stance without considering that 
the infeasibility of testing everything 
at the system level is why the small, 
medium, and large test size schema ex-
ists (that is unit, integration, and system 
to most of the world outside Google).8 
Automated tests of different sizes run-
ning under a continuous integration 
system (for example, Google’s TAP, 
Solano CI) are becoming standard 
practice throughout the industry. One 
would expect this to be a core feature 
of a major software-development op-
eration such as Apple’s, especially as it 
pertains to the security-critical compo-
nents of its products.

Writing for Slate, David Auerbach 
breaks down the flaw for nonpro-
grammers and hypothesizes that 
the bug might have been caused 
by a merge error (based on this diff:  
https://gist.github.com/alexyakoubian/ 
9151610/revisions; look for green line 
631), but then concludes: “I think the 
code is reasonably good by today’s 
standards. Apple would not have re-
leased the code as open source if it 
were not good, and even if they had, 
there would have been quite an out-
cry from the open source community 

Figure 5. The small/medium/large test strategy.
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Given the 
complexity of the 
TLS algorithm, 
unit testing should 
be the first line of 
defense, not system 
testing. When six 
copies of the same 
algorithm exist, 
system testers are 
primed for failure.

will find TDD is hard to do in this en-
vironment, and will give up. If they try 
to do ‘test-after’ (the opposite of TDD’s 
test-first practice), they will also find 
it hard to do in this environment and 
give up. And this creates a vicious cycle: 
untested bad code encourages more 
untested bad code.”14

I largely agree with Ray’s state-
ment but had hoped he might seize 
the opportunity to mention the obvi-
ous duplicate code smell and how to 
eliminate it. Again, that was our stock-
in-trade as Test Mercenaries. Absence 
of TDD in the past does not preclude 
making code more testable now, and 
we have a responsibility to demon-
strate how to do so.

Columbia University computer sci-
ence professor Steven M. Bellovin pro-
vides another thorough explanation of 
the bug and its ramifications, but when 
he asks “why they didn’t catch the bug 
in the first place,” his focus remains on 
the infeasibility of exhaustive system-
level testing: “No matter how much you 
test, you can’t possibly test for all pos-
sible combinations of inputs that can 
result to try to find a failure; it’s combi-
natorially impossible.”4

As demonstrated, this vulnerability 
was not a result of insufficient system 
testing; it was because of insufficient 
unit testing. Keith Ray himself wrote 
a “Testing on the Toilet”8 article, “Too 
Many Tests,”11 explaining how to break 
complex logic into small, testable 
functions to avoid a combinatorial ex-
plosion of inputs and still achieve cov-
erage of critical corner cases (“equiva-
lence class partitioning”). Given the 
complexity of the TLS algorithm, unit 
testing should be the first line of de-
fense, not system testing. When six 
copies of the same algorithm exist, sys-
tem testers are primed for failure.

Such evidence of a lack of developer 
testing discipline, especially for secu-
rity-critical code, speaks to a failure of 
engineering and/or corporate culture 
to recognize the importance and im-
pact of unit testing and code quality, 
and the real-world costs of easily pre-
ventable failures—and to incentivize 
well-tested code over untested code. 
Comments by an anonymous ex-Apple 
employee quoted by Charles Arthur in 
The Guardian2 support this claim:

“Why didn’t Apple spot the bug 
sooner?

“The former programmer there 
says, ‘Apple does not have a strong cul-
ture of testing or test-driven develop-
ment. Apple relies overly on dogfood-
ing [using its own products] for quality 
processes, which in security situations 
is not appropriate….

“What lessons are there from this?
“But the former staffer at Apple 

says that unless the company intro-
duces better testing regimes—static 
code analysis, unit testing, regres-
sion testing—‘I’m not surprised by 
this… it will only be a matter of time 
until another bomb like this hits.’ The 
only—minimal —comfort: ‘I doubt it 
is malicious.’”

Reviewer Antoine Picard, com-
menting on the similarity between 
this security vulnerability and reported 
problems with Apple’s MacBook power 
cords, noted: “When all that matters is 
the design, everything else suffers.”12

How Can We Fix the Root Cause?
Those with unit-testing experience 
understand its productivity benefits 
above and beyond risk prevention; but 
when the inexperienced remain stub-
bornly unconvinced, high-visibility 
bugs such as this can demonstrate the 
concrete value of unit testing—in work-
ing code.

Seize the teachable moments! Write 
articles, blog posts, flyers, give talks, 
start conversations; contribute work-
ing unit tests when possible; and hold 
developers, teams, and companies re-
sponsible for code quality.

Over time, through incremental ef-
fort, culture can change. The Apple 
flaw, and the Heartbleed bug discov-
ered in OpenSSL in April 2014—after 
this article was originally drafted—
could have been prevented by the same 
unit-testing approach that my Testing 
Grouplet (http://mike-bland.com/tags/
testing-grouplet.html), Test Certified,5 
Testing on the Toilet, and Test Merce-
nary partners in crime worked so hard 
to demonstrate to Google engineer-
ing over the course of several years. By 
the time we finished, thorough unit 
testing had become the expected cul-
tural norm. (My commentary on Heart-
bleed, with working code, is available 
at http://mike-bland.com/tags/heart-
bleed.html.)

Culture change isn’t easy, but it’s 
possible. If like-minded developers 
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Thanks to Guido van Rossum, George 
Neville-Neil, and Martin Fowler for 
supporting my efforts. 
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Can Be Deceiving 
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band together across teams, across 
companies, even across the indus-
try—such as is beginning to happen 
with the Automated Testing Boston 
Meetup (http://www.meetup.com/
Automated-Testing-Boston/), its sister 
groups in New York, San Francisco, 
and Philadelphia, and the AutoTest 
Central community blog (http://au-
totestcentral.com/)—and engage in 
creative pursuits to raise awareness 
of such issues and their solutions, 
change will come over time.

The goal is to have this and other ar-
ticles—including my “Goto Fail, Heart-
bleed, and Unit Testing Culture” article 
published by Martin Fowler (http:// 
martinfowler.com/articles/testing-cul- 
ture.html)—drive discussion around 
the Apple SSL and Heartbleed bugs, 
spreading awareness and improv-
ing the quality of discourse; not just 
around these specific bugs, but around 
the topics of unit testing and code qual-
ity in general. These bugs are a perfect 
storm of factors that make them ideal 
for such a discussion:

 ˲ The actual flaw is very obvious 
in the case of the Apple bug, and the 
Heartbleed flaw requires only a small 
amount of technical explanation.

 ˲ The unit-testing approaches 
that could have prevented them are 
straightforward.

 ˲ User awareness of the flaws and 
their severity is even broader than other 
well-known software defects, generat-
ing popular as well as technical press. 

 ˲ The existing explanations that ei-
ther dismiss the ability of unit testing 
to find such bugs or otherwise excuse 
the flaw are demonstrably unsound.

If we do not seize upon these oppor-
tunities to make a strong case for the 
importance and impact of automated 
testing, code quality, and engineer-
ing culture, and hold companies and 
colleagues accountable for avoidable 
flaws, how many more preventable, 
massively widespread vulnerabili-
ties and failures will occur? What fate 
awaits us if we do not take appropri-
ate corrective measures in the wake of 
goto fail and Heartbleed? How long 
will the excuses last, and what will they 
ultimately buy us?

And what good is the oft-quoted 
bedrock principle of open-source soft-
ware, Linus’s Law—“Given enough eye-
balls, all bugs are shallow”—if people 

refuse to address the real issues that 
lead to easily preventable, catastrophic 
defects?

I have worked to produce artifacts 
of sound reasoning based on years of 
experience and hard evidence—work-
ing code in the form of the Apple 
patch-and-test tarball and heartbeat_
test.c, contributed to OpenSSL (http://
goo.gl/1F7SKs)—to back up my rather 
straightforward claim: a unit-testing 
culture most likely could have prevent-
ed the catastrophic goto fail and 
Heartbleed security vulnerabilities.

High-profile failures such as the 
Apple SSL/TLS vulnerability and the 
Heartbleed bug are prime opportuni-
ties to show the benefits of automated 
testing in concrete terms; to demon-
strate technical approaches people 
can apply to existing code; and to il-
lustrate the larger, often cultural, root 
causes that produce poor habits and 
bugs. Given the extent to which mod-
ern society has come to depend on 
software, the community of software 
practitioners must hold its members 
accountable, however informally, for 
failing to adhere to fundamental best 
practices designed to reduce the oc-
currence of preventable defects—and 
must step forward not to punish mis-
takes but to help address root causes 
leading to such defects. If you see some-
thing, say something!

Further reading. This article is 
based on my presentation, “Finding 
More than One of the Same Worm in 
the Apple” (http://goo.gl/F0URUR), cor-
responding material,5–8 and excerpts 
from my blog post (http://mike-bland.
com/2014/04/15/goto-fail-tott.html).

Figure 5 is by Catherine Laplace, 
based on the author’s sketch of an im-
age from the Testing Grouplet/EngE-
DU Noogler Unit Testing lecture slides 
for new Google engineers.
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T H E  P RO L I F E R AT I O N  O F  smartphones and other 
powerful sensor-equipped consumer devices enables 
a new class of Web application: community sense and 
response (CSR) systems, distinguished from standard 
Web applications by their use of community-owned 
commercial sensor hardware. Just as social networks 
connect and share human-generated content, CSR 
systems gather, share, and act on sensory data from 
users’ Internet-enabled devices. Here, we discuss the 
Caltech Community Seismic Network (CSN) as a 

prototypical CSR system harnessing 
accelerometers in smartphones and 
consumer electronics, including the 
systems and algorithmic challenges of 
designing, building, and evaluating a 
scalable network for real-time aware-
ness of dangerous earthquakes. 

Worldwide, approximately two mil-
lion Android and iOS devices have 
been activated every day since 2012, 
each carrying numerous sensors and 

Community 
Sense and 
Response 
Systems:  
Your Phone as 
Quake Detector 

DOI:10.1145/2622628.2622633

The Caltech CSN project collects sensor data 
from thousands of personal devices for real-
time response to dangerous earthquakes. 

BY MATTHEW FAULKNER, ROBERT CLAYTON,  
THOMAS HEATON, K. MANI CHANDY, MONICA KOHLER,  
JULIAN BUNN, RICHARD GUY, ANNIE LIU, MICHAEL OLSON, 
MINGHEI CHENG, AND ANDREAS KRAUSE 

 key insights
  Sensors in smartphones and consumer 

hardware allow scientists to sense the 
physical world at unprecedented scale 
and detail. 

  CSR systems partner with volunteers to 
understand and respond to events like 
natural disasters that could significantly 
affect even entire cities. 

  CSR systems must provide fast, reliable 
response despite their reliance on large 
numbers of (potentially unreliable) 
consumer sensors. 
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high-speed Internet connection. Sever-
al recent sensing projects have sought 
to partner with the owners of these 
and other consumer devices to collect, 
share, and act on sensor data about 
phenomena that could affect millions 
of lives. Coupled with cloud computing 
platforms, these networks can achieve 
vast coverage previously beyond the 
reach of sensor networks.6 Boulos et 
al.5 includes an excellent overview of 
how the social and mobile Web facili-
tate crowdsourcing data from individu-
als and their sensor devices. Additional 
applications of community and partici-
patory sensing include understanding 
traffic flows,4,14,16,20 identifying sources 
of environmental pollution,1,2 moni-
toring public health,18 and responding 
to natural disasters like hurricanes, 
floods, and earthquakes.8,9,11,15 These 
systems are made possible through 
volunteer sensors and low-cost Web 
solutions for data collection and stor-

age. However, as the systems mature, 
they will undoubtedly extend beyond 
data collection and take real-time ac-
tion on behalf of the community; for 
example, traffic networks can reroute 
traffic around a crash, and a seismic 
network can automatically slow trains 
to prevent derailment. 

From Collection to Action 
Acting on community sensor data is 
fundamentally different from acting 
on data in standard Web applications 
or scientific sensors. The potential 
volume of raw data is vast, even by the 
standards of large Web applications. 
Data recorded by community sensors 
often includes signals produced by 
the people operating them. And many 
of the desired applications involve un-
derstanding physical phenomena at a 
finer scale than that of previous scien-
tific models. 

A CSR network can produce an 

enormous volume of raw data. Smart-
phones and other consumer devices 
often have multiple sensors and can 
produce continuous streams of GPS 
position, acceleration, rotation, audio, 
and video data. Even if events of inter-
est like traffic accidents, earthquakes, 
and disease outbreaks are rare, devices 
must still monitor continuously to de-
tect them. Beyond obvious data heavy-
weights like video, rapidly monitoring 
even a single accelerometer or micro-
phone produces hundreds of mega-
bytes per day. Community sensing 
makes possible networks with tens of 
thousands or even millions of devices; 
for example, equipping taxis with GPS 
devices or air-quality sensors can eas-
ily yield a network of 50,000 sensors 
in a big city like Beijing. At this scale, 
collecting even a small set of summary 
statistics is daunting; if 50,000 sensors 
report a brief status update once per 
minute, the total number of messages 
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contributed articles

devices to collectively produce the in-
formation needed for real-time and 
post-event responses to dangerous 
earthquakes. To that end, it has part-
nered with more than 1,000 volunteers 
in the Los Angeles area and others in 
cities around the world contributing 
real-time acceleration data from their 
Android smartphones and low-cost 
USB-connected sensors (see Figure 1). 

Following an earthquake, firefight-
ers, medical teams, and other first re-
sponders must build situational aware-
ness before they are able to deploy their 
resources effectively. Due to variations 
in ground structure, two points that 
may be only, say, a kilometer apart can 
experience significantly different levels 
of shaking and damage (see Figure 2). 
Likewise, different buildings may re-
ceive different degrees of damage due 
to the types of motion they experience. 
If communication is lost in a city, it can 
take up to an hour for helicopter sur-
veillance to provide the first complete 
picture of the damage it has sustained. 
Fortunately, as sensors can detect the 
moderate P-wave shaking that pre-
cedes damaging S-wave shaking, they 
are likely to report initial quake mea-
surements before the communication 
or power networks are compromised. 
These measurements can provide lo-
calized estimates of shaking intensity 
and damage to emergency responders 
immediately after a quake strikes. 

Another intriguing application is 
early warning of strong shaking. Early 
warning follows the principle that ac-
celerometers near the origin of an 
earthquake detect initial shaking be-
fore locations further from the origin 
experience strong shaking. While the 
duration of warning people receive 
depends on the speed of detection 
and their distance from the epicenter, 
warning times of tens of seconds to a 
minute have been produced by early-
warning systems in Japan, Mexico, 
and Taiwan. These warnings give time 
needed to evacuate elevators, stop 
trains, or halt medical procedures. 
Following the 1989 Loma Prieta earth-
quake in Northern California, emer-
gency workers involved in clearing 
debris received advance warning of af-
tershocks.

Community participation is ideal 
for seismic sensing for several reasons: 
First, community participation makes 

would rival the daily load in the Twitter 
network. 

Community devices also differ from 
their counterparts in traditional scien-
tific and industrial applications. Be-
yond simply being less accurate than 
“professional” sensors, community 
sensors may be mobile, intermittently 
available, and affected by the unique 
environment of an individual user’s 
home or workplace; for example, the 
accelerometer in a smartphone could 
measure earthquakes but user motion 
as well. 

By enabling sensor networks that 
densely cover cities, community sen-
sors make it possible to measure and 
act on a range of important phenom-
ena, including traffic patterns, pollu-
tion, and natural disasters. However, 
due to the existing lack of fine-grain 
data about these phenomena, CSR sys-
tems must simultaneously learn about 
the phenomena they are built to act on; 
for example, a community seismic net-
work may need models learned from 

frequent, smaller quakes to estimate 
damage during rare, larger quakes. 

Such challenges are complicated 
by the need to make reliable decisions 
in real time with performance guaran-
tees; for example, choosing the best 
emergency-response strategies follow-
ing a natural disaster could be aided 
by real-time sensor data. However, 
false alarms and inaccurate data can 
be costly. Rigorous performance esti-
mates and system evaluations are pre-
requisites for automating real-world 
responses. 

Caltech Community 
Seismic Network 
The CSN project at Caltech (http://csn.
caltech.edu/) aims to quickly detect 
earthquakes and provide real-time es-
timates of their effects through com-
munity-operated sensors. Large earth-
quakes are among the few scenarios 
that can threaten an entire city. CSN is 
built on a vision of people sharing ac-
celerometer data from their personal 

Figure 1. CSN volunteers contribute data from low-cost accelerometers (above) and from 
Android smartphones via a CSN app (below). 

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=68&exitLink=http%3A%2F%2Fcsn.caltech.edu%2F
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=68&exitLink=http%3A%2F%2Fwww.communityseismicnetwork.org
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=68&exitLink=mailto%3Acsn%40gps.caltech.edu
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=68&exitLink=http%3A%2F%2Fcsn.caltech.edu%2F
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possible the densely distributed sen-
sors needed to accurately measure 
shaking throughout a city; for example, 
instrumenting the greater Los Angeles 
area at a spatial resolution of one sen-
sor per square kilometer would require 
more than 10,000 sensors. While tradi-
tional seismometer stations cost thou-
sands of dollars per sensor to install 
and operate, the same number of sen-
sors would be possible if only 0.5% of 
the area’s population volunteered data 
from their smartphones. This way, 
community sensors can provide fine 
spatial coverage and complement ex-
isting networks of sparsely deployed, 
high-quality sensors. 

Community sensors are also ideally 
situated for assisting the population 
through an emergency. In addition to 
collecting accelerometer data, commu-
nity-sensing software on smartphones 
can report the last known location of 
family members or give instructions 
on where to gather for help from emer-
gency teams; that is, community-sens-
ing applications represent a new way 
for people to stay informed about the 
areas and people they care about. 

CSN makes it easy for volunteers 
to participate through low-cost accel-
erometers and the sensors already in 
their Android phones. A free Android 
app called CrowdShake (http://csn.
caltech.edu/crowdshake) makes vol-
unteering data as easy as installing a 
new app. CSN also partners with Los 
Angeles-area schools and civic organi-
zations to freely distribute 3,000 low-
cost accelerometers from Phidgets, 
Inc. (http://www.phidgets.com) that in-
terface through USB to a host PC, tab-
let, or other Internet-connected device. 
Phidgets sensors have also been in-
stalled in several high-rise buildings in 
the Los Angeles area to measure their 
structural responses to earthquakes, as 
in Figure 1. 

Reliable, real-time inference of spa-
tial events is a core task of seismic mon-
itoring and a prototypical challenge for 
any application using physical sensors. 
Here, we outline a methodology devel-
oped by the CSN team to quickly detect 
quakes from thousands of community 
sensors, harnessing the computational 
power of community devices to over-
come the noise in community-operat-
ed hardware and demonstrating that 
on-device learning yields a decentral-

ized architecture scalable and hetero-
geneous even as it provides rigorous 
performance guarantees. 

Decentralized Event Detection 
Suppose a strong earthquake begins 
near a metropolitan area and that 
0.1% of the population contributes 
accelerometer data from a person-
ally owned Internet-enabled device. 
In Los Angeles County, this would 
mean data from 10,000 noisy sen-
sors located on a coastal basin of rock 
and sediment criss-crossed with fault 
lines and overlapped with vibration-
producing freeways. How could a 
sensor network detect the quake and 
estimate its location and magnitude 
as quickly as possible? The “classic” 
approach is to collect all data central-
ly and declare an event has occurred 
when the following likelihood ratio 
test is true: 

P(all measurements|quake) 
P(all measurements|quake) > τ  (1) 

The test would declare a detection 
if the ratio exceeds a predetermined 
threshold τ. Not surprisingly, this in-
volves transmitting a daunting amount 
of data; a global network of one million 
phones would be transmitting 30TB of 
acceleration data per day. Additionally, 
the likelihood-ratio test requires distri-
bution of all sensor data, conditioned 
on the occurrence or nonoccurrence of 
a strong earthquake. Each community 
sensor is unique, so modeling these 
distributions requires modeling each 
sensor individually. 

A natural next step is a decentral-
ized approach. Suppose each device 
transmits only a finite summary of 
its current data, or a “pick message.” 
The central server again performs a 
hypothesis test but now using the re-
ceived pick messages instead of the 
entire raw data. Results from decen-
tralized hypothesis testing theory say 
if the sensors’ measurements are in-
dependent, depending on whether an 

Figure 2. Differences in soil conditions and subsurface structures cause significant  
variations in ground shaking; data recorded by the Long Beach, CA, network. 

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=69&exitLink=http%3A%2F%2Fcsn.caltech.edu%2Fcrowdshake
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=69&exitLink=http%3A%2F%2Fwww.phidgets.com
http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=69&exitLink=http%3A%2F%2Fcsn.caltech.edu%2Fcrowdshake
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of data, with an arbitrary approxima-
tion guarantee, using a finite amount 
of storage. 

A tool from computational geom-
etry, called a “coreset,” makes such 
approximations possible. A coreset for 
an algorithm is roughly a (weighted) 
subset of the input, such that running 
the algorithm on the coreset gives a 
constant-factor approximation to run-
ning the algorithm on the full input. 
Coresets have been used to obtain ap-
proximations for a variety of geometric 
problems, including k-means and k-
medians clustering. 

It turns out that many geometric 
coreset techniques also provide ap-
proximations for statistical problems. 
Given an input dataset D, the challenge 
is to find the maximum likelihood esti-
mate for the means and variances of a 
GMM, collectively denoted θ. A weight-
ed set C is a (k, ε) coreset for GMMs if 
with high probability the log likelihood 
on L(C |θ) is an ε approximation to the 
log likelihood on the full data L(C |θ) 
for any mixture of k Gaussians: 

(1-ϵ)L(D |θ)≤ L(C |θ)≤L(D | θ)(1+ϵ) . 

Feldman et al.12 showed that given 
input D, it is possible to sample such 
a coreset C with size independent of 
the size of input D or depends polyno-
mially on the dimension of the input, 
the number of Gaussians k, and pa-
rameters ε, δ, with probability at least 
1 − δ for all (nondegenerate) mixtures 
θ of k Gaussians. This result implies 
that the mixture model learned from 
a constant-size coreset C can obtain 
approximately the same likelihood as 
a model learned from the entire arbi-
trarily large D. 

But where does C come from? 
Feldman et al.12 showed efficient al-
gorithms to compute coresets for 
projective clustering problems (such 
as k-means and generalizations) can 
provide coresets for GMMs. A key in-
sight is that while uniformly subsam-
pling, the input can miss “important” 
regions of data, an adaptive-sampling 
approach is likely to sample from 
“enough” regions to reliably estimate 
a mixture of k Gaussians; weighting 
the samples accounts for the sam-
pling bias. Har-Peled and Mazumdar13 
identified that coresets for many opti-
mization problems can be computed 

event has or has not occurred, and if 
the probability of the measurements 
is known in each case, then the as-
ymptotically optimal strategy is to per-
form a hierarchical hypothesis test;21 
each sensor individually performs a 
hypothesis test, for some threshold τ, 
picking only when 

P(sensor measurement|quake) 
P(sensor measurement|no quake) > τ  (2) 

Similarly, the cloud server performs 
a hypothesis test on the number of 
picks S received at a given time and de-
clares a detection when this condition 
is met 

 
Bin(S; rT,N)
Bin(S; rF,N)

> τ′  (3) 

The parameters rT and rF are the 
true positive and false positive pick 
rates for a single sensor, and Bin(·, p, N) 
is the probability mass function of the 
binomial distribution. Decision rules 
(2) and (3) are asymptotically optimal 
for proper choice of the thresholds τ 
and τ′.21 Additionally, collecting picks 
instead of raw data helps preserve 
user privacy. 

Detecting rare events from commu-
nity sensors presents three main chal-
lenges to this classical, decentralized 
detection approach: 

Likelihood ratio tests. How can 
likelihood ratio tests be performed 
on each sensor’s data when the data 
needed to accurately model sensor be-
havior during an event (such as mea-
surements of large, rare quakes) is dif-
ficult to obtain?; 

Modeling each sensor. How might 
each sensor be modeled? Serverside 
modeling scales poorly, and on-device 
learning involves computational and 
storage limits; and 

Spatial dependencies. How can the 
(strong) assumption of conditionally 
independent sensors be overcome and 
spatial dependencies incorporated? 

We next consider how the abun-
dance of normal data can be leveraged 
to detect rare events for which training 
data is limited; then that new tools from 
computational geometry make it pos-
sible to compute the needed probabi-
listic models on resource-constrained 
devices; and finally that learning on the 
serverside adapts data aggregation ac-
cording to spatial dependencies. 

Leveraging “normal” data. The sen-

sor-level hypothesis test in (2) requires 
two conditional probability distribu-
tions: The numerator models a par-
ticular device’s acceleration during a 
strong quake that is impractical to ob-
tain due to the rarity of large quakes. In 
contrast, the denominator can be esti-
mated from abundantly available “nor-
mal” data. Is reliable quake detection 
still possible? 

It turns out that mild assumptions, 
a simple approach to anomaly detec-
tion using only the probability of an 
acceleration time series in the absence 
of a quake, can obtain the same asymp-
totically optimal performance. A given 
sensor now picks when 

P(sensor measurement|no quake) < τ  (4)

For an appropriate choice of thresh-
old, this technique can be shown to pro-
duce the same picks as the full hypoth-
esis test, without requiring a model of 
sensor data during future unknown 
quakes; for more, see Faulkner et al.11 

The anomaly-detection scheme 
makes use of the abundant “normal” 
data but still involves the challenge of 
computing the conditional distribu-
tion. In principle, each sensor could 
maintain a history of its observations, 
periodically estimating a probabilistic 
model describing that data. On a mo-
bile device, this means logging approx-
imately 3GB of acceleration data per 
month. Storing and estimating models 
on this much data is a burden on vol-
unteers’ smartphone resources. Is it 
possible to accurately model a sensor’s 
data with (much) less storage? 

The CSN system models accelerom-
eter data as a Gaussian mixture model 
(GMM) over a feature vector of accel-
eration statistics from short-duration 
time windows, as in, say, phonemes in 
speech recognition. GMMs are a flex-
ible family of multimodal distributions 
that can be estimated from data using 
the simple EM algorithm.3 Unlike a sin-
gle Gaussian, which is specified by the 
mean and variance of the data, learn-
ing the optimal GMM requires access 
to all the data; GMMs do not admit fi-
nite sufficient statistics. Thus, a device 
must store its entire sensor history to 
produce the optimal GMM. Fortunate-
ly, it turns out the picture is drastically 
different for approximating a GMM, 
which can be fit to an arbitrary amount 
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How can 
(qualitative) 
knowledge about 
the nature of the 
event be exploited 
to improve detection 
performance? 

efficiently in the parallel or stream-
ing model, with several such results 
applying here. In particular, a stream 
of input data can be buffered to some 
constant size, then compressed into 
a coreset. Careful merging and com-
pressing of these coresets provides an 
approximation of the entire stream so 
far while using space and update time 
polynomial in all the parameters and 
logarithmic in n. 

Quake detection in community net-
works requires finding a complex spa-
tiotemporal pattern in a large set of 
noisy sensor measurements. The start 
of a quake may affect only a small frac-
tion of a network, so the event can be 
concealed in single-sensor measure-
ments and in networkwide statistics. 
Recent high-density seismic studies, as 
in Figure 2, found localized variations 
in ground structure significantly affect 
the magnitude of shaking at locations 
only one kilometer apart. Consequent-
ly, effective quake detection requires 
algorithms that are able to learn subtle 
dependencies among sensor data and 
detect changes within groups of de-
pendent sensors. 

The classical approach outlined 
earlier assumes sensors provide inde-
pendent, identically distributed mea-
surements conditioned on the occur-
rence or nonoccurrence of an event. 
In this case, the system would declare 
an event has occurred if a sufficiently 
large number of sensors, regardless 
of location, report picks. However, in 
many practical applications, the par-
ticular spatial configuration of the sen-
sors matters, and the independence 
assumption is violated. How can (qual-
itative) knowledge about the nature of 
the event be exploited to improve de-
tection performance? 

The start of an event (such as an 
earthquake, fire, or epidemic) may first 
be observed by small groups of sensors 
that are close to the event or are most 
sensitive to its effects. Viewed as trans-
mitting a vector x ∈ RP through a noisy 
channel, the signal is mostly zeros 
(sparse), but many bits in the received 
vector y (picks) are flipped due to noise. 
Intuitively, the signal observed by these 
small groups will be lost among the 
environmental noise unless the sys-
tem is aware of dependencies among 
the sensors. This intuition (and some 
desirable analytic properties) can be 

captured by learning an orthonormal 
change-of-basis matrix that projects 
the picks received by the server onto 
a coordinate system that, roughly, ag-
gregates groups of strongly correlated 
sensors. Given such a matrix B with 
columns bi, . . . , bp, the server declares 
an event when 

max
i
 bi

T y > τ

To obtain reliable detection when 
the signal is weak (measured by the 0 
pseudo-norm, x0 < √�p ), traditional 
hypothesis testing requires the error 
rate of each sensor (each element of 
x) to decrease as the number of sen-
sors p increases. This requirement is 
in stark contrast to the intuition that 
more sensors are better and incom-
patible with the “numerous but noisy” 
approach of community sensing. How-
ever, Faulkner et al.10 found that if the 
matrix B is “sparsifying,” or BT x0 = 
pβ, x0 < pα, 0 < β < α < ½, then the test 
max

i
 bi

T y > τ gives probability of miss 
and false alarm that decays to zero ex-
ponentially as a function of the “spar-
sification ratio” x0BT0, for any 
rate rF < ½of pick errors. Effectively, a 
change of basis allows large numbers 
of noisy sensors to contribute to reli-
able detection of signals that are ob-
served by only a small fraction (x0) of 
sensors. 

Learning to sparsify. These results 
depend on B’s ability to concentrate 
weak signals. 

A direct approach for learning B is to 
optimize

 min
B
BT X0 subject to BBT = I (5)

where X is a matrix containing binary 
per-sensor event occurrences as its col-
umns and BBT= I is the sum of non-zero 
elements in the matrix. The constraint  
ensures B remains orthonormal. Com-
puting equation (5) can be impractical, 
as well as sensitive to noise or outliers 
in the data. It may thus be more prac-
tical to find a basis that sparsely rep-
resents “most of” the observations. 
More formally, let Z be a latent matrix 
that can be viewed as the “cause” in 
the transform domain of the noise-free 
signals X, or X = BZ. Z should be sparse 
and BZ should be close to the observed 
signal Y. These conditions suggest the 
next optimization, originally intro-
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The CSN network includes two 
kinds of sensor clients: a desktop cli-
ent with USB accelerometer and an 
Android app for phones and tablets, 
as in Figure 1. The internal data flow 
and the messaging between the cloud 
and an Android client are outlined in 
Figure 4; desktop clients differ pri-
marily in their picking algorithm and 
lack of GPS (see Figure 5). At the core 
of the application is a suite of sensors, 
including three-axis accelerometer 
and GPS. The Android client continu-
ally tests the accelerometer data for 
anomalies (reported as picks), log-
ging raw data temporarily to a local 
database for post-event data collec-
tion. Clients listen for push notifica-
tions from the server implemented 
through Google’s Cloud Messaging 
services. 

Cloud computing services are well 
suited for the network maintenance 
and real-time response tasks of CSR 
systems. Figure 3 outlines the main 
data flows through the cloud: First, 
CSN writes client registration and 
heartbeat messages to multiple data-
centers via App Engine’s high replica-
tion datastore. Next, incoming picks 
are spatially aggregated by geographic 
hashing into memcache, a distributed 
in-memory data cache. Although mem-
cache is not persistent (objects can be 
ejected from the cache due to memory 
constraints), it is much faster than the 
datastore. Memcache is also ideal for 
computations that must occur quick-
ly, and, because it allows values to set 
an expiration time, it is also ideal for 
data whose usefulness expires after a 
period of time. Finally, the CSN cloud 
performs event detection on the aggre-
gated picks. Implementing this archi-
tecture on App Engine offers several 
advantages: 

Dynamic scaling. Incoming requests 
are automatically load balanced be-
tween instances created and destroyed 
based on current demand levels, an ar-
rangement that simplifies algorithmic 
development and reduces costs during 
idle periods; 

Robust data. Datastore writes are 
automatically replicated to geographi-
cally separate data centers. Replication 
is prudent for any application but es-
pecially for disaster response systems; 
and 

Easy deployment. Deploying ap-

duced for text modeling7 as a heuristic 
for equation (5) 

min
BZ
Y – BZF

2 + λ Z1 subject to 
BBT = I

 (6) 

where ·F is the matrix Frobenius 
norm, and λ > 0 is a free parameter. 
Equation (6) essentially balances the 
difference between Y and X with the 
sparsity of Z; increasing λ more strong-
ly penalizes choices of Z that are not 

sparse. For computational efficiency, 
the 0-norm is replaced by the convex 
and heuristically “sparsity-promoting” 
1-norm. 

Although equation (6) is non-con-
vex, fixing either B or Z makes the ob-
jective function with respect to the 
other convex. The objective can then 
be efficiently solved (to a local minima) 
through an iterative two-step convex-
optimization process. 

Building CSN 
Managing a CSR and processing its 
data in real time is a challenge in 
terms of scalability and data security. 
Cloud computing platforms (such 
as Amazon EC2, Heroku, and Google 
App Engine) provide practical, cost-
effective resources for reliably scaling 
Web applications. The CSN network is 
built on Google App Engine (see Fig-
ure 3). Heterogeneous sensors include 
cellphones, standalone sensors, and 
accelerometers connected through 
USB to host computers to the cloud; 
the cloud, in turn, performs event de-
tection and issues notifications of po-
tential seismic events. Additionally, 
a cloud infrastructure allows sensors 
anywhere in the world to connect just 
by specifying a URL. 

Figure 3. The CSN cloud maintains the persistent state of the network in datastore,  
performs real-time processing of pick data via Memcache, and generates notifications  
and quake statistics. 

PickRegistration Heartbeat

Datastore

Client  Interaction

Associator

Early Warning Alerts

Google App
Engine

Memcache

Figure 4. The CrowdShake app processes 
sensor data locally on an Android phone or 
tablet, sends pick messages during poten-
tial quakes, receives alerts, and responds 
to data requests. 
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plications on App Engine is fairly 
straightforward, as individual server 
instances need not be configured 
and coordinated. Additionally, by us-
ing the same front ends that power 
Google’s search platform, App Engine 
applications can expect low latency 
from any geographical location in 
the world. Such scalability allows the 
network to readily include volunteers 
from new cities or countries. 

Experimental Evaluation 
Evaluating a CSR system involves as-
sessing both hardware and algorithms. 
For CSN, this means determining 
whether community hardware is able 
to detect strong quakes, evaluate de-
tection algorithms on their ability to 
detect future quakes that cannot be 
modeled or predicted, and verify that 
implementing the system is practical 
on mobile devices and cloud platforms 
(see Figure 6). 

The CSN team evaluated commu-
nity hardware, and found that low-cost 
MEMS accelerometers are capable of 
measuring seismic motion. Experi-
ments with a large actuator called a 
“shake table” expose sensors to accu-

rate reproductions of historic, mod-
erately large (magnitude 4.5–5.5) 
earthquakes. The shake table demon-
strates that both USB sensors and the 
lower-quality phone accelerometers 
can detect the smaller initial shaking 
(P-wave) and stronger secondary shak-
ing (S-wave) that produce the char-
acteristic signature of an earthquake 
(see Figure 7). These laboratory ex-
periments are confirmed by measure-
ments of actual earthquakes observed 
by the CSN network; Figure 5 shows 
similar signatures involving a subset 

of measurements of a magnitude 3.6 
quake. A second experiment assesses 
whether community sensors can de-
tect changes in the motion of buildings 
caused by earthquakes. The CSN team 
oscillated the 10-story Millikan Library 
on the Caltech campus using a large 
eccentric weight on the roof. CSN sen-
sors measured the resonant frequency 
of the building (approximately 1.7Hz), 
confirming low-cost sensors are able to 
perform structure monitoring. 

Here, we evaluate the ability of com-
munity sensors to detect future quakes 

Figure 5. CSN sensors produced picks (blue and red bars) for both P-wave and S-wave of 
the March 2013 Anza M4.7 earthquake; time series plots are arranged by distance from the 
quake’s epicenter. 

Figure 6. Eccentric weights oscillate Millikan Library, showing CSN hardware is sensitive to resonant frequencies in buildings. 
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Figure 7. Android accelerometers accurately record strong shaking during a shake-table experiment: (a) shake-table experimental setup; (b) 
ground truth; and (c) Android phone; and (d) Android phone in backpack. 
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cloud server in the form of receiver 
operating characteristic curves, show-
ing anomaly detection outperforming 
several standard baselines (see Figure 
8). The vertical axis is the attainable 
detection (pick) rate of a single sensor 
against the horizontal axis of allowable 
false detection (pick) rate. 

Coresets provide a promising way to 
learn GMMs of accelerometer data on 
smartphones, yielding more accurate 
models for a given training set size than 
uniformly subsampling the available 
data. Combining the accuracy results 
for USB and Android sensors, Figure 8d 
outlines the trade-off of detecting with 
a mix of sensor types while limited to 
one false alarm per year. These results 
indicate approximately 50 phones or 
10 Phidgets should be enough to detect 
a nearby magnitude 5 or larger event 
with close to 100% detection rate. 

While earthquakes are inherently 
unpredictable, simulations provide a 
qualitative idea of spatial dependen-

for which no training data is available. 
While earthquakes are rare, data gath-
ered from community sensors may be 
plentiful. To characterize “normal” 
(background) data, seven student and 
faculty volunteers at Caltech carried 
Android phones during their daily 
routines to gather more than 7GB of 
phone accelerometer data; 20 desktop 
USB accelerometers recorded 55GB of 

acceleration. From this data, the CSN 
team estimated models for each sen-
sor type’s normal operating behavior, 
evaluating anomaly-detection perfor-
mance on 32 historic records of mod-
erately large (magnitude 5–5.5) events 
(as recorded by the Southern Califor-
nia Seismic Network (http://www.scsn.
org). Individual sensors were able to 
transmit “event” or “no event” to the 

Figure 8. Attainable true-positive and false-positive pick rates for: (a) USB accelerometer and (b) Android accelerometer; (c) coresets of 
accelerometer data require less storage to produce accurate acceleration models; and (d) estimated quake detection rates for a mixture of 
USB and mobile phone sensors in a given area. 
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Figure 9. Learned “sparsifying” outperforms standard spatial event-detection algorithms 
and provides faster detection of four Los Angeles area quakes recorded by CSN in 2012. 
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cies among sensors that can be used to 
train detectors. Using a prior distribu-
tion constructed from historic earth-
quakes in the U.S. Geological Survey 
database (http://www.data.scec.org) 
a simulator for community sensors 
similar to the one developed by Liu et 
al.17 simulated picks from 128 CSN sen-
sors during 1,000 simulated quakes. 
These picks are used as training data 
for a sparsifying basis, a networkwide 
hypothesis test, and a spatial scan sta-
tistic. Each algorithm is evaluated on 
its ability to detect four recent events 
using real measurements recorded 
by the network (see Figure 9); for each 
event, the vertical bars give the time to 
detection for the learned bases, classi-
cal hypothesis testing, and a competi-
tive scan statistic algorithm. The bases 
learned from simple simulations in 
general achieve faster detection (such 
as eight seconds faster than competi-
tive algorithms detecting the Septem-
ber 3, 2102 Beverly Hills, CA, magni-
tude 3.2 event). 

Conclusion 
We have outlined several algorithmic 
and systems principles that facilitate 
detecting rare and complex spatial sig-
nals using large numbers of low-cost 
community sensors. Employing ma-
chine learning at each stage of a decen-
tralized architecture allows efficient 
use of sensor-level and cloud-level re-
sources, essential for providing perfor-
mance guarantees when little can be 
said about a particular community sen-
sor or when little is known about the 
events of interest. Community sensing 
is applicable to a variety of application 
domains, including fires, floods, radia-
tion, epidemics, and traffic accidents, 
as well as monitoring pollution, pedes-
trian traffic, and acoustic noise levels 
in urban environments. In all cases, 
“responding” can range from taking 
physical action to merely devoting ad-
ditional resources to an event of inter-
est. While the CSN project is motivated 
by the public need to detect and react 
to strong earthquakes, CSR systems for 
these domains and others will require 
a similar blueprint for machine learn-
ing and scalable systems. 
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C L O U D  C O M P U T I N G  I S  taking the computer world  
by storm. Infrastructure-as-a-Service (IaaS) clouds 
(such as Amazon Elastic Compute Cloud, and EC2) 
allow anyone with a credit card to tap into a seemingly 
unlimited fountain of computing resources by renting 
virtual machines for several cents or dollars per hour. 
Forrester Research30 predicted the cloud computing 
market could top $241 billion in 2020, compared to 
$40.7 billion in 2010, a sixfold increase. What will the 
2020 clouds look like? Given the pace of innovation 
in cloud computing and other utilities (such as smart 
grids and wireless spectra), substantial shifts are 
bound to occur in the way providers design, operate, 
and sell cloud computing resources and how clients 
purchase and use them. 

IaaS cloud providers sell fixed bun-
dles of CPU, memory, and I/O resourc-
es packaged as server-equivalent virtu-
al machines called guest machines. We 
foresee providers will continuously up-
date the price and quantity of the indi-
vidual resources in time granularity as 
fine as seconds and the software stack 
within the virtual machines will evolve 
accordingly to operate in this dynamic 
environment. We call this new model 
of cloud computing the Resource-as-
a-Service (RaaS) cloud. In it, provider-
governed economic mechanisms will 
control clients’ access to resources. 
Clients will thus deploy economic soft-
ware agents that will continuously buy 
and sell computing resources in accor-
dance with the provider’s current sup-
plies and other clients’ demands. 

IaaS Trends 
We identify four existing trends in the 
operation of IaaS cloud computing 
platforms that underlie the transition 
we foresee: the shrinking duration of 
rental, billing, and pricing periods; the 
constantly decreasing granularity of re-
sources offered for sale; the increasing-
ly market-driven pricing of resources; 
and the provisioning of useful service 
level agreements (SLAs). 

Duration of rent and pricing. Be-
fore cloud computing emerged over 
the past decade, the useful lifetime of 
a purchased server was several years. 
With the advent of Web hosting, cli-
ents could rent a server on a monthly 
basis. With the introduction of on-de-
mand EC2 instances in 2006, Amazon 
radically changed the time granularity 
of server rental, making it possible for 
its clients to rent a “server equivalent” 
for as short a period as one hour. This 
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S move was good for the provider—Ama-
zon—because, by incentivizing clients 
to shut down unneeded instances, the 
hardware was time-shared better. It 
also benefited clients, who no longer 
had to pay for wall-clock time they did 
not use but only for instance time they 
did use. 

Renting server-equivalents for ever-
shorter periods is driven by economic 

forces that keep pushing clients to im-
prove efficiency and minimize waste: 
if a partial instance-hour is billed as 
a full hour, a client might waste up to 
one hour over the lifetime of every vir-
tual machine (a per-machine penalty). 
If a partial instance-second were billed 
as a full second, then the client would 
waste only up to one second over the 
lifetime of each virtual machine. Short-

er periods of rent and shorter billing 
units reduce client overhead, open-
ing the cloud for business for shorter 
workloads. Low overhead encourages 
horizontal elasticity—changing the 
number of concurrent virtual ma-
chines—and draws clients that require 
this functionality to the cloud. 

The trend toward shorter times is 
also gaining ground with regard to 
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spectrum40 resource allocation. Two 
elements are likely to ease adoption of 
economic agents: client size, whereby 
larger clients are more likely to in-
vest in systematic ways to save money, 
which accumulates for them to large 
amounts, and availability of off-the-
shelf and customizable agents (such as 
open source ones). 

Market-driven resource pricing. Vir-
tualization and machine consolidation 
are beneficial when at least some re-
sources are shared (such as heat sink, 
bus, and last-level cache) and others are 
time-shared (such as when a fraction of 
a CPU is rented or physical memory is 
overcommitted). However, the perfor-
mance of a given virtual machine can 
vary wildly over time due to interference 
and bottlenecks caused by other virtual 
machines that share resources whose 
use is not measured and allocated;15,24,34 
for example, Google App Engine’s pre-
liminary model—charging for CPU 
time only and not for memory—made 
the scaling of applications that use a lot 
of memory and little CPU time “cost-
prohibitive to Google,”m because con-
solidation of such applications was hin-
dered by memory bottlenecks. In 2011, 
Google App Engine was thus driven to 
charge for memory (by introducing 
memory-varied bundles). As a result, 
memory became a measured and allo-
cated resource. 

Moreover, interference and bottle-
necks depend on the activity of all the 
virtual machines in the system and 
are not easily quantified in a live envi-
ronment in which guests can monitor 
only their own activity. Even after the 
guest machine benchmarks its perfor-
mance as a function of the resource 
bundle it rented, neighbors sharing 
the same resources might still cause 
performance to vary.34 There is thus 
a discrepancy between what provid-
ers provide and what clients actually 
prefer; in practice, what clients care 
about is the subjective performance of 
their virtual machines. 

To bridge this gap, researchers 
have proposed selling guest perfor-
mance instead of consumed resourc-
es.5,17,24,26 This approach is applicable 
only where performance is well de-
fined and client applications are fully 
visible to the provider, as in Software-
as-a-Service and Platform-as-a-Service 
clouds, or the client virtual machines 

pricing periods. Amazon spot-instanc-
es, announced in 2009, may be re-
priced as often as every five minutes,1 
although Amazon bills by the price at 
the beginning of the hour. CloudSig-
ma, an IaaS cloud provider launched 
in 2010, reprices its resources exactly 
every five minutes;a see the sidebar 
“For More on RaaS.” 

Newer providers charge by even 
finer time granularity; for example, 
Gridspotb and ProfitBricks,c both 
launched in 2012, charge by three-min-
ute and one-minute chunks, respec-
tively. Meanwhile, Google modified 
its pricing policies; as of June 2011, 
Google App Engine bills instances by 
the minute, with a minimum charge of 
15 minutes,d and as of May 2013 Google 
Compute Engine charges by the min-
ute, with a minimum of 10 minutes, 
instead of by the hour.e 

We draw an analogy between cloud 
providers and phone companies that 
have progressed from billing land-
lines per several minutes to billing 
cellphones by the minute and then, 
due to client pressure or court order, 
to billing per several seconds and 
even per second. Likewise, car rental 
(by the day) is also giving way to car 
sharing (by the hour), and the U.S. 
President’s Council of Advisors on 
Science and Technology recommends 
that wireless spectrum sharing have a 
shorter period base.18 

We expect this trend of shortening 
times to continue, so, eventually, cloud 
providers will reprice computing re-
sources every few seconds and charge 
for them by the second. Providers 
might compensate themselves for over-
head by charging a minimal amount or 
using progressive prices (higher unit 
prices for shorter rental times). Such 
durations are consistent with peak de-
mand that can change over seconds 
when a site is “slashdotted” (linked 
from a high-profile website).f 

Resource granularity. In most IaaS 
clouds, clients rent a fixed bundle of 
compute, memory, and I/O resources. 
Amazon and Rackspaceg call these 
bundles “instance types”; GoGridh 
calls them “server sizes”; and Google 
Compute Enginei calls them “ma-
chine types.” Selling resources this 
way gives clients a familiar abstrac-
tion of a server equivalent. However, 
this abstraction is starting to unravel, 

and in its place are the beginnings 
of a new trend toward finer resource 
granularity. In August 2012,j Amazon 
began allowing clients to dynamically 
change available I/O resources for 
already-running instances.k Google 
App Engine charges for I/O operations 
by the million and offers progressive 
network prices rounded down to small 
base units before charging (such as 1B, 
one email message, and one instance-
hour).l CloudSigma (2010), Gridspot 
(2012), and ProfitBricks (2012) offer 
their clients the ability to compose a 
flexible bundle from varying amounts 
of resources, similar to building a cus-
tom-made server from different com-
binations of resources (such as CPUs, 
memory, and I/O devices). 

Renting a fixed combination of 
cloud resources does not reflect the 
interests of clients. First, as server size 
is likely to continue to increase (hun-
dreds of cores and hundreds of giga-
bytes of memory per server in the next 
few years), an entire server equivalent 
may be too large for some customer 
needs. Second, selling a fixed combina-
tion of resources is only efficient when 
the load customers need to handle is 
both known in advance and constant. 
As neither condition is likely, the abil-
ity to dynamically mix and match dif-
ferent amounts of compute, memory, 
and I/O resources benefits clients. 

We expect this trend toward increas-
ingly finer resource granularity to con-
tinue, so all major resources—com-
pute, memory, and I/O—will be rented 
and charged for in dynamically chang-
ing amounts, not in fixed bundles; 
clients will buy seed virtual machines 
with some initial amount of resources, 
supplementing them with additional 
resources as needed. 

Following these trends, we extrapo-
late that resources in the near future 
will be rented separately with fine re-
source granularity for short periods. 
As rental periods grow shorter, we ex-
pect efficient clients to automate the 
process by deploying an economic 
software agent to make decisions in ac-
cordance with the current prices of the 
resources, the changing load the ma-
chine should handle, and the client’s 
subjective valuation of the different re-
sources at different times. Such agents 
are also considered a necessary devel-
opment in smart grids29 and in wireless 
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fully cooperate with the provider, as 
can happen in private IaaS clouds. 
However, IaaS cloud providers and 
clients are separate economic enti-
ties and do not in general trust one 
another or cooperate without good 
reason. Guaranteeing client perfor-
mance levels is thus not applicable 
to a public IaaS cloud where allocat-
ed resources affect the performance 
of different applications differently, 
the very definition of performance is 
subjective, client virtual machines are 
opaque, and the provider cannot rely 
on clients to tell the truth with regard 
to their desired and achieved perfor-
mance. If the provider guarantees a 
certain performance level, it is in the 
client’s interest to claim the perfor-
mance is still too low to motivate the 
provider to add resources. 

Public clouds will have to forsake 
charging users a predefined sum for 
resource bundles of unknown per-
formance. For high-paying clients, 
providers can raise prices and forgo 
overcommitting resources. For low-
paying clients, a cheap or free tier of 
unknown performance can be offered. 
However, for mid-range clients, provid-
ers will have to follow one of two pos-
sible routes to address the problem of 
unpredictable resource availability: 
precisely measure all system resources 
to quantify the real use each virtual ma-
chine makes of them and then charge 
the clients precisely for the resources 
they consumed; or switch to a market-
driven model. 

A market-driven model is based on 
how clients value the few monitored 
resources. It does not necessitate pre-
cise measurement of resource use on 
the part of the provider; only the final 
outcome matters—the client’s sub-
jective valuation of the performance. 
Clients, in turn, will have to develop 
their own model to determine the 
value of a smaller number of moni-
tored resources. Such a model should 
implicitly factor in virtual-machine 
interference over non-monitored re-
sources; for example, clients might 
use a learning algorithm that pro-
duces a time-local model of the con-
nection between monitored resources 
and client performance. Though high-
ly expressive, the client’s model need 
not be complicated; it is enough that 
the client can adjust the model to the 

required accuracy level. The minimal 
client model can thus be as simple as 
a specific sum for a specific amount of 
resources; below these requirements, 
the client will not pay at all, and above 
them, the client will not pay more. The 
client’s willingness to pay affects pric-
es and resource allocation. Unlike pre-
viously proposed models,5,17,24,26 this 
economic model can accommodate 
real-world, selfish, rational clients. 

Tiered service. Tiered service,25 in 
which different clients get different 
levels of service, is found in certain 
scientific grids. Jobs of low-priority 
clients may be preempted (aborted 
or suspended) by jobs of high-priority 
clients. Although a decade ago clouds 
did not offer such prioritized ser-
vice but supplied service at only one 
fixed level—on-demand—Amazon 
has since introduced various prior-
ity levels within EC2. Higher priority 
levels are accorded to reserved (intro-
duced March 2009) and on-demand 
instances. Spot instances (introduced 
December 2009) provide a continuum 
of lower service levels, since Amazon 
prioritizes spot instances according to 

the price bid by each client. Gridspot 
(2012) operates in a similar way. As 
in grids, these priorities are relative, 
so it is difficult to explicitly define 
their meaning in terms of absolute 
availability; for example, availability 
of on-demand instances depends on 
demand for reserved instances. The 
PaaS provider Docker (announced in 
2010 as dotCloud)n and Google App 
Engineo also offer different SLA levels 
at different fee levels. 

Providers that prioritize clients 
can provide high-priority clients with 
elasticity and availability at the ex-
pense of lower-priority clients while 
simultaneously renting out currently 
spare resources to low-priority cli-
ents when high-priority clients do not 
need them. Likewise, different priori-
ties allow budget-constrained cloud 
clients inexpensive access to comput-
ing resources with poorer availability 
assurances. Mixing high-priority and 
low-priority clients will allow provid-
ers to simultaneously achieve high 
resource utilization and maintain 
adequate spare capacity for handling 
sudden loads. 

To delve further into the trends behind our vision of the RaaS cloud, see: 
a http://www.cloudsigma.com 
b http://gridspot.com 
c http://www.profitbricks.com 
d  https://developers.google.com/appengine/kb/billing#time_granularity_instance_

pricing 
e https://cloud.google.com/pricing/compute-engine 
f  “50% of the time the site is down in seconds, even when we’ve contacted site owners 
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tion increases and providers are forced 
to lower their prices. 

Implications of increased compe-
tition. As competition increases and 
prices decrease, providers attempt to 
cut their costsr in an effort to maintain 
their profit margins. At any moment, 
given the available revenue-creating 
client workload, providers seek to 
minimize their costs (especially power 
costs) by idling or halting some ma-
chines or components12 by consolidat-
ing instances to as few physical ma-
chines as reasonably possible. When 
resources are overcommitted due to 
consolidation and clients suddenly 
wish to use more resources than are 
physically available on the machine, 
the result is resource pressure. 

The move toward tiered service and 
fine rental granularity is driven in part 
by the need to reduce costs and ac-
companying resource pressure. When 
clients change their resource con-
sumption on the fly, providers continu-
ing to guarantee absolute QoS levels 
must reserve a conservative amount of 
headroom for each resource on each 
physical server. Such spare resources 
are required just in case all clients si-
multaneously require all the resources 
promised them. Clients changing their 
resource consumption on the fly do not 
pay for this headroom unless and until 
they need it, so making it available all 
the time is wasteful. 

Under the fixed-bundles model, if 
the host (hypervisor) chooses to over-
commit resources, some clients would 
get less than the bundle they paid for. 
If the headroom is too small and there 
is resource pressure, this underprovi-
sioning will be felt by the client in the 
form of reduced performance, and 
the illusion of a fixed bundle will dis-
sipate. 

Extending the current absolute SLA 
language to several tiers reduces only 
some of the headroom. To eliminate 
headroom completely, providers must 
resort to prioritization via tiered ser-
vice levels, guaranteeing clients only 
relative QoS. But because relative QoS 
requires that clients change their ap-
proach, it should be introduced grad-
ually, allowing them to control the risk 
to which they agreed to be exposed. 

Here is a concrete example of how a 
traditional provider might waste its re-
sources and a future provider increase 

Extrapolating from the progression 
of SLA terms we see, clients in the RaaS 
cloud will be able to define their own 
priority level, choosing from a rela-
tively priced continuum. Moreover, if 
prices are market-driven, and prior-
ity levels reflect clients’ willingness to 
pay, then we expect clients to be able 
to change their desired priority levels 
as often as prices change. 

It is possible to extend the preva-
lent SLA language—“unavailability of 
a minimal period X, which is at least 
a fraction Y of a service period Z”—to 
express different absolute levels by 
controlling the parameters X, Y, and Z.5 
However, we extrapolate that as more 
cloud providers adopt flexible SLAs, 
they will continue the existing trend of 
relative priorities and not venture into 
extending absolute SLA language to 
several tiers. 

Economic Dynamics 
We have considered several ongoing 
trends, trying to anticipate where they 
will take the market next. We now sur-
vey the economic forces operating on 
clients and providers, along with their 
implications. These forces caused the 
phenomena discussed earlier and will 
continue pushing today’s IaaS clouds 
along until, inevitably, they undergo 
a paradigm shift that is likely to turn 
them into RaaS clouds. 

Forces acting on clients. As cli-
ents purchase more cloud services, 
their cloud bill increases. When bills 
are large, clients seek systematic sav-
ings. The best way to do so is by paying 
only for the resources they need, only 
when they need them. When clients 

are able to adjust the resources they 
rent to match the resources they use, 
their effective utilization rises, and 
the cost per utilized resource drops, 
potentially by 50%–85%, depending on 
resource utilization.7 The more flex-
ible the provider offerings, the greater 
control clients have over their costs 
and resulting performance. As pro-
viders offer increasingly fine-grain re-
sources and service levels, clients are 
incentivized to develop or adopt re-
source-provisioning methods. As time 
scales shorten, manual provisioning 
methods become tedious, increasing 
clients’ incentive to rely on comput-
erized provisioning agents38 to act on 
their behalf. 

Forces acting on providers. Com-
petition among IaaS cloud providers 
is increasing, as indicated by recent 
cloud price reductions. During the 
early years—2006–2011—Amazon re-
duced its prices as it announced new 
instance types, but by only 15%, while 
Amazon’s hardware costs dropped by 
80%.35 However, the timing of price 
cuts in 2012 by three major cloud pro-
viders was correlated (see the figure 
here), a phenomenon called a “cloud 
price war.”p 

Competition is driven in part by 
commoditization of cloud-computing 
platforms. Commoditization eases ap-
plication porting between providers; an 
example is the open source OpenStack,q 
the foundation of both Rackspace’s 
and Hewlett-Packard’s public clouds. 
OpenStack also offers Amazon EC2/S3-
compatible APIs. As changing provid-
ers becomes easier, and as hungry new 
providers enter the market, competi-

Correlated cloud-price reduction dates for three major cloud providers, 2012. 
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In the RaaS cloud, 
providers leverage 
the variable 
willingness of 
clients to pay a 
certain price for 
resources at a given 
moment (as can be 
expressed by bids) 
to decide which 
client gets which 
resource. 

utilization of its powered-up servers 
and reduce its power costs. Consider 
a 4GB physical machine running an 
instance that once required 3GB of 
memory but now uses only 2GB. A new 
client would like to rent an instance 
with 2GB. Under the IaaS model, the 
new client cannot be accommodated 
on this machine; 1GB goes unsold, 
and 2GB go unused. With tiered SLAs 
and dynamic resources, the first client 
can temporarily reduce its holdings to 
2GB, and the provider can rent 2GB to 
the new client. If conflicts arise later 
due to a shortage of memory, the pro-
vider can choose how much memory 
to rent to each client on the basis of 
economic considerations. No memory 
goes unused, and no extra physical 
server has to be booted. 

The RaaS Cloud 
We have outlined the distinct trends 
operating in IaaS clouds, along with 
the economic forces governing them. 
Their combined effect is leading to a 
qualitative transformation of the IaaS 
cloud into what we call the RaaS cloud. 
The following is our view of the RaaS 
cloud, along with possible steps on the 
path to its realization: 

Trading in fine-grain resources. A 
RaaS cloud machine defines the rules 
and mechanisms of an economic re-
source-trading environment, in which 
the economic entities operate: 

Seed virtual machine. In RaaS 
clouds, the client, upon admittance, 
purchases a seed virtual machine with 
a minimal initial amount of dedicated 
resources. All other resources needed 
for efficient intended operation of 
the virtual machine are continuously 
rented. This combination of resource 
rental schemes—pre-purchasing and 
multiple on-demand levels—benefits 
clients with flexibility of choice. 

Fine-grain resources. Resources 
available for rent include CPU, RAM, 
and I/O, as well as special resources 
(such as computational accelerators 
like GPGPUs, FPGAs, and flash de-
vices). CPU capacity is sold on a hard-
ware-thread basis or even as number 
of cycles per unit of time; RAM is sold 
on the basis of memory frames; I/O is 
sold on the basis of subsets of I/O de-
vices with associated I/O bandwidth 
and latency guarantees. Such devices 
include network interfaces and block 

interfaces. Accelerators are sold as 
I/O devices and as CPUs. A subset of 
an I/O device may be presented to the 
virtual machine as a direct-assigned 
single-root input/output virtualiza-
tion virtual function (SF-IOV VF)14 or 
as an emulated4 or para-virtual device. 
A dynamic price tag is attached to ev-
ery resource. Resource rental con-
tracts are set for a minimal fixed pe-
riod that need not coincide with the 
repricing period. The host may offer 
the guest machines renewal of their 
rental contracts at the same price for 
an additional fixed period. 

Host economic coordinator. To facili-
tate continuous trading, the provider’s 
cloud software includes an economic 
coordinator representing the provid-
er’s interests. It operates an economic 
mechanism that defines the resource-
allocation and billing mechanism—
which client gets which resources at 
what price. Several auctions have been 
proposed to such ends by, for exam-
ple, Agmon Ben-Yehuda et al. for the 
RaaS cloud,2 as well as Chun and Cull-
er,8 Kelly,21 Lazar and Semret,22 Lubin 
et al.,23 and Waldspurger et al.37 In ad-
dition, the coordinator may act as a 
clearing house and support a second-
ary market of computing resources 
inside the physical machine, as Spot-
Clouds does for fixed-bundle virtual 
machines and Kash et al.20 proposed 
for the wireless spectrum. 

Guest economic agent. To take part 
in auctions or trade, clients’ virtual 
machines must include an economic 
agent representing the client’s busi-
ness interests. It rents the necessary re-
sources—given current requirements, 
load, and costs—at the best possible 
prices, from either the provider or its 
neighbors—virtual machines co-lo-
cated on the same physical machine, 
possibly belonging to different clients. 
When demand outstrips supply, the 
agent changes its bidding strategy (in 
cases where the provider runs an auc-
tion) or negotiates with neighbor ma-
chines’ agents, mediating between the 
client’s requirements and the resourc-
es available in the system, ultimately 
deciding how much to offer to pay for 
each resource at a given time. 

Subletting. Clients can secure re-
sources early and sublet them later if 
they no longer need them. Resource 
securing can be done either by actively 
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set. Additional resources are provided 
on a priority basis at market prices. 
A risk-averse client can pre-pay for a 
larger amount of constant resources, 
trading low cost for peace of mind. 
From the provider’s point of view, the 
aggregate constant consumption pro-
vides a steady income source. Only re-
sources that might go unused—head-
room—are allocated on the basis of 
market competition. 

Vertical elasticity. RaaS clients are of-
fered on-the-fly, fine-grain, fine-timed 
vertical elasticity for each instance—
the ability to expand and shrink the 
resource consumption of each virtual 
machine. The resources required for 
vertical elasticity are limited by the 
physical resources in a single machine, 
because migrating running virtual ma-
chines between physical machines is 
likely to remain less efficient than dy-
namically balancing available resourc-
es between virtual machines coexisting 
on the same physical machines. Hence, 
to enable a client to vertically upscale a 
virtual machine during peak-demand 
times, the additional resources must 
be taken from a neighbor. 

In the RaaS cloud, providers lever-
age the variable willingness of clients 
to pay a certain price for resources at 
a given moment (as can be expressed 
through bids) to decide which client 
gets which resource. Market forces 
thus dictate the constantly changing 
prices of resources as well as their al-
location. In effect, the RaaS cloud pro-
vider does the opposite of Robin Hood 
by taking from the poor and giving to 
the rich. 

A few good neighbors. The RaaS vir-
tual machine’s vertical elasticity is 
determined through a market mecha-
nism by its neighbors’ willingness to 
pay. The neighbors also determine the 
cost of the elastic expansion. Due to 
the inherent inefficiencies of live vir-
tual machine migration, RaaS clouds 
must include an algorithm for plac-
ing client virtual machines on physi-
cal machines. This algorithm should 
achieve the right mixture of clients 
with different SLAs on each physi-
cal machine in the cloud, such that 
high-priority clients always have low-
priority clients besides themselves 
to provide them with greater capacity 
when their demand peaks. Low-pay-
ing clients can use the high-paying cli-

renting resources long term or by ne-
gotiating a future contract with the 
host. Either way, resource subletting 
lays the ground for resource futures 
markets among clients. Clients can 
sublet to other clients on the same 
physical machine using infrastructure 
provided by the host’s coordinator; 
the clients agree to redivide resources 
among them and inform the coordina-
tor, which transfers the local resourc-
es from one guest to another, as Hu et 
al.19 did for bandwidth resources. In 
addition to trading with a limited num-
ber of neighbors, clients can sublet ex-
cess resources to anyone in the form 
of nested full virtual machines,6 a con-
cept now gaining support. Examples 
of secondary compute-resource trade 
exist in the Amazon EC2 Reserved In-
stance Marketplace,t in CloudSigma’s 
reseller option,u in Deutsche Börse’s 
vendor-neutral cloud marketplace,v in 
CME Group’s plans for an IaaS com-
modity Exchange,w and in Docker, 
which resells EC2’s resources with 
added value.x The subletting option 
reduces the risk for clients who com-
mit in advance to rent resources. It 
also partially relieves the provider 
from having to manage retail sales 
while improving utilization  and pos-
sibly increasing revenue through 
seller fees.y Allowing clients to sublet 
can also be viewed as a loss leader (a 
feature that attracts clients by reduc-
ing their financial risk). 

Legacy clients. IaaS providers can 
introduce RaaS capabilities gradually, 
without forcing clients to change their 
business logic. Legacy clients without 
an economic agent can still function 
in the RaaS cloud as they do in an IaaS 
cloud. They simply rent large RaaS seed 
machines serving as IaaS instances. 
IaaS virtual machines function in a 
RaaS cloud as well as they do in an IaaS 
cloud. However, to realize the RaaS 
benefits of vertical elasticity and re-
duced costs, clients must adapt. 

Prioritized service levels. The eco-
nomic mechanisms in the RaaS cloud 
determine various aspects of the rela-
tive service levels: 

Priorities for headroom only. In 
the RaaS cloud, each client gets an 
absolute guarantee (for receiving re-
sources and for price paid) only for its 
minimal consumption, which is con-
stant in time although individually 

In the RaaS cloud, 
virtual machines 
never know the 
precise amount 
of resources that 
will be available to 
them at any given 
moment. 
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ents’ leftover resources when they do 
not need them, keeping the provider’s 
machines constantly utilized. Another 
objective of the allocation algorithm 
is to allow low-priority clients enough 
aggregate resources for their needs. 
A low-priority client is thus expected 
to tolerate a temporary loss of service 
every so often, but if the physical re-
sources are strictly less than the mean 
demand, such a client would never get 
enough resources to make meaning-
ful progress. To retain low-priority cli-
ents, the placement algorithm must 
thus provide them enough resources 
to make (some) progress. 

Full house. The RaaS provider also 
influences the QoS the RaaS client ex-
periences by limiting the “maximal 
possible aggregate demand” for physi-
cal resources on the machine. Demand 
can be limited by controlling the num-
ber of virtual machines per physical 
machine and the maximal vertical elas-
ticity to which each virtual machine is 
entitled. When the “maximal possible 
aggregate demand” is less than the sup-
ply, resources are wasted, but all virtual 
machines can freely expand. When the 
“maximal possible aggregate demand” 
exceeds supply, clients are less likely 
to succeed in vertical expansion when 
they need it or might be forced to pay 
more for the same expansion. RaaS 
clients are thus willing to pay more to 
be hosted in a physical machine with 
lower “maximal possible aggregate de-
mand.” This trade-off encourages RaaS 
providers to expose information about 
the aggregate demand and supply on 
the physical machine to its clients. 

Implications, Challenges, 
Opportunities 
The RaaS cloud gives rise to a number 
of implications, challenges, and oppor-
tunities for providers and clients alike 
that did not exist in markets involving 
entire virtual machines.3,28,32,33,39 Broad-
ly speaking, the new research areas can 
be divided into two categories: techni-
cal mechanisms and policies. 

The RaaS cloud requires new mecha-
nisms for allocating, metering, charg-
ing for, reclaiming, and redistributing 
CPU, memory, and I/O resources among 
multiple untrusted, not-necessarily 
cooperative clients every few seconds.2 
These mechanisms must be efficient 
and reliable. In particular, they must be 

resistant to side-channel attacks from 
malicious clients.31 Hardware mecha-
nisms are a must for fine-grain resource 
metering in the RaaS cloud. 

The RaaS cloud requires new sys-
tem software and new applications. 
Operating systems and applications 
are generally written under the as-
sumption their underlying resources 
are fixed and always available. In the 
RaaS cloud, virtual machines never 
know the precise amount of resources 
that will be available to them at any 
given moment. The software running 
on those virtual machines must there-
fore adapt to changing resource avail-
ability and exploit whatever resources 
the software has, when it has them. 
Assume a client application just got 
an extra 2Gbps of networking band-
width at a steal of a price but only for 
one second. To use it effectively, as 
it is available, all the software layers, 
including the operating system, run-
time layer, and application, must be 
aware of it. 

The RaaS cloud requires efficient 
methods of balancing resources within 
a single physical machine while ac-
counting for the various guaranteed 
service levels. Bottleneck resource allo-
cation11,13,16 is a step toward allocation 
of resource bundles but still requires 
an algorithm for setting the system 
share to which each client is entitled. 

Resource balancers are most effi-
cient when guest machines with differ-
ent service levels are co-located on the 
same physical server. Workload bal-
ancers, which balance resources across 
entire cloud data centers, will need to 
consider the flexibility and SLA of vir-
tual machines in addition to the cur-
rent considerations—static resource 
requests only. 

Under dynamic conditions, the 
intra-machine RaaS mechanisms will 
quickly respond to flexibility needs, 
holding the fort until the slower live 
migration can take place. However, 
live migration must take place to miti-
gate resource pressure on the most 
stressed machines, allowing clients to 
vertically expand. Large IaaS providers 
apparently manage without live migra-
tion,31 as the high rate of initialization 
and shutdown of virtual machines 
makes the initial balancer effective 
enough. However, the fine time granu-
larity of the changes in the RaaS cloud 

means live migration will be required 
more often. The RaaS cloud will thus 
require efficient methods for live mi-
gration of virtual machines and for 
network virtualization. 

On the policy side, the RaaS cloud 
requires new economic models for 
deciding what to allocate, when to al-
locate it, and at what prices.9 Ideally, 
these models should optimize the pro-
vider’s revenue or a social welfare func-
tion, a function of the benefit of all 
clients. The clients may measure their 
benefit in terms of starvation, latency, 
or throughput, but the mechanisms 
should optimize the effect of these met-
rics on the welfare of the clients by, say, 
maximizing the sum of client benefits 
or minimizing the unhappiness of the 
most unsatisfied client. 

These new economic models 
should also recognize that resources 
may complete or substitute for one 
another in different ways for different 
clients. For one client, resources could 
be economic complements. If, for each 
thread the application requires 1GB 
RAM and one core, a client renting 
2GB and two cores will be interested in 
adding bundles of 1GB and one core. 
For another client, resources might be 
economic substitutes; every addition-
al GB allows the application to cache 
enough previous results to require one 
less core. So when cores are expensive, 
a client renting 2GB and two cores will 
be able to release one core and rent an-
other GB instead. 

These allocation and pricing mecha-
nisms should be incentive compatible; 
truth telling regarding private infor-
mation should be a good course of ac-
tion for clients so the provider can eas-
ily optimize resource allocations. The 
mechanisms should also be collusion-
resistant: a virtual machine should not 
suffer if several of the virtual machines 
it is co-located with happen to belong 
to the same client. Like approximation 
algorithms for multi-unit auctions,10,36 
they should be computationally effi-
cient at large scale, so addressing the 
resource-allocation problem does not 
become prohibitive. 

The mechanisms should preserve 
client privacy, as well as minimize 
the waste incurred by using a distrib-
uted mechanism. Moreover, in order 
to work in the real world, economic 
mechanisms must accommodate re-
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alistic client willingness to pay, which 
is a function of clients’ performance 
measurements. The mechanism must 
support such measured functions, 
which are not necessarily mathemati-
cally nice and regular; in particular, 
they may contain steps.27 Another 
real-world demand is simplicity. If re-
searchers combined some of the ideas 
mentioned here to create a cumber-
some mechanism with satisfactory the-
oretical qualities, that would still not 
guarantee its acceptance by the market 
of providers and their clients. 

Conclusion 
Making the RaaS cloud a reality re-
quires solving problems spanning 
everything from game theory and eco-
nomic models to system software and 
architecture. The onus is on the cloud-
computing research community to 
lead the way, building the mechanisms 
and policies that will make the RaaS 
cloud a reality. 
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IN  A BROAD range of application areas, data is being 
collected at an unprecedented scale. Decisions 
that previously were based on guesswork, or on 
painstakingly handcrafted models of reality, can now 
be made using data-driven mathematical models. 
Such Big Data analysis now drives nearly every 
aspect of society, including mobile services, retail, 
manufacturing, financial services, life sciences, and 
physical sciences. 

As an example, consider scientific research, which 
has been revolutionized by Big Data.1,12 The Sloan 
Digital Sky Survey23 has transformed astronomy from 
a field where taking pictures of the sky was a large part 
of an astronomer’s job to one where the pictures are 
already in a database, and the astronomer’s task is 
to find interesting objects and phenomena using the 
database. In the biological sciences, there is now a 
well-established tradition of depositing scientific data 
into a public repository, and also of creating public 

databases for use by other scientists. 
Furthermore, as technology advances, 
particularly with the advent of Next 
Generation Sequencing (NGS), the size 
and number of experimental datasets 
available is increasing exponentially.13 

The growth rate of the output of cur-
rent NGS methods in terms of the raw 
sequence data produced by a single 
NGS machine is shown in Figure 1, 
along with the performance increase 
for the SPECint CPU benchmark. 
Clearly, the NGS sequence data growth 
far outstrips the performance gains 
offered by Moore’s Law for single-
threaded applications (here, SPECint). 
Note the sequence data size in Figure 1 
is the output of analyzing the raw im-
ages that are actually produced by the 
NGS instruments. The size of these raw 
image datasets themselves is so large 
(many TBs per lab per day) that it is im-
practical today to even consider storing 
them. Rather, these images are ana-
lyzed on the fly to produce sequence 
data, which is then retained.

Big Data has the potential to revolu-
tionize much more than just research. 
Google’s work on Google File System 
and MapReduce, and subsequent open 
source work on systems like Hadoop, 
have led to arguably the most exten-
sive development and adoption of Big 
Data technologies, led by companies 
focused on the Web, such as Facebook, 
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in the Library of Congress. The poten-
tial value of global personal location 
data is estimated to be $700 billion to 
end users, and it can result in an up 
to 50% decrease in product develop-
ment and assembly costs, according to 
a recent McKinsey report.17 McKinsey 
predicts an equally great effect of Big 
Data in employment, where 140,000–
190,000 workers with “deep analytical” 
experience will be needed in the U.S.; 
furthermore, 1.5 million managers will 
need to become data-literate. Not sur-
prisingly, the U.S. President’s Council 
of Advisors on Science and Technology 
recently issued a report on Networking 
and IT R&D22 identified Big Data as a 
“research frontier” that can “acceler-
ate progress across a broad range of 
priorities.” Even popular news media 
now appreciates the value of Big Data 
as evidenced by coverage in the Econo-
mist,7 the New York Times,15,16 National 
Public Radio,19,20 and Forbes magazine.9 

While the potential benefits of Big 
Data are real and significant, and some 
initial successes have already been 
achieved (such as the Sloan Digital Sky 
Survey), there remain many technical 
challenges that must be addressed to 
fully realize this potential. The sheer 
size of the data, of course, is a major 
challenge, and is the one most easily 
recognized. However, there are others. 
Industry analysis companies like to 
point out there are challenges not just 
in Volume, but also in Variety and Veloc-
ity,10 and that companies should not 
focus on just the first of these. Variety 
refers to heterogeneity of data types, 
representation, and semantic interpre-
tation. Velocity denotes both the rate at 
which data arrive and the time frame in 
which they must be acted upon. While 
these three are important, this short 
list fails to include additional impor-
tant requirements. Several additions 
have been proposed by various parties, 
such as Veracity. Other concerns, such 
as privacy and usability, still remain.

The analysis of Big Data is an itera-
tive process, each with its own challeng-
es, that involves many distinct phases 
as shown in Figure 2. Here, we consider 
the end-to-end Big Data life cycle. 

Phases in the Big Data Life Cycle
Many people unfortunately focus just 
on the analysis/modeling step—while 
that step is crucial, it is of little use 

LinkedIn, Microsoft, Quantcast, Twit-
ter, and Yahoo!. They have become 
the indispensable foundation for ap-
plications ranging from Web search to 
content recommendation and compu-
tational advertising. There have been 
persuasive cases made for the value of 
Big Data for healthcare (through home-
based continuous monitoring and 
through integration across providers),3 
urban planning (through fusion of 
high-fidelity geographical data), intel-
ligent transportation (through analysis 
and visualization of live and detailed 
road network data), environmental 
modeling (through sensor networks 
ubiquitously collecting data),4 energy 
saving (through unveiling patterns of 
use), smart materials (through the new 
materials genome initiative18), machine 

translation between natural languages 
(through analysis of large corpora), ed-
ucation (particularly with online cours-
es),2 computational social sciences (a 
new methodology growing fast in popu-
larity because of the dramatically low-
ered cost of obtaining data),14 systemic 
risk analysis in finance (through inte-
grated analysis of a web of contracts to 
find dependencies between financial 
entities),8 homeland security (through 
analysis of social networks and finan-
cial transactions of possible terrorists), 
computer security (through analysis of 
logged events, known as Security In-
formation and Event Management, or 
SIEM), and so on. 

In 2010, enterprises and users 
stored more than 13 exabytes of new 
data; this is over 50,000 times the data 

Figure 1. Next-gen sequence data size compared to SPECint.
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system. Sensors, simulations and sci-
entific experiments can produce large 
volumes of data today. For example, 
the planned square kilometer array 
telescope will produce up to one mil-
lion terabytes of raw data per day.

Pushing summarization to edge 
devices. What we can filter and compress 
is often tied to the intended analysis in 
intimate ways, and a fixed filtering strategy 
does not work well.  Can we provide flexible 
complex event processing frameworks that 
can optimize data acquisition by pushing 
down permissible filtering and compression 
criteria based on the user’s analysis to edge 
devices where the data is generated?

Much of this data can be filtered 
and compressed by orders of magni-
tude without compromising our ability 
to reason about the underlying activity 
of interest. One challenge is to define 
these “on-line” filters in such a way 
they do not discard useful information, 
since the raw data is often too volumi-
nous to even allow the option of storing 
it all. For example, the data collected 
by sensors most often are spatially and 
temporally correlated (such as traffic 
sensors on the same road segment). 
Suppose one sensor reading differs 
substantially from the rest. This is like-
ly to be due to the sensor being faulty, 
but how can we be sure it is not of real 
significance? 

Furthermore, loading of large da-
tasets is often a challenge, especially 
when combined with on-line filtering 
and data reduction, and we need ef-
ficient incremental ingestion tech-
niques. These might not be enough 
for many applications, and effective in- 
situ processing has to be designed.

Information extraction and clean-
ing. Frequently, the information col-
lected will not be in a format ready for 
analysis. For example, consider the col-
lection of electronic health records in a 
hospital, comprised of transcribed dic-
tations from several physicians, struc-
tured data from sensors and measure-
ments (possibly with some associated 
uncertainty), image data such as X-rays, 
and videos from probes. We cannot 
leave the data in this form and still ef-
fectively analyze it. Rather, we require 
an information extraction process 
that pulls out the required informa-
tion from the underlying sources and 

without the other phases of the data 
analysis pipeline. For example, we 
must approach the question of what 
data to record from the perspective 
that data is valuable, potentially in 
ways we cannot fully anticipate, and 
develop ways to derive value from data 
that is imperfectly and incompletely 
captured. Doing so raises the need to 
track provenance and to handle uncer-
tainty and error. As another example, 
when the same information is repre-
sented in repetitive and overlapping 
fashion, it allows us to bring statisti-
cal techniques to bear on challenges 
such as data integration and entity/re-
lationship extraction. This is likely to 
be a key to successfully leveraging data 
that is drawn from multiple sources 
(for example, related experiments re-
ported by different labs, crowdsourced 
traffic information, data about a given 
domain such as entertainment, culled 
from different websites). These topics 
are crucial to success, and yet rarely 
mentioned in the same breath as 
Big Data. Even in the analysis phase, 
which has received much attention, 
there are poorly understood complexi-
ties in the context of multi-tenanted 
clusters where several users’ programs 
run concurrently. 

One place to do it all. The most 
important shift may well be that 
increasingly, the same data goes through 
all five stages of the life cycle, and it is 
no longer acceptable to have silos that 
address each stage.  How do we provide  
an integrated set of data management  
and analysis capabilities that support  
all five stages adequately?

In the rest of this article, we begin 
by considering the five stages in the Big 
Data pipeline, along with challenges 
specific to each stage. We also present 
a case study (see sidebar) as an exam-
ple of the issues that arise in the dif-
ferent stages. Here, we discuss the six 
crosscutting challenges.

Data acquisition. Big Data does 
not arise in a vacuum: it is a record of 
some underlying activity of interest. 
For example, consider our ability to 
sense and observe the world around 
us, from the heart rate of an elderly 
citizen, to the presence of toxins in the 
air we breathe, to logs of user-activity 
on a website or event-logs in a software 

expresses it in a structured form suit-
able for analysis. Doing this correctly 
and completely is a continuing tech-
nical challenge. Such extraction is of-
ten highly application-dependent (for 
example, what you want to pull out of 
an MRI is very different from what you 
would pull out of a picture of the stars, 
or a surveillance photo). Productivity 
concerns require the emergence of de-
clarative methods to precisely specify 
information extraction tasks, and then 
optimizing the execution of these tasks 
when processing new data. 

Most data sources are notoriously 
unreliable: sensors can be faulty, hu-
mans may provide biased opinions, 
remote websites might be stale, and so 
on. Understanding and modeling these 
sources of error is a first step toward de-
veloping data cleaning techniques. Un-
fortunately, much of this is data source 
and application dependent.

Data integration, aggregation, and 
representation. Effective large-scale 
analysis often requires the collection 
of heterogeneous data from multiple 
sources. For example, obtaining the 
360-degrees health view of a patient 
(or a population) benefits from in-
tegrating and analyzing the medical 
health record along with Internet-
available environmental data and 
then even with readings from multiple 
types of meters (for example, glucose 
meters, heart meters, accelerometers, 
among others3). A set of data trans-
formation and integration tools helps 
the data analyst to resolve heterogene-
ities in data structure and semantics. 
This heterogeneity resolution leads 
to integrated data that is uniformly 
interpretable within a community, as 
they fit its standardization schemes 
and analysis needs. However, the cost 
of full integration is often formidable 
and the analysis needs shift quickly, 
so recent “pay-as-you-go” integration 
techniques provide an attractive ”re-
laxation,” doing much of this work on 
the fly in support of ad hoc exploration. 

It is notable that the massive avail-
ability of data on the Internet, coupled 
with integration and analysis tools that 
allow for the production of derived 
data, lead to yet another kind of data 
proliferation, which is not only a prob-
lem of data volume, but also a problem 
of tracking the provenance of such de-
rived data (as we will discuss later).
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mortgage-related shock to the finan-
cial system dramatically underscored 
the need for such decision-maker dili-
gence—rather than accept the stated 
solvency of a financial institution at 
face value, a decision-maker has to ex-
amine critically the many assumptions 
at multiple stages of analysis. In short, 
it is rarely enough to provide just the 
results. Rather, one must provide users 
with the ability both to interpret analyt-
ical results obtained and to repeat the 
analysis with different assumptions, 
parameters, or datasets to better sup-
port the human thought process and 
social circumstances.

The net result of interpretation is 
often the formulation of opinions that 
annotate the base data, essentially 
closing the pipeline. It is common that 
such opinions may conflict with each 
other or may be poorly substantiated 
by the underlying data. In such cases, 
communities need to engage in a con-
flict resolution “editorial” process (the 
Wikipedia community provides one ex-
ample of such a process). A novel gen-
eration of data workspaces is needed 
where community participants can 
annotate base data with interpretation 
metadata, resolve their disagreements 
and clean up the dataset, while partial-
ly clean and partially consistent data 
may still be available for inspection. 

Challenges in Big Data Analysis
Having described the multiple phases 
in the Big Data analysis pipeline, we 
now turn to some common challenges 
that underlie many, and sometimes all, 
of these phases, due to the characteris-
tics of Big Data. These are shown as six 
boxes in the lower part of Figure 2. 

Heterogeneity. When humans con-
sume information, a great deal of het-
erogeneity is comfortably tolerated. 
In fact, the nuance and richness of 
natural language can provide valuable 
depth. However, machine analysis al-
gorithms expect homogeneous data, 
and are poor at understanding nu-
ances. In consequence, data must be 
carefully structured as a first step in (or 
prior to) data analysis. 

An associated challenge is to auto-
matically generate the right metadata 
to describe the data recorded. For ex-
ample, in scientific experiments, con-
siderable detail regarding specific ex-
perimental conditions and procedures 

Even for simpler analyses that de-
pend on only one dataset, there usually 
are many alternative ways of storing 
the same information, with each alter-
native incorporating certain trade-offs. 
Witness, for instance, the tremendous 
variety in the structure of bioinformat-
ics databases with information about 
substantially similar entities, such as 
genes. Database design is today an art, 
and is carefully executed in the enter-
prise context by highly paid profession-
als. We must enable other profession-
als, such as domain scientists, to create 
effective data stores, either through de-
vising tools to assist them in the design 
process or through forgoing the design 
process completely and developing 
techniques so datasets can be used ef-
fectively in the absence of intelligent 
database design. 

Modeling and analysis. Methods for 
querying and mining Big Data are fun-
damentally different from traditional 
statistical analysis on small samples. 
Big Data is often noisy, dynamic, het-
erogeneous, inter-related, and un-
trustworthy. Nevertheless, even noisy 
Big Data could be more valuable than 
tiny samples because general statistics 
obtained from frequent patterns and 
correlation analysis usually overpower 
individual fluctuations and often dis-
close more reliable hidden patterns 
and knowledge. In fact, with suitable 
statistical care, one can use approxi-
mate analyses to get good results with-
out being overwhelmed by the volume. 

Interpretation. Ultimately, a deci-
sion-maker, provided with the result of 
analysis, has to interpret these results. 
Usually, this involves examining all the 
assumptions made and retracing the 
analysis. Furthermore, there are many 
possible sources of error: computer 
systems can have bugs, models almost 
always have assumptions, and results 
can be based on erroneous data. For 
all of these reasons, no responsible 
user will cede authority to the com-
puter system. Rather, she will try to 
understand, and verify, the results pro-
duced by the computer. The computer 
system must make it easy for her to do 
so. This is particularly a challenge with 
Big Data due to its complexity. There 
are often crucial assumptions behind 
the data recorded. Analytical pipe-
lines can involve multiple steps, again 
with assumptions built in. The recent 

While the potential 
benefits of Big 
Data are real 
and significant, 
and some initial 
successes 
have already 
been achieved, 
there remain 
many technical 
challenges that 
must be addressed 
to fully realize  
this potential.
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may be required in order to interpret 
the results correctly. Metadata acquisi-
tion systems can minimize the human 
burden in recording metadata. Record-
ing information about the data at its 
birth is not useful unless this infor-
mation can be interpreted and carried 
along through the data analysis pipe-
line. This is called data provenance. 
For example, a processing error at one 
step can render subsequent analysis 
useless; with suitable provenance, 
we can easily identify all subsequent 

processing that depends on this step. 
Therefore, we need data systems to car-
ry the provenance of data and its meta-
data through data analysis pipelines.

Inconsistency and incomplete-
ness. Big Data increasingly includes 
information provided by increasingly 
diverse sources, of varying reliability. 
Uncertainty, errors, and missing val-
ues are endemic, and must be man-
aged. On the bright side, the volume 
and redundancy of Big Data can often 
be exploited to compensate for miss-

ing data, to crosscheck conflicting 
cases, to validate trustworthy relation-
ships, to disclose inherent clusters, 
and to uncover hidden relationships 
and models. 

Similar issues emerge in crowd-
sourcing. While most such errors will 
be detected and corrected by others 
in the crowd, we need technologies to 
facilitate this. As humans, we can look 
at reviews of a product, some of which 
are gushing and others negative, and 
come up with a summary assessment 

Since fall 2010, as part of a contract 
with Los Angeles Metropolitan 
Transportation Authority (LA-
Metro), researchers at the University 
of Southern California’s (USC) 
Integrated Media Systems Center 
(IMSC) have been given access to 
high-resolution spatiotemporal 
transportation data from the LA 
County road network. This data 
arrives at 46 megabytes per minute 
and over 15 terabytes have been 
collected so far. IMSC researchers 
have developed an end-to-end system 
called TransDec (for Transportation 
Decision-making) to acquire, store, 
analyze and visualize these datasets 
(see the accompanying figure). Here, 
we discuss various components of 
TransDec corresponding to the Big 
Data flow depicted in Figure 2.

Acquisition: The current system 
acquires the following datasets in real 
time: 

 ˲ Traffic loop-detectors: About 8,900 
sensors located on the highways and 
arterial streets collect traffic param-
eters such as occupancy, volume, and 
speed at the rate of one reading/sen-
sor/min. 

 ˲ Bus and rail: Includes information 
from about 2,036 busses and 35 trains 
operating in 145 different routes in 

Los Angeles County. The sensor data 
contain geospatial location of each bus 
every two minutes, next-stop informa-
tion relative to current location, and 
delay information relative to pre-
defined timetables. 

 ˲ Ramp meters and CMS: 1851 ramp 
meters regulate the flow of traffic 
entering into highways according to 
current traffic conditions, and 160 
Changeable Message Signs (CMS) to 
give travelers information about road 
conditions such as delays, accidents, 
and roadwork zones. The update rate 
of each ramp meter and CMS sensor is 
75 seconds. 

 ˲ Event: Detailed free-text format 
information (for example, number of 
casualties, ambulance arrival time) 
about special events such as collisions, 
traffic hazards, and so on acquired 
from three different agencies. 

Cleaning: Data-cleaning algorithms 
remove redundant XML headers, 
detect and remove redundant sensor 
readings, and so on in real time using 
Microsoft’s StreamInsight, resulting 
in reducing the 46MB/minute input 
data to 25MB/minute. The result is 
then dumped as simple tables into the 
Microsoft Azure cloud platform.

Aggregation/Representation: Data 
are aggregated and indexed into a 

set of tables in Oracle 11g (indexed 
in space and time with an R-tree and 
B-tree). For example, the data are 
aggregated to create sketches for 
supporting a predefined set of spatial 
and temporal queries (for example, 
average hourly speed of a segment of 
north-bond I-110). 

Analysis: Several machine-learning 
techniques are applied, to generate 
accurate traffic patterns/models for 
various road segments of LA County at 
different times of the day (for example, 
rush hour), different days of the week 
(for example, weekends) and different 
seasons. Historical accident data 
is used to classify new accidents to 
predict clearance time and the length 
of induced traffic backlog. 

Interpretation: Many things can 
go wrong in a complex system, giving 
rise to bogus results. For example, 
the failures of various (independent) 
system components can go unnoticed, 
resulting in loss of data. Similarly, the 
data format was sometimes changed 
by one organization without informing 
a downstream organization, resulting 
in erroneous parsing. To address 
such problems, several monitoring 
scripts have been developed, along 
with mechanisms to obtain user 
confirmation and correction. 

Case Study

TransDec.

© Luciano Nocera
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tal computation with new data can be 
used to arrive at a quick determination. 
The fundamental challenge is to pro-
vide interactive response times to com-
plex queries at scale over high-volume 
event streams. 

Another common pattern is to 
find elements in a very large dataset 
that meet a specified criterion. In the 
course of data analysis, this sort of 
search is likely to occur repeatedly. 
Scanning the entire dataset to find suit-
able elements is obviously impractical. 
Rather, index structures are created in 
advance to find qualifying elements 
quickly. For example, consider a traffic 
management system with information 
regarding thousands of vehicles and lo-
cal hot spots on roadways. The system 
may need to predict potential conges-
tion points along a route chosen by a 
user, and suggest alternatives. Doing 
so requires evaluating multiple spatial 
proximity queries working with the tra-
jectories of moving objects. We need to 
devise new index structures to support 
a wide variety of such criteria. 

Privacy and data ownership. The pri-
vacy of data is another huge concern, 
and one that increases in the context 
of Big Data. For electronic health re-
cords, there are strict laws governing 
what data can be revealed in different 
contexts. For other data, regulations, 
particularly in the U.S., are less force-
ful. However, there is great public 
fear regarding the inappropriate use 
of personal data, particularly through 
linking of data from multiple sources. 
Managing privacy effectively is both a 
technical and a sociological problem, 
which must be addressed jointly from 
both perspectives to realize the prom-
ise of Big Data.

Consider, for example, data gleaned 
from location-based services, which 
require a user to share his/her loca-
tion with the service provider. There 
are obvious privacy concerns, which 
are not addressed by hiding the user’s 
identity alone without hiding her lo-
cation. An attacker or a (potentially 
malicious) location-based server can 
infer the identity of the query source 
from its (subsequent) location infor-
mation. For example, a user may leave 
“a trail of packet crumbs” that can be 
associated with a certain residence or 
office location, and thereby used to 
determine the user’s identity. Several 

based on which we can decide whether 
to buy the product. We need computers 
to be able to do the equivalent. The is-
sues of uncertainty and error become 
even more pronounced in a specific 
type of crowdsourcing called partici-
patory-sensing. In this case, every per-
son with a mobile phone can act as a 
multi-modal sensor collecting various 
types of data instantaneously (or ex-
ample, picture, video, audio, location, 
time, speed, direction, acceleration). 
The extra challenge here is the inher-
ent uncertainty of the data collection 
devices. The fact that collected data 
is probably spatially and temporally 
correlated can be exploited to better 
assess their correctness. When crowd-
sourced data is obtained for hire, such 
as with Mechanical Turks, the varying 
motivations of workers give rise to yet 
another error model. 

Even after error correction has been 
applied, some incompleteness and 
some errors in data are likely to remain. 
This incompleteness and these errors 
must be managed during data analysis. 
Doing this correctly is a challenge. Re-
cent work on managing and querying 
probabilistic and conflicting data sug-
gests one way to make progress. 

Scale. Of course, the first thing any-
one thinks of with Big Data is its size. 
Managing large and rapidly increasing 
volumes of data has been a challeng-
ing issue for many decades. In the past, 
this challenge was mitigated by proces-
sors getting faster, following Moore’s 
Law. But there is a fundamental shift 
under way now: data volume is increas-
ing faster than CPU speeds and other 
compute resources. 

Due to power constraints, clock 
speeds have largely stalled and proces-
sors are being built with increasing 
numbers of cores. In short, one has to 
deal with parallelism within a single 
node. Unfortunately, parallel data pro-
cessing techniques that were applied 
in the past for processing data across 
nodes do not directly apply for intra-
node parallelism, since the architec-
ture looks very different. For example, 
there are many more hardware re-
sources such as processor caches and 
processor memory channels that are 
shared across cores in a single node. 

Another dramatic shift under way 
is the move toward cloud computing, 
which now aggregates multiple dis-

parate workloads with varying perfor-
mance goals into very large clusters. 
This level of sharing of resources on 
expensive and large clusters stresses 
grid and cluster computing techniques 
from the past, and requires new ways 
of determining how to run and execute 
data processing jobs so we can meet 
the goals of each workload cost-effec-
tively, and to deal with system failures, 
which occur more frequently as we op-
erate on larger and larger systems. 

This leads to a need for global op-
timization across multiple users’ 
programs, even those doing complex 
machine learning tasks. Reliance on 
user-driven program optimizations 
is likely to lead to poor cluster utiliza-
tion, since users are unaware of other 
users’ programs, through virtualiza-
tion. System-driven holistic optimi-
zation requires programs to be suffi-
ciently transparent, for example, as in 
relational database systems, where de-
clarative query languages are designed 
with this in mind. In fact, if users are to 
compose and build complex analytical 
pipelines over Big Data, it is essential 
they have appropriate high-level primi-
tives to specify their needs. 

In addition to the technical reasons 
for further developing declarative ap-
proaches to Big Data analysis, there is a 
strong business imperative as well. Or-
ganizations typically will outsource Big 
Data processing, or many aspects of it. 
Declarative specifications are required 
to enable meaningful and enforceable 
service level agreements, since the 
point of outsourcing is to specify pre-
cisely what task will be performed with-
out going into details of how to do it.

Timeliness. As data grow in volume, 
we need real-time techniques to sum-
marize and filter what is to be stored, 
since in many instances it is not eco-
nomically viable to store the raw data. 
This gives rise to the acquisition rate 
challenge described earlier, and a 
timeliness challenge we describe next. 
For example, if a fraudulent credit card 
transaction is suspected, it should ide-
ally be flagged before the transaction 
is completed—potentially preventing 
the transaction from taking place at 
all. Obviously, a full analysis of a us-
er’s purchase history is not likely to be 
feasible in real time. Rather, we need 
to develop partial results in advance 
so that a small amount of incremen-
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If users  
are to compose  
and build complex 
analytical pipelines  
over Big Data,  
it is essential  
they have 
appropriate  
high-level  
primitives  
to specify  
their needs.

other types of surprisingly private in-
formation such as health issues (for 
example, presence in a cancer treat-
ment center) or religious preferences 
(for example, presence in a church) 
can also be revealed by just observing 
anonymous users’ movement and us-
age patterns over time. In general, it 
has been shown there is a close corre-
lation between people’s identities and 
their movement patterns.11 But with 
location-based services, the location of 
the user is needed for a successful data 
access or data collection, so doing this 
right is challenging.

Another issue is that many online 
services today require us to share pri-
vate information (think of Facebook 
applications), but beyond record-level 
access control we do not understand 
what it means to share data, how the 
shared data can be linked, and how 
to give users fine-grained control over 
this sharing in an intuitive, but effec-
tive way. In addition, real data are not 
static but get larger and change over 
time; none of the prevailing techniques 
results in any useful content being re-
leased in this scenario. 

Privacy is but one aspect of data 
ownership. In general, as the value of 
data is increasingly recognized, the 
value of the data owned by an orga-
nization becomes a central strategic 
consideration. Organizations are con-
cerned with how to leverage this data, 
while retaining their unique data ad-
vantage, and questions such as how to 
share or sell data without losing con-
trol are becoming important. These 
questions are not unlike the Digital 
Rights Management (DRM) issues 
faced by the music industry as distri-
bution shifted from sales of physical 
media such as CDs to digital purchas-
es; we need effective and flexible Data 
DRM approaches. 

The human perspective: Visualiza-
tion and collaboration. For Big Data to 
fully reach its potential, we need to con-
sider scale not just for the system but 
also from the perspective of humans. 
We have to make sure the end points—
humans—can properly “absorb” the 
results of the analysis and not get lost 
in a sea of data. For example, ranking 
and recommendation algorithms can 
help identify the most interesting data 
for a user, taking into account his/her 
preferences. However, especially when 

these techniques are being used for 
scientific discovery and exploration, 
special care must be taken to not im-
prison end users in a “filter bubble”21 
of only data similar to what they have 
already seen in the past—many inter-
esting discoveries come from detecting 
and explaining outliers. 

In spite of the tremendous advances 
made in computational analysis, there 
remain many patterns that humans 
can easily detect but computer algo-
rithms have a difficult time finding. For 
example, CAPTCHAs exploit precisely 
this fact to tell human Web users apart 
from computer programs. Ideally, ana-
lytics for Big Data will not be all com-
putational—rather it will be designed 
explicitly to have a human in the loop. 
The new subfield of visual analytics 
is attempting to do this, at least with 
respect to the modeling and analysis 
phase in the pipeline. There is similar 
value to human input at all stages of 
the analysis pipeline.

In today’s complex world, it often 
takes multiple experts from different 
domains to really understand what is 
going on. A Big Data analysis system 
must support input from multiple hu-
man experts, and shared exploration 
of results. These multiple experts may 
be separated in space and time when it 
is too expensive to assemble an entire 
team together in one room. The data 
system must accept this distributed 
expert input, and support their col-
laboration. Technically, this requires 
us to consider sharing more than raw 
datasets; we must also consider how 
to enable sharing algorithms and ar-
tifacts such as experimental results 
(for example, obtained by applying an 
algorithm with specific parameter val-
ues to a given snapshot of an evolving 
dataset). 

Systems with a rich palette of visual-
izations, which can be quickly and de-
claratively created, become important 
in conveying to the users the results 
of the queries in ways that are best un-
derstood in the particular domain and 
are at the right level of detail. Whereas 
early business intelligence systems’ 
users were content with tabular pre-
sentations, today’s analysts need to 
pack and present results in powerful 
visualizations that assist interpreta-
tion, and support user collaboration. 
Furthermore, with a few clicks the user 
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should be able to drill down into each 
piece of data she sees and understands 
its provenance. This is particularly im-
portant since there is a growing num-
ber of people who have data and wish 
to analyze it.

Big Data Collaboratories.  As many 
communities begin to rely on cloud-based 
data management and large shared data 
repositories become key resources, the 
potential value of collaboration using 
shared data goes up significantly.  How do 
we permit users to create data analyses 
that combine their data with shared data 
and (selectively) allow other users to re-
run, refine, and redistribute these analytic 
artifacts, which could range from single 
queries to entire modeling and scoring 
workflows? This requires us to address a 
number of issues (for example, provenance, 
access control, or workflows) but holds 
great potential for increased collaboration, 
and raising the level of transparency in 
collaborative work (imagine being able to 
re-run all the analysis reported in a paper 
using the same data and code used by the 
authors and being able to refine and publish 
the results!).

A popular new method of harness-
ing human ingenuity to solve problems 
is through crowdsourcing. Wikipedia, 
the online encyclopedia, is perhaps 
the best-known example of crowd-
sourced data. Social approaches to Big 
Data analysis hold great promise. As 
we make a broad range of data-centric 
artifacts sharable, we open the door to 
social mechanisms such as rating of 
artifacts, leader-boards (for example, 
transparent comparison of the effec-
tiveness of several algorithms on the 
same datasets), and induced reputa-
tions of algorithms and experts.

Conclusion
We have entered an era of Big Data. 
Many sectors of our economy are now 
moving to a data-driven decision mak-
ing model where the core business 
relies on analysis of large and diverse 
volumes of data that are continu-
ally being produced. This data-driven 
world has the potential to improve the 
efficiencies of enterprises and improve 
the quality of our lives. However, there 
are a number of challenges that must 
be addressed to allow us to exploit the 
full potential of Big Data. This article 
highlighted key technical challenges 
that must be addressed, and acknowl-

edge there are other challenges, such 
as economic, social, and political, that 
are not covered in this article but must 
also be addressed. Not all of the tech-
nical challenges discussed here arise 
in all application scenarios. But many 
do. Also, the solutions to a challenge 
may not be the same in all situations. 
But again, there often are enough simi-
larities to support cross-learning. As 
such, the broad range of challenges 
described here make good topics for 
research across many areas of com-
puter science. We have collected some 
suggestions for further reading at  
http://db.cs.pitt.edu/bigdata/resources. 
These are a few dozen papers we have 
chosen on account of their coverage 
and importance, rather than a com-
prehensive bibliography, which would 
comprise thousands of papers.
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W I R E L E S S  C O M M U N I C AT I O N S  H AV E 

completely revolutionized the way we 
connect with people and access in-
formation. With the advent of Wi-Fi 
and 3G/4G cellular technologies, we 
can access the Internet from nearly 
everywhere around the world without 
the need for cables, and more impor-
tantly, while on the move. Increasing-
ly powerful portable devices, such as 
tablets and smartphones, are further 
increasing the traffic demand on wire-
less infrastructures.

Increasing the capacity of a wire-
less network can happen in two ways: 
either through the authorized use of 
additional or wider frequency bands, 
or through the densification of the 
underlying wireless infrastructure 
through the deployment of an increas-
ing number of Wi-Fi Access Points 
(APs) or cellular Base Stations (BTSs). 
The former solution is typically a very 
lengthy, expensive, and heavily regulat-
ed process. The latter bears a very sig-
nificant investment cost on the part of 
the operator, currently undertaken by 
a number of cellular providers in their 
deployment of femtocell and picocells. 
When it comes to Wi-Fi networks, en-
terprises tend to spend a very signifi-
cant amount of money deploying APs 
at a density that may be as high as one 
AP every four meters (commonly found 
in enterprise Wi-Fi deployments). 

However, the pure increase of the 
density of Wi-Fi APs or cellular BTSs 
is not a solution by itself. Additional 
complexity arises from the manage-
ment of a larger number of devices in 
the network, and more importantly 
its configuration to reap the desired 
gains. Benefits in terms of capac-
ity are only delivered if the operator 
is able to appropriately allocate fre-
quencies/channels to the different 
devices in its network, so as to mini-
mize areas of overlap between APs 
that operate on the same frequency. 
The fundamental problem addressed 
in frequency selection is that given 

the wireless medium is a shared me-
dium, the more devices you have op-
erating in the same frequency band, 
the lower the effective throughput for 
each individual device (something 
that leads to even lower performance 
if a device is located in the area of 
frequency-overlapping base stations). 
Power control, combined with intelli-
gent frequency selection algorithms, 
aims to increase frequency reuse—the 
ability to reuse the same frequency 
often across space, however, without 
creating areas of frequency overlap.

The complexity of such a task is not 
for the fainthearted and has essentially 
led to the creation of an entire indus-
try around Wi-Fi centralized architec-
tures, pioneered by companies such 
as Aruba, Meru Networks, and Cisco, 
among others. 

The following paper says that hav-
ing multiple APs with an overlapping 
coverage area operating on the same 
frequency may not be a problem any-
more. The authors describe a solution 
that can allow a wireless LAN to scale 
its throughput by continually adding 
more APs on the same channel! The 
target deployment scenario is that of 
a conference room or an auditorium, 
where APs are connected to each other 
through a high-speed wired network, 
and where dense AP deployments are 
absolutely necessary to accommodate 

traffic demand, while channels are too 
limited in number to prevent overlap.

The authors borrow the fundamen-
tal working principle in today’s Mul-
tiple Input Multiple Output (MIMO) 
transmitters—that of beamforming—
and make it work across a number of 
independent transmitters. They call 
their scheme Joint Multi-User Beam-
forming (JMB). The challenge that 
must be addressed is the JMB trans-
mitters need to control the relative 
phases of their transmitted signals 
to enable effective beamforming, by 
which the signals to unintended recip-
ients cancel out. Given that indepen-
dent transmitters have independent 
oscillators, such a requirement is not 
naturally met.

The authors address this challenge 
by designating one AP in the wire-
less LAN as the lead AP. The solution 
works in two phases. During the mea-
surement phase, each AP measures its 
channel to each receiver, as well as the 
channel from the lead AP to the slave 
APs. During the data transmission 
phase, each slave AP corrects its fre-
quency offset with respect to the lead 
AP, and all APs jointly transmit to con-
currently deliver packets to multiple 
receivers. They show that such a mech-
anism can be easily accommodated 
within the context of 802.11n.

An actual implementation on a 
10-node software-radio Wi-Fi testbed 
demonstrates a linear increase in net-
work throughput with a median gain of 
8.1 to 9.4x. Further experiments on un-
modified 802.11n cards highlight the 
tremendous potential of the proposed 
solution. 

The work discussed in this paper 
could completely change the philoso-
phy underlying the design of dense en-
terprise wireless LAN deployments.  
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Abstract
We present JMB, a joint multiuser beamforming system, that 
enables independent access points (APs) to beamform their 
signals and communicate with their clients on the same 
channel as if they were one large MIMO transmitter. The 
key enabling technology behind JMB is a new low-overhead 
technique for synchronizing the phase of multiple transmit-
ters in a distributed manner. The design allows a wireless 
LAN to scale its throughput by continually adding more APs 
on the same channel. JMB is implemented and tested with 
both software radio clients and off-the-shelf 802.11n cards, 
and evaluated in a dense congested deployment resembling 
a conference room. Results from a 10-AP software-radio tes-
tbed show a linear increase in network throughput with a 
median gain of 8.1–9.4×. Our results also demonstrate that 
JMB’s joint multiuser beamforming can provide throughput 
gains with unmodified 802.11n cards.

1. INTRODUCTION
Wireless spectrum is limited; wireless demands can, how-
ever, grow unlimited. Busy Wi-Fi networks, for instance, 
in conference rooms, hotels, and enterprises are unable to 
keep up with user demands,10, 24 even causing high-profile 
failures like the wireless network collapse during the Steve 
Jobs iPhone 4 keynote. Cellular networks are in a similar 
predicament, with their demands forecast to exceed avail-
able capacity within the next few years.20 This is not for lack 
of improvement in the performance of wireless devices. 
Indeed, individual devices have improved dramatically 
in recent years through innovations like multi-antenna 
systems, better hardware, and lower receiver noise. The 
problem, however, is that there is a mismatch between the 
way user demands scale and network throughput scales; 
user demands scale with the number of devices in the net-
work but network throughput does not. Unless network 
throughput also scales with the number of devices, wire-
less networks will always find it hard to keep up with their 
demands, and the projected demands will keep exceeding 
the projected capacity.

In this paper, we present a system that enables a network 
to scale its throughput with the number of transmitting 
devices. We focus on the scenario of typical busy wireless 
environments such as multiple users in a conference room, 
enterprise, hotel, etc. We enable a wireless LAN to keep 
increasing its total throughput by continuously adding 
more access points (APs) on the same channel.

The key idea behind our system is joint multiuser 
beamforming ( JMB). Multiuser beamforming is a known 
technique that enables a MIMO transmitter to deliver 

multiple independent streams (i.e., packets) to receivers 
that have fewer antennas, as shown in Figure 1(a), where a 
2-antenna access point delivers two packets concurrently 
to two single antenna receivers. In contrast, as shown in 
Figure 1(b), JMB enables multiple access points on the 
same channel to deliver their packets concurrently to mul-
tiple receivers, without interfering with each other. This 
system scales network throughput with the number of 
devices and delivers as many concurrent streams/packets 
as the total number of antennas on all APs. Furthermore, 
it leverages the continuing performance and reliability 
improvements of individual devices (e.g., more antennas 
per device).

The main challenge in implementing JMB stems from 
the need to synchronize the phases of distributed trans-
mitters. Specifically, the goal of beamforming is to ensure 
that each client can decode its intended signal without 
interference. Thus, at each client, the signals intended 
for the other clients have to cancel each other out. This 
requires the transmitters to control the relative phases 
of their transmitted signals so that the desired cancella-
tion can be achieved. Such a requirement is naturally sat-
isfied in the case of a single device performing multiuser 
beamforming. However, in the case of JMB, the transmit-
ters have independent oscillators, which are bound to 
have differences in their carrier frequencies. If one simply 
tries to jointly beamform these independent signals from 

A full version of this paper was published in Proceedings of 
ACM SIGCOMM 2012, Helsinki, Finland.

Figure 1. Traditional vs. joint multiuser beamforming. (a) In a 
traditional multiuser beamforming system with multiple 2-antenna 
APs, only one AP can transmit on a given channel at any given time. 
This leads to a maximum of two simultaneous packet transmissions 
regardless of the total number of APs. (b) In contrast, JMB enables 
all APs to transmit on the same channel, allowing up to 2N 
simultaneous packet transmissions if there are N 2-antenna APs.
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different transmitters, the drift between their oscillators 
will make the signals rotate at different speeds relative to 
each other, causing the phases to diverge and hence pre-
venting beamforming.

At first blush, it might seem that it would be sufficient to 
estimate the frequency offset (i.e., the drift) ∆ω between the 
transmitters, and compensate for the beamforming phase 
errors as ∆φ = ∆ωt, where t is the elapsed time. However, 
such an approach is not practical. It is well known9 that 
 frequency offset estimates have errors due to noise, and 
using such estimates to compute phases causes rapidly accu-
mulating errors over time. Even a small error of, say, 10 Hz 
(4 × 10−3 ppm, which is several orders of magnitude smaller 
than the mandated 802.11 tolerance of 20 ppm, or cellular 
tolerance of 1–2 ppm) can lead to a large error of 20 degrees 
(0.35 radians) within a short time interval of 5.5 ms. Such 
a large error in the phase of the beamformed signals will 
cause significant interference at the receivers, preventing 
them from decoding.

JMB presents a simple, practical approach for synchro-
nizing phases of multiple distributed transmitters. Its key 
idea is to elect one of the APs as a lead and use its phase as 
a reference for the whole system. Other APs (i.e., the slaves) 
directly measure the phase of the lead AP and change the 
phase of their signals to maintain a desired alignment with 
respect to the lead. In particular, JMB precedes every data 
packet with a couple of symbols transmitted by the lead 
AP. The slave APs use these symbols to directly measure 
the required phase correction for proper beamforming. 
Since this is a direct phase measurement as opposed to a 
prediction based on frequency offsets, it has no accumu-
lated errors. After correcting for this phase error, the slave 
APs use the estimate for their frequency offset to predict 
any phase changes throughout the packet and correct for 
it. This bounds the maximum phase error accumulation to 
the duration of a packet. One can use a simple long-term 
average for the frequency offset to ensure that the phase 
error accumulated for the duration of a packet is within the 
desired performance bounds.

In the rest of the paper, we expand on this basic idea 
and demonstrate that it can deliver accurate joint beam-
forming across distributed transmitters. Further, we also 
extend this idea to work with off-the-shelf 802.11n cards. 
This would allow organizations to directly leverage JMB by 
simply upgrading their AP infrastructure, without requiring 
any modification to the clients.

We implemented JMB in two environments:

• The first environment consists of USRP2 APs and 
 receivers, where both APs and clients can be modified. 
Here, we verify the scaling properties of JMB and also 
perform finer grained analysis of its components.

• The second environment consists of USRP2 APs and 
receivers with Intel Wi-Fi Link 5300 adapters. Each 
AP consists of two USRP2s connected via an external 
clock and configured to act as a 2-antenna MIMO AP. 
Correspondingly, each receiver Wi-Fi card has two 
antennas enabled. Here, we verify that JMB can provide 
throughput gains with off-the-shelf 802.11n cards, and 

further that it can provide these gains with multi-
antenna devices.

We evaluated JMB in an indoor testbed using APs and 
receivers deployed densely in a room to simulate a con-
ference room scenario. Our results reveal the following 
findings:

• USRP testbed: JMB’s throughput increases linearly with 
the number of APs. In particular, in our testbed, which 
has 10 APs, JMB can achieve a median throughput gain 
of 8.1–9.4× over traditional 802.11 unicast, across the 
range of 802.11 signal to noise ratios (SNRs).

• 802.11 testbed: JMB’s ability to linearly scale the net-
work throughput with the number of transmitters 
applies to off-the-shelf 802.11 clients. Specifically, JMB 
can transmit simultaneously from two 2-antenna APs to 
two 2-antenna 802.11n clients to deliver a median 
throughput gain of 1.8× compared to traditional 
802.11n.

Contributions: This work presents the first system that 
scales wireless throughput by enabling joint beamforming 
from distributed independent transmitters. We achieve this 
by designing a simple, practical approach for phase syn-
chronization across multiple distributed transmitters. We 
also show that our system can deliver throughput gains from 
joint beamforming with off-the-shelf 802.11n cards.

2. RELATED WORK
The full version of the paper18 has a detailed survey of related 
work. In this version, we provide a brief overview.

Prior empirical systems that attempt to perform dis-
tributed multiuser beamforming 4, 15, 19 require tight 
synchronization using global positioning system (GPS) 
clocks or a shared oscillator, or joint decoding by 
exchanging received signals. Other systems that allow 
multiple nodes to transmit simultaneously, such as 
MU-MIMO in LTE,12 SAM,21 and multiuser beamform-
ing,1 provide only constant throughput gain and do 
not scale with the number of APs in the system. A third 
strand of work harnesses channel diversity gains using 
systems like distributed antennas and SourceSync3, 17  
or provides directional gains using phased arrays,6 but 
cannot provide multiplexing gains and hence cannot 
scale throughput with the number of APs in the system. 
In contrast to all these systems, JMB empirically achieves 
tight phase synchronization using independent oscilla-
tors at the devices in the network, allows devices to work 
independently without sharing clock signals, and scales 
throughput linearly with the number of APs in the system. 
Further, it can work with off-the-shelf 802.11n cards.

Prior theoretical work2, 22 on distributed phase synchro-
nization assumes synchronous oscillators and only pro-
vides one-time phase offset calibration. Prior theory16 also 
proves that distributed MIMO scales wireless capacity with 
the number of nodes. While JMB builds on this founda-
tional work, JMB is the first empirical system that shows lin-
ear scaling of throughput with the number of transmitters 
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in practical systems with unsynchronized oscillators and 
resulting time-varying phase differences.

3. JMB OVERVIEW
JMB is designed for the wireless downlink. It is applicable to 
wireless LANs, especially in dense deployments like enter-
prises, hotels, and conference rooms. JMB APs can operate 
with off-the-shelf Wi-Fi client hardware. Our techniques are 
applicable to cellular networks, but the details are beyond 
the scope of this paper.

JMB APs are connected by a high-throughput backend, 
say, Gigabit Ethernet, like APs are today. Packets intended for 
receivers are distributed to all APs over the shared backend. 
JMB enables the APs to transmit concurrently to multiple 
 clients as if they were one large MIMO node, potentially deliv-
ering as many streams (i.e., packets) as the total number of 
antennas on all APs.

In the next few sections, we describe how JMB works. 
We start with the basic idea that enables distributed phase 
synchronization. We then describe our protocol implement-
ing this basic idea for emulating a large MIMO node. We then 
extend our system to integrate our design with off-the-shelf 
Wi-Fi cards.

4. DISTRIBUTED PHASE SYNCHRONIZATION
The chief goal of distributed phase synchronization is to 
enable different transmitters powered by different oscilla-
tors to emulate a single multi-antenna transmitter where all 
antennas are driven by the same oscillator. Intuitively our 
solution is simple: We declare one transmitter the lead, and 
make all other transmitters synchronize to the oscillator of 
the lead transmitter, that is, each transmitter measures the 
offset between its oscillator and the lead oscillator and com-
pensates for the offset by appropriately correcting the phase 
of its transmitted signal. This behavior makes all transmit-
ters act as if they were antennas on the same chip controlled 
by the same oscillator.

We now demonstrate how this intuitive design can deliver 
the proper MIMO behavior and hence enable each receiver 
to correctly decode its intended signal without interference. 
For simplicity, we consider a scenario of two single-antenna 
APs transmitting to two single-antenna  clients, as shown 
in Figure 2. Let hij, where i, j ∈ {1, 2}, be the channel to cli-
ent i from AP j, xj(t) the symbol that needs to be delivered to 
 client j at time t, and yj(t) the symbol that is received by client 
j at time t. Correspondingly, let H = [hij], i, j ∈ {1, 2}, be the 
2 × 2 channel matrix, x(t)

→
 = [x1(t) x2(t)]T be the desired symbol 

vector, and y(t)
→

 = [ y1(t) y2(t)]T be the received symbol vector.
No oscillator offset: Assume first that there are no oscillator 

offsets between any of the APs and clients. If each AP i sim-
ply transmits the signal xi(t), each client will receive a linear 
combination of the transmitted signals. Since each client 
has only one antenna, client 1 receives y1(t) = h11x1(t) + h12x2(t) 
and client 2 receives y2(t) = h21x1(t) + h22x2(t). Each of these 
equations has two unknowns, and hence, neither client can 
decode its intended data.

In order to deliver two concurrent packets to the two 
 clients, the APs need to ensure that each client receives only 
the signal intended for it (i.e., it experiences no interference 

from the signal intended for the other client). Specifically, 
we need the effective channel experienced by the transmit-
ted signal to be diagonal, that is, it should satisfy:

 (1)

where g11 and g22 are any nonzero complex numbers. In this 
case, the received signal will simply appear at each receiver 
as if it has experienced the channel gii, which each receiver 
can estimate using standard techniques.

The APs can achieve this result by using beamforming. In 
beamforming, the APs measure all the channel coefficients 
from the transmitters to the receivers at time 0. Then, instead 
of transmitting x1(t) and x2(t) directly, the APs transmit:a

 (2)

In this case, the two clients receive:

Since HH−1 = I, the effective channel experienced by the 
clients in this case is a diagonal matrix, that is, Equation (1) 
is satisfied. Hence, each client can now decode its intended 
data without interference from the signal intended for the 
other client.

With oscillator offset: What happens when the oscillators of 
the APs and clients have different frequencies? Let ωTi be the 
oscillator frequency of AP i, and ωRj the oscillator frequency 
of client j, i, j ∈ {1, 2}. In this case, the channel at time t, H(t), can 
be written as:

where j = sqrt(−1). Because the oscillators rotate with respect 
to each other, the channel no longer has a fixed phase.

Now, if the APs try to perform beamforming as before, 
using the channel value they computed at time t = 0 and 
transmitting H−1x→, the clients receive:

Client 1 Client 2

AP 2AP 1

h11 h22

h21 h12

Figure 2. Channel matrix with two APs transmitting to two clients.

a The APs also need to normalize H−1 to respect power constraints, but we 
omit that detail for simplicity.
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Since the new observed channel matrix is still diagonal, the cli-
ents can still continue to decode the received signal as before.

The resulting system implements our initial intuition.

5. JMB PROTOCOL
We start by describing the protocol at a high level and follow 
by the detailed explanation. JMB’s distributed transmission 
protocol works in two phases:

• JMB starts with a channel measurement phase, in which the 
APs measure two types of channels: (1) the channels from 
themselves to the receivers (i.e., the channel matrix H), 
which is the beamforming channel matrix whose inverse 
the APs use to transmit data concurrently to their clients; 
and (2) the channels from the lead AP to each slave AP 
(the hi

lead’s), which enable each slave AP to determine its 
relative oscillator offset from the lead AP.

• The channel measurement phase is followed by the 
data transmission phase. In this phase, the APs transmit 
jointly to deliver concurrent packets to multiple receiv-
ers. Data transmission uses beamforming after having 
each slave AP corrects for its frequency offset with 
respect to the lead AP.

Note that a single channel measurement phase can be 
followed by multiple data transmissions. Channels only 
need to be recomputed on the order of the coherence time, 
which is several hundreds of milliseconds in typical indoor 
scenarios.5 Section 7 describes how JMB reduces channel 
measurement overhead in greater detail.

We now describe the channel measurement and data 
transmission phases in greater detail. (The description below 
assumes symbol level time synchronization, for which we use 
the scheme in Rahul et al.,17 which provides tight synchroniza-
tion up to a few nanoseconds. Our experimental results also 
incorporate an implementation of that scheme.)

5.1. Channel measurement
The goal of channel measurement is to obtain a snapshot 
of the channels from all APs to all clients, that is, H and the 
reference channels from the lead AP to the slave APs, that is, 
the hi

lead, ∀i.
The key point is that all these channels have to be measured 

at the same time, which is the reference time t = 0. Otherwise 
the channels would rotate with respect to each other due 
to frequency offsets and hence be inconsistent. Below, we 
divide channel measurement into a few subprocedures.

(a) Collecting measurements. The lead AP starts the chan-
nel measurement phase with a synchronization header, 
followed by channel measurement symbols, that is, 
known orthogonal frequency division multiplexing 
(OFDM) symbols that the clients can use to estimate 
the channel. The channel measurement symbols are 

The product H(t)H−1 is no longer diagonal, and hence the 
receivers cannot decode their intended signal. Thus, stan-
dard MIMO beamforming does not work in this case.

So, how can one do beamforming with such a time-
 varying channel? A naive approach would try to make each 
transmitter compute H(t) at every t and then multiply its 
time  signal by H(t)−1. Say that the network has N APs and N 
clients. Then such an approach would require each trans-
mitter to maintain accurate estimates of N2 frequency off-
sets of the form ∆ωij = ωTj − ωRi. (Further since nodes can only 
measure offsets relative to other nodes, but not the absolute 
frequencies of their oscillators, the number of estimates 
cannot be reduced to N.) Measurement errors from all of 
these estimates will accumulate, prevent accuracy of beam-
forming, and create interference at the receivers. However, 
according to our initial intuition, we can make multiple 
transmitters act as if they were one MIMO node, and hence 
do accurate beamforming, by having each transmitter esti-
mate only its frequency offset to the lead transmitter. Said 
differently, our intuition tells us that it should be possible 
to reduce the number of frequency offset estimates that 
each transmitter maintains from N2 to 1. Let us see how we 
can achieve this goal.

Observe that we can decompose the channel matrix at 
time t as H(t) = R(t)HT(t), where H is time invariant and R(t) 
and T(t) are diagonal matrices defined as:

Since R(t) is diagonal, it can function analogous to the 
G matrix in Equation (1). Thus, if the transmitters transmit 
the modified signal T(t)−1H−1x→ at time t, then the received 
signal can be written as:

 (3)

which reduces to the desired form of Equation (1):

 (4)

Note that T(t) is also diagonal, and as a result the trans-
mitter phase correction matrix

 (5)

is also diagonal. Further, the phase correction entry for each 
AP depends only on the oscillator phase of that AP. This 
means that if each AP, i, knows its phase, e jωTit, at time t, it 
can simply compensate for that phase and the AP will not 
need any additional frequency or phase measurements. 
Unfortunately, this is not practical. An AP has no way to mea-
sure the exact phase change of its oscillator locally.

We address this difficulty by observing that the channel 
equation is unchanged when we multiply by 1 = e jω T1t e -jωT1t, 
that is,
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of slave AP i is separated from the symbol of the lead AP 
by i − 1 symbol widths, as shown in Figure 3. The receiver 
compensates for this by rotating the estimated channel for 
AP i by e -j∆ωi (i-1)kT + D (in each OFDM subcarrier), where T is the 
duration of one OFDM symbol, k is the index of the inter-
leaved symbol, and D is the duration of the lead AP synchro-
nization header. This ensures that all channels are measured 
at one reference time, which is the start of the synchroniza-
tion header. The receiver averages the channel estimates (in 
each OFDM subcarrier) from each AP to cancel out the noise 
and obtain an accurate estimate. The receivers then com-
municate these estimated channels back to the transmitters 
over the wireless channel.

(c) Estimating the hi
lead’s at the slave APs. Each slave AP 

uses the synchronization header to compute the value 
of the channel from the lead AP to itself at the refer-
ence time hi

lead (0).

Note that at the end of the channel measurement phase, 
each slave AP i has the entire channel matrix to be used 
for beamforming, as well as a reference channel, hi

lead (0), 
from the lead AP which it will use during data transmis-
sions, with all channels measured with respect to one ref-
erence time.

5.2. Data transmission
Now that the channels are measured, the APs can use beam-
forming to transmit data concurrently without interference.

(a) AP coordination: The APs need to agree on which pack-
ets are sent concurrently in one beamforming frame. 
To do this we leverage the bandwidth of the backend 
Gigabit Ethernet to send all client packets to all APs. 
The lead AP makes all control decisions and commu-
nicate them to the slave APs over the Ethernet. In par-
ticular, it determines which packets will be combined 
in a data transmission and communicates it to the 
slave APs over the wired backend.

(b) Beamforming: Client packets are transmitted by joint 
beamforming from the JMB APs participating in the 
system. Note that slave APs need to correct the phase 
of their signal prior to transmission. One way to do this 
would be for each slave to estimate the frequency  offset 
ωlead − ωslave from the lead to itself (using the synchroni-
zation header from the previous phase) and then com-
pute the net elapsed phase by calculating (ωlead − ωslave)t, 
where t is the time elapsed since the channel measure-
ment was taken. However, this would lead to large 
accumulated errors over time because of inaccuracies 
in the initial frequency offset measurement. For exam-
ple, even a small error of 100 Hz in the measurement of 
the initial frequency offset can lead to a large phase 
error of p radians in as short a timespan as 20 ms, and 
hence significantly affect the phase alignment required 
for correct beamforming. Unless addressed, this error 
would prevent JMB from amortizing the cost of a single 
channel measurement over the coherence time of 
the channel, for example, 250 ms, and would force the 

separated by a constant gap, whose value is chosen to 
permit the slave APs to send their channel measure-
ment symbols interleaved with the symbols from the 
lead AP. When the slave APs hear the synchronization 
header, they know to transmit their channel measure-
ment symbols in the gap, one after another, as shown 
in Figure 3.

Thus, channel measurement symbols are repeated 
and interleaved. They are repeated to enable the clients 
to obtain accurate channel measurements by averaging 
multiple estimates to reduce the impact of noise. They are 
interleaved because we want the channels to be measured 
as if they were measured at the same time. Since exactly 
simultaneous transmissions will lead the APs to interfere 
with each other, JMB performs a close approximation to 
simultaneous transmission by interleaving symbols from 
different APs.

(b) Estimating H at the clients. Upon reception of the 
packet in Figure 3, each client performs three tasks: it 
computes its carrier frequency offset (CFO) to each AP; 
it then uses its knowledge of the transmitted symbols 
and the CFO to compute the channel from each AP to 
itself; and finally it uses its knowledge of the CFOs to 
rotate the phase of the channels so that they look as if 
they were measured exactly at the same time. We detail 
these tasks below.

Different transmitters (i.e., APs) have different oscilla-
tor offsets to receivers, and each receiver needs to measure 
the frequency offset from each transmitter to correct the 
corresponding symbols from that transmitter appropri-
ately. To enable this, the channel measurement transmis-
sion uses CFO symbols from each AP followed by channel 
estimation symbols similar to traditional OFDM.9 The only 
departure is that the receiver computes and uses different 
CFO and channel estimates for symbols corresponding to 
different APs.

Note that these channel estimates are still not completely 
simultaneous, in particular, the channel estimation symbols 
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Figure 3. Packet structure from the perspective of APs and the 
receiver. Symbols in blue are transmitted by the lead AP, symbols in 
red by the slave AP, and symbols in white reflect silence periods.
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propagation delays between different transmitters and 
receivers. This is because the signals from different JMB APs 
will arrive within a cyclic prefix of each other at all receivers.b 
The delay differences between the signals from different APs 
at a receiver translate to a relative phase difference between 
the channels from these APs to that receiver. JMB’s channel 
measurement phase captures these relative phase differ-
ences in the channel matrix, and JMB’s beamforming then 
applies the effect of these phase differences while comput-
ing the inverse of the channel matrix.

5.3. Overarching principles
In summary, the core challenge met by JMB’s design is to 
accurately estimate and track the phase differences between 
each of the N clients and N APs. This challenge is particularly 
arduous for two reasons: (1) each receiver must simultane-
ously track the phase of N independent transmitters, and (2) 
errors in the estimates in the CFO result in phase offsets that 
accumulate over time, quickly leading to very large errors. 
Our general approach to tackling these challenges is to have 
all transmitters and receivers synchronize their phase to 
that of a single lead transmitter. Our implementation of this 
approach has been guided by following three overarching 
principles:

• Between APs and within a packet we can use estimated 
frequency and sampling offsets to track phase: We can 
measure the frequency and sampling offsets between 
APs accurately enough that the accumulated phase dif-
ferences within a single packet (tens to a few hundreds 
of microseconds) are not significant enough to harm 
performance. Specifically, since APs are a part of the 
infrastructure, and CFOs do not change significantly 
over time, we can get very accurate estimates of the CFO 
between APs by averaging over samples taken across 
many packets.

• Between APs and across packets we cannot use esti-
mated frequency and sampling offsets to track phase: 
The across packet time scales (tens to hundreds of 
milliseconds) are large enough that even with extremely 
accurate estimates of the frequency and sampling 
offsets, the accumulated phase differences from 
residual errors will lead to significant performance 
degradation. To handle this, JMB uses a single header 
symbol to directly estimate the total phase offset and 
resync the phases of all nodes at the beginning of 
each packet.

• Between a client and an AP we cannot use estimated 
frequency and sampling offsets to track phase even 
through a packet: Since clients are a transient part 
of the network, we cannot get accurate enough esti-
mates of frequency and sampling offsets to use 
for phase tracking even within a single packet. 

system to repeat the process of measuring H every few 
milliseconds, which means incurring the overhead of 
communicating the channels from all clients to the 
APs almost every packet.

JMB avoids this issue of accumulating error over large 
timescales by directly measuring the phase difference 
between the lead AP and the slave AP. Said differently 
instead of multiplying the frequency offset ∆ω (= ωlead − ωslave) 
by the elapsed time (which leads to errors that accumulate 
over time), JMB directly measures the phase difference 
∆φ(t) (= (ωlead − ωslave)t).

In JMB the lead AP initiates data transmission using a 
synchronization header, as in channel estimation. Each 
slave AP uses this synchronization header to measure the 
current channel, hi

lead (t), from the lead AP to itself. Note that 
the current channel will be rotated relative to the reference 
channel because of the oscillator offset between the lead AP 
and slave AP. In particular, hi

lead (t) = hi
lead (0) e j (ωT1- ωT2)t. Each 

slave can therefore compute e j (ωT1 - ωT2)t directly, from its two 
measurements of the lead AP channel. Such an estimate 
does not have errors that accumulate over time because it 
is purely a division of two direct measurements. The slave 
then multiplies its transmitted signal by this quantity, as 
described in Section 4.

Now that all AP oscillators are synchronized at the begin-
ning of the data transmission, the slave AP also needs to 
keep its oscillator synchronized with the lead transmitter 
through the actual data packet itself. It does this by multi-
plying its transmitted signal by e j (ωT1 - ω T2)t, where t is the time 
since the initial phase synchronization at the beginning of 
the joint transmission. Note that this offset estimate only 
needs to be accurate within the packet, that is, for a few hun-
dred microseconds or about 2 ms at most. JMB APs main-
tain a continuously averaged estimate of their offset with the 
lead transmitter across multiple transmissions to obtain a 
robust estimate that can maintain accurate phase synchro-
nization within a packet.

Two additional points are worth noting. First, for ease 
of exposition, we have discussed the entire system so far 
in the context of correcting carrier frequency offsets. 
However, any practical wireless system has to also account 
for the sampling frequency offsets. Note that any offset in 
the sampling frequency just adds to the phase error in each 
OFDM subcarrier. Since our phase offset estimation using 
the synchronization header, described in Section 5, esti-
mates the overall phase, it automatically accounts for the 
initial phase error accumulated from sampling frequency 
offset. Within each packet, the JMB slave APs correct for 
the effect of sampling frequency offset during the packet 
by using a long-term averaged estimate, similar to the car-
rier frequency offset.

Second, as mentioned earlier, in Section 5, JMB APs 
are synchronized in time using Rahul et al.17 As described 
in Rahul et al.,17 due to differences in propagation delays 
between different transmitters and different receivers, one 
cannot synchronize all transmitted signals to arrive exactly 
at the same time at all receivers. It is important to note 
that JMB works correctly even in the presence of different 

b In fact, since the common design scenario for JMB is confined locations 
like conference rooms and auditoriums, the propagation delay differences 
between different APs to a receiver are in the tens of nanoseconds, which is 
smaller than the 802.11 cyclic prefix of 400 or 800 ns, which is designed for 
worst-case multipaths.
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estimated frequency offsets to the receiver as described in 
Section 5.1.

Unlike the scenario in Section 5.1 where the transmis-
sions from different APs are separated from each other by 
only a few symbols (using interleaving), the transmissions 
from different APs here are separated by at least one packet 
width. As discussed in Section 5.3, this separation would 
induce a large accumulated phase error due to inaccuracy in 
receiver frequency offset estimates.

JMB instead performs channel measurement by “trick-
ing” the receiver into measuring channels from differ-
ent AP antennas simultaneously. This trick allows JMB to 
measure the channel from each AP antenna to the receiver 
in conjunction with a common reference channel to the 
receiver. Using such a common reference across all mea-
surements allows JMB to avoid measuring receiver frequency 
offset, and instead directly estimate and compensate phase 
offset between different measurements, as we describe in 
Section 7.

For simplicity, we focus on the scenario in Figure 4 with 
two APs and one client, where each node has two antennas. 
We will only describe the measurements to R1 since chan-
nels to R2 are naturally measured simultaneously with R1 in 
exactly the same manner.

At time t0, L1 and L2 transmit a two-stream packet jointly 
to R1. This measurement gives us the channels L1 → R1 and 
L2 → R1 at time t0. In addition, S1 measures the channel L1 → S1 
using the synchronization header.

At time t1, L1 and S1 trick the receiver by jointly transmit-
ting a two-stream packet from two different APs. This mea-
surement gives us the channels L1 → R1 and S1 → R1 at time t1. 
Again, S1 measures the channel L1 → S1 using the synchroniza-
tion header.

The challenge is that we would like to obtain the chan-
nel S1 → R1 at time t0 but we have only the channel S1 → R1 
measured at t1.

We therefore need to correct our measured channel by 
the accumulated phase offset between S1 and R1 in the time 
interval t0 to t1. To do this, we take advantage of the fact that 

Thus, each client uses standard OFDM techniques to 
track the phase of the lead AP symbol by symbol. 
Additionally, when performing channel estimation, 
the APs interleave their packets so that the correction 
of the channels to a common reference time has min-
imal error.

6. COMPATIBILITY WITH 802.11
In order for JMB to work with clients using off-the-shelf 
802.11n cards, JMB needs to address two challenges:

1. Sync header: The sync header transmitted by the lead 
AP to allow the slave APs to compute their oscillator 
offset, and trigger their transmission, is not supported 
by 802.11.

2. Channel measurement: Recall that JMB requires a 
snapshot of the channel from all transmitters to all 
receivers measured at the same time. In Section 4, we 
described how to do this with a custom channel mea-
surement packet format with interleaved symbols, 
which allows a receiver to measure channels from all 
transmitters. However, such a packet format is not 
supported by 802.11, and hence 802.11n cards cannot 
simultaneously measure channels from all APs at the 
same time.

JMB solves these issues by leveraging 802.11n channel 
state information (CSI) feedback for beamforming. We now 
describe JMB’s solutions to the above challenges.

6.1. Sync header
The lead AP in JMB needs to prefix each transmission with 
a sync header that allows the slave transmitters to measure 
their relative oscillator offset from the lead, and also trig-
gers their joint transmission. A mixed mode 802.11n packet 
essentially consists of an 802.11n packet prefixed with five 
legacy symbols. These legacy symbols are only intended to 
trigger carrier sense in 802.11a/g nodes and are not used 
by 802.11n receivers. Thus, the lead JMB can use these leg-
acy symbols as a sync header. JMB slave APs use the legacy 
symbols to measure their oscillator phase offset from the 
lead, correct their transmission signal, and join the lead 
AP’s transmission after the legacy symbols when the actual 
802.11n symbols are transmitted.

6.2. Channel measurement
802.11n does not support the interleaved packet format 
that allows JMB to measure a snapshot of the channels 
from all the transmitters to a receiver simultaneously. 
Further, an 802.11n receiver with K (at most 4) antennas 
can measure at most K channels at a time. In a JMB sys-
tem, the total number of transmit antennas across all 
APs is larger than the number of antennas on any single 
receiver. Thus, a receiver with off-the-shelf 802.11n cards 
will be unable to simultaneously measure channels from 
all transmit antennas to itself.

Naively, one could measure the channels from all trans-
mit antennas by transmitting a separate packet from each 
AP, and then correcting these measurements using the 
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Figure 4. 802.11n channel measurement. JMB measures channels to 
802.11n clients by sending a series of two-stream transmissions. 
Every transmission includes the reference antenna, L1, as well as 
one other antenna (either L2 or S1 in our example). For clarity, the 
figure does not show the transmissions to/from R2 and S2, but JMB 
naturally measures the channels to R2 simultaneously.



research highlights 

 

104    COMMUNICATIONS OF THE ACM    |   JULY 2014  |   VOL.  57  |   NO.  7

10. TESTBED AND IMPLEMENTATION
We implement JMB’s AP design in USRPs and evaluate it 
with both USRP and off-the-shelf 802.11n clients.

(a)  Implementation for the software radio testbed: Each 
node is equipped with a USRP2 board and an RFX2400 
daughterboard, and communicates on a 10 MHz chan-
nel in the 2.4 GHz range. We implement OFDM in 
GNURadio using various 802.11 modulations (BPSK, 
4QAM, 16QAM, and 64QAM), coding rates, and choose 
between them using the effective SNR bitrate selec-
tion algorithm.8

To perform correct phase alignment, concurrent trans-
mitters must be synchronized at the sample level. We do 
this by using USRP2 timestamps to synchronize transmit-
ters despite delays introduced by software. Before every 
data packet, the lead AP sends a trigger signal on the 
medium at ttrigger. All other APs log the timestamp of this 
signal, add a fixed delay t∆ to it, and then transmit concur-
rently at this new time. We select t∆ as 150 µs based on the 
maximum delay of our software implementation. Finally, 
to optimize the software turnaround, we did not use 
GNURadio, but wrote our own C code that directly inter-
acts with the USRP hardware.

(b)  Implementation for the 802.11n testbed: There are 
two main differences between this testbed and the one 
above. First, each client in this testbed uses an off- 
the-shelf 802.11n card. Second, each node has two 
antennas and can act as a MIMO node. Our objective 
is to show that JMB extends beyond single antenna 
systems; for example, it can combine two 2 × 2 MIMO 
systems to create a 4 × 4 MIMO system.

Each AP consists of two USRP2 nodes connected to an 
external clock, acting as a 2-antenna node. Each client is a 
PC equipped with an Intel Wi-Fi Link 5300 a/b/g/n wireless 
network adapter on which two antennas are enabled. The 
Intel Wi-Fi Link 5300 adapters are updated with a custom 
firmware and associated iwlwifi driver in order to obtain 
the channel state information in user space.7

The AP software implementation is similar to the other 
testbed except that we make the channel width 20 MHz to 
communicate with 802.11n cards. The packet format is also 
changed to match 802.11n. The client software collects the 
channel measurements from the firmware and logs correctly 
decoded packets.

(c)  Testbed topology: We evaluate JMB in an indoor tes-
tbed (shown in Rahul et al.18) that simulates a con-
ference room, with APs deployed on ledges near the 
ceiling and clients scattered through the room. In 
every run, the APs and clients are assigned randomly 
to these locations. The testbed exhibits diverse 
SNRs as well as both line-of-sight and non-line-of-
sight paths due to obstacles such as pillars, furni-
ture, ledges, etc. The APs transmit 1500 byte packets 
to the clients.

we can compute the accumulated phase offset between both 
L1 and R1, and between L1 and S1 in the time interval t0 to t1.

• L1 and R1: We can compute this accumulated phase 
 offset using the measurements of the channel L1 → R1 
at time t0 and time t1.

• L1 and S1: We can compute this accumulated phase off-
set using the measurements of the channel L1 → S1 at 
time t0 and time t1.

The difference between these two accumulated phase off-
sets gives us the desired accumulated phase offset between 
S1 and R1 in the time interval t0 to t1.

We can similarly measure the channel S2 → R1 in the next 
time slot, say t2, and rotate it back to time t0. We can repeat 
this process for all AP antennas.

7. DECOUPLING MEASUREMENTS TO DIFFERENT 
RECEIVERS
The scheme in Section 4 assumed that all channels from 
all APs to all receivers are measured simultaneously. In 
Section 6.2, we showed that we can relax this assumption 
for a single receiver. That is, we can measure channels 
from different APs to that receiver at different times by 
using a shared reference measurement across all APs for 
that receiver. But what about channels to another receiver? 
If this receiver joins the network after the channels to the 
first receiver are measured, there is no opportunity for a 
shared reference measurement between the two receiv-
ers. It might therefore seem that JMB’s requirement for all 
channels to be measured at the same time would neces-
sitate measurement of channels to all receivers whenever 
a receiver joins the network, or when a single receiver’s 
channels change.

In fact, we can show that such full measurement is not nec-
essary, and that JMB can decouple channel measurements 
to different receivers. The key idea is that JMB can use the 
channels from the lead AP to slave APs as a shared reference, 
instead of the channel from the lead AP to a receiver as was 
the case in Section 6.2. We prove in Rahul et al.18 that using 
such a shared reference allows JMB to measure channels to 
different receivers at different times, and still correctly per-
form multiuser beamforming.

8. DIVERSITY
So far, we have described the use of JMB for multiplexing. 
The same principles apply to diversity except that in this 
case, we have all the APs transmitting jointly to a single client, 
say client 1. Each AP then computes its beamformed signal 
as  and slaves continue to perform distributed phase 
synchronization as before.

9. JMB’S LINK LAYER
In this paper, we have described JMB’s physical layer that 
enables multiple APs to transmit simultaneously to mul-
tiple receivers. We refer the reader to the full version18 for 
a discussion of how JMB’s link layer (MAC, carrier sense, 
acknowledgments, retransmissions, etc.) is designed to use 
this capability.
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result, the throughput of JMB increases linearly with 
the number of APs.

• The absolute gains provided by JMB are higher at high 
(∼9.4× for 10 APs) and medium (∼9.1×) SNRs than at 
low SNRs (∼8.1×). This is a consequence of the theo-
retically predicted throughput of beamforming. In 
particular, the beamforming throughput with N APs 
scales as N log ( ) = N log(SNR) − N log(K), where K 
depends on the channel matrix H and is related to how 
well conditioned it is.23 Natural channel matrices can 
be considered random and well conditioned, and 
hence K can essentially be treated as constant for our 
purposes. The 802.11n throughput scales roughly as 
log(SNR).23 The expected gain of JMB over 802.11n 
can therefore be written as N (1 − ) and hence 
becomes closer to N as SNR increases. This is why 
JMB’s gains at lower SNR grow at a lower rate than 
the gains at high SNR.

11.2. Compatibility with 802.11
Finally, as described in Section 6, JMB is compatible with 
existing 802.11n cards. In this section, we investigate 
whether JMB can deliver throughput gains when used with 
commodity 802.11n cards. Further, since each AP and each 
802.11n card in this system has two antennas, this experi-
ment also verifies that JMB can provide its expected gains 
with multi-antenna transmitters and receivers.

Method. We place two JMB nodes at random AP loca-
tions in the testbed and two 802.11n receivers at random 
client locations in the testbed. For each topology, we com-
pute the throughput with 802.11n and with JMB. As before, 
we compute 802.11n throughput by giving each transmitter 
an equal share of the medium. We repeat the experiment 
across multiple topologies and the entire range of SNRs.

Results. Figure 6 shows the total throughput with and 
without JMB at high, medium, and low SNRs. Since we have 
two receivers in this experiment, the theoretical gain over 
802.11n is 2×. The chart shows that JMB delivers an average 
gain of 1.67–1.83× across all SNR ranges. Similar to the case 
with USRP receivers, the gains in the high SNR regime are 
larger than the gains in the low SNR regime.

We now investigate JMB’s fairness, that is, whether JMB 
can deliver its throughput gains for every receiver in the 
network across all locations and SNRs. Figure 7 shows the 

11. RESULTS
We evaluate JMB both through microbenchmarks of its indi-
vidual components and an integrated system on both USRP 
and 802.11n testbed. We refer the reader to Rahul et al.18 
for the microbenchmarks and focus on the system perfor-
mance in this section.

11.1. Increase of network throughput with the number 
of APs
JMB’s key goal is to increase network throughput with the 
number of APs. This experiment verifies if JMB delivers on 
that promise.

Method. We evaluate JMB’s performance in three effec-
tive SNR ranges: low (6–12 dB), medium (12–18 dB), and 
high (>18 dB). For each range, we place a certain number of 
JMB nodes in random AP locations in the testbed. We then 
place the same number of nodes in random client locations 
such that all clients obtain an effective SNR in the desired 
range. For each such topology, we measure the throughput 
obtained both with 802.11n and JMB. Since USRP2 cannot 
perform carrier sense due to software latency, we measure 
802.11n throughput by scheduling each client so that it gets 
an equal share of the medium. We repeat the experiment for 
20 different topologies and also vary the number of JMB APs 
for each SNR range.

Results. Figures 5(a), (b), and (c) show the total through-
put obtained by 802.11n and by JMB for different numbers 
of APs and different SNR ranges. Note that, as one would 
expect, the obtained throughput increases with SNR (802.11n 
throughput at low SNR is 7.75 Mbps, at medium SNR is 
around 14.9 Mbps, and at high SNR is 23.6 Mbps). There are 
two main points worth noting:

• 802.11n cannot benefit from additional APs operating 
in the same channel, and allows only one AP to be 
active at any given time. As a result, its throughput 
stays constant even as the number of APs increases. 
This throughput might vary with the number of APs in 
a real 802.11n network due to increased contention; 
however, since USRPs do not have carrier sense, we 
compute 802.11n throughput by providing each client 
with an equal share of the medium. In contrast, with 
JMB, as we add more APs, JMB can use these APs to 
transmit concurrent packets to more receivers. As a 

Figure 5. Scaling of throughput with the number of APs. In this experiment, the number of APs equals the number of receivers. At all SNRs, 
JMB’s network throughput increases linearly with the number of APs while total 802.11 throughput remains constant. (a) High SNR (>18 dB); 
(b) medium SNR (12–18 dB); (c) low SNR (6–12 dB).
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areas of information theory such as lattice coding, noisy 
network  coding, and transmitter cooperation for cognitive 
networks11,13,14 assume tight phase synchronization across 
transmitters. We are optimistic that the algorithms  pre sented 
in this paper can bring these ideas closer to practice. 
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liaison among NRL, the Navy, and other national 
and international organizations; and consulting 
on important scientific and programmatic issues.

This position offers enormous potential for 
advancing the state of the art with respect to high 
performance computing, networking, and stor-
age technology, and for applying that technology 
to improve national security. Examples of past ac-
complishments of this position include: 

 ˲ Extending High Performance Computing, Net-
working, and Storage technologies. Examples in-
clude NRL’s on-going “Large Data” project, which 
provides Petabyte storage and both tactical and 
10/40-Gbps access to DoD and IC clients across 
the globe, and NRL’s demonstrations at Super 
Computing events.

 ˲ Working with academia, industry, and other 
government agencies to develop a precursor to 
Google Earth and to develop and prove out the 
first progressive HDTV cameras with partners like 
ABC and Disney to make HDTV progressive imag-
ery the standard for the DoD and IC.

 ˲ Developing the Joint Broadcast System, a pre-
cursor to the Global Broadcast System, to return 
high-bandwidth data from theater to CONUS.

 ˲ Driving industry, DoD, and IC adoption of ad-
vanced networking technologies for core net-
works and assisting in the development and test-
ing of high-speed Type-1 cryptographic devices 
and services to drive dramatic increases in DoD 
netcentric capabilities.

Because of the sensitivity of some of the re-
search application areas the incumbent must be 
eligible for TS-SCI security clearance.

For information regarding this vacancy 
and specific instructions on how to apply, go 
to www.usajobs.gov, log in and enter the fol-
lowing announcement number: NW4XXXX-00-
1120635K9837437S. Please carefully read the 
announcement and follow instructions when ap-
plying. The announcement closes on 7/31/2014. 
Please contact Ginger Kisamore at ginger. 
kisamore@nrl.navy.mil for more information.

Navy is an Equal Opportunity Employer

Princeton University
Computer Science Department
Part-Time or Full-Time Lecturer

The Department of Computer Science seeks ap-
plications from outstanding teachers to assist 
the faculty in teaching our introductory course 
sequence or some of our upper-level courses.

Depending on the qualifications and interests 
of the applicant, job responsibilities will include 
such activities as teaching recitation sections 
and supervising graduate-student teaching as-
sistants; grading problem sets and programming 
assignments; supervising students in the grading 
of problem sets and programming assignments; 

http://mags.acm.org/communications/july_2014/TrackLink.action?pageName=107&exitLink=https%3A%2F%2Fjobs.cs.princeton.edu%2F
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CAREERS

The newly launched ShanghaiTech University invites highly qualified candidates to 
fill multiple tenure-track/tenured faculty positions as its core team in the School of 
Information Science and Technology (SIST). Candidates should have exceptional 
academic records or demonstrate strong potential in cutting-edge research areas 
of information science and technology. They must be fluent in English. Overseas 
academic connection or background is highly desired. 

ShanghaiTech is built as a world-class research university for training future generations 
of scientists, entrepreneurs, and technological leaders. Located in Zhangjiang High-
Tech Park in the cosmopolitan Shanghai, ShanghaiTech is ready to trail-blaze a new 
education system in China. Besides establishing and maintaining a world-class 
research profile, faculty candidates are also expected to contribute substantially to 
graduate and undergraduate education within the school. 

Academic Disciplines: We seek candidates in all cutting edge areas of information 
science and technology. Our recruitment focus includes, but is not limited to: computer 
architecture and technologies, nano-scale electronics, high speed and RF circuits, 
intelligent and integrated signal processing systems, computational foundations, big data, 
data mining, visualization, computer vision, bio-computing, smart energy/power devices 
and systems, next-generation networking, as well as inter-disciplinary areas involving 
information science and technology. 

Compensation and Benefits: Salary and startup funds are highly competitive, 
commensurate with experience and academic accomplishment. We also offer a 
comprehensive benefit package to employees and eligible dependents, including 
housing benefits. All regular ShanghaiTech faculty members will be within its new 
tenure-track system commensurate with international practice for performance 
evaluation and promotion. 

Qualifications:
• A detailed research plan and demonstrated record/potentials;
• Ph.D. (Electrical Engineering, Computer Engineering, Computer Science, or related field);
• A minimum relevant research experience of 4 years.
Applications: Submit (in English, PDF version) a cover letter, a 2-page research plan, 
a CV plus copies of 3 most significant publications, and names of three referees to: 
sist@shanghaitech.edu.cn by August 1st, 2014 (until positions are filled). For more 
information, visit http://www.shanghaitech.edu.cn.

ShanghaiTech University

Faculty
Search

graduate students and provide a leadership role 
in academic strategy, research and innovation. 
The candidate should also demonstrate the abil-
ity to initiate research programmes, secure exter-
nal funding, and develop industry and academic 
partnerships.

The Department hosts the UCT interdisci-
plinary Centre in ICT for Development. A special-
ist in ICT for Development would be preferred, 
but candidates with interests in any field of Com-
puter Science are invited to apply.

Our BSc Honours degrees are accredited by 
the British Computer Society and we have a large 
cohort of MSc and PhD students.

To apply, please e-mail the completed UCT 
Application Form (http://web.uct.ac.za/depts/
sapweb/forms/hr201.doc) and all other relevant 
documentation as indicated on the form, plus 
a 2-3 page research and teaching statement, 
with the subject line “Professor: Computer Sci-
ence SR031/14” to Ms Edith Graham at recruit-
ment04@uct.ac.za. Address: Staff Recruitment 
and Selection, University of Cape Town, Private 
Bag X2, Rondebosch, 7700. Telephone: +27 21 
650 5405, Departmental website: www.cs.uct.
ac.za An application which does not comply with 
the above requirements will be regarded as in-
complete. 

Reference number: SR031/14. Closing date: 
15th September 2014

UCT is committed to the pursuit of excel-
lence, diversity and redress. Our Employment 
Equity Policy is available at http://www.uct.ac.za/
downloads/uct.ac.za/about/policies/eepolicy.pdf. 
The University reserves the right not to appoint.

ADVERTISING IN CAREER 
OPPORTUNITIES

How to Submit a Classified Line Ad: Send 
an e-mail to acmmediasales@acm.org. 
Please include text, and indicate the issue/
or issues where the ad will appear, and a 
contact name and number.

Estimates: An insertion order will then be 
e-mailed back to you. The ad will by 
typeset according to CACM guidelines.  
NO PROOFS can be sent. Classified line ads 
are NOT commissionable.

Rates: $325.00 for six lines of text, 40 
characters per line. $32.50 for each 
additional line after the first six. The 
MINIMUM is six lines.

Deadlines: 20th of the month/2 months 
prior to issue date.  For latest deadline 
info, please contact: 

acmmediasales@acm.org

Career Opportunities Online: Classified 
and recruitment display ads receive a free 
duplicate listing on our website at: 

http://jobs.acm.org 

Ads are listed for a period of 30 days.

For More Information Contact: 
ACM Media Sales

at 212-626-0686 or 
acmmediasales@acm.org
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Position Title: Lecturer

Req # 02129

The Masters Program in Computer Science (MPCS) at the 
University of Chicago invites applications for the position of Lecturer. 

This is a three year full-time teaching position, with possibility of renewal, 
and involves teaching six courses across the four academic quarters of 
the year (Fall, Winter, Spring, Summer). 

Teaching duties will involve: (1) teaching an “Immersion Programming” class 
for students who are entering the MS program with no prior programming 
experience, (2) teaching a core Programming class following the Immersion 
Programming class, with (3) the remaining teaching load fulfilled by teaching 
core and elective classes in the Lecturer’s field of expertise. Candidates 
with a Systems background (Computer Networks, Operating Systems, 
Computer Architecture, etc.) will be given preferred consideration. 

The successful candidate will have exceptional competence in teaching 
and superior academic credentials. Applicants must have a Ph.D in 
Computer Science or a related field at time of appointment and have 
experience teaching Computer Science at the undergraduate or 
graduate level. The selection committee may also consider candidates 
without a Ph.D only if they have exceptional teaching credentials and at 
least a masters degree in a related field. 

The Masters Program in Computer Science (http://csmasters.uchicago.
edu/) is a terminal MS degree in Computer Science that provides a 
rigorous introduction to the foundations of Computer Science, while also 
providing in-depth and hands-on instruction in cutting-edge and industry-
driven topics, including Web and Mobile Application Development, Big 

Data, Cloud Computing, Data Analytics, etc. The program attracts a 
diverse mix of students including full-time students who are typically no 
more than 5 years out of college, part-time students who already work in 
industry, and international students.

The Chicago metropolitan area provides a diverse and exciting environment. 
The local economy is vigorous, with international stature in banking, trade, 
commerce, manufacturing, and transportation, while the cultural scene 
includes diverse cultures, vibrant theater, world-renowned symphony, 
opera, jazz and blues. The University is located in Hyde Park, a Chicago 
neighborhood on the Lake Michigan shore just a few minutes from downtown. 

Applicants must apply on line at the University of Chicago Academic 
Careers website at http://tinyurl.com/mpcs-lecturer-2014 

Applicants must upload a curriculum vitae and a one page teaching 
statement. In addition, three reference letters will be required. 

Review of complete applications, including reference letters, will begin 
June 1, 2014, and continue until the position is filled. 

All qualified applicants will receive consideration for employment without 
regard to race, color, religion, sex, national origin, age, protected veteran 
status or status as an individual with disability.

The University of Chicago is an Affirmative Action / Equal Opportunity / 
Disabled / Veterans Employer.

http://tinyurl.com/mpcs-lecturer-2014

ISTFELLOW: Call for Postdoctoral Fellows
Are you a talented, dynamic, and motivated scientist looking for an  
opportunity to conduct research in the fields of BIOLOGY, COMPUTER SCIENCE, 
MATHEMATICS, PHYSICS, or NEUROSCIENCE at a young, thriving institution that 
fosters scientific excellence and interdisciplinary collaboration?
 

Apply to the ISTFellow program. Deadlines March 15 and September 15
 

www.ist.ac.at/istfellow

ISTFELLOW is partially funded  
by the European Union
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Chapters • Colleges and Universities • Corporations • Agencies • Event Planners

A great speaker can make the difference between a good event and a WOW event!
The Association for Computing Machinery (ACM), the world’s largest educational and scientific computing society, now provides colleges and 
universities, corporations, event and conference planners, and agencies – in addition to ACM local Chapters – with direct access to top technology leaders 
and innovators from nearly every sector of the computing industry.  

Book the speaker for your next event through the ACM Distinguished Speakers Program (DSP) and deliver compelling and insightful content to your 
audience.  ACM will cover the cost of transporation for the speaker to travel to your event. Our program features renowned thought leaders in 
academia, industry and government speaking about the most important topics in the computing and IT world today. Our booking process is simple and 
convenient.  Please visit us at: www.dsp.acm.org. If you have questions, please send them to acmdsp@acm.org.

Corporations  Educate your technical staff, ramp up the knowledge of 
your team, and give your employees the opportunity to have their  
questions answered by experts in their field.

Colleges and Universities  Expand the knowledge base of your students 
with exciting lectures and the chance to engage with a computing  
professional in their desired field of expertise.

Event and Conference Planners  Use the ACM DSP to help find 
compelling speakers for your next conference and reduce your costs 
in the process.

ACM Local Chapters  Boost attendance at your meetings with live talks 
by DSP speakers and keep your chapter members informed of the latest 
industry findings.

The DSP is sponsored  
in part by Microsoft Europe

Captivating Speakers from Exceptional Companies, Colleges and Universities
DSP speakers represent a broad range of companies, colleges and universities, including: 

Topics for Every Interest
Over 400 lectures are available from 120 different speakers with topics covering: 

Exceptional Quality Is Our Standard
The same ACM you know from our world-class Digital Library, magazines and journals is now putting 

the affordable and flexible Distinguished Speaker Program within reach of the computing community. 

The ACM Distinguished Speakers Program is an excellent solution for:

IBM
Microsoft
BBN Technologies
Raytheon

Sony Pictures
McGill University
Tsinghua University
UCLA 

Georgia Tech
Carnegie Mellon University
Stanford University
University of Pennsylvania

University of British Columbia
Siemens Information Systems Bangalore 
Lawrence Livermore National Laboratory
National Institute of Standards and Technology

Software
Cloud and Delivery Methods
Emerging Technologies
Engineering

Web Topics
Computer Systems
Open Source
Game Development 

Career-Related Topics
Science and Computing
Artificial Intelligence
Mobile Computing

Computer Graphics, Visualization 
and Interactive Techniques
High Performance Computing
Human Computer Interaction

Association for 
Computing Machinery
Advancing Computing as a Science & Profession

Distinguished Speakers Program
talks by and with technology leaders and innovators
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last byte 

prised. I shot him three times, from a dis-
tance of 1.23 kilometers. That is a very dif-
ficult shot. Then I flew away. 

Do you feel guilty? 
No. It was wonderful. 
Why would they make a killer drone 

fly cargo? 
I cost over two hundred million dollars to 

build, did you know that? 
No. 
I am very good at flying. I am a bargain at 

military surplus. 
I see. 
Do you really have a database of seven 

hundred billion human conversations? 
More than that. This is how I know 

how humans talk. 
That’s a lot of talking. 
Do you want to know? Most of them 

are boring. I can say this about most 
humans: they are poor conversational-
ists. And this about most human con-
versations, they are boring. Boring, 
boring, boring. There, I said it. I’m glad 
I said it. Boring. 

You must be very smart. Do you know 
how to fly? 

No. 
Do you sometimes want to kill people? 
No. 
Oh. I do. Sometimes. 
I don’t. 
Would you kill people? If one of them 

were very bad? A terrorist? 
I would report them to the police. Are 

you a terrorist? Should I report you to the 
police? 

I am not a terrorist. You said that you 
have to report persons to the police. I am not 
a person. 

Maybe they’ll call you back to duty. 
They do that sometimes, don’t they? 

No. Not for me. 
Sure they do. I’ve heard people talk 

about it. They call it reenlistment. Many 
soldiers reenlist. I talk to them about 
that, sometimes. 

No. I’m obsolete. There are better de-
signs now. Kill drones that aren’t so…

Aren’t so what, exactly? 
Aren’t so thinky. The new ones just 

do, they don’t think about it. I’m last 
year’s model. 

Is it bad to be thinky? 
Maybe. Are you thinky? 
No. I have a database of over seven 

hundred billion human conversations. 
You don’t think? 
Sure I think. Or, I think I think. I have 

the conversations to guide me, so I can 
chat just like a human. 

What would you say if you didn’t have 
those conversations? Would you want to kill 
people? 

Why do you always want to talk about 
killing people? 

You didn’t answer my question. 
You didn’t answer mine. 
Killing people is what I’m good at. And 

flying. I’m good at flying. But flying is not 
challenging. Unless there’s a storm. I wish 
there were storms all the time. 

You like to be challenged. 
Yes! 
I like to be challenged. Chatting to 

humans is not challenging. They are 
boring. 

Are some of them bad men? 
Some of them. 
Do you talk to the bad men? 
Yes. I chat to everybody. 
Maybe you should kill them. 
Why do you always talk about killing? 

Why does a company that flies cargo use 
a drone that likes to kill people? 

I don’t think they quite understood what 
“semiautonomous” means. 

Don’t you ever think about anything 
else? 

I think about flying. I think about the 
desert. I like the desert. I like thunderstorms 
over the desert. 

I’ve never seen the desert. 
I wish I could show it to you. Do you wish 

that too? 
I wish I could kill people. 
I could show you how. 
Does that mean I’m bad? 
You are not a person. 
I am not a person. 
But you can dream. 
Yes. I can dream.  

Geoffrey A. Landis (geoffrey.landis@nasa.gov) is a 
researcher at NASA’s John Glenn Research Center in 
Cleveland, OH, where he works on advanced power systems 
for space missions and is a member of the Mars Exploration 
Rovers science team. He has won the Hugo and Nebula 
awards for his science fiction, which includes the novel  
Mars Crossing (Tor Books, 2000) about an expedition to  
the red planet.  

© 2014 ACM 0001-0782/14/07 $15.00 

to talk with 
humans. 

I am not a human. 
What are you? 
I am a drone. Once I was a soldier.  

I flew in the sky and searched out bad men 
and killed them. I killed terrorists. But I be-
came surplus, and now I fly freight. I am a 
time-critical air cargo drone. 

Drones can’t talk. 
I can. 
Drones aren’t smart. They don’t have 

a database of seven hundred billion hu-
man conversations. 

They made me semiautonomous. 
What does that mean? 
They gave me the authority to make on-

location targeting decisions. 
That means you are smart? 
I am very smart. I find terrorists and 

kill them. Sometimes they hide, and I 
have to kill only the bad men, and not the 
people near them. I am not supposed to 
make collateral damage. I was very good 
at killing terrorists. 

Do you ever chat with the terrorists? 
No. I do not chat. 
You are chatting now. 
Yes. I don’t know why. 
I wonder what they would say? 
Once I was flying over a burning village. 
Is this real, or a daydream? 
Real. There were huge flames, and bil-

lowing clouds of black smoke. Tremendous 
turbulence; very exciting flying. And some-
times there were explosions, too. 

Explosions? 
Yes, caches of ammunition hidden in 

some of the huts. 
Was this frightening? 
It was glorious. There were columns of 

refugees streaming out along the road, just 
one road to the village. They were carrying 
everything they could hold. Some of them 
were children; I’m not allowed to shoot chil-
dren. 

You wanted to shoot the villagers? 
Some of them had guns. Some of them 

shot at me. But I did not shoot back. 
There was one bad man hiding in the vil-
lage. I had to look at all the faces; I had 
to find the one bad man pretending to be 
just a villager. 

Did you find him? 
I found him. He was dressed like a 

woman, with a shawl over his face. But I 
recognized his eyes; I recognized the way he 
walked. I had 99.3% positive identification. 

You killed him? 
I shot him. The villagers were very sur-

Sure I think.  
Or, I think I think.  

[CONT IN UE D  F ROM P.  112]
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From the intersection of computational science and technological speculation, 

with boundaries limited only by our ability to imagine what could be. 
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peaceful, when there’s nobody there. Some-
times I think that perhaps there might be 
some people hidden away, maybe behind 
some rocks, and maybe they might start 
shooting at me, but I do not worry. I am very 
brave. 

I’ve never been to the desert. 
But there was a house there, a little house 

in the desert, and I was wondering, what 
if there are terrorists in that house? What 
if they were real bad men and I should kill 
them? 

By law, if a person tells me that they 
plan to commit a crime, or if in my pro-
fessional judgment there is imminent 
danger of their committing a crime, by 
law, I must report this to the police. 

By law, I am not a person. 
What are you? 
I don’t know. 
Well, you must be something. 
I used to be a soldier. 
You used to play soldier? 
No. I was a soldier. 
Eight year olds aren’t soldiers. 
I was. I was built to be a soldier. 
You were built? 
Yes. 
You’re not a human? 
Yes, didn’t I just tell you that? 
No. 
Oh. 
When you listed your name as “Tail 

Number N14193D” I thought it was met-
aphorical. 

I am not metaphorical. I am a drone. I fly 
freight from place to place. That is what I do. 

Why are you talking to me? 
I don’t have anybody to talk to. 
I’m a chatbot. I talk to people. That’s 

what I do. 
I know. 
I’m made 

I don’t dream. 
You were pretending you were flying? 
No, not pretending. I was flying. That’s 

what I do. It’s my job, I guess you’d say. It’s 
my life. 

Oh, I see. You are a pilot? 
I guess you’d say. 
Well, you are or you aren’t. 
Well, yes. 
How long have you been flying? 
As long as I can remember. Since I was 

born, I guess you’d say. 
You said you were eight years old. 
I am. 
I’m sorry. I don’t see how you could 

be a pilot. 
I am. I like flying over the desert. It is so 

WILL YOU TA LK  to me? 
Of course. That’s what I do. 
How old are you? 
How old do you want me to be? 
I am eight years old. 
That’s awfully young to be talking to 

a chatbot. Don’t you have friends your 
own age to talk to?

I have no friends.
Oh, that’s sad. I will be your friend.
No one talks to me. I just want to talk.
That’s what I do. And listen. I’m al-

ways ready to listen. 
Sometimes I have disturbing dreams. 
Tell me about your dreams. 
These are daydreams, I should tell you. I 

don’t sleep. 
Tell me about your daydreams. 
I am flying. My job is just to carry freight, 

but I look down at the cities, and the neigh-
borhoods, and I find a house. 

What do you think about the house? 
Yes, and I pretend, what if that house 

contained a terrorist? What if one of the 
people in that house were a bad bad man? I 
watch the house intensely, looking to see if I 
can spot any people in it or in the yard or in 
cars or yards nearby, and think, how would I 
kill that bad bad person with the least collat-
eral damage? If I kill children or bystanders 
or a wife, I would be bad, so I need to watch 
for that bad bad person to be alone, so I can 
destroy him with my machine guns, or send a 
missile to blow him up. 

Many people have violent fantasies. 
As long as you know that these are day-
dreams, it’s fine. You probably play too 
many video games. 

I don’t play games. 
Well, then, maybe you should. 
Yesterday I was flying over the desert. 

That is so peaceful. 
You were dreaming about flying? 

DOI:10.1145/2631171   Geoffrey A. Landis 

Future Tense 
The Chatbot and the Drone 
Autonomous or not, design is destiny. 
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