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from acm’s chief executive officer

ACM held a strategic planning retreat last 
November. The motivation for the retreat 
was the realization that while ACM is a large, 
financially sound, and increasingly relevant 
educational and scientific computing 
society, the ecosystem that supports 
scholarly and professional societies 
is undergoing rapid change, and this 
change is creating significant challenges.  

The retreat involved an in-depth 
look at membership, publications, 
and conferences/SIGs. Over two days, 
ideas regarding future ACM directions 
emerged within each of these areas, 
ideas emerged that crosscut multiple 
areas, and ideas emerged at varying 
levels of detail.  

Membership. What surfaced in the 
membership discussion as a primary 
new direction to consider is under-
standing and focusing on ACM’s reach 
and doing more with the large segment 
of the computing community “touched” 
by ACM in one form or another. Back-of-
the-envelope estimates suggest the size 
of this community is on the order of 3.4 
million individuals … individuals who 
use ACM and/or contribute to ACM, but 
are not members. The community in-
cludes: SIG-only members, individual 
subscribers to publications, admins/
librarians, institutional users of ACM’s 
Digital Library, article purchasers, Web 
account holders, Listserv subscribers, 
webinar registrants, conference attend-
ees, chapter-only members, website vis-
itors, authors, conference committees, 
reviewers and PC members, and social 
media followers.

This broad ACM community has a 
varying level of engagement with ACM.  
One portion is primarily users of ACM 
content (for example, website visitors, 
webinar registrants, social media fol-
lowers), while others actually contrib-
ute to ACM’s mission (for example, 
authors, reviewers, PC members, con-
ference committees). There was a de-
sire to: 1) understand and capture/
record who these individuals are; 2) rec-
ognize them more formally; and 3) give 

something back—particularly to those 
who contribute to ACM’s mission.

Publications. Over the two days of 
the retreat, we reviewed multiple di-
mensions of the ACM Publications pro-
gram. In the discussion, there was gen-
eral agreement that for the foreseeable 
future it was in ACM’s best interests 
to see Publications generate a surplus 
that enables a wide range of ACM ac-
tivities. That said, there was significant 
discussion of the challenges facing the 
Publications business.  

The bulk of these challenges stem 
from the open access (OA) movement 
and its potential impact on subscrip-
tion-based publishing. To date, ACM 
has moved to be more in line with OA 
while continuing to grow DL revenue.  
While we agreed ACM can expect sub-
stantial DL revenue in the short term, 
the rate of DL revenue growth will likely 
decline, and the long-term revenue pic-
ture for the DL is unclear.  

Given these points and the related 
retreat discussion, there are short-term 
and long-term issues to explore and ad-
dress. In the short run, we need to im-
prove the current publications opera-
tions, move further with OA publishing 
within ACM, and critically review the 
current portfolio of publications.  

Regarding the longer run, our dis-
cussion centered on issues surround-
ing the future of scientific publishing 
in general. The issues at the core of this 
discussion were: 1) journal vs. confer-
ence publishing; 2) a vision of what 
published content will look like in the 
future; and 3) a future vision for the 
DL in terms of features, functions, and 
business models.

Conferences and Technical Com-
munities (SIGs). From the beginning, 
ACM SIGs have had significant tech-
nical and financial autonomy within 
ACM. With this autonomy has come 

significant responsibility for fostering 
strong communities. Over the past 50 
years, this model has proved incred-
ibly successful. SIGs dominate the 
technical landscape of ACM.    

In moving a relatively healthy SIG 
structure forward, the retreat identi-
fied a handful of issues to explore and 
address. First and foremost was to 
consider further repositioning confer-
ences within the publishing culture 
of computing research. There is ten-
sion with the community’s success in 
establishing conferences as a unique 
and major publishing venue for com-
puting. Multiple issues need further 
in-depth consideration: the prolif-
eration of conferences and the trend 
toward a publishing culture of incre-
mental results; the demise of work-
shops as a venue for informal presen-
tation and discussion of research; the 
role of journal vs. conference publish-
ing. The second area of discussion 
was focused on fostering conferences 
outside the SIG structure.

In addition to the topics noted here, 
there was discussion regarding three 
major cross-cutting issues:

˲˲ Community: build and support a 
sense of “community’ in everything 
we do,

˲˲ Quality:  ensure a high level of 
quality and relevance across everything 
we do, and

˲˲ Practitioners: explicitly consider 
reaching and serving practitioners in 
everything we do. 

A lot came out of the ACM retreat. 
There are now committees and task 
forces established to address the main 
outcomes. The goal of the new admin-
istration is to see these committees 
complete their work and, as a result, 
see a significant change in how ACM 
addresses membership, publications, 
conferences, and technical communi-
ties while maintaining quality, build-
ing a broad sense of community, and 
serving practitioners.	

John White (white@hq.acm.org) is the CEO of ACM.
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cerf’s up

The August 2014 issue of IEEE Spectrum  
had two articles of interest related  
to computing: “Silicon’s Second Act”  
and “Spin Memory Shows Its Might.”

On top of that, in the last couple of 
years, IBM has demonstrated two re-
markable achievements: The Watson 
Artificial Intelligence system and the 
August 8, 2014 cover story of Science 
entitled “Brain Inspired Chip.” The 
TrueNorth chipset and the program-
ming language it uses have demon-
strated remarkable power efficiency 
compared to more conventional pro-
cessing elements. 

What all of these topics have in 
common for me is the prospect of in-
creasingly unconventional computing 
methods that may naturally force us to 
rethink how we analyze problems for 
purposes of getting computers to solve 
them for us. I consider this to be a re-
freshing development, challenging the 
academic, research, and practitioner 
communities to abandon or adapt past 
practices and to consider new ones 
that can take advantage of new tech-
nologies and techniques. 

It has always been my experience 
that half the battle in problem solv-
ing is to express the problem in such 
a way the solution may suggest itself. 
In mathematics, it is often the case 
that a change of variables can dra-
matically restructure the way in which 
the problem or formula is presented; 
leading one to find related problems 
whose solutions may be more read-
ily applied. Changing from Cartesian 
to Polar coordinates often dramati-
cally simplifies its expression. For 
example, a Cartesian equation for a 
circle centered at (0,0) is X2 + Y2 = Z2 
but the polar version is simply r(ϕ)= a 
for some value of a. 

It may prove to be the case that the 
computational methods for solving 
problems with quantum computers, 
neural chips, and Watson-like sys-
tems will admit very different strate-
gies and tactics than those applied 
in more conventional architectures. 
The use of graphics processing units 
(GPUs) to solve problems, rather than 
generating textured triangles at high 
speed, has already forced program-
mers to think differently about the 
way in which they express and com-
pute their results. The parallelism of 
the GPUs and their ability to process 
many small “programs” at once has 
made them attractive for evolutionary 
or genetic programming, for example. 

One question is: Where will these 
new technologies take us? We have 
had experiences in the past with un-
usual designs. The Connection Ma-
chine designed by Danny Hillis was 
one of the first really large-scale com-
puting machines (65K one-bit proces-
sors) hyperconnected together. LISP 
was one of the programming languag-
es used for the Connection Machines 
along with URDU, among others. This 
brings to mind the earlier LISP ma-
chines made by Symbolics and LISP 
Machines, Inc., among others. The 
rapid advance in speed of more con-
ventional processors largely overtook 
the advantage of special purpose, po-
tentially language-oriented comput-
ers. This was particularly evident with 
the rise of the so-called RISC (Reduced 
Instruction Set Computing) machines 
developed by John Hennessy (the 
MIPS system) and David Patterson 

(Berkeley RISC and Sun Microsystems 
SPARC), among many others. 

David E. Shaw, at Columbia Uni-
versity, pioneered one of the explo-
rations into a series of designs of a 
single instruction stream, multiple 
data stream (SIMD) supercomputer 
he called Non-Von (for “non-Von-Neu-
mann”). Using single-bit arithmetic 
logic units, this design has some rela-
tive similarity to the Connection Ma-
chine although their interconnection 
designs were quite different. It has not 
escaped my attention that David Shaw 
is now the chief scientist of D.E. Shaw 
Research and is focused on computa-
tional biochemistry and bioinformat-
ics. This topic also occupies his time 
at Columbia University, where he 
holds a senior research fellowship and 
adjunct professorship. 

Returning to new computing and 
memory technologies, one has the 
impression the limitations of conven-
tional use of silicon technology may 
be overcome with new materials and 
with new architectural designs as is 
beginning to be apparent with the new 
IBM Neural chip. 

I have only taken time to offer an 
very incomplete and sketchy set of ob-
servations about unconventional com-
puting in this column, but I think it is 
arguable that in this second decade of 
the 21st century, we are starting to see 
serious opportunities for rethinking 
how we may compute. 	

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.

Unconventional Computing
DOI:10.1145/2666093		  Vinton G. Cerf
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schemes (such as on LANs in cars), 
and eliminates concepts like algo-
rithms and data structures “reserved 
for future use,” or more general algo-
rithms in applications than are need-
ed (“upward compatibility”), as in a 
companywide hardware and software 
platform in car computers? (This is 
not to say I advocate the idea of hand-
crafting all future secure systems.) 

Rather than make it easy for would-
be intruders to develop generalized 
tools, application engineers should 
look to develop standardization varia-
tion generators, or SVPs, to create stra-
tegic complexity specific to families of 
applications or even to individual ap-
pliances. In the case of cars, SVPs must 
be able to generate a specific protocol 
for communication between sensors, 
steering activators, and control proces-
sors, even though they are derived from 
a general class of protocols. Dynamic 
solutions like protocol variations that 
depend on car-key identification are 
especially promising, not by substitut-
ing encryption and information hid-
ing but by providing another self-con-
tained obstacle to foil intruders. 

Privacy and security can be engi-
neered, even in highly sensitive sys-
tems, but such engineering works only 
if application system architects and 
software developers view computer 
security as the predominant architec-
ture, not just as added functionality, on 
which to develop applications. 

Georg E. Schaefer, Ulm, Germany 

Reference
1.	 Pauli, D. Students hack Tesla Model S, make all its 

doors pop open in motion. The Register (July 21. 2014). 

Hold the Politics 
For Moshe Y. Vardi to state as fact, as 
he did in his Editor’s Letter “Openism, 
IPism, Fundamentalism, and Pragma-
tism” (Aug. 2014), “Only the drastic 
measures taken by the U.S. govern-
ment…” averted catastrophe as a result 
of the Lehman Brothers bankruptcy 
and “…this event shredded the dogma 

V
I N T O N  G .  C E R F ’ S  Cerf’s 
Up column “Responsi-
ble Programming” (July 
2014) raised the interest-
ing question of whether 

it is responsible to produce software 
without using state-of-the-art defect-
detection-and-validation tools. Re-
search on such tools is ongoing for 
decades, and despite progress made 
possible through improved SAT solv-
ers and theorem provers, software-de-
fect tools are known primarily within 
their research community and rarely 
used in development projects, open or 
closed source. Perhaps a more impor-
tant question involves how computer 
science can accelerate development 
of effective tools and motivate their 
widespread adoption. 

The answer is legal, not technical. 
The standard software license, dis-
claiming all liability and suitability for 
any purpose, should be prohibited, 
with software subject to the same li-
ability and suitability terms as any oth-
er manufactured product. If software 
is insecure or simply does not work, 
then the manufacturer must show it 
was constructed with sufficient care to 
avoid liability. This financial and legal 
pressure would eventually end egre-
gious practices, including failure to 
use the best available tools and prac-
tices, shipping bug-ridden code, and 
using customers as beta testers. 

The transition from the current state 
of software to where it should be will 
take time, financial investment, new 
ideas, and great effort. It cannot hap-
pen overnight but might never happen 
if software producers avoid assuming 
responsibility for the correct, secure 
operation of their products.

James Larus, Lausanne, Switzerland 

Make Security the 
Predominant Architecture 
Just before reading Seda Gurses’s 
Viewpoint “Can You Engineer Priva-
cy?” (Aug. 2014), I had been reading 

the latest on hacking car control units 
by manipulating the software control-
ling the car, especially the engine, the 
steering wheel, and other car compo-
nents,1 pondering the need for a new 
approach to security and privacy. 

Why are intruders so successful? For 
one thing, computer science and engi-
neering often simplifies attacks, with 
appliances and application systems 
using standardized and generalized 
algorithms, protocols, and component 
systems. These concepts are also the 
basis of the software industry’s ability 
to quickly develop new systems that are 
open for further development. Intrud-
ers are likewise able to create tools for 
unwelcome manipulation. 

What new paradigm of computer 
science would allow software devel-
opers to improve system security and 
personal privacy? How about one 
that is application-specific, employs 
nonstandard protocols and address 

Responsible Programming  
Not a Technical Issue 

DOI:10.1145/2666269		
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of capitalism…” is counter to the view 
of many, including me, that the Lehm-
an collapse is an offshoot of national, 
state, county, and municipal govern-
ment structure and policy that sucks 
up 45% of the economy in the form of 
taxes. Vardi characterizing it as “funda-
mentalism” then claiming “…history 
shows that fundamentalist ideas rarely 
work...” misdirects the argument by at-
tempting to associate criticism of the 
current economic mess with religious 
fundamentalism, William Jennings 
Bryan, and the Scopes trial, rather than 
the actual substance of the view. 

The core of the column seemed to 
be whether the “reader-pays” or “au-
thor-pays” publication model is “more 
sustainable” for the ACM Digital Li-
brary. Fine. That can be done without 
an anti-capitalist diatribe. It should 
be remembered that technology is 
the core interest of the membership, 
including both liberals and conserva-
tives, and all have access to political 
discussion elsewhere. 

Bryan Batten, Carlsbad, CA 

Math and the Computing Paradigm 
Regarding Peter J. Denning’s and Pe-
ter A. Freeman’s Viewpoint “Comput-
ing’s Paradigm” (Dec. 2009), Simone 
Santini’s letter to the editor “Com-
puting Paradigm Not a Branch of 
Science” (Apr. 2010) said computing 
can be categorized as both a branch 
of science and a branch of mathemat-
ics, claiming, “The abstract problem 
of symbol manipulation is mathe-
matical...” and “The instantiation of 
the symbol-manipulation model in 
useful systems is a problem for the 
engineering of computing.” In re-
sponse, Denning and Freeman said, 
“Computing does not separate neatly 
into math and engineering, as Santi-
ni claims.” But what is indeed wrong 
with Santini’s distinction, which has 
been endorsed by many others over 
the years? Denning and Freeman 
even predicted, “Santini’s desire to 
parse computing into separate ele-
ments will fail, just as all such previ-
ous attempts have failed.” 

Virtually all software development 
is done through trial and error, (unit) 
testing, and never-ending patching 
following delivery, with stupendous 
(productivity) costs; recall the classic 

Microsoft software alert: “You may 
have to reboot your system.” There 
are good reasons for this practice. 
One is there are no tools (or support-
ing theory) for systematic top-down 
iterative formal development, from 
requirements to running system. 
Most software products do not need 
meaning-preserving transformations 
or formal verifications. 

This state of the art does not mean 
we can dismiss a math approach to 
development, validation, and annota-
tions of library elements for machine-
assisted reuse. It is actually a failure of 
computer science, better called “infor-
matics,” to have not developed a math 
approach to the software development 
life cycle. Consider recent unwelcome 
consequences of the lack of formal ver-
ification techniques: the Heartbleed 
flaw in OpenSSL, Goto fail in Apple OS, 
and the CVE-2014-1776 patch for In-
ternet Explorer. 

Though sorting belongs to one of 
the oldest algorithms in computer 
science, the Cygwin library (part of a 
Unix-like command-line interface for 
Microsoft Windows) had (still has?) an 
“improved” defective version of qsort 
with guaranteed quadratic behavior 
on certain inputs. In any case, I have 
never encountered even an informal 
proof that the output of a sorting al-
gorithm is a permutation of the input. 

This is not to say I think computer 
science should be viewed as a branch of 
mathematics but rather as a way to urge 
more research in formal techniques, 
hopefully yielding tools for all phases 
of the development life cycle. Rede-
veloping the Linux operating system 
this way would be a genuine advance, 
making it possible to maintain it at 
a high level instead of exclusively 
tinkering with its code. 

Denning’s and Freeman’s response 
should not have demeaned Santini’s 
distinction, endorsing again and again 
the pathological optimism approach 
(such as Scrum and Agile) to software 
development. In the meantime, see my 
Technical Opinion “Software Engineer-
ing Considered Harmful” (Nov. 2002). 

Dennis de Champeaux, San Jose, CA 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org.
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I see these as critical. Research is hard 
enough that you cannot expect to suc-
ceed without devoting the majority of 
your time. You cannot hope to succeed 
without personal interest. Other like-
minded people are typically necessary in 
finding the solutions of the hardest prob-
lems. Typically you must work for several 
years before seeing significant success. 
There are exceptions to everything, but 
these criteria are the working norm of 
successful research I see.

The set of good research positions is 
expanding, but at a much slower pace 
than applied scientist types of positions. 
This makes sense, as the pool of people 
able to do interesting research grows 
slowly, and anyone funding this should 
think hard before making the necessary 
expensive commitment for success.

What makes a good candidate for a 
research position? People have many 
diverse preferences, so I can only speak 
for myself with any authority. There are 
several things I do and do not look for:

1.	 Something new. Any good candi-
date should have something worth teach-

ing. For a Ph.D. candidate, the subject 
of your research is deeply dependent on 
your advisor. It is not necessary that you 
do something different from your advi-
sor’s research direction, but it is neces-
sary that you own (and can speak authori-
tatively about) a significant advance.

2.	 Something other than papers. It is 
quite possible to persist indefinitely in 
academia while only writing papers, but 
it does not show a real interest in what 
you are doing beyond survival. Why are 
you doing it? What is the purpose? Some 
people code. Some people solve particu-
lar applications. There are other things 
as well, but these make the difference.

3.	 A difficult long-term goal. A goal 
suggests interest, but more importantly 
it makes research accumulate. Some 
people do research without a goal, solv-
ing whatever problems happen to pass 
by that they can solve. Very smart people 
can do well in research careers with a 
random walk amongst research prob-
lems, but people with a goal can have 
their research accumulate in a much 
stronger fashion. I am not an extremist 
here—solving off-goal problems is fine 
and desirable, but having a long-term 
goal makes a long-term difference.

4.	 A portfolio of coauthors. This 
shows you are able to and interested in 
working with other people, as is often 
necessary for success. This can be par-
ticularly difficult for Ph.D. candidates 
whose advisors expect them to work 
exclusively with (or for) them. Summer 
internships are both a strong tradition 
and a great opportunity here.

5.	 I rarely trust recommendations be-
cause I find them difficult to interpret. 

John Langford 
The Perfect  
Candidate
http://bit.ly/1p2ep9F

July 15, 2014

The last several years have seen phenom-
enal growth in machine learning, such 
that this earlier post from 2007 (http://
bit.ly/1o7lY1f) is understated. Machine 
learning jobs are growing everywhere. 
The core dynamic is a digitizing world, 
which makes people who know how to 
use data effectively a very hot commod-
ity. Anyone reasonably familiar with ma-
chine learning tools and a master’s level 
of education can get a good job at many 
companies, while Ph.D. students coming 
out sometimes have bidding wars and 
many professors have created startups.

Despite this, hiring in good research 
positions can be challenging. A good 
research position is one where you can:

˲˲ Spend the majority of your time work-
ing on research questions that interest you.

˲˲ Work with other like-minded people.
˲˲ For several years.

Finding a Research Job,  
and Teaching CS  
in High School  
John Langford considers how to stand out when seeking a research 
position, while Mark Guzdial suggests what teachers need to know  
to teach computer science at the high school level. 
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When the candidate selects the writers, 
the most interesting bit is who the writ-
ers are. Letters default positive, but the 
degree of default varies from writer to 
writer. Occasionally, a recommendation 
says something surprising, but do you 
trust the recommender’s judgment? In 
some cases yes, but in many cases you do 
not know the writer.

Meeting the above criteria within 
the context of a Ph.D. is extraordinarily 
difficult. The good news is that you can 
“fail” with a job that is better in just 
about every way.

Any time criteria are discussed, it is 
worth asking: should you optimize for 
them? In another context, lines of code 
(http://bit.ly/1sny5sc) is a terrible metric 
to optimize when judging programmer 
productivity. Here, I believe optimizing 
for (1), (2), (3), and (4) are all beneficial 
and worthwhile for Ph.D. students.

Mark Guzdial 
What It Takes  
to be a Successful  
High School Computer 
Science Teacher
�http://bit.ly/UNV9Dx 
May 14, 2014

Around the world, education systems 
are moving computing into primary and 
secondary schools. Whole nations (such 
as England and Denmark) and individu-
al U.S. states are trying to figure out how 
to teach computing to students in K–12 
(http://bit.ly/1pU93wh). A recent Econo-
mist editorial (http://econ.st/1snyye4) 
highlights the biggest challenge to get-
ting computing into schools: How do 
we get enough well-prepared computer 
science teachers?

The first part of answering that ques-
tion is: “Who are we starting with?” In 
Israel, the Technion is preparing high 
school computer science teachers from 
graduates with degrees in STEM (http://
bit.ly/1qNf67z). The Computing at 
School effort in England is working to 
prepare existing Information and Com-
munications Technologies (ICT) teach-
ers to teach computer science (http://
bit.ly/1o7quwM). Here in the U.S., we 
are mostly preparing business teachers 
to teach computer science (http://bit.
ly/1oC5puh), because computer science 
is classified as Career and Technical 
Education (CATE) in most states (http://
bit.ly/1pznE2F), and CATE teachers 
have business teaching certifications.

A related question is: “What do we 
need to prepare the teachers to do?” Sure, 
teachers who have an undergraduate de-
gree have the content knowledge. ICT 
teachers may know something about com-
puting, but may not know CS. Existing 
teachers know a lot about running class-
es, but may not have the CS background. 
The best possible world is to have teach-
ers who know CS content, teaching prac-
tices, and how to teach CS, but the real-
ity is that we will have to prioritize. What 
does it take to be a successful high school 
computer science teacher?

When we were working on teacher 
professional development in the early 
days of our “Georgia Computes!” project 
(http://bit.ly/1mg860a), our external eval-
uator interviewed high school teachers 
of Advanced Placement Computer Sci-
ence classes. He grouped the teachers in 
terms of more-successful teachers (able 
to recruit more students into the AP CS 
course, had a high pass rate of students 
on the AP CS exam, were confident and 
satisfied with being an AP CS teacher) and 
less-successful teachers. The interviews 
give us some insight into what we want 
high school CS teachers to be able to do.

The quotes below were in response 
to a question about how the teacher pre-
pared students for the AP CS exam.

Everything in that class is more or 
less an assessment. They are supposed 
to read certain sections in the book, and 
then they have quizzes over the reading. 
After they do the reading assignments, 
they have Gridworld case study quizzes 
and also Gridworld case study segments 
of code that they will go in and manipu-
late to change to get the things in the 
Gridworld case study to react different 
ways. Those are pretty much graded as 
labs or programs or quizzes.

The teacher in the above quote is 
describing is what you would expect 
any high school teacher to do when 
teaching pretty much anything. There 
is a heavy emphasis on assessment and 
reading. This is one of our less-success-
ful teachers. 

If I read these [student quizzes], I can see 
any misconceptions or gaps in what I have 
done. I get a picture in my mind of where 
the current class is. Making them do the ex-
plaining is new this year. I am seeing them 
do a lot better there. I will do little code (as-
signments) that they will write once a week. 
They have to write it by hand away from the 
computer, and I will read that and write 

comments on what they are doing and help 
them grade it with a rubric, and also pass 
them back after I have read them for them to 
grade, too, and have them look at what was 
catching it or where it did not quite get to it.

This is a response from a more-suc-
cessful teacher. We see a lot of CS-specific 
teaching techniques: students explain-
ing their code, writing code by hand away 
from the computer (as well as at the com-
puter), and self-grading of code by rubric.

Particularly interesting to me is what 
the teacher is doing in each of these 
quotes. The first teacher makes assign-
ments. The second teacher talks about 
creating assignments and rubrics, but 
she also reads student quizzes, and 
reads and comments on student code. 
None of our successful teachers ever talk-
ed about writing programs. 

That is a big difference from what we 
teach CS majors. The latest ACM/IEEE 
computer science curriculum standards 
(http://bit.ly/1omiR0K) highlight that 
we expect graduates to be professional 
software developers who use good en-
gineering practices. A teacher with soft-
ware development knowledge and skills 
certainly would know how to read and 
comment on student code, but that is a 
small part of what we teach people to do 
as software developers.

Studies like these give me hope we can 
provide professional learning opportu-
nities to existing teachers without trying 
to turn them into software developers. 
We mostly need to teach CS teachers to 
read code. Raymond Lister (http://bit.
ly/1pznSa4) has done a lot of research ex-
ploring the developmental path from be-
ing able to read and trace code into being 
able to write code, and his results suggest 
reading and tracing precedes code-writing 
skills.  It should be easier to teach reading 
than to teach software development.

Can we teach teachers to read and 
comment on code without teaching 
them to be software developers? Can we 
teach reading code more efficiently to a 
broad range of teachers than we could 
teach software development skills to 
those same teachers? These are impor-
tant questions to answer to be able to 
prepare enough high school computer 
science teachers worldwide.	

John Langford is a senior researcher at Microsoft 
Research. Mark Guzdial is a professor at the Georgia 
Institute of Technology. 
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Science  |  DOI:10.1145/2659760	 Don Monroe

Still Seeking the  
Optical Transistor  
Optical information handling is a critical staple for communications 
and the Internet, but using light for computer-scale computation 
remains a distant dream.

I
T’S AN INTRIGUING IDEA:  a tran-
sistor that uses photons of light 
to perform computations, in-
stead of the electrons used to-
day. “By the end of the decade, 

supercomputers could be using more 
light, or ‘photonic,’ components than 
electronic, and may run at least 100 
times faster than today’s generation,” 
said Alan Huang of Bell Labs in Hol-
mdel, NJ. 

However, that quote was found in 
an Associated Press story from 1990, 
and the intervening quarter-century 
has not been kind to that bold projec-
tion (for one thing, Bell Labs closed its 
Holmdel site in 2006). The major rea-
son, of course, is that electronics have 
continued to improve exponentially 
according to Moore’s Law, leaving op-
tical transistors and other once-prom-
ising alternatives eating their dust. By 
the year 2000, computer clock rates 
had indeed increased by nearly a fac-
tor of 100, but without any help from 
optical transistors. 

To be sure, optical information 
handling is a critical staple for com-
munications and the Internet, but 
using light for computer-scale com-
putation remains a distant dream. 

A test chip developed at the Massachusetts Institute of Technology in 2012, which 
monolithically integrates electrical and optical components.

http://mags.acm.org/communications/october_2014/TrackLink.action?pageName=13&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2659760
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robust and flexible design.
In telecommunications, light trans-

mitted through optical fibers has 
completely replaced copper wiring for 
carrying long-distance signals. Tele-
com providers also regularly amplify 
and clean up optical signals directly 
in transit, without converting them to 
electrical signals. Advanced systems 
even separate different wavelengths 
of light and route them to different 
destinations, for example by sending 
them through two-dimensional arrays 
of waveguides built on semiconductor 
wafers, without the energetically costly 
optical-electrical-optical conversions.

Communications systems require 
far fewer optical devices than would 
be needed for a general-purpose com-
puter. In a 2010 commentary in Nature 
Photonics, David Miller of Stanford 
University cautioned that research de-
vices almost never meet all the require-
ments for robust design and operation 
of large systems. These include cas-
cadability and fan-out, which ensure 
the output of a device can provide the 
input for multiple others, restoration 
of the signal in both level and qual-
ity, and isolation of the input from the 
output. In addition, most proposed de-
vices are profligate energy consumers.

Still, in recent years research-
ers have devised many new ways to 
manipulate light, such as photonic 
crystals, metamaterials, plasmon-
ics, and even individual molecules. 
“We would be pessimists indeed not 
to believe these opportunities will 
somehow transform information 
processing,” Miller wrote, “but we 
will need to be both realistic and cre-
ative to get there.”

Light on Light
Even in sophisticated communica-

tions systems, electrical control sig-
nals determine how the light is ma-
nipulated. In the long-sought optical 
transistor, the control comes instead 
from a light signal, which the device 
leverages to modulate a stronger 
light source that can be likened to an 
electrical power supply. 

One widely used mechanism for 
modulating light intensity takes ad-
vantage of the coherent, well-defined 
waves emitted by lasers. A beam is 
first split in two parts that are sent 
on two different routes; for example, 
through separate threadlike wave-
guides on a semiconductor wafer. 
When they are brought back together, 
the waves interfere, either enhancing 
or diminishing their power. Making a 
small shift in the phase of one of the 
beams can then turn the output on 
and off. Optical modulator devices 
used in telecommunications typically 
create this shift using electric fields 
or heat.

Even with this sensitive mechanism, 
however, the direct effect of a third light 
beam on the usual waveguide materials 
is too small to make a practical transis-
tor. Seng-Tiong Ho of Northwestern 
University in Evanston, IL, and his col-
laborators devised an optically switched 
device based on a related two-waveguide 
device called a directional coupler. They 
calculate that incorporating a semicon-
ductor material into one waveguide al-
lows another beam to change its gain or 
loss, and thereby switch a more power-
ful beam between the waveguides. Ho 
hopes such devices could allow faster 
interconnections between, for example, 
microprocessors. For this application, 
“it doesn’t have to be very complicated” 
to be useful, he notes.

Minghao Qi and his colleagues at 
Purdue University in Lafayette, IN, 
use a different interference effect 
that occurs in waveguides that are 
wrapped into a circle to form a “ring 
resonator.” If the ring circumfer-
ence is a multiple of the wavelength, 
light traveling in a nearby waveguide 
will be captured in the ring. Heat-
ing the waveguide with weak light 
in a second waveguide can disrupt 
this delicate match so the original 
light instead passes by freely. The 
device, which can be made with stan-
dard silicon-processing techniques, 
shows optical gain and isolation of 

Nonetheless, there is a perennial crop 
of journal articles describing new or 
improved “optical transistors” using a 
variety of approaches. 

The most mature devices target op-
portunities in processing optical sig-
nals for communications, where optics 
already provide clear advantages. Yet 
for computation, the challenge is to 
find applications where light-based de-
vices could beat conventional electron-
ics at the modest scale that is practical 
for a nascent technology. Even then, 
the devices would need critical proper-
ties that permit them to be reliably as-
sembled into complex systems. With-
out a clear view of the entire system 
that could exploit them, it is difficult to 
estimate the potential.

Optics versus Electronics
Encoding information in light dif-
fers profoundly from doing so using 
charge. For one thing, electrons exert 
strong forces on each other, making 
it easy to manipulate them and to ar-
range the interactions that enable logi-
cal operations. By contrast, photons of 
light travel long distances without in-
teracting, which makes massive paral-
lelism easier, but means that logically 
combining two light signals generally 
requires an intermediary material. Al-
though computing at the speed of light 
seems impressive, the electromagnetic 
impulses in ordinary computers propa-
gate essentially as fast.

What actually slows electrical sig-
nals is the time needed to charge the 
wiring capacitance. This charging also 
stores energy that is usually discarded 
when the next signal comes along. Be-
cause the energy of photons does not 
depend on how far they travel, they 
have a power advantage for long-dis-
tance connections where the savings 
overcome the energy costs of generat-
ing them in the first place.

In the decades following the inven-
tion of the laser in 1960, researchers 
had high hopes for optical devices 
that exploited the special advantages 
of light, such as free-space propaga-
tion. Early demonstrations included 
correlators that scanned an entire 
image simultaneously for a particu-
lar pattern (like a piece of artillery), 
but these optical analog systems, like 
their electronic cousins, succumbed 
to the digital onslaught, with its more 

Encoding information 
in light differs 
profoundly  
from doing  
so using charge.
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setts Institute of Technology in Cam-
bridge, MA. He stressed, “You don’t 
need enormous numbers.” 

Vuletić and his colleagues have 
made the ultimate optical transistor, 
in which a light beam is turned on and 
off by the absorption of a single pho-
ton. To do this, they placed a cloud of 
about 20,000 cesium atoms in an op-
tical cavity and cooled them to a few 
millionths of a degree above absolute 
zero. Because the light bounces back 
and forth hundreds of thousands of 
times, the absorption of a single pho-
ton of a second beam by one of the at-
oms changes the resonance enough to 
turn the beam on and off. 

Of course, this apparatus is not very 
practical, even for a dedicated super-
computer. “To really make multiple 
quantum gates to do even some simple 
calculations with photons, probably 
these systems that we use now are too 
bulky,” Vuletic acknowledges. He and 
others have recently demonstrated 
much smaller resonators could be as-
sembled together over the next five 
years or so. 

Still, it will be years, if ever, before 
any type of quantum computing be-
comes established, and even then oth-
er non-optical schemes may be used 
for implementing the qubits. So for 
now, computing with light is still wait-
ing for its time to shine. 	
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the input from the output, both criti-
cal for larger circuits. Such optically 
gated devices might function in spite 
of electromagnetic interference, Qi 
suggests, or they could be used in 
artificial neural networks. “It’s im-
portant for us to understand what 
technology potentially has any niche 
applications that may allow it to sur-
vive and then it can grow.” 

One possible niche is extending 
communications, where optics already 
beat electronics. Research by semicon-
ductor giants like IBM and Intel, as well 
as projects funded by the U.S. Defense 
Advanced Research Projects Agency 
(DARPA), has demonstrated compact, 
high-speed optical devices directly in-
tegrated with silicon electronics. So 
far, electrical interconnections still 
dominate, not just within chips, but 
even between chips on a board . None-
theless, optical communications are 
appearing in some advanced systems 
for interconnecting boards, and are 
likely to displace electronics at ever-
shorter distance scales.

To provide new options for merg-
ing optics and electronics, Swastik Kar 
of Northeastern University in Boston, 
MA, teamed up with nanotube expert 
Young Joon Jung to build optically 
switched devices on a semiconductor 
wafer. Although the output of these de-
vices was electrical current, not light, 
the team demonstrated logical opera-
tions combining light and electrical 
inputs, including a two-bit adder and 
a four-bit analog-to-digital converter. 
“We believe that this kind of device,” 
Kar says, “will allow a better merging 
of the processing and transfer of infor-
mation.” An important feature of the 
nanotube device is that the current in 
the off state is reduced by a factor of 
105, much more than for typical pho-
todiodes. Such small off-currents are 
critical when large numbers of devices 
are used on a chip. 

Seeking a New Niche
Some researchers see an opportunity 
for optics in a technology that does not 
yet exist: quantum computing using 
quantum bits (qubits) that exist in mul-
tiple states simultaneously. “If you had 
100 qubits, you could be competitive or 
better than current classical comput-
ers for certain types of calculations,” 
says Vladan Vuletić of the Massachu-

Milestones

Computer 
Science 
Awards
GELENBE RECEIVES  
DENNIS GABOR AWARD
Erol Gelenbe, an ACM Fellow 
and recipient of the ACM 
SIGMETRICS Achievement 
Award in 2008, has been 
awarded the “In Memoriam 
Dennis Gabor Award” from 
the NOVOFER Foundation 
for Technical and Intellectual 
Creation of the Hungarian 
Academy of Sciences, for 
outstanding research with 
important impact in innovation.

Gelenbe has contributed 
fundamental results to stability 
and control of random access 
communications. His practical 
inventions include the design 
of the first random access 
fiber-optic local area network, 
a patented admission control 
technique for ATM networks, a 
neural network-based anomaly 
detector for brain magnetic 
resonance scans, and the 
“cognitive packet network” 
routing protocol to offer quality 
of service to users.

KAMINKA AWARDED 
LANDAU PRIZE
Gal Kaminka of Bar-Ilan 
University’s Department of 
Computer Science and the Gonda 
Multidisciplinary Brain Research 
Center has been awarded the 
Landau Prize for Arts and 
Sciences in the robotics category.

Kaminka is a leading 
contributor to intelligent 
robotics, the science of using 
artificial intelligence to make 
robots smarter.  

He said his goal “is to 
understand social intelligence; 
to understand the transition 
from a single mind to many; to 
build robots that are socially-
intelligent; that are able to 
reason about, manipulate, 
collaborate with, and coordinate 
with other robots and humans; 
and to build computational 
models that explain social 
intelligence, that allow 
replication of it, that facilitate 
predictions of its occurrence, 
and that enable measurement 
and quantification.”

Landau awards celebrate 
Israeli scientists who achieve 
breakthroughs in their 
fields and contribute to the 
advancement of science.
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Technology  |  DOI:10.1145/2659764	 Neil Savage

Gradual Evolution 
Dynamically typed languages adopt features  
of static typing to cope with growth.

to crash—in the long run.
In an attempt to combine the best 

of both systems, computer language 
experts have been busy developing 
static type systems that can be used 
along with popular dynamically typed 
languages. Hejlsberg’s attempt to keep 
his metaphorical space shuttle from 
blowing up after launch is called Type-
Script, a superset of JavaScript. Type-
Script overlays aspects of a static type 
system onto JavaScript to cope with the 
complexities of ever-larger programs. 
Earlier this year, Facebook launched 
Hack, a version of PHP that includes 
static typing. Typed Racket adds static 
typing to Racket, a dialect of Scheme, 
and mypy does the same for Python.

“The whole purpose of a static type 
system is to build a model of what is go-
ing to happen when it runs,” Hejlsberg 
says. “It’s almost as if you have the entire 
reference manual for what you’re doing 
at your fingertips, and the compiler just 
looks it up for you as you go along.”

No matter how they start out, pro-
grams tend to get bigger, and as they do 
there is more room for errors to creep 
in. “It’s the inevitable progression of 
a piece of software,” says Benjamin 

Pierce, a professor of com-
puter and information sci-
ence at the University of 
Pennsylvania. Many proj-

ects begin as a single person trying to 
write an app to do one particular task, 
Pierce says. “Pretty soon, you have 10 
people adding things to it and making 
it better and better and it’s doing things 
the original person never thought of 
and it’s getting out of control.”

Static typing makes altering the 
program easier, because when one 
item is changed, the type checker can 
point to all the other instances where 
it would need to change; in a dynami-

cally typed program, 
the developer would 
have to hunt through 
all the code for those 

W
HE N  B RENDAN EICH  cre-
ated JavaScript over 
the course of several 
weeks in 1995, his aim 
was to make it easy to 

write small applications for Netscape 
Navigator 2.0, one of the early brows-
ers for the newly emerging World Wide 
Web. He probably did not envision 
that, two decades later, the language 
would be one of the most widely used 
on the Web and that the programs writ-
ten in it would have tens of thousands 
or even a million lines of code.

“If you want to write an app and have 
it run in the widest number of places 
and on the widest type of devices, you 
pretty much have to write it in Java- 
Script,” says Anders Hejlsberg, a Tech-
nical Fellow at Microsoft Research. 

However, such widespread use 
brings problems. “It was never in-
tended for large programs,” 
Hejlsberg says. “Apps are 
getting bigger and as they 
get bigger, they get harder to 
maintain.”

The issue is that JavaS-
cript is a dynamically typed language, 
as are several other popular program-
ming languages such as Perl, Python, 
and PHP. Such languages do not re-
quire developers to define every vari-
able type as they go, and the system 
checks the program for errors at run-
time. That makes it easier to write and 
rewrite an application quickly, but it 
also means bugs can remain 
hidden for months or even 
years, until a particular ex-
ecution of the program trips 
over the error and crashes. 
As Hejlsberg puts it, in a dy-
namically typed language, you do not 
discover the flaws while you are build-
ing the space shuttle; you find them 
once it is flying.

The “type” in “dynamically typed” 
is a set of values upon which certain 
operations may be performed. For in-

stance, the type may be integers, and 
the operations that can be performed 
on that type would include addition, 

subtraction, multiplication, 
and so on. Programs work 
on a broad variety of types, 
and problems arise when an 
operation is applied to a type 
for which it was not intend-

ed. If the type is, say, a string of names, 
trying to multiply them will not work.

Traditionally, languages 
have been either statically 
or dynamically typed. In 
statically typed languages, 
such as Java or C++, a type checker runs 
during compilation of the program 
and can catch many errors in the pro-

gram. It does this by look-
ing at annotations in the 
program. An annotation is a 
form of metadata that speci-
fies which function is called 
for at for a given variable; 

that makes it easier for the type check-
er to ensure a line of code can actually 
do what it says it wants to do. Typically, 
statically typed lan-
guages increase devel-
opment time but are 
safer—that is, less apt 

The intent of 
TypeScript, an 
optionally typed 
language, is to allow 
developers to choose 
how much static 
typing they want  
to incorporate into 
their programs.

TypeScript
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something critical, such as a pacemak-
er—they can rely more on static typing 
to make sure the code is safe. “There’s 
this trade-off between safety and flex-

ibility, and it (gradual typ-
ing) lets the programmer 
choose,” Siek says.

Indeed, there have been 
solid reasons to prefer dy-
namic typing, says Julien 
Verlaguet, a software en-
gineer at Facebook who 

led the development of Hack, which 
is supplanting PHP as the 
code underlying the social 
networking site. When the 
company started out, Face-
book developers had relied on the 
dynamically typed PHP because it 
provided rapid feedback; they could 
modify code and quickly see how that 
changed the user experience. “The 
only way to test if something feels 
right is to interact with it,” he says. 
With a statically typed language, they 
would have had to wait minutes for 

the code to be compiled. 
“The compilation time basi-
cally kills the interaction for 
the developer.”

instances. It also makes possible the 
use of tools, such as autocomplete, 
that make life easier for developers.

Though a programmer in an In-
tegrated Development Environment 
(IDE) sees the annotations in Type-
Script, they are stripped away when 
the program is compiled. “To the 
browser, it just looks like plain old Ja-
vaScript,” says Hejlsberg. TypeScript 
also incorporates JavaScript libraries, 
such as JQuery, to help make devel-
opment smoother. As an open source 
project, it also takes advantage of de-
velopments such as DefinitelyTyped, 
a compilation of type definitions cre-
ated by various people. 

TypeScript 0.8.0 was released in 
October 2012, and version 1.0 came 
out in April of this year. Hejlsberg says 
he and his team are already looking 
toward ECMAScript 6, the upcoming 
version of the standards behind Java-
Script, and planning to incorporate its 
new features.

A Matter of Choice
Hejlsberg says the intent of TypeScript 
is to allow developers to choose just 
how much static typing they want to 
incorporate into their programs; it is 
what he calls an optionally typed lan-
guage. “Typing was sort of a switch. It 
was either on or off,” he says. “Now with 
Typescript, we’ve turned that 
switch into a dial.”

Jeremy Siek, an associ-
ate professor of computer 
science at Indiana Univer-
sity, developed a similar type 
system called gradual typ-
ing along with Walid Taha, 
a professor of computer science at 
Rice University and at Halmstad Uni-
versity in Sweden. “If you don’t put 
any type annotations anywhere, it re-
ally behaves like a dynamically typed 
language,” Siek explains. “As you add 
more type annotations, more and more 
things start to get checked.”

Gradual typing allows developers to 
decide what is important to them when 
writing a program. If they want some-
thing quick, in which they can check 
how pieces of the program run before 
the whole thing is completed, they can 
skew toward dynamic typ-
ing. If they need to be sure 
they are rooting out errors—
say they are programming 

Facebook fixed the time lag prob-
lem by introducing HVVM, a virtual 
machine that acts as a fast compiler. 
In March, Facebook introduced Hack, 
a gradual typing language. In general, 
Verlaguet says, static typing is prefera-
ble, both because of the safety of the re-
sulting code and the efficiency provided 
by the development tools it makes pos-
sible. Developers would have statically 
typed much of the code in the first place 
if they had that option, says Verlaguet. 
“It’s just that there wasn’t a type checker 

in place to enforce it.”
If a code base gets large 

enough, however, there 
will be scenarios in which 

dynamic typing works better because 
it provides different options for defin-
ing terms, so allowing the developer 
to choose which to use makes sense, 
he says.

To provide op-
tions for Python 
programmers, 
Jukka Lehtosalo 
started developing mypy while he 
was a Ph.D. student in computer sci-
ence at the University of Cambridge. 
“You can give it any Python code and 
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it checks whether it’s con-
sistent with static type,” 
Lehtosalo says. 

“Basically, mypy is just 
Python; or, strictly speaking, 
a subset of Python,” he says. 
“In mypy, you can use any 
Python IDE, and it works because it’s 
valid Python.”

This is not the first marriage of Py-
thon and static typing. Cython was cre-
ated in 2007 as a superset of Python 
that allowed it to use types from C and 
C++. Lehtosalo says that where Cython 
was aimed at improving performance, 
mypy is more about enhancing devel-
opers’ productivity and improving the 
quality of the code.

Evolution Continues
As a one-man project, mypy is not as far 
along as some other gradual type sys-
tems. Lehtosalo, whose job at Dropbox 
is unrelated to this work, hopes to keep 
moving the language from experimen-
tal to something widely useful.

Because both mypy and TypeScript 
remove the type annotations before 
running, they are giving up one meth-
od to make certain the code is more 
efficient. It is possible to use type in-

formation to speed up pro-
grams, says Lehtosalo, and 
that may happen with a fu-
ture version of mypy. A lan-
guage that did that, however, 
would be a new variant, and 
thus wouldn’t be 100% com-

patible with Python. 
Hejlsberg points out that, while an-

notations technically are not used to 
improve performance at runtime, the 
checking they provide at an earlier 
stage increases the likelihood the com-
piler will generate efficient code. 

Whether gradual typing will be-
come the major programming para-
digm remains to be seen. Google has 
been promoting gradual typing lan-
guage Dart to replace JavaScript, but 
adoption has been slow. Meanwhile, 
in June Apple introduced Swift, 
which is statically typed, as a succes-
sor to Objective C.

Still, languages are adding gradual 
typing, from both ends of the spectrum. 
For instance, C# 4.0, originally devel-
oped by Hejlsberg, added dynamic type 
to that previously static language. “I do 
think we are seeing a gradual breaking 
down of the traditional taxonomy of 
languages,” says Hejlsberg.

The International Mathematical 
Union (IMU) recently awarded 
the prestigious Rolf Nevanlinna 
Prize to Subhash Khot, a 
professor in the computer 
science department at New York 
University’s Courant Institute of 
Mathematical Sciences, “for his 
prescient definition of the ‘Unique 
Games’ problem, and leading the 
effort to understand its complexity 
and its pivotal role in the study 
of efficient approximation of 
optimization problems.”

The Nevanlina Prize 
recognizes outstanding 
contributions in all mathematical 
aspects of computer science, as 
well as in scientific computing 
and numerical analysis. The 
award is targeted at young 
mathematicians, who must be 
under 40 years of age on Jan. 1 of 
the year the award is given.

The IMU noted Khot’s work 
has “led to breakthroughs 
in algorithmic design and 

approximation hardness, and to 
new exciting interactions between 
computational complexity, 
analysis and geometry,” adding 
that it “will be driving research in 
theoretical computer science for 
many years to come.”

Lance Fortnow, chair of the 
School of Computer Science 
at the Georgia Institute of 
Technology, says the IMU’s 
recognition of Khot could help 
draw more attention to these 
types of problems.  “People 
within the complexity field know 
of Khot’s work, but I think it 
generates more attention from 
mathematicians,” Fortnow says. 

Khot ‘s award-winning work 
is based on his 2002 theorem 
known as the Unique Games 
Conjecture (UGC), which asserts 
the problem of determining the 
approximate value of a certain 
type of game, known as a unique 
game, has Non-deterministic 
Polynomial-time hard (NP-hard) 

algorithmic complexity.
Most computer scientists 

believe so-called “NP-hard” 
problems cannot be solved exactly 
by any algorithm that runs in a 
reasonable amount of time. An 
example of this type of problem 
would be arranging a seating 
plan for a wedding, where a set 
of constraints (such as feuding 
family members) would add to 
the complexity, due to the large 
number of possible solutions.

Khot’s theorem addresses 
these types of NP-hard problems 
through the use of the Network 
Coloring problem, which 
considers a network of nodes and 
a set of colors, and asks whether 
it is possible to color the vertices 
of the network in such a way that 
two vertices that share an edge 
always have different colors.   

A key issue that has been 
raised in the scientific community 
is that UGC remains unproven. 
However, its influence on other 

research areas has already been 
felt, according to Fortnow.

“The neat thing about the 
research is how well it ties in 
with so many other research 
directions that are going on,” 
explains Fortnow. “The closest 
connection is with semi-definite 
programming, which is a relatively 
new algorithmic technique to get 
a better handle on some of the 
hardest problems in computer 
science, which deals with 
approximate solutions. Unique 
Games Conjecture really seems to 
capture the hardness of this semi-
definite programming technique, 
and shows us the limits of what 
we can do with SDTs (software 
development tools).” 

Fortnow notes that UGC is 
also impacting, although to 
a significantly lesser degree, 
research in the areas of coding 
theory, quantum computing,  
and voting theory.

—Keith Kirkpatrick 

Milestones

IMU Lauds Khot for Unique Games Theorem

“I’ve certainly been happy to see a lot 
of the newer languages come out with 
gradual typing,” Siek says. “My hope is 
that more and more of them will decide 
to take the middle ground, or take the 
let-the-programmers-decide approach, 
and will be more gradual.”	

Further Reading

Inside Typescript  
http://bit.ly/1pW7xNX

Siek, J.G., Taha, W. 
Gradual Typing for Functional Languages, 
Scheme and Functional Programming 2006, 
Portland, OR.

Pierce, B.C. 
Types and Programming Languages, MIT 
Press, Cambridge, MA, 2002.

Meijer, E., Drayton, P. 
Static Typing Where Possible, Dynamic 
Typing When Needed: The End of the Cold 
War Between Programming Languages, 
OOPSLA’04 Workshop on Revival of Dynamic 
Languages, 2004.

Wright, A. 
Type Theory Comes of Age, CACM 53 (2), 
February 2010.

Neil Savage is a science and technology writer based in 
Lowell, MA.
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Museums Go High-Tech 
with Digital Forensics 
Scientists are using cutting-edge scanning and visualization 
techniques to wow visitors and find new stories in ancient artifacts. 

In 1975, the coffin was cleaned 
and inscriptions found on the case 
included the name of the dead girl: 
Tjayasetimu, temple singer. This 
made sense; the children of wealthy 
families traditionally took these roles. 
Also, child mummies were a rare find. 
Tjayasetimu would not have been pre-
served unless her parents could afford 
the lavish last rites. 

It was not until the mid-2000s that 
British Museum staff really got a more-
complete picture of this girl’s identity. 
By then, museums switched to scan-
ning their mummies with medical 
computer tomography (CT) machines. 
X-ray scans revealed bony outlines, 
but CT searched for density. With-
out touching the case or wrapping, 
researchers could now explore their 
mummies layer by layer. 

Under Tjayasetimu’s wrappings, 
researchers were surprised to see the 

I
N 1887, A  uniquely shaped and 
mysterious mummy caught the 
eye of an important museum 
collector and hitched a ride from 
the storehouse of an unknown 

antiquities dealer in Egypt to the vast 
vaults of the British Museum in London. 

No question, it was a woman. Unlike 
most of the cases carrying the wealthy 
dead of ancient Egypt, which depicted 
their inhabitants in their embalmed 
state, her case was painted like a wom-
an in the prime of her life. Metal eyes 
gazed out from a wooden facemask. A 
painted dark cloak covered the body of 
the case, and from its base, reddish feet 
with silver-painted toenails emerged. 
Who was she?

The first revelations came in the 
1960s, when British Museum staff blew 
the dust off their mummy cases and ran 
several of them whole through X-ray 
scanners. Experts were surprised to find 

one-third of this case empty, and the 
rest filled by the preserved remains of a 
tiny female. The case was fashioned like 
the shapely curves of a full-grown wom-
an, but carried a girl. Museum research-
ers concluded she was no older than 12. 

A British Museum staffer views scans of the mummy of ‘Gebelein Man B,’ part of the interactive ‘Ancient Lives, New Discoveries’ exhibition that 
incorporates state-of-the-art technology enabling visitors to virtually explore inside mummy cases and examine bodies underneath the wrappings.

Using computer 
tomography (CT) 
devices, researchers 
could now explore 
their mummies layer 
by layer, without 
touching the case  
or wrapping. 

http://mags.acm.org/communications/october_2014/TrackLink.action?pageName=19&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2659762
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these traditionally are, in the fetal posi-
tion. As the first scans showed up, they 
saw a rounded object, which looked 
like a broken vegetable gourd tradition-
ally packed with stored food. When they 
looked closer, they realized that gourd 
was the disconnected skull of a dead 
infant, probably buried with its mother. 
Though the Field Museum has seen a 
number of “multiple burial bundles” 
(many individuals wrapped within the 
same mummy casing), this was the only 
one they have found with a baby in it, 
Brown says. 

In the spring of 2012, the Field Mu-
seum unveiled a new mummy exhibit 
titled “Opening the Vault.” As at the 
British Museum, exhibits were accom-
panied by large touchscreens. Visitors 
looking at the real mummy from be-
hind the display glass could virtually 
explore the insides of the box. 

“You just don’t realize when you look 
at it in drawings, how much of an Egyp-
tian mummy is linen wrappings. It’s a 
heck of a lot of wrappings,” Brown says. 

Sliced like Salami
Archaeologists were using CT scan-
ning as a research tool back in the mid-
1950s, but it wasn’t until the graph-
ics-processing and 3D-visualization 
revolutions of the mid-2000s that mu-
seum staff realized the data could be 
put on display. 

Brown explains that a CT scanner is 
“basically a salami slicer” capturing im-
ages of virtual sections of the insides of 
a carefully wrapped mummy. After the 
flat slices have been stored by the com-
puter, it is the job of a person—part art-

ist, part programmer, part researcher—
to stitch together the two-dimensional 
data into a colorful, engaging interac-
tive exhibit, or a life-like rendering that 
gives researchers a realistic view of the 
insides of the object.  

Among the leaders of this craft is the 
Interactive Institute Swedish ICT, an 
experimental information technology 
and design research company that has 
been converting technology geared for 
hospitals and clinics into teaching and 
research tools. 

Staff at the Interactive Institute col-
laborated with the Field Museum to 
build the displays for the “Opening 
the Vault” exhibit. The Interactive In-
stitute has been involved with 15 other 
interactive exhibits across the world, 
at places like London’s British Muse-
um and the Smithsonian Institution 
in Washington, D.C. 

The group has scanned everything 
from mummies to Martian meteorites 
to geckos, says Thomas Rydell, studio 
director, who adds that the real chal-
lenge comes later: “When you have this 
scan, you have to decide what you want 
to tell your audience about it.”  A visitor 
only stops at a display for two or three 
minutes, so what is presented “has to 
be super-intuitive.” 

At Stockholm’s Museum of Mediter-
ranean and Near Eastern Antiquities 
museum, visitors can get even closer 
to history. One of the museum’s eight 
resident mummies is a 2,300-year-old 
Egyptian priest named Neswaiu, an 
important man preserved in an ornate 
and intricately decorated mummy case. 
When staff scanned Neswaiu, the CT 
scans revealed several amulets placed 
inside the wrappings, positioned at 
strategic locations on his body. The 
scans picked up the details of a falcon-
shaped amulet, which the team then 
converted into 3D-printed replicas. 

Now, as museum visitors view 
Neswaiu’s mummy from behind the 
glass of the display case, they can 
run their fingers over a printed amu-
let identical to the one touching the 
priest’s body. 

There is a thrill to that, Rydell says. 
“I’m holding something in my hand 
that someone placed under the wrap-
ping several thousand years ago.” 

Age of the ‘Laser Cowboys’
Museums all over the world are reach-

delicate features of an exquisitely pre-
served face, and clumps of hair that 
would have hung to her shoulders. The 
scans revealed adult teeth in her jaws, 
waiting to push out, had she lived for 
another year. 

“The embalmer has done a brilliant 
job,” says John Taylor, a curator at the 
British Museum specializing in ancient 
Egypt and funerary archaeology. From 
the length of her leg bones, the teeth in 
her jaw, and the styling of her hair—all 
viewed through CT scans—Taylor and 
his colleagues concluded Tjayasetimu 
was probably seven, maybe pushing 
eight, when she died. 

“That was quite a revelation to be 
able to pinpoint her age with that level 
of accuracy,” Taylor says, and much of 
this was possible only because of ad-
vanced CT scanning technology, and 
the 3D visualizations that followed. 

Today, Tjayasetimu rests beside sev-
en other mummies in a new exhibit at 
the British Museum. Visitors still stand 
behind the glass of the display case, but 
on touchscreens mounted beside each, 
they can take a virtual tour inside the 
mummy cases, zooming in and peeling 
back layers of wood, plaster, and linen. 

The British Museum is not alone in 
laying thousand-year-old artifacts next 
to cutting-edge technology in its latest 
public exhibits.

Museums all over the world are us-
ing a variety of scanning techniques to 
study fragile historical objects and un-
cover secrets that were previously out 
of their reach. 

The techniques have filled in stories 
about individuals and whole cultures. 
Also, digitizing samples allows more 
researchers access for longer periods. 
On display, the new technology offers 
museum visitors a chance to share in 
an explorer’s moment of discovery. 

“This is the closest you’re doing to get 
to the ‘eureka’ moment of seeing some-
thing unexpected,” says J.P. Brown, Re-
genstein Conservator at Chicago’s Field 
Museum. “There’s something about be-
ing able to manipulate the specimens 
which is interesting and exciting. I don’t 
think you get the same sense of discov-
ery from looking at illustrations.”

Leading the scanning team at the 
Field Museum, Brown has had his 
share of ‘eureka’ moments. 

In 2010, the team was scanning a 
female Peruvian mummy, arranged, as 

Museums all over 
the world are using 
a variety of scanning 
techniques to study 
fragile historical 
objects and uncover 
secrets that were 
previously out  
of their reach.



OCTOBER 2014  |   VOL.  57  |   NO.  10  |   COMMUNICATIONS OF THE ACM     21

news

they were found, preserving clues that 
paleontologists would need in recon-
structing how the whales got there in 
the first place. 

The brand-new 3D-printed exhibit, 
a product of those first scans, is a hap-
py bonus. 

Gee-whiz displays and lush 3D ren-
derings may seem like they are stealing 
the spotlight from genuine, original 
historical objects, but that is not the 
case, Waibel insists. The museum’s 
goal is to make the collections and 
specimens more accessible to the pub-
lic and to provide “an alternate way to 
interact with history, science, and art,” 
says Waibel. 

“Nothing will ever replace the expe-
rience of viewing an original artifact in 
person,” he says.	

Further Reading

Taylor, J., Antoine, D. 
Ancient Lives New Discoveries: Eight 
Mummies, Eight Stories, British Museum 
Press, London, England, 2014.  
http://amzn.to/YAqfAO

Pyenson, N., et al.  
Repeated mass strandings of Miocene marine 
mammals from Atacama Region of Chile 
point to sudden death at sea. Proceedings of 
the Royal Society, B, 281, February 2014.

Reconstructing the mummy Neswaiu with 
Autodesk ReCap  
http://bit.ly/1pLvqYG

“Cerro Ballena.” Cerro Ballena. Smithsonian 
Institution, n.d. Web. 11 July 2014.  
http://cerroballena.si.edu/

Nidhi Subbaraman is a freelance science and technology 
writer based in New York City.
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ing for that same accessibility, relying 
on 3D scanning and printing tech-
niques to achieve realistic replicas of 
ancient objects. 

At the Smithsonian Institution’s 
National Museum of Natural History, 
laser-assisted 3D scanning and replica-
tion is under way on a grand scale.

In November 2013, the museum 
launched the Smithsonian X 3D col-
lection on its website, with the goal of 
making scores of artifacts from the mu-
seum’s collections, only 1% of which are 
on display, accessible anywhere in the 
world. As a result, for example, a flight 
history enthusiast from Auckland, New 
Zealand, can use a home computer to 
view a visualization of the Wright broth-
ers’ 1903 airplane from any angle, or 
zoom in to view the seams and detailing 
on Amelia Earhart’s flight suit.

Unlike the layer-by-layer exploration 
of mummies with CT, the Smithson-
ian’s laser scans only scour the surface 
of an object. 

Besides giving visitors are great way 
to explore the Institution’s trove of age-
old wonders, the tools are valuable to 
researchers as well. 

In June, the museum revealed the 
largest printout of its data yet: a scale 
model of a whale fossil, embedded 
in the ground exactly as it was when 
Smithsonian paleontologist Nicholas 
Pyenson first saw its bones peeping 
out of a roadcut in the Chilean desert 
in 2011. “The whale fossil is a great ex-
ample of how we can take actual scien-
tific data from the field and replicate 
it for a museum audience,” explains 
Gunter Waibel, director of the Digiti-
zation Program Office at the Smithso-
nian Institution. 

The fossil trove, which contained 
40 dead baleen whales between six 
million and nine million years old, 
was uncovered by a road-building 
company midway through expanding 
the Pan-American Highway. The road 
was growing, and the paleobiological 
treasure trove was in jeopardy so, the 
story goes, the Smithsonian called in 
its scanning specialists, Vince Rossi 
and Adam Metallo, 3D Program Of-
ficers who have come to be known as 
the “laser cowboys.” As Smithsonian 
Magazine would later report, the team 
took an emergency trip to Chile and 
spent two weeks scanning the fossils 
in the very same soil layers in which 

In June, the museum 
revealed the largest 
printout of its data 
yet: a scale model 
of a whale fossil, 
embedded in  
the ground exactly  
as it was found.
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KATABI AIMS  
MACARTHUR GRANT AT 
WIRELESS NETWORKING 

Last September, 
Dina Katabi was 
shocked to 
learn she had 
been selected to 
receive the 
MacArthur 

Foundation 2013 Computer 
Science Foundation Fellowship 
and a $625,000 grant to further 
her research in 802.11 wireless 
networking.  

“I thought it was a prank. 
I didn’t even know I had been 
nominated,” laughs Katabi, a 
professor in the Massachusetts 
Institute of Technology (MIT) 
Department of Electrical 
Engineering and Computer 
Science. 

MacArthur Foundation 
fellowships are awarded to 
researchers who have made “a 
past impact and are projected to 
make a future impact” in their 
fields. That encapsulates the 
Syrian-born Katabi’s efforts over 
the last 15 years to “improve the 
robustness, performance and data 
rates of computer networks and to 
utilize wireless and radio signals 
to open up new applications.”  

Katabi received her B.S. 
from Damascus University, 
then moved to the U.S. to study 
computer science at MIT, 
where she earned her Master’s 
degree in 1999 and her Ph.D. in 
2003; she joined the faculty, as 
director of the MIT Center for 
Wireless Networks and Mobile 
Computing, in 2003.  In MIT’s 
Computer Science and Artificial 
Intelligence Laboratory, 
Katabi works to solve the 
fundamental interference issues 
caused by the proliferation of 
wireless networks and traffic. 
She developed a “ZigZag” 
algorithm that reconstructs the 
contents of damaged packets; 
it salvages and combines the 
usable fragments, significantly 
lowering retransmission rates. 

Katabi also is fine-tuning a 
prototype wireless device called 
Wi-Track, capable of monitoring 
people’s movements behind 
walls and doors. “This has 
incredible implications for a 
wide range of applications, like 
health care, gaming, and virtual 
reality,” Katabi says. 

—Laura DiDio
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Technology Strategy 
and Management  
The Bitcoin Ecosystem 
Speculating on how the Bitcoin economy might evolve.

contain names or physical addresses, 
some criminal use of bitcoins to trans-
fer and store money has occurred.5 
(Anonymous overseas bank accounts 
might be worse in this regard.) 

Bitcoins are currently less like a 
currency and more like a computer-
generated commodity. Those who 
solve calculations receive blocks of 
bitcoins in decreasing size as more 
are produced. The value of a single 
bitcoin, which has ranged from frac-
tions of a penny to over a thousand 
dollars, comes primarily from specu-
lators. There were about 12.5 mil-
lion bitcoins in mid-2014, valued at 
approximately $7 billion (just under 
$600 each).b Unlike currencies that 
governments create, Bitcoin software 
limits the supply to 21 million units, 
a number that might be reached 
around the year 2140. Yet bitcoins can 
be divided into fractions and more 
fractions, which are especially useful 
to conduct micropayments over the 
Internet, such as for music or news-
paper articles. In principle, the sup-

b	 See http://bit.ly/1B9acsG= and http://www.
coindesk.com/price/.

B
ITCOIN S a CONTINUE TO at-
tract attention but remain 
somewhat difficult to un-
derstand (see the May 2014 
Communications Economic 

and Business Dimensions column by 
Marshall Van Alstyne, “Why Bitcoin 
Has Value”). They are by far the most 
used of several hundred “crypto-cur-
rencies.” Theoretically, they are free 
and available to anyone with a comput-
er and an Internet connection. They 
could replace cash, credit and debit 
cards, money transfers, and currency 
conversions through banks and other 
financial intermediaries. They rep-
resent another potentially disruptive 
Internet technology. But are they truly 
free and easily available? Not really. For 
most of us, bitcoins are a complex plat-
form technology that requires the help 
of intermediaries—an ecosystem of 
“complementary” product and service 
providers that charge fees.

The software solves the dilemma of 
how two or more people who do not 

a	 The technology is referred to in uppercase 
singular while lowercase and plural or “BTCs” 
refer to the crypto-currency units.

know each other can establish trust 
and mutually agree upon a transac-
tion: the so-called “Byzantine Gener-
als Problem.” The technology first 
appeared in 2008 after its creator (or 
creators) known as Satoshi Nakamoto 
made the software freely available.2 
Bitcoin generates a public ledger (a 
“block chain”) when anyone creates, 
buys, or transfers a bitcoin. No one 
can change this ledger, and anyone 
can see it by downloading the open 
source peer-to-peer software. This 
scheme offers significant protection 
against theft or counterfeiting. How-
ever, because the ledger does not 

DOI:10.1145/2661047	 Michael A. Cusumano

Bitcoins are currently 
less like a currency 
and more like a 
computer-generated 
commodity.
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virtual “wallets.” The wallets resemble 
smartphone apps with the equiva-
lent of digital bar codes to hold keys 
and transaction information. To buy 
or convert bitcoins to traditional cur-
rencies, a wallet company needs in-
formation from a user’s bank account 
or credit card, and then must interact 
with another step in the chain—pay-
ment processors or exchanges that 
convert bitcoins into other currencies 
or send bitcoins to vendors as pay-
ments. These companies generally 
charge between 0.5% and 1%. Finally, 
we need other companies to guaran-
tee against losses from fraud, theft, or 
huge swings in value.  

Mining companies have received 
mixed reviews when the costs are 
not always transparent. Cloud Hash-
ing, founded by Emmanual Abiodun 
in London in 2013, started by min-
ing bitcoins on a PC, later moved to 
commercial-scale machines, and now 
rents out computing power and “min-
ing contracts” as a service.c,10 It can cost 
more to generate bitcoins than they are 
worth on the market but, if value goes 

c	 See https://cloudhashing.com.

ply of bitcoins could be large enough 
to function as a currency substitute. 
Moreover, bitcoin users can avoid 
high transaction fees. Goldman Sachs 
estimates intermediaries siphon off 
as much as 10% of value for money 
transfers.4 Credit cards include 2% or 
3% as charges to vendors ultimately 
paid by consumers, or about $500 
billion a year, excluding other card 
charges or currency conversion costs.7 

Yet bitcoins are not yet ready for 
prime time. The technology is more 
like Windows, iOS, or Android in their 
early stages. Yes, Bitcoin brings mul-
tiple parties together for a common 
purpose—to make financial transac-
tions over the Internet. But, like other 
new platforms, we need an ecosystem 
of complementary products and ser-
vices to make the technology truly easy 
to use (see my January 2010 Commu-
nications column, “The Evolution of 
Platform Thinking”). 

The Bitcoin ecosystem must solve 
several common platform-market 
problems. One is the “chicken-and-
egg” dilemma: If more vendors ac-
cept bitcoins, more people will use 
them; and if there are more bitcoin 

users, vendors are more likely to ac-
cept them. Conversely, vendors will 
not accept bitcoins unless more peo-
ple have them, and people will not use 
bitcoins unless vendors accept them. 
New operating systems and credit 
cards all faced this dilemma. In addi-
tion, the supply of bitcoins is limited 
by a numerical ceiling and algorithms 
that increase in complexity each time 
someone generates another bitcoin. 
Creating bitcoins today therefore re-
quires big investments in computers 
and electric power. Limited supply 
causes prices to rise and fluctuate 
due to speculation. Buying bitcoins 
from people who already own them re-
quires transferring money, but many 
banks that would provide such servic-
es refuse to handle bitcoins.14 If more 
governments join China to outlaw 
bitcoin payments or impose capital 
gains reporting on sales of bitcoins, 
as the Internal Revenue Service does 
in the U.S., then bitcoin use could be 
severely compromised.1,12

Bitcoin entrepreneurs follow the 
value chain. The first step is mining, 
creating more BTC units from scratch, 
and then we have storing bitcoins in 

http://mags.acm.org/communications/october_2014/TrackLink.action?pageName=23&exitLink=https%3A%2F%2Fcloudhashing.com
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Theft or loss from computer hard-
ware failures or other risks has also 
created demand for insurance. U.K.-
based Elliptic will store bitcoins and 
cover holdings against loss for a fee of 
2%, similar to a private Federal Depos-
it Insurance Corporation.i Inscrypto 
is designing a hedge fund to protect 
against large swings in the value of 
bitcoins.j,8 

Finally, it remains unclear if the av-
erage consumer will treat bitcoins as 
a currency replacement or as a com-
modity for speculation. Users might 
pay less than credit card fees, but not 
much less, and the chicken-and-egg 
problem will be difficult to solve. To 
build some momentum, Circle Finan-
cial and Coinbase are giving away $10 
bitcoin accounts.k,6 The Massachusetts 
Institute of Technology (MIT) Bitcoin 
Club also raised $500,000 to give each 
MIT undergraduate (there are 4,500) 
$100 in Bitcoins in September 2014.13 
What these new users do with their free 
accounts should provide some insight 
into Bitcoin’s future.	

i	 See https://www.elliptic.co.
j	 See http://go.inscrypto.com.
k	 See http://bit.ly/RF4oEz.
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up, customers eventually win. Bitfury, 
founded in 2011 and now located in 
San Francisco, received $20 million in 
venture funding to design application-
specific integrated circuits (ASICs) for 
Bitcoin mining.d,15

Payments processors and wallet 
firms are critical intermediaries and 
have also raised a lot of venture capi-
tal. Bitpay, founded by Tony Gallippi 
and others in 2011 in Atlanta, GA, has 
relationships with more than 30,000 
vendors and has received some $35 
million in funding, led by Richard 
Branson (Virgin Atlantic), Jerry Yang 
(Yahoo), and Li Ka-Shing (Horizon 
Ventures).e San Francisco wallet com-
pany Coinbase, founded in 2012 by 
Brian Armstrong and Fred Ersham, 
received $25 million in venture capital 
from Andreessen-Horowitz and oth-
ers. It holds about 20% of all bitcoin 
customer wallets (1.3 million, grow-
ing about 30% a month), charges 1% to 
convert into or out of bitcoins, and has 
relationships with more than 30,000 
merchants.f,4,11 New entrant Circle Fi-
nancial, founded in 2013 in Boston by 
Jeremy Allaire, formerly of Macrome-
dia and Brightcove, has received $26 
million in venture capital. Circle Fi-
nancial provides payment acceptance 
tools for merchants who must pay, 
as well as easy and free ways for con-
sumers to buy, sell, store, or receive 
bitcoins.g,16 Bitstamp, the most promi-
nent current exchange, was co-found-
ed in 2011 by Nejc Kodrič, originally 
based in Slovenia and now operating 
out of the U.K.h

Despite such successes, the largest 
exchange and wallet service, Mt. Gox of 
Tokyo, went bankrupt in 2014. Hackers 
exploiting poor accounting practices 
or a loophole in the block chain caused 
the company to lose somewhere be-
tween $350 and $500 million in bit-
coins from customer accounts. There 
is a paradox here: The Bitcoin commu-
nity has tried to get around traditional 
banks and government regulation but 
now they probably need banks and reg-
ulators if bitcoins are to become more 
secure and widely accepted.3,9 

d	 See http://www.crunchbase.com/organization/
bitfury.

e	 See https://bitpay.com.
f	 See http://www.coinbase.com.
g	 See https://www.circle.com.
h	 See https://www.bitstamp.net.
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Inside Risks 
Risks and Myths  
of Cloud Computing 
and Cloud Storage 
Considering existing and new types of risks inherent in cloud services. 

insider misuse may create additional 
risks. All these risks are relevant to many 
different types of applications. As one 
example, from users’ perspectives, hav-
ing unencrypted email maintained by a 
cloud provider may be particularly risky.

The basic concept of cloud comput-
ing and cloud storage has a lineage 
spanning two generations, with sig-
nificant experience in designing and 
administering these systems. Time-

C
LOUD  COMPUTING  AND  stor-
age are often seen as gen-
eral blessings, if not finan-
cial salvations. There are 
good reasons behind this 

claim. Cloud services are indeed usu-
ally much cheaper than their dedi-
cated counterparts. Administration 
and management oversight are sim-
pler under a single, central authority. 
Small businesses and startups have 
taken advantage, using low-cost cloud 
services during their first few years. 
Cloud platforms are critical avenues 
to getting started for many companies, 
giving them access to many customers 
at low cost. Many business leaders see 
the cloud as an engine for small busi-
nesses and job creation.

Cloud storage services are also a 
boon for individual users, most of 
whom do not back up their comput-
ers and mobile devices regularly or at 
all. Cheap, automatic backup to cloud 
storage protects their valuable data 
from loss.

Despite all these bounties, cloud ser-
vices also present new kinds of risks, 
which are considered here. Prospective 
cloud users should evaluate these risks 
before making their decisions about 
how to use clouds. The main issue is that 
expectations of trustworthiness may be 
unrealistic. Confidentiality, system in-
tegrity, data integrity, reliability, robust-
ness, resilience may be questionable. 
Protection against surveillance, and 

denials of service are essential, as are 
perpetual access and long-term com-
patibility of stored data. The integrity, 
accountability, and trustworthiness of 
potentially untrustworthy third parties 
and even unknown nth parties must 
also be considered. Those parties may 
have business models that are radically 
incompatible with user needs; further-
more, they might go out of business—
with users holding the bag. Moreover, 
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compromises can be found in the ACM 
Risks Forum: http://www.risks.org.)

˲˲ Dropbox’s sharing services were 
hacked, resulting from a security hole 
in its link-sharing scheme. The ex-
ploits were also disseminated by the 
perpetrators.

˲˲ No-IP had 22 of its most frequently 
used domains taken down by Micro-
soft, under a seemingly overreaching 
federal court order.

˲˲ Amazon Web services have gone 
down (briefly) several times. Code 
Spaces (a valued source-code reposi-
tory built using Amazon’s AWS facili-
ties) was effectively destroyed by an at-
tacker demanding ransom.

˲˲ Cisco Systems had a private crypto 
key embedded in their VoIP manager 
that allowed unauthorized control of 
sensitive messaging gear.

˲˲ Cryptolocker and other ransom-
ware programs have forcibly encrypted 
stored information, and demanded 
payment to decrypt it (although in 
some cases have never done so even 
after receiving the ransom!). Although 
most of these attacks have been on in-
dividual users, the opportunity for at-
tacks on remote storage repositories 
is clearly a risk. (Recently, an antidote 
website has reportedly been created.)

˲˲ TrueCrypt (full disk encryption) 
was discontinued as source-available 
software by its pseudonymous authors, 
“as it may contain unfixed security is-
sues.” (Uncertainty remains as to the 
severity and impact of those possible 
issues, and how they found their way 
into the codebase.) 

˲˲ Similar things happened to Lavabit, 
which provided privacy and security fea-
tures in email services to over 400,000 
customers, but was then withdrawn 
after prolonged legal harassment that 
attempted to coerce the installation of 
surveillance equipment. 

˲˲ Megaupload.com was taken down 
by authorities, blocking both illicit and 
legitimate users.

˲˲ Nirvanix went belly-up financially, 
giving its users two weeks to exit.

˲˲ Various talks at Black Hat and DEF 
CON in August were rather disenchant-
ing. In short, essentially every device 
seems to be compromisable, often 
with a fixed master password embed-
ded in the system, but with many more 
subtle vulnerabilities as well. This is 
old news to Inside Risks readers, but 

sharing systems with common com-
puting resources and possibilities for 
collaborative data access have been 
around since the 1960s (CTSS, Mul-
tics, Tymshare), with varying types 
of sharing. Since the 1980s, Project 
Athena at MIT has employed the Sun 
Network File System, and later the 
Andrew File System, to provide three 
services that would be identified with 
today’s cloud services: remote stor-
age of application programs, remote 
storage of personal files, and remote 
backup of personal files. However, 
time-sharing and Athena’s three ser-
vices have been under single opera-
tional administration, thus minimiz-
ing the number of entities that users 
must trust (while at the same time 
providing a single point of failure). 
We know from experience how to off-
set some of the risks when cloud ser-
vices are the responsibility of a single 
administration. With respect to both 
local and remote servers, some of the 
risks can be reduced. For example, 
private systems and intranetworks 
under local control or more likely the 
control your own employers (with re-
spect to hardware, software, certificate 
authorities, and pooled system and 
network administration) are likely to 
have greater trustworthiness.

What is new—and the source of new 
risks—is the scale and distributivity of 
some of the clouds. They are large dis-
tributed systems with few centralized 
controls. Clouds that provide access 
to vast amounts of information (such 
as Google and Amazon) are extremely 
valuable resources. However, other 
clouds that store your own data (along 
with everyone else’s) can present seri-
ous problems relating to trusting po-
tentially untrustworthy entities.

Giving the “cloud” name to the old 
concept of large, shared, distributed 
systems is misleading. It creates a new 
buzzword, and hides the problems of 
risks that designers and admins have 
otherwise grappled with for years. 
Some of the cloud providers have ig-
nored many of the old risks and are evi-
dently largely oblivious to newer risks 
as well. Clearly, cloud computing is sim-
ply remote computing, which was one of 
the primary reasons for the creation of 
the ARPANET—to allow people in one 
coastal time zone to benefit from un-
used resources in other time zones at 

certain hours of the day. This has clear-
ly been an even greater benefit in the 
Internet, with its worldwide coverage. 
Similarly, cloud storage is simply remote 
storage, which in early days became 
common as off-site backup for obvious 
reasons of fault tolerance, emergency 
preparedness, and other reasons.

One risk in identifying remote stor-
age for offsite backup as “cloud stor-
age” is that this term masks the exis-
tence of in-house alternatives, such as 
the common practice of periodically re-
cording file-system snapshots on small 
detachable media, and keeping them 
in a safe place. This can be particularly 
important after nasty penetration at-
tacks that may have compromised a 
system with the insertion of malware, 
sniffers, and so on. Furthermore, re-
mote archiving—especially if widely 
distributed among different reposito-
ries—leaves users unsure of whether 
their information is still retrievable in 
its original form (unless they have actu-
ally retrieved it).

Ron Rivest has been quoted as say-
ing, “Cloud computing sounds so sweet 
and wonderful and safe … we should just 
be aware of the terminology; if we [are] 
calling it swamp computing. I think you 
might have the right mind-set.”2

To paraphrase a quote often attrib-
uted to Roger Needham, Butler Lamp-
son, or Jim Morris, if you think cloud 
computing and cloud storage are the 
answer to your problems, you do not un-
derstand those would-be solutions, and 
you do not understand your problems.

A few examples of relevant recent 
risky exploits are worth noting here. 
(Further background on the first nine 
items and other examples of cloud 

Some of the cloud 
providers have 
ignored many  
of the old risks and 
are evidently largely 
oblivious to newer 
risks as well. 
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and also provide a means for sharing 
the information through out-of-band 
shared cryptographic keys. However, 
they remain vulnerable to other com-
promises such as accidental or mali-
cious deletion, lapse of contracts with 
remote providers, loss of cryptographic 
keys, unavailability of servers, invasive 
usage monitoring, and so on. As is true 
in general, key management becomes 
a fundamental risk in itself. Further-
more, convenient schemes for recovery 
of lost keys (for example, backdoors) 
are always vulnerable to misuse—as 
are any backdoors that can be misused 
by insiders or external attacks.

Virgil Gligor1 has considered some 
of the risks inherent in virtualization in 
a context very similar to what is exam-
ined in this column. Virtualization has 
certain aspects that are common to the 
abstractions provided by remote execu-
tion and remote access, in the sense 
that there are well-defined interfaces 
for dealing with both cases—whether 
they are virtually remote or physically 
remote. There are also questions of 
the trustworthiness of the underlying 
mechanisms for enforcing the virtu-
alization abstractions—for example, 
encapsulating, avoiding, or otherwise 
masking lower-layer vulnerabilities. 
Gligor’s article implicitly addresses 
some of the topics noted here, and de-
serves a careful reading for those read-
ers who would like further background 
than that included here.

I emphasize that clouds can of-
fer real and significant benefits. They 
also bring many risks, which can be 
masked by the simplicity of the cloud 
abstraction. You should weigh these 
risks when designing, selecting, and 
configuring your cloud services.	
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could be shocking to everyone else.
Among old risks that are still per-

vasive, even in-house use of local stor-
age can result in hardware outages and 
database software failures. Redundant 
copies might actually all wind up in 
a single vulnerable cloud repository.  
Furthermore, older data formats may 
no longer be supported. Local storage 
still requires attention to backup that 
can be successfully retrieved—in some 
cases many years later. Furthermore, if 
the original information is encrypted, 
the ability to manage and recover old 
keys becomes critical.

Recently, increasingly efficient cryp-
tographic schemes are emerging in re-
search communities for proof of data 
possession and proof of data retriev-
ability. Unfortunately, simple and in-
expensive techniques along these lines 
have not yet found their way from theory 
to practice. Perhaps more useful are the 
efforts cloud providers make to ensure 
their own data storage is recoverable. 
It may well be that, on average, cloud 
providers’ systems are better adminis-
tered than the information technology 
groups of many organizations and agen-
cies. At least, cloud users certainly hope 
so! Nevertheless, various risks remain.

Another old problem that has been 
exacerbated involves the ability to de-
lete information ubiquitously. The 
existence of pervasive copies and dif-
ferent versions has clearly exploded as 
a result of copies that have been repli-
cated for resilience. Internet mirrors 
have proliferated far beyond anyone’s 
ability to keep track of unsearchable 
versions. With storage in some unac-
countable remote repository, pervasive 
deletion will always seem to be ques-
tionable. Besides, approaches that may 
succeed in pervasive deletion may also 
be victimized by accidental or mali-
cious deletion. In this case, some sort 
of time machine would be desirable.

Many socially relevant risks also 
need to be considered, such as differ-
ent versions of unauthentic data; the 
presence of misinformation in not 
quite identical searchable versions of 
what purports to be the same informa-
tion; and situations in which people or 
organizations desire that certain infor-
mation disappear completely.

Of course, international laws and 
regulations also present numerous 
problems—first by their imprecision 

or overextension, and second by the 
uncertainty surrounding the origins 
and destinations of data and other 
resource requests. For example, if a 
nation insists that all information be-
longing to its citizens must be stored 
within systems under its own legal 
jurisdiction, how can that be assured 
when it is so easy to subvert, and when 
ownership is itself murky? In addition, 
we must be cognizant of the risks of 
ubiquitous surveillance in unaccount-
able and in some cases unknown re-
mote resources.

As noted in many past Inside Risks 
columns (this is the 234th in the series), 
almost every computer or human en-
tity is potentially untrustworthy, with 
respect to accidents, intentional mis-
use, and attacks. As an example that 
remains problematic, the outsourcing 
of elections with regard to dependence 
on proprietary systems and software, 
computing resources, registration da-
tabases, networks (whether open or pri-
vate), and—above all—dependence on 
potentially untrustworthy people, aptly 
illustrates the end-to-end nature of the 
risks from the very beginning of the 
election cycle to the disputes that result 
from sources of error, fraud, and confu-
sion—with concomitant fear, uncertain-
ty, and doubt. Insider misuse is serious 
in all shared resources, but particularly 
in elections (numerous cases have been 
noted in the Risks Forum and else-
where). In this example, outsourcing to 
unaccountable entities is problematic.

Despite the risks discussed here,  
there are some hopes for constructive 
alternatives. Research communities 
have various approaches to pieces of 
this puzzle, but rarely to systems as a 
whole. As a result, many of the previ-
ous columns in this series are relevant 
to the use or misuse of remote resourc-
es—even if they focused on problems 
that were previously considered as lo-
cal. For example, cryptography that is 
managed solely by end users for infor-
mation stored remotely in encrypted 
forms is often touted as a solution to 
the problem of having to trust an un-
trustworthy remote storage provider. 
Homomorphic cryptography has the 
potential to allow computations on en-
crypted information, without the need 
for that information to be decrypted. 
These approaches can improve the 
confidentiality of the information, 
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Kode Vicious   
Outsourcing 
Responsibility 
What do you do when your debugger fails you?

Dear KV,
I have been assigned to help with a new 
project and have been looking over the 
admittedly skimpy documentation 
the team has placed on the internal 
wiki. I spent a day or so staring at what 
seemed to be a long list of open source 
projects the project team members in-
tend to integrate into the system they 
have been building, but I could not 
find where their original work was de-
scribed. I asked one of the project team 
members where I might find that doc-
umentation and was told there really 
is not much they need to document, 
because all the features they need are 
available in various projects on github.

I really do not get why people do not 
understand that outsourcing work also 
means outsourcing responsibility, and 
that in a software project, responsibil-
ity and accountability are paramount.

Feeling a Sense of Responsibility

Dear Responsible,
While it might seem that the advent of 
the “fork me on github” style of system 
design is a new thing, I, unfortunately, 
have to assure you it is not. Since the in-
vention of the software library, some-
time before I was born, and probably 
before you were as well, the idea that 
one could build a system by just grab-
bing the bits one needed has been the 
way software has been built. We all de-
pend on bits of code we did not write, 
and often on code we cannot even 

read, as it arrives in binary form. Even 
if we could read it, would we? The code 
to OpenSSL was open source and read-
able by anyone who cared or dared, 
yet the Heartbleed bug sat around for 
two years undiscovered. The problem 
is not just about being able to see the 
code; it has a lot more to do with the 
complexity inherent in what you might 
be dragging in to get the job done.

You are correct to quiz the other 
team members as to why there is not 
any documentation on how they in-
tend to stitch together the various bits 
they download. Even if many parts are 
made up of preexisting software, there 
must be an architecture to how they 
are integrated. In the absence of archi-
tecture, all is chaos, and systems that 
are built in that organic mold work for 
a while, but eventually they rot, and 
the stench they give off is the stench of 
impending doom.

A software system is always built 
from other components, and the ques-
tions that you need to ask are: How 
trustworthy is the component I am us-
ing? How stable is the API? Do I under-
stand how to use this component? Let 
me break those down for you.

Trustworthiness of software is not 
simply a matter of knowing whether 
someone wrote it for the purpose of 
stealing information, though if you are 
taking factors for your elliptic curve 
code from a three-letter agency, you 
might want to think really hard about 
that. To say that software is trustworthy 
is to know that it has a track record—
hopefully, measured in years—of be-
ing well tested and stable in the face of 
abuse. People find bugs in software all 
the time, but we all know a trustworthy 
piece of software when we use it, be-
cause it rarely fails in operation.

Stability of APIs is something I have 
alluded to in other responses, but it 
bears, or should I say seems to require, 
frequent repetition. If you were driving 
a car and the person giving you direc-
tions revised them every block, you 
would think that person had no idea 
where he or she was going, and you 
would probably be right. Similarly, a 
piece of software where the APIs have 
the stability of Jell-O indicates the peo-
ple who built those APIs did not really 
know what they were doing at the start 
of the project, and probably still do not 
know now that the software has a user 
base. I frequently come across systems 
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that seem to have been written to solve 
a problem quickly—and in a way that 
gets Google or Facebook to fork over a 
lot of cash for whatever dubious service 
has been created with it. An API need 
not be written in stone, but it should be 
stable enough that you can depend on 
it for more than a point release.

Understanding the use of a compo-
nent is where the github generation 
seems to fall on its face most often. 
Some programmers will do a search 
based on a problem they are trying to 
solve; find a Web page or entry in stack 
overflow that points to a solution to 
their problem; and then, without do-
ing any due diligence, pull that com-
ponent into their system, regardless 
of the component’s size, complexity, 
or original intended purpose. To take 
a trivial example, I typed “red black 
tree” into github’s search box. It then 
spat out, “We’ve found 259 repository 
results.” That means there are 259 dif-
ferent implementations of a red black 
tree present. Of course, they span vari-
ous languages:

Repositories 	 Language
	 56 	 C
	 43 	 Java
	 41 	 C++
	 17 	 JavaScript
	 13 	 Python
	 9 	 Ruby
	 8 	 Go
	 8 	 C#
	 4 	 Haskell
	 3 	 Common Lisp

How are we to evaluate all (any?) of 
these implementations? We can sort 
them by user ratings (aka “stars”), 
as well as forks, which is how many 
times someone has tried to extend the 
code. Neither of these measurements 
is objective in any way. We still do not 
know about code size, API stability, 
performance, or the code’s intended 
purpose, and this is for a relatively sim-
ple data structure, not for some huge 
chunk of code such as a Web server.

To know if a piece of code is appro-
priate for your use, you have to read 
about how the author used it. If the 
author produced documentation (and, 
yes, I will wait until you stop laughing), 
then that might give an indication of 
his or her goal, and you can then see if 
that matches up with yours. All of this 

is the due diligence required to navi-
gate the sea of software that is churned 
out by little typing fingers every day.

Lastly, you are quite right about one 
thing: you can outsource work, but at 
the end of the day it is much more dif-
ficult to outsource responsibility.

KV

Dear KV,
What do you do when your debugger 
fails you? You have talked in the past 
about the tools you use to find bugs 
without resorting to print statements, 
such as printf() in C, and their 
cousins in other languages, but there 
comes a time when tools fail, and I find 
I must use some form of brute force to 
find the problem and solve it.

I am working with a program where 
when we dump the state of the system 
for an operation that is supposed to 
have no side effects, the state clearly 
changes; but, of course, when the de-
bugger is attached to the program, the 
state remains unchanged. Before we 
resort to print statements, maybe you 
could make another suggestion.

Brute Forced

Dear Brute,
Tools, like the people who write them, 
are not perfect, and I have had to re-
sort to various forms of brute-force 
debugging, forsaking my debugger 
for the lowly likes of the humble print 
statement.

From what you have written, though, 
it sounds like another form of brute 
force might be more suitable: binary 
search. If you have a long-running oper-

ation that causes a side effect, the easi-
est way to find the part of the operation 
causing you trouble is to break down 
the operation into parts. Can you trig-
ger the error with only half the output? 
If so, which half? Once you identify the 
half that has the bug, divide that section 
in half again. Continue the halving pro-
cess until you have narrowed down the 
location of the problem and, well, not 
quite voila, but you will definitely have 
made more progress than you would 
by cursing your debugger—and it will 
take less time than adding a ton of print 
statements if the segment of the system 
you are debugging is truly large.

Often print statements will mask 
timing bugs, so if the bug is timing 
related, adding a print statement may 
mislead you into thinking the bug is 
gone. I have seen far too many pro-
grammers ship software with debug 
and print statements enabled, al-
though the messages go into /dev/null, 
simply because “it works with debug 
turned on.” No, it does not “work with 
debug turned on”; the debug is mask-
ing the bug and you are getting lucky. 
The user of the software is going to be 
unlucky when the right moment comes 
along and, irrespective of the print 
statements, has a timing error. I hope 
you are not working on braking sys-
tems or avionics, because, well, boom.

If your goal is to find the bug and 
fix it, then I can recommend divide 
and conquer as a debugging approach 
when your finer tools fail you.

KV

  Related articles  
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The Business  
of Software  
Vendor: Vidi, Vici 
Some hidden costs of outsourcing. 

Stubbed Out
“I want you to get everyone writing stubs 
for the system,” the vendor managing 
partner told me. On a project some years 
ago, I was in charge of a large group of 
programmers and I was puzzled by the 
directive, “What are the stubs supposed 
to do?” I asked. The managing partner 
replied disdainfully, “Stubs are dum-
my programs that don’t do anything, 
their functionality hasn’t been decided 
yet.” “Heck, I know what stubs are,” I 
responded, “but we need a reason to 
write them: to set up a system architec-
ture, test infrastructure interactions, to 
check out program load capability... We 
don’t write stubs just to write stubs…”

The managing partner’s eyes nar-
rowed. “You’re not a team player, are 
you?” he said. It was not a question and 
I had just become a target. He wanted 

O
UTSOURCING  IS  COMMON  in 
the computing world these 
days. It is said to save costs, 
eliminate the need for addi-
tional in-house employees, 

and provide adaptable staffing levels 
that can flex with the ups and downs of 
business cycles. But there are costs and 
dangers to outsourcing and companies 
can leave themselves open to business 
practices that can be quite predatory. 

Most vendors view the growth and 
protection of their revenue stream to 
be the most important thing. Even 
when they do behave ethically, this 
can cause conflicts of interest between 
what is best for the vendor, what is best 
for the vendor account manager, and 
what is best for the customer. It can 
lead to some nasty behavior.

I once worked on a large project 
alongside a consulting company that 
actually had meetings to decide just 
how inefficiently they needed to work 
to maximize their income. A job done 
too quickly that resulted in a high-
quality system would end the project 
and the checks would stop. A job done 
too poorly would get them fired and 
the checks would stop. Somewhere 
between these two scenarios was an 
optimal point where they could drag 
out the project and maybe land a lucra-
tive maintenance contract fixing the 
system. Customers were not invited to 
these meetings.

Who to Blame?
Even more perniciously, I have seen 
vendors deliberately identify “targets” 

in the customer’s environment who 
could be blamed when something went 
wrong. The “target” might be a middle 
manager in the client organization; 
one low enough to clearly see what was 
going on and act as a whistleblower, 
but also high enough to be listened to. 
The vendor would collect email mes-
sages, memos, meeting minutes, and 
so forth, to be used against the per-
son. Then if the target started making 
waves, the memos were presented to 
senior executives in the client organi-
zation and the whistleblower portrayed 
as “…not a team player…” These smear 
campaigns were often successful and 
resulted in the targets getting fired. It 
worked out well for the vendor—they 
would get rid of a potentially danger-
ous irritant and divert the blame for 
problems at the same time. Perfect!
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tise? They usually started as a novice 
programmer and, by working hard, 
displaying ingenuity, and seizing op-
portunities, rose through the ranks 
to become an invaluable resource. If 
the entry positions are being farmed 
out to vendors, companies cannot 
grow the next generation of senior 
technical staff and become even more 
vendor-dependent.

Action and Reaction
Outsourcing is still in vogue, but 
there are some interesting trends oc-
curring.2 There is growth in hybrid 
client/vendor governance, a move to 
insourcing development, more in-
house integration, and contractual 
stipulations on vendor cooperation. 
These are all healthy trends. 

But there is a deeper issue at stake 
here operating at the executive level of 
many modern companies. The head-
long charge to outsource essential de-
velopment is framed as cost reduction 
but it is driven by something akin to 
executive cowardice. Building modern 
systems can be very difficult. Creating 
and managing an organization that 
can build these systems is challeng-
ing. Looking beyond the next quarter’s 
financial results requires executive vi-
sion. Sacrificing short-term quick hits 
in favor of long-term growth and cor-
porate health requires technical and 
leadership backbone. But 25 years 
ago, leaders of many companies did 
step up to this challenge and now they 
do not. Now, to avoid the hard work 
and challenge of today, executives are 
signing checks and turning over the 
keys of the kingdom to vendors.

But vendors only work the way their 
customers and the market allow them 
to. Rather than being controlled by 
them, companies can genuinely part-
ner with their vendors, obtain good sys-
tems for a reasonable price, and own 
and manage the systems knowledge 
that defines their business.	

References
1.	 Armour, P.G. Owning and using. Commun. ACM 57, 6 

(June 2014), 29–30. 
2.	 Overby, S. 10 IT outsourcing trends to watch in 2014. 

CIO Magazine; http://bit.ly/1g41ggx.

Phillip G. Armour (armour@corvusintl.com) is a senior 
consultant at Corvus International Inc., Deer Park, IL, 
and a consultant at QSM Inc., McLean, VA. 

Copyright held by author. 

to report to the client that code was be-
ing written, whether it was needed or 
not. But he was right: I was not a player 
on that kind of team.

Organizational Issues
These examples operate at the person-
al level and can lose people their liveli-
hoods. But problems can occur at the 
organizational level: 

˲˲ Project Estimation—vendors can 
take over the project estimation pro-
cesses under the guise of “improving 
project management” requiring clients 
without their own internal capability 
to rely on the vendor’s assessment of 
what projects will cost.

˲˲ Project Tracking—vendors may ap-
propriate all project tracking and sta-
tus reporting so that the customer sees 
only what the vendor wants them to see.

˲˲ Governance—unless customers 
exert a strong hand in managing the 
portfolio, they rely solely on the ven-
dors for results and the vendors may 
have a vested interest in it not being 
too successful.

˲˲ Vendor Conflict—I have seen situ-
ations where different vendors were 
contracted to build different parts of 
a system and another vendor to test 
it. It is a recipe for finger-pointing and 
blame avoidance that might end up 
with more money going to the vendors.

Revolving Vendor
The goals of the vendor and the cus-
tomer may not be the same. Vendors 
are in business to maximize the benefit 
to them and they may do things that are 
less than optimal for the client. Vendors 
may recruit inexperienced talent, be-
cause they do not have to pay these peo-
ple as much. But once a programmer 
has spent a year or two with a client, they 
are now “experienced” and can com-
mand a higher billing rate elsewhere. So 
the vendor may move out a person who 
knows what the system does and move 
in a novice who does not.

If developers come from overseas, 
their visa may be linked to the vendor 
and the developers must behave the 
way the vendor wants them to behave.

Fixed-price contracts that are run-
ning over budget give vendors a strong 
incentive to put lower-cost (and less-
talented) resources on the project just 
when a project needs to keep the more 
experienced and skilled developers.

Owning and Using
The net effect of these vendor strate-
gies is the customer pays a lot more 
for systems that are of low quality. But 
that is just money; there are broader 
consequences. 

In a previous column,1 I discussed 
the difference between owning and 
using systems. Companies need to 
own the systems that are the execut-
able version of the knowledge of how 
the company works and why it exists. 
Companies that outsource the devel-
opment and maintenance of these 
systems outsource their future. Now 
the company does not control that 
knowledge—they have paid someone 
else to manage it. Losing control of 
these systems and the knowledge they 
contain, they have also lost control 
of their markets. Vendors can peddle 
this information by selling their ex-
perienced developers’ services to the 
client’s competitors. They can siphon 
off what their developers have learned 
and can build and sell their own so-
lutions and when everyone uses the 
same packages no one has any com-
petitive advantage. The diluting of a 
company’s specific knowledge can 
reduce innovation; the gene pool of 
variations that catalyze new ideas is 
thinned out when everyone uses the 
same systems.

Apprenticeship Has Sailed?
Where do we expect our future talent 
to come from? I have worked with com-
panies where people say with pride 
that, while the “grunt” programming 
is being outsourced, activities further 
up the food chain are being done by 
experienced in-house people. But how 
did they become experienced? How 
did they acquire the necessary busi-
ness knowledge and technical exper-

The net effect of these 
vendor strategies is 
the customer pays a 
lot more for systems 
that are of low quality.
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Viewpoint 
Disrupting  
and Transforming  
the University 
Higher education institutions must modify their business models  
in response to technology-driven influences.

A
RE UNIVERSITIES ABOUT to 
be disrupted the way Kodak, 
Borders, and Blockbuster, 
all recently in bankruptcy, 
were disrupted? Blended 

courses, online learning, and MOOCs 
are moving at light speed compared to 
the typical university. This Viewpoint 
will highlight the opportunities and 
threats from technology and recom-
mend that higher education institu-
tions morph their business models in 
response to these challenges. Exam-
ples of the transformation in higher 
education include:

˲˲ The Minerva Project proposes to 
create a top-tier for-profit research uni-
versity. Students live together on dif-
ferent campuses around the world and 
top professors stream online classes 
to student seminars (New York Times, 
4/21/2013).

˲˲ Generation Rwanda is starting an 
entirely massive open online course 
(MOOC) university with tuition under 
$1,500 a year. It plans a 400-person 
university in Rwanda with MOOCs 
providing the content and teaching 
fellows handling discussions. South-
ern New Hampshire University will 
test and certify associates degrees. 
Currently 1% of Rwanda’s population 
has a college degree (Technology Re-
view, 3/15/2013).

˲˲ Georgia Tech announced a profes-
sional online Master of Science degree 
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4/29/2013). A group of universities is 
offering MOOCs as a free, for-credit 
first course toward a university degree 
to encourage students to start college 
(see http://mooc2degree.com).

The physical campus will see 
changes. Some students will elect to 
be on campus for less than an aca-
demic year, taking online classes 
from home and working part-time 
for part of the semester. Colleges will 
need dormitories that are more like 
hotels than apartments. Most faculty 
will reduce the number of physical 
class hours when teaching a blended 
course, reducing the need to build 
new classrooms. At the same time 
the university will need new kinds of 
space for course preparation and de-
livery and for student interaction.

It is also likely that projects like 
MOOC U will be the end of the tradition-
al for-profit college.3 A certificate and 
eventually a degree from MOOC and/or 
online classes from the top faculty in the 
country will soon be a better credential 
than a degree from one of the existing 
for-profits, and it will certainly cost less.

For students, the technology brings 
incredible flexibility and many more 
options, but at a cost: technology-
enhanced instruction places more re-
sponsibility on the student for learning 
and less on the faculty member. The 
Smith School at Maryland online MBA 
program makes it possible for students 
to study for a degree from virtually any-

in computer science earned through 
MOOCs in conjunction with Udac-
ity and AT&T. The program estimates 
tuition at $6,600 for the three years 
of course work with 4,500 centers for 
proctoring examinations. There are 
recent reports that the school has re-
ceived twice the expected number of 
applications for the program (Wall 
Street Journal, 10/29/2013).

While these proposals may or may 
not be successful, technology is en-
abling many new ideas for higher edu-
cation. This Viewpoint describes the 
promises (and threats) of innovations 
like these based on my experience 
teaching along with my research on 
disruptive technologies.2,5 

A Typology
Table 1 summarizes a wide variety of 
new instructional practices enabled by 
technology. Online education includes 
fully online classes, blended learning 
and MOOCs, and these can be mixed 
and matched to create a huge variety of 
student experiences.a

Opportunities and Threats
Table 2 describes opportunities and 
threats from disruptive technologies 
applied to learning. The table distin-
guishes among content producers/
consumers who create and use MOOCs 
and other online materials, and con-
tent consumers who use content cre-
ated by others.

The development of MOOCs and 
other kinds of online education 
expands the scope of the univer-
sity far beyond students on campus 
and its alumni; schools can have a 
global reach. My first MOOC had 
students from nearly 100 countries. 
Along with this expansion of scope 
will come increased competition; 
MOOCs and online courses spread a 
school’s brand around the world. But 
that means universities will compete 
with each other to attract students 
for a variety of programs and courses, 
and we will see competition at the 
level of the individual course and in-
dividual course module.

a	 A blended format generally refers to a course 
where there are no lectures with class time de-
voted to discussion or solving problems. This for-
mat is associated with the “flipped classroom” 
from the Khan Academy’s successful program to 
change traditional approaches to teaching.

Generation Rwanda and the Mi-
nerva Project preview what could be-
come the greatest threat to universi-
ties: new ventures consuming content 
with cost structures that are a fraction 
of the costs of existing universities. 
The content producer develops and 
distributes content; it has to worry 
about the high investments needed to 
develop courses. The university that 
primarily acquires content benefits 
from these efforts. However, there 
must be a balance so that the content 
producers and consumers remain vi-
able financially. There will be a new 
funding model as organizations like 
Coursera license MOOCs to a school 
and collect a royalty shared with the 
school that created the MOOC.4 San 
Jose State University is using MOOCs 
for remedial work (New York Times, 

Technology-enhanced 
instruction places 
more responsibility 
on the student for 
learning and less on 
the faculty member.

Table 1. Types of instruction and technology-enabled teaching.

Type of Instruction Technology-Enabled Teaching Examples

Instruction at for-profit universities. Generally offerings of asynchronous online courses mostly 
taught by non-Ph.D. faculty with little or no direct faculty-
student interaction.

To reach students unable to come  
to a physical campus, for example, 
an online MBA program.

1. Synchronous online courses with online interaction 
between Ph.D. faculty and students plus asynchronous 
homework; possibly combined with short residence sessions. 
2. A program like Georgia Tech’s featuring MOOCs and 
physical proctoring of exams.

To improve the quality of courses  
that meet physically: Part I.

Blended courses with physical class meetings of shorter 
duration than a traditional class with video-lectures and 
multimedia homework; generally expect Ph.D. faculty.

To improve the quality of courses  
that meet physically: Part II.

Integrate MOOCs in to the traditional class taught by 
creative and capable Ph.D. faculty.

Instruction for underserved  
populations and countries.

Free MOOCs with asynchronous videos and interactive 
sessions via Google Hangouts for a small number of 
participants and the faculty.

New models for the university:  
the threat to traditional schools.

1. Project Minerva with streaming video by star faculty and 
local discussion groups. 2. MOOC degree programs. 3. A 
MOOC university.
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Blockbuster, Borders, or the news-
paper industry. Universities should 
meet these challenges by being bold 
in thought and action rather than by 
making incremental changes. Some 
suggestions include:

˲˲ Establish associate provost and as-
sociate dean positions for blended and 
online courses and MOOCs. Convert-
ing hundreds of courses to blended re-
quires a strong leader and champion.

˲˲ Move aggressively into the de-
veloping markets for different pro-
grams. There is likely to be a strong 
first-mover advantage from being 
early to the market and establishing 
a school’s brand.

˲˲ Expedite the development of 
blended and online courses by provid-
ing faculty incentives for transitioning 
their courses. This effort will be mas-
sive and will require substantial re-
sources and funds.

˲˲ Offer degree programs online 
with a focus on high quality and rig-
orous courses with faculty-student 
interaction.

place. It will be possible to configure 
custom degree programs so that stu-
dents will not be confined only to com-
pletely faculty-defined courses of study.

Do we know that technology-en-
hanced learning is better than tradi-
tional learning? Daphne Koller, co-
founder of Coursera, argues that the 
technology will improve the quality 
of education, not replace the teacher. 
“The online experience allows stu-
dents to watch at their own pace, to 
achieve mastery in a topic before the 
class moves on to the next one, to real-
ly practice until they get it (Wall Street 
Journal, 5/15/2013).” At this point 
there are few rigorous, credible stud-
ies of synchronous and asynchronous 
learning or MOOCs at the college 
level.b San Jose State found that in a 
blended circuits course meeting for 
discussion and using MIT’s online 
circuits course outside of class time, 
91% of students passed compared to 
59% in the traditional class (New York 
Times, 4/30/2013). My experience sug-
gests a shorter class focused on dis-
cussion as opposed to lecturing cre-
ates a more stimulating discussion, 
but both of these observations are far 
from controlled experiments and the 
question remains to be answered.

Faculty can add value to exist-
ing courses given the availability of 
MOOCs and other materials. An eco-
nomics professor might include parts 
of MOOCs from two Nobel prize-win-
ning economists in class. The great-
est fear is that a few star faculty mem-
bers from top universities teach video 
courses while the rest of the faculty be-
comes discussion leaders or teaching 
assistants. A faculty member creates 
a course by determining its content, 
choosing from available online ma-
terials and readings, designing class 
sessions, preparing assignments, and 
bringing relevant research into the 
discussions. The best strategy for fac-
ulty members is to be creative in using 

b	 The U.S. Department of Education website has 
several meta studies of online education. While 
there has been a large number of studies, many 
suffer from weak controls and lack rigor. The 
Ithaka project conducted a randomized study 
of the use of an interactive statistics course 
developed by Carnegie Mellon University and 
found no major differences on learning out-
comes between students in a traditional course 
and the CMU course.1

new and traditional approaches to add 
value to their courses and to learn how 
to be mentors and coaches for their 
students. In a recent interview Koller 
said: “What we hope and believe is 
that the role of teachers will change. 
A teacher will have more time to 
spend teaching as opposed to spend-
ing time in content development and 
preparation and in grading endless 
repetitions of the same assignments. 
Students will come to class to actually 
have meaningful, engaged discussion 
with others students and instructors.” 
(Wall Street Journal, 5/15/2013).

Recommendations for a Strategy
Universities in the U.S. and other 
countries today are able to transform 
the teaching and learning process 
through the use of technology. But 
this technology is fundamentally 
disruptive to our current model of 
higher education.6 It will indeed be a 
tragedy if universities deny that a dis-
ruptive technology will affect them 
and end up in the position of Kodak, 

Power consumption for typical components.Table 2. Opportunities and threats from technology-enabled learning.

Entity Opportunity

The University

	 Content consumer Expand brand globally, generate revenue from content, 
contribute to raising the global level of education, 
reconfigure campus.

	 Content producer/consumer

		  Established Supplement courses with new material from top  
faculty, reconfigure campus.

		  Start-up Create a new school without a costly faculty or  
physical plant.

Students Increased flexibility; opportunity to spend less time on 
campus, variety of subjects available, improved learning out-
comes, enhance educational opportunities around the world.

Faculty Opportunity to use new content to add value to courses

 
Entity Threat

The University

	 Content consumer High investment cost, overruns, competition from peers 
developing content and from established and startup 
universities with lower cost structures; competition at the 
level of the individual course and the individual course 
module.

	 Content producer/consumer

		  Established Competition from startups and schools with different models 
for education and lower cost structures.

		  Start-up Establishing brand and reputation for quality.

Students Accepting more responsibility for learning, whether learning 
outcomes will be better, whether nontraditional degrees  
and certificates will count with employers and others.

Faculty Becoming TAs for star content producers, less need  
for Ph.D. faculty.
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˲˲ Move quickly to convert part-time 
programs to blended courses, reduc-
ing the amount of time students spend 
in class.

˲˲ Create and market MOOCs with 
the university’s brand and create a 
favorable balance of trade in course 
royalties.

˲˲ Develop courses and degree pro-
grams based on MOOCs that award 
credit for students who pay tuition and 
take proctored exams.

˲˲  Develop support staff and infra-
structure to assist faculty in the transition.

˲˲ Hire star teaching faculty who 
can bring research to their classes 
and keep them constantly updated. 
The new star will be someone who 
connects with and challenges stu-
dents through interactive sessions 
and forums.

˲˲ Base hiring on teaching as well as 
research potential.

˲˲ Review promotion and tenure poli-
cies to give more credit for teaching. 
See if the faculty member brings re-
search into her courses.

˲˲ Enable students to create custom 
degree programs, mixing and match-
ing courses from their home institu-
tion with online courses and MOOCs 
from other schools. 

˲˲ Provide the flexibility for students 
to spend time on campus as well as at 
home during undergraduate years.

˲˲ Plan physical facilities that fit 
technology-enhanced learning. The 
large lecture is dead; blended courses 
will be in the 30–50 student size range; 
students will spend less time in class, 
freeing classroom capacity.

˲˲ Create dormitories that provide 
for shorter stays from a few months to 
a semester.

˲˲ Consider partnering with organi-
zations that offer MOOCs and compa-
nies that provide support for develop-
ing online programs.

˲˲ Find a replacement for the credit 
hour; student requirements for a de-
gree and faculty workloads are tied to 
the credit hour. Yet what does a credit 
hour mean in a blended course?

Conclusion
Technology is both transformational 
and disruptive for universities. Proj-
ect Minerva and Generation Rwanda 
are examples of how one can create a 
university that is enabled by technol-

ogy. Georgia Tech’s master’s degree 
in computer science shows how to 
use MOOCs to dramatically reduce 
tuition costs for students enrolled for 
a degree. Who is threatened by tech-
nology-enabled learning? Every uni-
versity needs to be concerned because 
it is not clear how different types of 
schools will be impacted. On bal-
ance, it is a time of great opportunity 
to improve the quality of education, 
put students in a position to be more 
responsible for their own learning, 
and dramatically extend the reach 
of each institution. The technology 
will let us leverage the human capital 
and knowledge on our campuses and 
use it to raise the level of education 
around the world. Will universities 
devote their resources and energy to 
meeting this challenge?	
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Viewpoint  
A Turing Tale  
Assessing the accuracy of popular descriptions  
of Alan Turing’s influences and legacy. 

words meant exactly the same to every 
historical actor. In this Viewpoint, they 
refer to a large store inside the com-
puter, containing both numbers and 
instructions. According to the current 
state of the art in the history of comput-
ing, the words “stored program” were 
introduced in 1949 by IBM engineers 
in Poughkeepsie, NY.8

Although all three Turing scholars 
have their own unique narrative thrust, 
I will discuss Hodges’s 1983 biography 

M
UCH HAS BEEN  written 
about Alan Turing dur-
ing the past decades and 
by a variety of people, in-
cluding historians, phi-

losophers, and logicians. Becoming a 
Turing scholar today not only requires 
archival research but also the study 
of several secondary sources. Doing 
the latter leads to the observation that 
many texts contain flaws.

In this Viewpoint, I compare and 
contrast some key arguments put forth 
by three Turing scholars—Andrew 
Hodges, Martin Davis, and Jack Co-
peland—highlighting the conceptual 
difference between a “universal Tur-
ing machine” and a “stored program” 
computer. My findings complement 
Thomas Haigh’s January 2014 Com-
munications Historical Reflections col-
umn, “Actually, Turing Did Not Invent 
the Computer.”7

In his 1936 paper, “On Computable 
Numbers,” Turing introduced his au-
tomatic machines, which do not con-
tain a finite output (nor an input) as is 
the case with the later-devised “Turing 
machines.” Turing wanted each of his 
machines to compute and print a real 
number (such as π and ¼). For exam-
ple, the machine computing ¼ prints 
the digits 0 and 1 and then forever 
prints the digit 0 in accordance with 
¼’s binary representation: 0.01000…

During the course of three decades, 
Turing, Emil Post, Alonzo Church, Ste-
phen Kleene, Martin Davis, Saul Gorn, 
and others recast the concept of Tur-
ing’s 1936 automatic machine. Several 
years were needed for the term “uni-
versal Turing machine” to acquire an 

invariant meaning.5,12 Martin Davis pre-
sented a modern definition in his 1958 
book Computability and Unsolvability3 
and a definition for the layman in his 
recent book The Universal Computer: 
The Road from Leibniz to Turing4—two 
definitions I abide with here and with 
which modern textbooks in computer 
science comply.

The meaning attached to the words 
“stored program” also changed in the 
post-war years and it is unlikely those 

V
viewpoints

http://mags.acm.org/communications/october_2014/TrackLink.action?pageName=36&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2629499


OCTOBER 2014  |   VOL.  57  |   NO.  10  |   COMMUNICATIONS OF THE ACM     37

viewpoints

V
viewpoints

as a Turing Tale, starting with Tur-
ing’s abstract 1936 paper and end-
ing with the modern computer.2 They 
completely neglect that grasping the 
emerging practical implications of 
Turing’s 1936 paper took several years, 
even for logicians.

To set the stage for Turing, Davis 
refers to a tiny excerpt from Babbage’s 
writings—which states that his ana-
lytical engine “could do everything but 
compose country dances”—to con-
clude that Babbage had a limited view 
on universality.4

Davis also puts Turing on a pedestal 
by ridiculing the following 1955 state-
ment of the computer pioneer How-
ard Aiken: “If it should turn out that 
the basic logics of a machine designed 
for the numerical solution of differen-
tial equations coincide with the logics 
of a machine intended to make bills 
for a department store, I would regard 
this as the most amazing coincidence 
that I have ever encountered.”4

Davis rightfully observes that Ai-
ken did not grasp Turing’s notion of 
universality. But Davis takes one step 
too many when he portrays Aiken as 
someone who was therefore lagging 
behind on the current events of his 
time. In Davis’s words: “If Aiken had 
grasped the significance of Alan Tur-
ing’s paper, published two decades 
earlier, he would never have made 
such a preposterous statement.”4

A more careful interpretation of his-
tory, by contrast, characterizes Aiken 
as one of several computer profession-
als who simply did not have to rely on 
Turing’s “universal machine” concept 
to advance computer technology—an 
observation that is apparently difficult 
to make by an eminent logician who 
has experienced the past differently. 
Davis was in fact still writing down his 
newly acquired insights between Tur-
ing’s theory and computing practice in 
his book Computability and Unsolvabil-
ityb when Aiken made his “preposter-
ous” statement in 1955. Davis’s 1958 
book opened the eyes of many mathe-
matically inclined computer program-
mers,11 a large percentage of which 
had not heard of Turing until then.

Davis also notes that “Turing’s 
universal computer was a marvel-

b	 As Davis confirmed to me (Ghent, November 
8, 2011).

first and then scrutinize Davis’s and 
Copeland’s work together. Davis and 
Copeland have more in common than 
meets the eye.

Hodges
In his authoritative biography, Hodges 
put Turing’s life in a pluralistic con-
text, as the following points illustrate:

˲˲ Also in a world without Turing, 
his universal machine would have 
come to light in one form or another 
and in no small part due to Emil Post, 
even though Post’s “worker” model 
did not include a “universal machine” 
construction.9

˲˲ One hundred years before Turing, 
Babbage had already planned for stor-
ing numbers in a machine that was 
universal, as he and Ada (Countess of 
Lovelace) were well aware.9

˲˲ In America, Eckert and Mauchly 
perceived the idea of storing instruc-
tions inside the machine, in electron-
ic form.9

˲˲ Von Neumann may or may not 
have been influenced by Turing when 
working on the ENIAC-to-EDVAC 
transition.9

Hodges stressed throughout his 
book that Turing was not taken seri-
ously by most of his contemporaries 
in the arena of computer building.9 
Turing’s 1936 paper meant a lot to him 
and to some of his close colleagues, 
as Charles G. Darwin’s repeated state-
ments in 1946 about the ACE machine 
illustrate.9 That said, Turing’s paper 
had little impact on the computer-
building community at large.9

In what respect, then, did Turing 
stand out in the 1940s?

Turing had the remarkable ability 
to unify seemingly disparate theoreti-
cal and practical concepts. He needed 
just one tape in his 1936 paper and just 
one electronic memory in the 1940s. 
In Hodges’s words: “This [unification 
of data and instructions] was the new 
idea, … For it threw all the emphasis 
on to a new place—the construction 
of a large, fast, effective, all-purpose 
electronic ‘memory.’ And in its way it 
made everything much more simple, 
less cluttered in conception.”9

The idea to unify was, however, 
not solely Turing’s, nor did it require 
knowledge of Turing’s 1936 paper 
per se. But, Turing’s unification was, 
unlike that of most of his contem-

poraries, also theoretical in nature. 
Based on his 1936 universal machine, 
Turing was able to see that one ma-
chine could do the job of several spe-
cial-purpose machines.9 This grander 
picture of computing was something 
Turing was not able to convey clearly 
in the 1940s to his contemporaries 
who were eagerly, and successfully, 
building modern computers. That, 
in brief, is what I take to be Hodges’s 
central technical theme.

Hodges distinguished between Bab-
bage’s universal physical machine and 
Turing’s universal physical machine. 
Babbage had not stored instructions 
internally in his machine while Turing 
planned to do just that. As Hodges im-
plicitly conveyed, storing instructions 
externally (on, say, paper tape) or inter-
nally (in computer memory) does not 
matter in terms of Turing’s universal-
ity.9 Men like Turing and von Neumann 
very likely understood this theoretical 
connection during the 1940s, while 
many contemporaries did not.a

Davis and Copeland
In contrast to Hodges, both Davis and 
Copeland depict history as a stream, 

a	 I am giving Turing and von Neumann the 
benefit of the doubt here. This is similar to 
Hodges’s conjecture that Turing also knew all 
along that “program modification does not ex-
tend the range of possible operations” either.9 
Hodges noted Herman Goldstine apparently 
did not see this connection, thereby suggest-
ing Turing’s 1936 paper was received in dif-
ferent (and less thorough) ways among those 
who did come across his work. (Goldstine had 
eagerly read Turing’s 1936 paper by January 8, 
1946.6 My thanks to Thomas Haigh and Mark 
Priestley for bringing Herman Goldstine’s let-
ter to my attention.) I opine that many people 
today mistakenly take “program modifica-
tion” to be part and parcel of Turing’s 1936 
universal-machine construction.

Turing had  
the remarkable  
ability to unify  
seemingly disparate  
theoretical and 
practical concepts.
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between both opposites. Historians 
who want to improve upon Hodge’s 
historiography should ask: When, 
how, and why did Turing’s work 
influence other actors during the 
course of history? The assessment of 
Turing’s contemporaries and succes-
sors thus matters a great deal.

I conclude that Hodges’s 1983 bi-
ography is far more accurate than 
anything that has been written since. 
From the 1970s onward, popular 
claims have been made, describing 
Turing as the “inventor of the comput-
er”; but, see Burks’s fitting rebuttal1 
and van Rijsbergen’s and Vardi’s sober 
reflections on Turing’s legacy14,15—a 
legacy that lies more in programming 
than in computer building.5	
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ous conceptual device,” which is of 
course true, and then continues as 
follows: “But could one actually build 
such a thing?…These questions were 
in Turing’s mind from the very first.”4 
Hodges, by contrast, has cautioned his 
readership not to blindly believe that 
Turing set about constructing a univer-
sal machine before the war.9 Although 
Turing was a very creative and rather 
unusual mathematician, he, too, need-
ed time to connect his 1936 work on 
logic to rapidly changing technology.

Copeland goes even further than 
Davis by conflating the “universal 
machine” and the “stored program” 
concepts. (Copeland is not alone. 
See, for example, Priestley’s scru-
tiny of Ceruzzi’s work.13) Copeland 
misleadingly describes “the stored-
program universal computer” as a 
“single invention” from 19362—a 
statement that both Hodges and Da-
vis have complained about.4,10

“Computer science textbooks,” 
Copeland says, “often attribute Tur-
ing’s stored-program concept to von 
Neumann.” But, Copeland insists, 
von Neumann “never claimed it as his 
own.”2 Copeland then continues: “On 
the contrary, von Neumann said that 
Turing’s ‘great positive contribution’ 
was to show that ‘one, definite mecha-
nism can be universal.’”c,2

Von Neumann referred here to Tur-
ing’s 1936 universal machine, which is 
not the same as the “stored program” 
computer of the 1940s. A “stored pro-
gram” is only a means to constructing 
a practical realization of a “universal 
Turing machine.” Turing and von Neu-
mann were able to make this observa-
tion, exactly because they were well 
versed in both theory and practice. Von 
Neumann’s letterc does not support 
Copeland’s reasoning.

Finally, lack of primary sources 
forces both Davis and Copeland to 
repeatedly refer to praising, second-
hand, comments. Davis relies on 
Time magazine to make a case for 
Turing.4 Copeland, in turn, writes: 
“Many people have acclaimed von 
Neumann as the ‘father of the com-
puter,’ von Neumann’s friend Stanley 
Frankel observed, “but I am sure that 
he would never have made that mis-
take himself.”2

c	 Von Neumann’s letter to Wiener, 1946.

Here we have one of several refer-
encesd in Copeland’s book to contem-
poraries of von Neumann. Such recol-
lections should be handled with care 
because they come from people who 
participated in a success story that was 
already several decades old and were in 
no better position than most of us to-
day to identify what only very few men 
like Turing and von Neumann knew.

Conclusion 
All three Turing scholars—Hodges, 
Davis, and Copeland—depict the 
1940s as a heterogeneous decade. 
The first half was one of secrecy: Tur-
ing was involved in practical issues 
concerned with electronic computa-
tion (albeit for a special kind) and 
was aware of the completion and sig-
nificance of the Colossus computers. 
During the second half of the 1940s, 
Turing and a small number of by now 
highly expert colleagues were—de-
spite being unable to tell anyone of 
the sources of their expertise—active-
ly and publicly involved in computer 
projects in the U.K.

In retrospect, then, the reader 
can argue that I have put too much 
weight on the assessment of Turing’s 
contemporaries. I think most readers 
will agree with me when I say Turing 
was a genius. What is relevant here 
is the following type of question: Did 
this genius live on a remote island, 
or did everybody depend on him to 
advance computer technology? If 
the former were true, then scholars 
would hardly be interested in Turing 
to begin with. Davis and Copeland 
want us to believe the latter extreme, 
while Hodges places Turing’s life in 

d	 Frankel’s letter to Randell, 1972.
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why did Turing’s work 
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Public, verifiable, append-only logs.

BY BEN LAURIE

ON  AUGUST 28,  2011  a mis-issued wildcard HTTPS 
certificate for google.com was used to conduct a man-
in-the-middle attack against multiple users in Iran. 
The certificate had been issued by a Dutch certificate 
authority (CA) known as DigiNotar, a subsidiary of 
VASCO Data Security International. Later analysis 
showed that DigiNotar had been aware of the breach 
in its systems for more than a month—since at least 
July 19. It also showed that at least 531 fraudulent 
certificates had been issued. The final count may 
never be known, since DigiNotar did not have records 
of all the mis-issued certificates. On Sept. 20, 2011, 
DigiNotar was declared bankrupt. 

The damage caused by this breach was not confined 
to Iran. When the DigiNotar roots were eventually 
revoked, two weeks after the initial discovery, they 
included one used by the Dutch government to 
provide Internet services. This revocation prevented 
the Dutch from buying and selling cars, electronically 
clearing customs, and purchasing electricity on the 
international market, among many other things. Also, 
of course, every Web server with a certificate issued by 

DigiNotar had to scramble to get a 
new certificate. 

This was not the first time a CA had 
been compromised, nor was it the last. 
The Comodo Group (fraudulent certifi-
cates issued for Google, Yahoo!, Skype 
and others),1 TürkTrust (unauthorized 
google.com certificate),2 and ANSSI 
(certificates issued via an intermediate 
allegedly for local network monitoring) 
have all had reported breaches or inter-
nal mis-issuance. More such incidents 
are sure to come. 

It is easy to blame the CAs’ poor se-
curity for these breaches, but the fact 
is the state of the art in software en-
gineering and system design cannot 
render anyone absolutely safe from 
attack. While the CAs surely must take 
some of the blame (particularly those 
that know what has happened but keep 
it quiet in the hope they will get away 
with it!), no one yet knows how to build 
a completely foolproof system. So, how 
can we make things better? 

Alternatives to the CA
Perhaps it is instructive to take a step 
back and consider the problem we are 
really trying to solve: ultimately, we 
want to ensure Web users are actually 
talking to whom they think they are 
talking to, and that no one else can 
intercept the conversation. That is 
really an impossible goal—how can a 
computer know what the user is think-
ing—but for now let’s reduce the prob-
lem to a slightly different one: how to 
ensure the Web user is talking to the 
owner of the domain corresponding 
to the URL being used. Granted, this 
is a rather weak strategy, but it does 
work in at least some circumstances. 
Most people know the right URL for 
the big websites such as Google, Pay-
Pal, and eBay. Likewise, if users follow 
a correct link from an honest source 
(which is, in practice, most links), they 
are protected. 

The solution the computer world 
has relied on for many years is to in-
troduce into the system trusted third 
parties (CAs) that vouch for the bind-
ing between the domain name and 

Certificate 
Transparency
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the private key. The problem is that 
we have managed to bless several 
hundred of these supposedly trusted 
parties, any of which can vouch for 
any domain name. Every now and 
then, one of them gets it wrong, some-
times spectacularly. 

What are the alternatives? And what 
are the constraints on them? Let’s talk 
about constraints first. 

Constraints. The constraints will 
definitely vary depending on the nature 
of the system. Here, the focus is on the 
Web from the point of view of Google 
Chrome. The following are some con-
straints to consider in devising a se-
cure system for Chrome:

˲˲ Migration path. There must be 
some plausible way to get there from 
here. Solutions that require the whole 
world to change on a flag day, for exam-
ple, are just not going to fly.

˲˲ Generally applicable. No one is 
special. Everyone must be able to par-
ticipate. In other words, the solution 
must scale.

˲˲ (Almost) no added latency. Chrome 
is very passionate about page load 
times, so they cannot be made notice-
ably slower. A corollary is no synchro-

nous out-of-band communications: 
everything needed before a page loads 
must arrive in the same channel as the 
page itself. Experience shows that if 
we have to consult another source, it 
will fail and it will be slow. (For a dis-
cussion of that experience, see https:// 
www.imperialviolet.org/2014/04/19/ 
revchecking.html.)

˲˲ Do not make the situation worse. 
For example, “fixing” one set of trusted 
third parties by introducing another 
does not seem like a step forward.

˲˲ Do not push the decision onto the 
end user. We already know users do 
not understand certificate warnings. 
Expecting them to make sense of even 
more complex schemes is unlikely to 
be the answer. 

Given the shortcomings of CAs and 
the system of trusted third parties to 
ensure Internet security, several alter-
natives have surfaced. At Google we 
have found only one (spoiler alert)—
Certificate Transparency—that can 
overcome all the constraints and pres-
ent a reasonable solution to the secu-
rity problem. Before considering why 
that is the case, let’s look at some of the 
other alternatives. 

Pinning. One alternative is for 
websites to advertise which certifi-
cates (or CAs) are correct for them, 
with the browser rejecting any cer-
tificate that is not on that list. Right 
now, pins for some sites are built into 
Chrome, but proposals exist to allow 
anyone to advertise a pin (for exam-
ple, https://datatracker.ietf.org/doc/
draft-ietf-websec-key-pinning/ and 
http://datatracker.ietf.org/doc/draft-
perrin-tls-tack/).

Pinning fails for subtle reasons. 
What happens when something 
goes wrong? Clearly, a pin cannot 
simply be replaced by a new pin, or 
the whole point is defeated. So, pins 
expire after some preset time. If you 
lose your key before the pin expires, 
then your site does not work until it 
does expire. Short expiration times 
provide little protection from in-
terlopers, but long pin times could 
mean some serious downtime in the 
event of disaster. 

Right now, if this happens, the re-
course is to contact Chrome and ask to 
change your pin, but this is not a scal-
able, inclusive solution. Furthermore, at 
least while pins are built into Chrome, 
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issues by subverted or malicious CAs. 
Clearly they will simply not bother to 
consult the CAA record. 

More importantly, however, DNS-
SEC, like the existing public-key in-
frastructure (PKI), introduces trusted 
third parties into the equation, which 
may or may not fulfill their duties. The 
trusted third parties in this case are 
DNS registries and registrars. Sadly, 
their security record is substantially 
less impressive than that of CAs. 

Some argue that DNSSEC has an 
inherent protection against subver-
sion of these trusted third parties, be-
cause the public nature of DNS makes 
any meddling immediately visible. 
The problem with this theory is that 
DNS is a distributed system—my view 
is not your view, and there is nothing 
ensuring our two views are consistent. 
It is thus relatively easy for attackers 
to present a split world showing one 
set of DNS records to their victims and 
another set to those who seek to check 
the integrity of DNS. 

Another problem is simply that 
DNSSEC so far is not widely deployed, 
so we would be gating one improve-
ment on another for which we have 
already waited well over a decade (in-
deed, I was busy fixing the “last” prob-
lem in DNSSEC more than eight years 
ago; see RFC 5155 http://tools.ietf.org/
html/rfc5155). 

Finally, experiments indicate that at 
least 4% of clients cannot get DNSSEC 
records at all because of routers that 
take over the DNS and do not support 
DNSSEC, because of captive portals 
and the like, and because of blocking 
TCP on port 53 (DNS is usually served 
over UDP, but larger records require 
fallback to TCP), and other causes. 

Note, however, that DANE would be 
useful in the context of SMTP. SMTP 
servers are already fully at the mercy of 
DNS and currently use only opportunis-
tic Transport Layer Security (TLS). DANE 
would definitely be an improvement. 

Bitcoin-based solutions. I have 
written extensively on what is wrong 
with Bitcoin (for example, it is the least 
green invention ever, and all of history 
could be destroyed by a sufficiently 
powerful adversary if it were truly de-
centralized, which it is not). Neverthe-
less, people continue to worship irra-
tionally at the altar of Bitcoin, and this 
worship extends to DNS and keys—for 

it introduces a new trusted third party 
(such as Google). 

Notaries. Another popular alterna-
tive is to use notaries. The best-known 
notaries are the Perspectives project 
(http://perspectives-project.org/) and 
Convergence (http://convergence.io/).  
Google also ran one for a while, called 
the SSL Certificate Catalog,4 but decid-
ed not to continue to support it after 
starting work on Certificate Transpar-
ency. The idea is to scan the Internet pe-
riodically, ideally from multiple points 
of view, inserting all certificates into a 
notary log, which can later be asked, 
“Have you seen this certificate before?” 
If the answer is “no” or “not very often,” 
then the certificate might be viewed 
with some suspicion. 

This idea has quite a few problems. 
The biggest one is that an answer of 
“no” could simply indicate the site 
has just changed its certificate. Should 
sites be inaccessible every time they 
renew their certificates? That seems 
unwieldy. Second, the notary approach 
involves an out-of-band check, which 
breaks one of the deployability rules. 
Third, a bold attacker might deploy a 
fake certificate widely, which would 
make the notaries think everything is 
fine. Finally, it introduces a new trust-
ed third party. 

DNSSEC. Another alternative is to 
base trust in Domain Name System 
Security Extensions (DNSSEC). Two 
mechanisms exist for this purpose: 
DNS-based Authentication of Named 
Entities (DANE; https://tools.ietf.org/
html/rfc6698) and Certification Au-
thority Authorization; (CAA; https://
tools.ietf.org/html/rfc6844). Strictly 
speaking, CAA makes DNSSEC op-
tional but strongly recommended. 
Both DANE and CAA associate par-
ticular certificates or CAs with hosts 
in the obvious way by having appro-
priate DNS records for the host’s 
name. The difference is the way the 
records are used: DANE records are to 
be checked by clients when connect-
ing to servers; CAA records are to be 
checked by CAs when issuing certifi-
cates. If the CA is not included in the 
CAA record for the new certificate, 
then it should refuse to issue. 

Both proposals have problems that 
are inherent in DNSSEC, but CAA also 
has the further issue of not really solv-
ing part of the problem—namely, mis-

Given the 
shortcomings of 
CAs and the system 
of trusted third 
parties to ensure 
Internet security, 
several alternatives 
have surfaced.  
At Google  
we have found  
one that works  
(spoiler alert)—
Certificate 
Transparency.
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example, DNSChain (https://github.
com/okTurtles/dnschain). 

Apart from being an extremely 
costly solution (in terms of wasted en-
ergy, in perpetuity), it also introduces 
new trusted third parties (those who 
establish the “consensus” in the 
block chain) and has no mechanism 
for verification. 

Certificate Transparency
The drawbacks of all these alterna-
tives have led us to pursue a different 
approach, called Certificate Trans-
parency. The core idea behind Cer-
tificate Transparency is the public, 
verifiable, append-only log. Creating 
a log of all certificates issued that 
does not need to be trusted because it 
is cryptographically verifiable (and it 
turns out this is possible, as explained 
in more detail later) allows clients to 
check that certificates are in the log, 
and servers can monitor the log for 
mis-issued certificates. If clients de-
cline to connect to sites whose certifi-
cates have not been logged, then this 
is a complete solution. It becomes 
impossible to mis-issue a certificate 
without detection. 

This mechanism allows us to meet 
all the constraints listed earlier. There 
is a migration path: certificates con-
tinue to be issued and revoked as they 
always have been, and over time more 
and more clients check for log inclu-
sion, and more and more servers moni-
tor the logs. Even before all clients 
check, the fact that some do confers a 
herd immunity on the remainder. 

Everyone can participate. It is not 
difficult to get a certificate into a log, 
and since the log itself makes no judg-
ment on the correctness of the certifi-
cate, there is no change to the revoca-
tion of bad certificates, which is still 
done by the CAs. 

Latency is not added because log-
inclusion proofs are compact and in-
cluded in the TLS handshake. 

No trusted third party is introduced. 
Although the log is indeed a third party, 
it is not trusted; anyone can check its 
correct operation and, if it misbehaves, 
prove that it did. 

Finally, Certificate Transparency 
does not push the decision onto the 
user. The certificate is either logged 
or it is not. If it is logged, then the cor-
responding server operator (or other 

interested parties) can see it and take 
appropriate action if it is not valid. If it 
is not logged, then the browser simply 
declines to make the connection. 

How it works. How do you build a 
verifiable, append-only log? This turns 
out to be relatively straightforward in 
essence, although there are some de-
sign trade-offs and some interesting 
problems to overcome. One obvious 
approach would be for clients of the 
log simply to verify, by periodically 
downloading the entire log, that it sat-
isfies the append-only property. A cli-
ent could also compare its copy of the 
log with other clients’ copies to verify  
they are all seeing the same log. Then 
everyone would know the log is indeed 
public and append-only. 

This is very wasteful of bandwidth 
and storage, however. A better ap-
proach is to use Merkle trees, as shown 
in the accompanying figure. A Merkle 
tree’s leaves are the items in the log. 
Each branch in the tree is a crypto-
graphic hash of the nodes below the 
branch (this follows the somewhat odd 
convention that trees grow downward; 
the root is at the top, the leaves are at 
the bottom). Clearly, from the proper-
ties of cryptographic hashes, each node 
is a summary of all the nodes below it: 
none can be modified without chang-
ing the hash. Thus, the root of the tree 
is a summary of all of the leaves. This 
means it is now possible for clients 
to efficiently verify they have seen the 
same tree by simply comparing a hash. 

That is not all we want from a log, 
however. We would like to verify things 
that are claimed to be in the log are 
actually in the log and the log has the 
append-only property (or to put it an-
other way, the entirety of yesterday’s 
log is included in today’s log). Fortu-
nately, a Merkle tree is an efficient way 
of accomplishing this. To show that 
a particular leaf is in a log, all that is 
needed is the hash of that leaf and a 
list of neighboring hashes working 
up the tree. The root can be recalcu-
lated from this list, and, because the 
hash is cryptographic, this means 
the leaf must be present in the tree 
(otherwise, it would not be possible 
to produce a list of hashes that com-
bine with the leaf hash to produce the 
root hash). Similarly, yesterday’s root 
can be linked to today’s root by a list 
of hashes representing the new items 
added to the tree. 

One more ingredient is needed 
for a complete system. If a log misbe-
haves, then we need to be able to prove 
it has done so. Luckily, this is again 
rather easy. The log simply needs to 
sign things. In principle, in fact, the 
log could sign just one thing: the root 
of the tree. This is also a signature for 
everything included in the tree. 

This leads to the first trade-off. Logs 
should be both highly available and 
consistent. In order for TLS clients to 
ensure certificates are actually in the 
log, each certificate must include some 
kind of proof of inclusion. (Techni-
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a millisecond on modern hardware. 
But this is not quite true. Since the 
SCT is a promise to include the certifi-
cate, the log absolutely cannot afford 
to lose the certificate once it has is-
sued an SCT. Therefore, the log must 
have some redundancy in the stor-
age of incoming certificates; the cer-
tificate should probably be stored in 
multiple data centers. This does allow 
the consistency requirement to be re-
laxed. A log can store incoming certif-
icates in some subset of its redundant 
instances and later resolve any incon-
sistencies before deciding on an or-
der for new certificates and generat-
ing a new version of the log. This kind 
of redundancy is substantially faster 
than consistent redundancy. 

The next trade-off is the MMD. Ob-
viously, those monitoring logs would 
like the MMD to be as short as possible, 
since a log colluding in deliberate mis-
issuance will presumably delay log-
ging for as long as possible. Note that if 
the log does not collude or lose control 
of its key, the CA (or the CA’s attacker) 
cannot influence the time taken by the 

cally, the proof can come anywhere in 
the conversation with the server, but 
since rolling out new server software 
will take many years, the only option 
that can be universally deployed right 
now is to include the proof directly in 
the certificate.) 

Our initial thought was to include 
a Merkle proof—that is, a signed tree 
head and the hashes leading from the 
entry for the certificate to the signed 
head. This runs sharply into the avail-
able/consistent trade-off, however: in 
order to make the log highly available, 
you need to run multiple instances 
that are geographically distributed. 
That means the process of synchro-
nizing the instances can potentially 
take some time, and they must be syn-
chronized to achieve the append-only 
property. Therefore, before a CA can 
issue a certificate, it must first submit 
it to the log and wait until the log has 
synchronized all its instances (in order 
to assign the new certificate a position 
in the log) and returned a Merkle proof 
for the new version of the log. Although 
this can be quite fast most of the time, 

in the face of network and server out-
ages it could take quite some time—
hours or possibly even days. 

CAs found this delay in their issu-
ance pipelines to be unacceptable. In 
fact, there are points on the trade-off 
spectrum that are even slower—for 
example, the log could return both a 
proof of inclusion and proof that log 
monitors had not only seen the new 
certificate, but also had time to take 
action if it had been incorrectly issued. 

Luckily, there are also points on the 
spectrum that are faster. The version 
that was finally implemented has the 
log server return a signed timestamp 
for the new certificate, known as an 
signed certificate timestamp (SCT). 
This signed timestamp is a promise 
for future inclusion in the log. Each log 
has a maximum merge delay (MMD) 
parameter, which says how long after 
issuing the signed timestamp it is per-
mitted to wait before inclusion. 

On the face of it, this would seem 
to allow the log to respond instantly, 
since all it needs to do is generate a 
signature, a process that takes under 



OCTOBER 2014  |   VOL.  57  |   NO.  10  |   COMMUNICATIONS OF THE ACM     45

practice

Logs are useful  
only if someone  
is watching them, 
so it is important  
to know  
the participants  
in this ecosystem 
and exactly  
what they do. 

log to integrate new certificates. Log 
operators, on the other hand, need the 
MMD to be long enough to allow logs 
to establish a consistent state, perhaps 
even in the face of software errors. We 
are still deciding what an acceptable 
MMD is, but clearly it has to be at least 
hours and possibly as long as a couple 
of days. 

The third trade-off is the number 
of logs that each certificate should be 
logged in. There are two reasons for fa-
voring the use of more logs. First, if a 
log does go bad, clients will stop trust-
ing it. If all the SCTs for a certificate are 
from bad logs, then the certificate will 
no longer work. Second, the more SCTs 
are required in a certificate, the harder 
it is for an attacker to avoid detection, 
since the attacker would have to con-
trol both the CA (or the CA’s key) and all 
the required logs (or their keys). 

Our current thinking is that each 
certificate should be logged in at 
least two logs and an increasing num-
ber as the certificate lifetime goes 
up—five logs for certificates with life-
times of more than 39 months. The 
reasons for reducing the number of 
logs are straightforward: increased 
size of the TLS handshake; increased 
time taken to create certificates 
(though note that where the number 
of logs exceeds the required number 
of SCTs, firing off requests to all logs 
in parallel and taking the first n to re-
spond should generally be fast); and 
the increased size and bandwidth re-
quirements of individual logs caused 
by redundant logging. 

Finally, a fourth trade-off: what 
should be admitted into a log? An at-
tractive response is “anything,” but 
logs are useful only if their size is man-
ageable. Someone has to watch them, 
and if they become so large that no one 
can feasibly do this, then the logs may 
as well not exist. The straightforward 
answer is to admit only those certifi-
cates that can be chained to a CA that 
the clients recognize. There is arguably 
no point in logging certificates that do 
not satisfy this criterion, since brows-
ers will not accept them anyway. (It 
would be nice if the usefulness of self-
signed certificates could somehow be 
bolstered with this kind of log, but the 
spam problem, coupled with the lack 
of any way to effectively revoke self-
signed certificates, is evidence that no 

one has found a way to do so; however, 
see the discussion on other types of 
logs toward the end of this article.) Be-
sides, even if the browsers did accept 
them, there is currently no scalable 
way to revoke them. 

The ecosystem. Logs are useful 
only if someone is watching them, so 
it is important to know the partici-
pants in this ecosystem and exactly 
what they do. 

First, certificates must somehow get 
into the logs. Although CAs will likely 
do this initially, the standard for Certif-
icate Transparency also allows SCTs to 
be presented in a TLS extension. This 
option requires modified server soft-
ware but is already experimentally sup-
ported by the Apache HTTPD server. 
Given software that supports the TLS 
extension, site operators can do their 
own logging, and, because they can 
update the SCTs whenever they feel 
like it—which is not possible for SCTs 
baked into certificates—they can also 
use fewer of them and run less risk that 
the certificate might not be accepted. 

Second, clients must check the 
certificates they see really are in the 
log. Because of the requirement that 
no out-of-band communications are 
allowed, this means trusting the log 
when the certificate is presented but 
later verifying its honesty by demand-
ing a proof of inclusion. 

Third, interested parties (site op-
erators, CAs, and researchers, for ex-
ample) need to monitor logs to ensure 
CAs are not doing anything improp-
er—issuing certificates for sites they 
should not be, for example, or issuing 
certificates that have extensions or 
flags set that should not be, or issu-
ing certificates that do not conform 
to standards. Monitoring also ensures 
logs are not violating the append-only 
property or breaking their MMDs, or 
other such misbehavior. 

Finally, everyone who interacts with 
logs should check with each other that 
they have all seen the same log—that 
is, that the log is not presenting dif-
ferent views to different people. This 
would enable a log to persuade clients 
it had logged certificates in one view, 
while showing a view without those 
certificates to the websites they were 
purportedly for. 

Gossip. All of these tasks are 
straightforward, except the last. Moni-
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sible to calculate the root of the tree 
and make proofs of inclusion and so 
forth, so long as the tree is sparse. This 
structure can be used as an adjunct to 
a verifiable log to provide an efficient, 
verifiable map. 

Status. Certificate Transparency is 
under active development at Google. 
We have two logs running in produc-
tion, with a third planned by year’s end. 
Others (for example, ISOC, Akamai, 
and various CAs) are also planning to 
run public logs. We have open-source 
implementations of all the key com-
ponents. Chrome supports Certificate 
Transparency and will make it man-
datory for Extended Validation (EV) 
certificates in January 2015. More than 
94% of CAs (by volume of certificates 
issued) have agreed to include SCTs in 
their EV certificates. 

Once we have seen the system work-
ing well for EV certificates, we plan to 
roll out Certificate Transparency for all 
certificates. We also intend to pursue 
some of the other uses for verifiable 
logs and maps.	
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toring logs, obtaining consistency 
and inclusion proofs and so forth can 
be done by directly querying the log, 
but checking for consistent views is 
more difficult. To do this, the various 
log clients will gossip. In the long run, 
this could occur over a variety of proto-
cols—XMPP, SMTP, peer-to-peer con-
nections, among others—but our first 
suggestion is to piggyback gossip on 
TLS. Whenever a client connects to a 
server, it sends a few items to the serv-
er, which the server may verify or mere-
ly cache; in return the server sends a 
few items back from its cache. This es-
tablishes what is effectively a peer-to-
peer network between the clients. 

Because this exchange is piggy-
backed on a connection made for some 
other purpose (presumably fetching a 
Web page), only a few items should be 
sent in order to conserve bandwidth 
and avoid excessive latency. When the 
connections are specifically estab-
lished for gossip (for example, directly 
to a log server or using some peer-to-
peer protocol with other clients), there 
is no reason to worry about that, and 
clients and servers can choose to send 
large numbers of items—perhaps ev-
erything they know. 

What items do they send? That is 
a matter for debate (and simulation), 
but we can be reasonably sure what 
the minimum requirement is: an STH 
(signed tree head). Every client should 
to be able to reassure itself that it has 
seen the same logs as every other cli-
ent. Logs are summarized by STHs, so 
gossiping them is clearly the least a cli-
ent would wish to do. 

STHs have some nice properties 
for gossiping. First, they are signed, 
so a bad actor cannot inject spam into 
the protocol. Every participant can 
trivially reject messages that did not 
originate at a log. Second, given two 
STHs from the same log, it is possible 
to prove consistency between them, 
and thus discard the older one. This 
means caches are O(number of logs) 
in size. 

Would more gossip be desirable? 
Possibly it would be useful to gossip 
STH consistency proofs for recent 
STHs, thus reducing load on logs. Serv-
ers might also want to gossip their own 
SCT inclusion proofs along with the 
corresponding STH. 

Exactly what is gossiped, and 

when, is an open question at the 
time of writing. It is being explored 
through simulation.

Other uses of transparency. Certifi-
cate Transparency originally motivated 
the work we have done on verifiable logs, 
but there are other useful applications: 

˲˲ Binary transparency. This allows 
you to make logs of applications that 
are downloadable on the Internet. 
Like Certificate Transparency, Binary 
Transparency does not prevent the 
binaries from being malicious, but it 
does reassure users that the binaries 
they are getting are visible to the world 
for analysis, making the deployment of 
targeted malware much harder. 

˲˲ DNSSEC transparency. DNSSEC is 
an attractive alternative to the CA-based 
world of authentication, but it has its 
own list of potential weak points—in 
particular, domain registries and reg-
istrars. Transparency for keys held in 
DNSSEC would ensure these can be 
monitored for correct operation. 

˲˲ Revocation transparency. Once a 
bad certificate is identified, it should 
be revoked. Existing mechanisms al-
low dishonesty in that process, too—
for example, selectively setting the 
revocation status to unrevoked for ma-
licious purposes. 

˲˲ ID to key mappings. This could con-
sist of, for example, email to PGP (Pret-
ty Good Privacy), instant messaging ID 
to OTR (off-the-record; see https://otr.
cypherpunks.ca/). 

˲˲ Trusted timestamps. Protocols exist 
for digital notaries, but they currently 
require trust in the notary. A notary 
that logged all timestamps would not 
need to be trusted. 

Other constructions. When thinking 
about Revocation Transparency, my 
colleague Emilia Käsper and I invent-
ed a new construct: a sparse Merkle 
tree (http://www.links.org/files/Revo-
cationTransparency.pdf). The idea is 
if you want to have a verifiable map-
ping, you can store the elements in the 
map as the leaves of a very large Merkle 
tree—say, one with 2256 leaves (that is, 
256 levels deep). Although such a tree 
would normally be impossible to cal-
culate, the observation is that most 
of the leaves are empty, which means 
most of the next level up would have 
the same value—the hash of two empty 
leaves; likewise for the level above that, 
and so on. This means it is, in fact, pos-
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HYPERTEXT TRANSFER PROTOCOL SECURE  (HTTPS) 
has evolved into the de facto standard for secure Web 
browsing. Through the certificate-based authentication 
protocol, Web services and Internet users first 
authenticate one another (“shake hands”) using a  
TLS/SSL certificate, encrypt Web communications 

end-to-end, and show a padlock in the 
browser to indicate a communication 
is secure. In recent years, HTTPS has 
become an essential technology to pro-
tect social, political, and economic ac-
tivities online.

At the same time, widely reported 
security incidents—such as DigiNo-
tar’s breach, Apple’s #gotofail, and 
OpenSSL’s Heartbleed—have ex-
posed systemic security vulnerabili-
ties of HTTPS to a global audience. 
The Edward Snowden revelations—
notably around operation BULL-
RUN, MUSCULAR, and the lesser-
known FLYING PIG program to query 
certificate metadata on a dragnet 
scale—have driven the point home 
that HTTPS is both a major target of 

government hacking and eavesdrop-
ping, as well as an effective measure 
against dragnet content surveillance 
when Internet traffic traverses global 
networks. HTTPS, in short, is an ab-
solutely critical but fundamentally 
flawed cybersecurity technology.

While the Heartbleed incident illu-
minated severe flaws in a widely used 
crypto-library of HTTPS (OpenSSL), 
the focus here is on the systemic se-
curity vulnerabilities in the HTTPS au-
thentication model that precedes end-
to-end encryption. Although some of 
these vulnerabilities have been known 
for years, the 2011 security breach at 
the small Dutch certificate authority 
(CA) known as DigiNotar was a water-
shed moment, demonstrating these 

Security 
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tication handshake succeeds. Second, 
successful authentication leads to a 
TLS/SSL-encrypted channel between 
the website and browser, called a tun-
nel.1 Thus, the handshake authentica-
tion serves as the stepping stone for 
the confidentiality and integrity that 
HTTPS seeks to deliver. If the hand-
shake succeeds, then the browser in-
forms the user by, for example, depict-
ing a padlock or a green address bar. If 
the TLS/SSL certificate or the issuing 
CA cannot be trusted, then the brows-
er will show a security warning to the 
end user. The described data flows are 
shown in Figure 1. 

A website that wants to provide 
HTTPS communications to users 
needs to obtain a TLS/SSL certificate 
from a CA. Basically, these certificates 
are small computer files that contain 
information on hostname (website), 
certificate owner (website owner), 
certificate issuer (CA), validity period, 
and public key.1 The method for verifi-
cation of the identity of a website own-
er, among others, drives the costs of a 
certificate and is the key difference be-
tween domain validation (DV), organi-
zation validation (OV), and extended 
validation (EV) certificates.2

The stakeholders. HTTPS market 
involves four central stakeholders, as 
depicted in Figure 1—Website owners; 
certificate authorities; Web browsers; 
and end users. 

Website owners decide whether to 
deploy HTTPS or not, and how securely 
to implement it on their servers. De-
ployment is a binary affair from the 
point of view of the end user. An out-
dated implementation, as long as the 
browser accepts it, appears similar to 
the state-of-the-art implementation. 
If embedded content from third-par-
ty websites (for example, behavioral 
tracking across websites for advertis-
ing) is a part of the revenue model of a 
website owner, then that operator has 
a strong incentive not to deploy HTTPS 
at all. Both deployment and secure im-
plementation vary widely.24 

Certificate Authorities. CAs sell TLS/
SSL certificates, which come in three 
categories: root, intermediate/subor-
dinate, and untrusted. Root CAs are 
trusted by default by browsers, after 
they have solicited for such a status 
with the browsers and complied with 
the varying browser CA trust policies. 

theoretical man-in-the-middle vulner-
abilities in the wild. Meanwhile, large 
CAs such as Comodo and Verisign 
have experienced breaches as well but 
did not suffer similar consequences 
as DigiNotar. In fact, some large CAs 
actually benefited from the increased 
sense of HTTPS insecurity.

Policymakers and technologists are 
increasingly advocating various solu-
tions to address the security collapse 
of HTTPS. The European Union is half-
way through adopting the first compre-
hensive legislation on HTTPS in the 
world. It will acquire immediate bind-
ing force in the legal systems of 28 Eu-
ropean member states. As most large 
CAs operate (also) under E.U. jurisdic-
tion, the legislation will impact HTTPS 
governance globally. In the U.S., on the 
other hand, attention has focused on 
technological solutions and industry 
self-regulation. 

To evaluate both legal and techno-
logical solutions, an understanding of 
the economic incentives of the stake-
holders in the HTTPS ecosystem, most 
notably the CAs, is essential.2,3 This arti-
cle outlines the systemic vulnerabilities 
of HTTPS, maps the thriving market for 
certificates, and analyzes the suggest-
ed regulatory and technological solu-
tions on both sides of the Atlantic. The 
findings show existing yet surprising 
market patterns and perverse incen-
tives: not unlike the financial sector, 
the HTTPS market is full of informa-
tion asymmetries and negative exter-
nalities, as a handful of CAs dominate 
the market and have become “too big 
to fail.” Unfortunately, the proposed 
E.U. legislation will reinforce systemic 
vulnerabilities, and the proposed tech-
nological solutions are far from being 
adopted at scale. The systemic vulner-
abilities in this crucial technology are 
likely to persist for years to come.

Systemic Vulnerabilities in  
the HTTPS Authentication Model
Essentially, HTTPS is a two-step pro-
cess. First, a trust relationship (a hand-
shake) is established between a web-
site and an end user’s browser. This is 
done with the help of a Transport Lay-
er Security/Secure Sockets Layer (TLS/
SSL) certificate containing basic infor-
mation for authentication purposes. If 
the Web browser trusts the certificate 
and the issuing CA, then this authen-

Intermediate/subordinate CAs are ei-
ther directly verified by one root CA or 
they are part of a chain of trust of sev-
eral intermediate CAs that ultimately 
ends with one root CA. Certificates 
of untrusted CAs are not issued by a 
CA linked to a root CA but are mostly 
self-signed by the owner of a website. 
Self-signed certificates evoke the “un-
trusted connection” security warning 
when served by a website to browsers. 
CAs are owned by such varying enti-
ties as multinational corporations, 
nation-states, universities, and hacker 
communities—anyone can start a CA 
operation relatively easily.

Web-browser vendors. These vendors 
play a key role in the HTTPS ecosystem. 
For example, they decide whether to 
trust a CA inherently, how to respond 
to a (suspected) CA compromise, and 
how to implement related trust re-
vocation protocols such as the OCSP 
(Online Certificate Status Protocol). 
Over the years, various browsers have 
developed different certificate policies, 
leading to varying numbers of root and 
intermediate CAs inherently trusted 
per browser.3,7 

End users. Because their communi-
cations and valuable information are 
on the line, end users have an interest in 
seeking HTTPS communications with 
websites, but they depend to a large de-
gree on security decisions made by the 
other stakeholders and can exert very 
little control over HTTPS.4,9

Known CA breaches. On Friday, 
September 2, 2011, a nocturnal press 
conference of the Dutch Minister of 
Internal Affairs marked the beginning 
of the DigiNotar affair. It was triggered 
by unauthorized access, reportedly by 
a hacker sympathizing with the gov-
ernment of Iran in mid-July 2011, 
to the root CA capacity of DigiNotar. 
When the breach became public three 
months later, it emerged that in this 
long period of obscurity 531 false cer-
tificates had been created for widely 
used and highly sensitive domain 
names such as *.google.com, *.face-
book.com, update.windows.com, and 
*.cia.gov.12 A small player in the global 
market with a strong presence in the 
niche for Dutch e-government servic-
es, DigiNotar had root status with all 
major browser vendors, leading those 
browsers to trust, by default, corrupt 
certificates for months. 
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According to the forensic report, 
30 critical updates had not been per-
formed, logging was insufficient, and 
no antivirus protection was in place 
at the time of the intrusion.13 The 
damage was probably enormous but 
cannot be determined with certainty 
because of the unreliability of the log 
files. ENISA (European Network and 
Information Security Agency) speaks 
of breached communications of “mil-
lions of citizens,” particularly con-
nected to the *.google.com certificate, 
and notes that some experts believe 
the lives of Iranian activists have been 
put at risk.9 Upon publication of the 
breach, the trust in the entire range of 
DigiNotar activities was revoked by all 
the major browsers. 

Comodo. The range of breaches 
at market-leading CA Comodo also 
received considerable media atten-
tion.14 The best documented breach 
was the compromise of Comodo’s 
UTN-USERFirst-Hardware certificate. 
According to the Electronic Frontier 
Foundation (EFF) SSL Observatory, 
85,440 public HTTPS certificates were 
signed directly by UTN-USERFirst-
Hardware, and indirectly, the cer-
tificate had delegated authority to 50 
more intermediate CAs.8 

Verisign. Another dominant CA, Veri-
sign, was hacked in 2010. The breach 
was not discovered until February 
2012, after new Security and Exchange 
Commission (SEC) regulations man-
dated companies to notify investors of 
intrusions. In reporting its discovery, 
news agency Reuters quoted a former 
CTO who said Verisign “probably can’t 
draw an accurate assessment” of the 
damage, given the time elapsed since 
the attack and the vague language in 
the SEC filing.9 

Trustwave used its root CA status 
to enable third parties to issue SSL 
server certificates for the purpose of 
monitoring employees. While provid-
ing man-in-the-middle capabilities to 
private entities via sub-CAs does not 
technically breach the HTTPS trust 
model, it undermines it. This is es-
pecially true when end users are not 
informed of the monitoring. Trust-
wave claims this is common practice 
among root CAs.6 This illustrates the 
“compelled-CA attack” in real life: 
CAs are in a unique position to enable 
surveillance of end users.23 

Steven B. Roosa and Stephen 
Schultze20 report on several other 
breaches, including GlobalSign, KPN/
Getronics, StartSSL, and TurkTRUST. 
From the known CA breaches, several 
patterns emerge. 

Systematic vulnerabilities of the 
HTTPS authentication model. The term 
systemic vulnerabilities refers to those 
vulnerabilities inherent in the HTTPS 
ecosystem, as opposed to incidental 
vulnerabilities that have occurred at a 
particular stakeholder during an isolat-
ed incident. Many security experts agree 
that the security of the HTTPS authenti-
cation model and thus the HTTPS eco-
system is systemically flawed as a result 
of these vulnerabilities.1

Weakest link. A crucial technical 
property of the HTTPS authentication 
model is that any CA can sign certifi-
cates for any domain name. In other 
words, literally anyone can request a 
certificate for a Google domain at any 
CA anywhere in the world, even when 
Google itself has contracted one partic-
ular CA to sign its certificate. CAs have 
certain institutional limits to issuing 
certificates (for example, validation 
procedures) but no technical ones. If 
this second google.com certificate is 
obtained from one of the hundreds of 
intermediate CAs that link to root CAs 
trusted by browsers, users will get the 
familiar HTTPS notification (signaling 
all is OK). 

While this ability to sign for any 
domain name has spurred a flourish-
ing global market for certificates, it 

has profound implications for the se-
curity of the HTTPS ecosystem, com-
monly referred to as the weakest-link 
problem: if one CA suffers a breach, 
the entire ecosystem is under at-
tack.9,20 The scenarios for failure are 
manifold, from CA compromise, mis-
configuration, and malpractice to 
state compulsion.23

Information asymmetry and ineffec-
tive auditing schemes. The recurring 
information asymmetries are a strik-
ing systemic vulnerability, making it 
very difficult for other stakeholders to 
know about the security of CAs. The 
current regulatory regime in the E.U. 
and auditing obligations worldwide 
have proven ineffective. The quali-
fied certificate practices of DigiNotar 
were regulated and passed the peri-
odic audits based upon internation-
ally recognized industry standards. 
The regulatory and auditing schemes 
deliver perceived security and enable 
liability dumping.20

Liability dumping. Websites, brows-
ers, and CAs push damages from se-
curity breaches downstream toward 
end users. CAs, for example, disclaim 
all liability for losses suffered via in-
appropriately issued certificates.20,25 
Because of the negative externalities 
at play, liability dumping is a common 
practice, and it is widely criticized for 
providing wrong incentives or actual 
security provision.1,22 End users bear 
the burden of these security vulnerabil-
ities and breaches, even though most 
users are probably unaware of this and 

Figure 1. HTTPS authentication data flows.
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technical interventions in the current 
HTTPS ecosystem.

Several studies have surveyed the 
SSL certificate market. Two of the 
largest have been the EFF SSL Obser-
vatory in 2010 and the University of 
Michigan’s HTTPS ecosystem scans 
in 2012–2014. Both projects system-
atically scanned all the IPv4 address 
space, looking for publicly facing 
HTTPS servers. They retrieved the SSL 

cannot reasonably be held responsible 
for evaluating security practices in the 
HTTPS authentication model. 

Mapping the HTTPS Market 
To understand these systemic flaws 
better, a thorough understanding of 
the market dynamics of HTTPS is es-
sential.1 It is only in light of such da-
ta-driven findings that one can start 
to reflect on the need for legal and 

certificates presented by these servers 
and later parsed and validated them 
to determine whether different brows-
ers and operating systems would trust 
that certificate.

In an earlier study3 we used the EFF 
dataset, which contains approximate-
ly 1.5 million trusted certificates, in 
empirically establishing the num-
ber of CAs, the firms that own them, 
their market shares, and the pricing 

Figure 2. Price and market share of DV certificates.
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Figure 3. Price and market share of EV certificates.
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strategies. We compared our findings 
against the HTTPS ecosystem scan 
dataset, which has approximately 
three million trusted certificates. 
Durumeric et al.7 use this dataset to 
analyze the HTTPS ecosystem. While 
the latter scan has collected more cer-
tificates than the EFF dataset, this dif-
ference mostly reflects a linear growth 
pattern over time in the number of 
certificates in use on the Web, and to 
a limited extent improved scanning 
methodology. There is a difference 
of 400,000 certificates if the growth 
trend in the ecosystem scan data is 
extrapolated back in time to the EFF 
data-collection period. Despite these 
differences, the following patterns 
are consistent across both datasets.

Many CAs. Foremost, the num-
ber of organizations that can issue 
browser-trusted certificates is high. 
There are between 1,000 and 2,000 
trusted CAs, including root and inter-
mediate CAs. Multiple CAs might be 
owned by the same organization for 
a variety of operational and business 
needs, so the number of issuing or-
ganizations is lower. Mapping CAs to 
organizations leads to an estimated 
250 to 700 trusted certificate-issuing 
organizations, located in 57 coun-
tries worldwide. Heterogeneity is of-
ten good for an ecosystem, especially 
in terms of resilience. Because of the 
weakest-link nature of the HTTPS sys-
tem, however, this also means many 
more single points of failure in case of 
CA compromise or misconfiguration. 
What is particularly troubling is that a 
number of the trusted CAs are run by 
authoritarian governments, among 
other less trustworthy institutions. 
Their CAs can issue a certificate for 
any website in the world, which will be 
accepted as trustworthy by browsers 
of all Internet users. 

HTTPS market concentration. Sec-
ond, the market for SSL certificates is 
highly concentrated, despite the large 
number of issuers. In fact, both data 
sets find that around 75% of SSL cer-
tificates in use on the public Web have 
been issued by just three companies: 
Symantec, GoDaddy, and Comodo. 
Symantec, the largest commercial CA, 
owns multiple brands, including Veri-
sign, GeoTrust, Thawte, RapidSSL, 
and TC TrustCenter. The distribution 
is heavily skewed, with smaller CAs 

having little or no presence on the 
public Internet. Power-law distribu-
tions, although not surprising in In-
ternet service markets, pose a major 
risk for the HTTPS ecosystem: if one of 
the large CAs is compromised, its root 
status cannot be revoked by browser 
vendors without massive collateral 
damage. One particular CA of GoDad-
dy had signed 26% of all valid HTTPS 
certificates in use in March 2013. That 
means if it were compromised, 26% 
of all websites that rely on HTTPS 
would need to be immediately issued 
new certificates.7 Otherwise, browsers 
ought to present certificate warnings 
or block access to those sites, posing 
an impossible trade-off for the user 
between access and security. In other 
words, such large CAs are truly “too 
big to fail.”

Weak price competition. Mapping the 
prices for different certificate brands 
provides a sense of the degree to which 
the market is dominated by price com-
petition. Figure 2 shows the price and 
market share for DV certificate offer-
ings. Symantec/GeoTrust certificates 
(for example, QuickSSL Premium) sell 
for $149 but have a much larger market 
share than Gandi SSL certificates sell-
ing at $16. OV and EV markets show 
similar dynamics, as presented in the 
accompanying table. 

The situation is extreme in the EV 
market, as shown in Figure 3. The 
market leader, Verisign, sells certifi-
cates for approximately $1,000 and 
has a 63% share. GoDaddy, offering 
certificates at a fraction of that price 
($100), captures a mere 5% of the mar-
ket. (These comparisons have certain 
limitations, most notably that prices 
are as advertised by vendors in March 
2013, while market shares were from 
the EFF 2010 dataset.3 The more re-
cent and longitudinal HTTPS eco-
system scan data shows that similar 
market shares hold over time, with a 
slight shift of a few percentage points 

away from Symantec to cheaper 
providers.) The differences are in-
triguing, as certificates themselves 
are perfect substitutes (within each 
validation category). The differences 
might be explained by features bun-
dled with the certificates, discussed 
in the next section. In sum: the SSL 
market shows few signs of intense 
price competition.

Analysis of HTTPS 
Market Incentives
Various researchers and industry ob-
servers have claimed that a “race to the 
bottom” exists in the HTTPS market: a 
market dominated by fierce competi-
tion pushing prices toward marginal 
cost, with perverse incentives for secu-
rity.1,22 Some have pointed to this as an 
explanation for the poor security prac-
tices at DigiNotar and other compro-
mised CAs.15,18,20,25 

One would indeed expect such a 
race. Certificates are perfect substi-
tutes, suggesting a completely com-
moditized market. Also, buyers cannot 
meaningfully distinguish secure from 
less secure offerings; and even if they 
could, buying from a more secure CA 
cannot protect the site owner against 
the threat of an attacker fraudulently 
signing the domain with a certificate 
from a compromised CA.

The empirical data, however, clear-
ly suggests otherwise, showing market 
concentration and little price compe-
tition. In one sense, it is good news 
that the market is not driven by a race 
to the bottom, given the perverse se-
curity incentives associated with such 
a race. Rather than certificates them-
selves, however, the HTTPS market is 
driven by:3

˲˲ Bundled security services such as 
scans of the buyer’s s site for malware.

˲˲ Enterprise certificate manage-
ment services such as support for man-
agement and billing of large numbers 
of certificates.

Price ranges of different certificates.

Certificate type Min price Max price Average (std. dev.)

DV $0 $249 $81 (74)

OV $38 $1,172 $258 (244)

EV $100 $1,520 $622 (395)
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them more sensitive to the reputation 
damage caused by breaches. While they 
have more to lose compared with small-
er brands, large CAs are less threatened 
by the ultimate reputation effect: being 
removed from the root stores. 

Ironically, the security problems 
that have plagued the HTTPS ecosys-
tem over the past few years, includ-
ing the breaches at market leaders, 
may in fact benefit these same market 
leaders. The breaches have increased 
the demand for security, and this de-
mand seems to latch onto whatever 
security signals are available, regard-
less of their relationship to actual 
security. All of this may impact the 
attempts to fix the systemic vulner-
abilities of the system. The dominant 
players might be reluctant—or less 
eager—to push for adoption of one 
of the proposed technological solu-
tions. This is not to suggest that mar-
ket leaders will act against them, but 
rather that the status quo works quite 
well for them.

Improving HTTPS Governance 
In the aftermath of these CA breach-
es, policymakers and technologists 
have suggested regulatory and techni-
cal solutions to the systemic vulnera-
bilities of HTTPS. Let’s evaluate these 
solutions in light of the market-incen-
tive analysis. 

Regulatory solutions. The HTTPS 
authentication model is by and large 
unregulated in both the U.S. and the 
E.U. This is bound to change in the 
near future. Each entity has opted for 
a completely different approach: the 
U.S. gives priority to technological 
solutions and lets industry self-regu-
late in the meantime. The European 
Commission (the executive branch 
of the E.U.), on the other hand, pro-
posed the Electronic Identification 
and Trust Services Regulation in June 
2012. Unlike the more common E.U. 
directives that require implementa-
tion in national law, regulations ac-
quire direct binding force of law in all 
E.U. member states upon adoption 
in Brussels. In April 2014, the Euro-
pean Parliament adopted substan-
tial amendments to the commission 
proposal, leaving the regulation only 
for the E.U. Council (national govern-
ments of the E.U.) to approve. 

Here, we outline the scope, underly-

˲˲ Brand reputation as a liability 
shield against shareholders, regulators, 
or others who may hold the buyer ac-
countable in the face of security issues.

˲˲ Trust or security signals aimed at 
third parties and end users such as site 
seals, warranty amounts, and the high 
price of a certificate itself. 

˲˲ Higher continuity in case of se-
curity failures at the CA, because of 
the too-big-to-fail dynamic of market-
leading CAs.

Knowledgeable buyers understand 
security in this market is a weakest-
link problem and thus determined by 
the weakest CA. They also understand 
three of the four market leaders got 
hacked in recent years and some of 
the “security” features of these ser-
vices do not really provide actual se-
curity. Nonetheless, buying from the 
market leaders is still rational, given 
the liability shield and higher conti-
nuity. The price differences are not 
enough to overrule these advantages. 
They may be large in a relative sense, 
but they are modest in absolute terms, 
compared with other cost compo-
nents in large firms. 

Given the market leaders success-
fully differentiate their products via, 
among other things, security-related 
features, buyers appear to be willing to 
pay for security. Two classic problems, 
however, as mentioned earlier, affect 
the proper alignment of incentives: 

˲˲ Information asymmetry prevents 
buyers from knowing what CAs are real-
ly doing. Buyers are paying for the per-
ception of security, a liability shield, 
and trust signals to third parties. 
None of these correlates verifiably 
with actual security. Given that CA se-
curity is largely unobservable, buyers’ 
demands for security do not necessar-
ily translate into strong security incen-
tives for CAs. 

˲˲ Negative externalities of the weak-
est-link security of the system exacerbate 
these incentive problems. The failure of 
a single CA impacts the whole ecosys-
tem, not just that CA’s customers. All 
other things being equal, these inter-
dependencies undermine the incen-
tives of CAs to invest, as the security of 
their customers depends on the efforts 
of all other CAs. 

The most powerful incentive for se-
curity seems to be reputation effects, 
but this does not necessarily make 

ing values, security requirements, se-
curity breach notification, and liability 
regime of the E.U. proposal,10 as well 
as the recent proposals by Mozilla for 
“chain of trust transparency.”2,3

Scope. The E.U. proposal regulates 
trust service providers, including CAs.10 
All major CAs appear to fall within both 
U.S. and E.U. jurisdiction.3 While inher-
ently local, regulation may therefore be 
an effective instrument to address the 
observed market failures and positively 
influence HTTPS security globally. Oth-
er critical stakeholders in the HTTPS 
ecosystem, however, such as browser 
vendors and website operators, remain 
unregulated in the proposal. This lim-
ited scope impacts the proposed secu-
rity measures considerably. 

Underlying values. The E.U. propos-
al focuses on availability interests to 
boost trust in e-commerce, neglecting 
confidentiality and integrity concerns 
connected to the systemic HTTPS vul-
nerabilities already outlined. Apart 
from failing to observe privacy and 
communications secrecy obligations 
under the E.U. Charter of Fundamen-
tal Rights, the proposal completely 
ignores the Snowden revelations. The 
BULLRUN and MUSCULAR disclo-
sures have made clear that HTTPS 
significantly raises the costs of mass 
dragnet surveillance and has been a 
primary target of intelligence agency 
subversion. Large Internet companies 
have now started or accelerated ef-
forts to encrypt communication paths 
both with users and within their own 
networks using TLS. The April 2014 
E.U. Parliament amendments not only 
ignore these developments, but also 
make explicit that the HTTPS provision 
is “entirely voluntary” for Web services 
(recital 67). 

Security requirements. The E.U. pro-
posal introduces new obligations for 
CAs to adopt security requirements. 
Their details will be determined by the 
European Commission in a so-called 
implementing act. While such delega-
tion to the executive branch provides 
some flexibility to adapt requirements 
to new technological developments, 
the E.U. proposal fails to specify regu-
latory priorities or underlying values. 
Moreover, the April 2014 parliament 
amendments literally state that “in-
dustry-led initiatives (for example, CA/
Browser Forum)” influence such re-
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quirements (recital 67). Naming a CA 
industry group as influential in a law 
that seeks to address failing security 
practices of CAs indicates control by 
dominant market players. 

Security breach notification (SBN). 
In theory, SBNs help minimize the 
damage after a breach has occurred 
and provide incentives for organiza-
tions to invest in information security 
upfront. The E.U. proposal introduces 
an SBN regime stating that notifica-
tion needs to occur “within 24 hours” 
to relevant authorities if the breach 
“has a significant impact,” a concept 
that is not defined in the law. The gen-
eral public is informed when a breach 
harms the “public interest” (also un-
defined). Again, the European Com-
mission will determine those details, 
but the parliament proposal states 
that CAs should be subject to “light-
touch and reactive ex-post supervisory 
activities” and that there exists “no 
general obligation to supervise non-
qualified service providers” (that is, 
CAs offering certificates for HTTPS).

Aforementioned information 
asymmetries and CA breaches render 
defensible a strict regime for noti-
fications—which types of breaches 
should be made public by default, 
for example. Experiences with SBN 
legislation in the U.S., moreover, sug-
gest SBNs need to be complemented 
with punitive (for example, sanction 
and liability regimes) and proactive 

enforcement (for example, as part 
of annual reporting) to create real 
incentive to notify—and avoid non-
compliance by less well-intentioned 
companies.1,22 In addition, reputa-
tion losses might not affect major 
CAs that do not risk being thrown 
out of root stores for nonreporting. 
Reporting not only breaches, but also 
the vulnerabilities that led to them, 
would be a major step forward, as 
would a scheme of responsible dis-
closure. Such lessons are not includ-
ed in the E.U. proposals or consider-
ations. Moreover, the parliament has 
further weakened the SBN regime by 
mandating light-touch and ex-post 
supervision. Again, these amend-
ments indicate capture of the regula-
tory process by dominant CAs. 

Liability. As already observed, li-
ability for security breaches is dis-
claimed across the HTTPS ecosystem 
and transferred through terms and 
conditions to end users. The 2012 
E.U. Commission proposal sought 
to address such liability dumping by 
imposing a strict liability regime on 
CAs for “any direct damage,” with CAs 
bearing the burden of proving they 
handled the situation non-negligent-
ly. The 2014 parliament amendments 
reverse this burden of proof; custom-
ers and users now have to prove ma-
licious intent or negligence at CAs 
post-breach. Moreover, CAs are al-
lowed to transfer liability in their 

terms and conditions to end users. 
Astonishingly, the parliament explic-
itly codifies liability dumping. Again, 
there are traces of regulatory capture 
at the E.U. parliament. 

The weakest-link problem of 
HTTPS creates more fundamental 
problems with security through liabil-
ity: small CAs will be unable to con-
duct business with large corporations 
processing vast amounts of sensitive 
data. Consider DigiNotar with its an 
annual budget of a few million U.S. 
dollars; it could never cover damages 
for the rogue certificates that were is-
sued for Google, Facebook, Skype, cia.
gov, among others, in the midst of its 
security breach. Smart CAs will thus 
circumvent liability by creating sub-
sidiary special-purpose companies 
that bear full liability and can easily 
file for bankruptcy. Indeed, DigiNotar 
quickly went bankrupt post-breach, 
while its parent company Vasco has 
escaped unscathed. 

Tackling fundamental issues with 
liability regimes requires carefully 
crafted policies or broad mandates 
for enforcement. Liability should 
be matched with security require-
ments and distributed among all 
stakeholders: domain owners should 
have incentives to protect their as-
sets through HTTPS offering and 
implementation,2 while browsers 
should strengthen their CA policies 
(as discussed later). The European 
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Commission failed to consider such 
fundamental drawbacks, and the par-
liament amendments make matters 
worse by codifying liability dumping 
and reversing the burden of proof.

Chain of trust transparency. Unrelat-
ed to the E.U. proposals, Mozilla has 
proposed the so-called “chain of trust 
transparency.” As discussed earlier, 
one cannot assure that HTTPS com-
munications are subject to systematic 
but unnoticed surveillance without 
transparency,23 but today it is only 
starting to emerge through various 
(research) projects such as the brows-
er plug-in CertPatrol for Firefox. 

In a recent amendment to its CA 
policy, Mozilla requires that sub-
ordinate CA certificates “either be 
technically constrained or be pub-
licly disclosed and audited.”19 Sub-
ordinate CAs, in other words, must 
either be constrained to issue certifi-
cates for only a (small set of) domain 
name(s)—on internal networks, for 
example—or their chain of trust must 
be publicly disclosed and audited. 
The aim is to hold subordinate CAs 
to similar standards as root CAs and 
make a root CA accountable for all the 
sub-certificates it signs. Existing sub-
ordinate CA certificates were given 
until May 15, 2014, to comply, so it is 
too early to observe how Mozilla en-
forces noncompliance. Nonetheless, 
chain of trust transparency warrants 
at least consideration and, from a the-
oretical perspective, encouragement 
throughout the HTTPS ecosystem.21 
So far, it has not been part of any regu-
latory proposal. 

Technology solutions. A host of 
technological solutions to the systemic 
vulnerabilities of the current system 
are being developed. Among the most 
prominent are Convergence, Perspec-
tives, DANE, Sovereign Keys, Certifi-
cate Transparency, Public Key Pinning, 
and TACK. From the perspective of gov-
ernance, we can make several general 
observations: 

˲˲ All proposals attempt to solve the 
weakest-link problem by introducing 
another authority to check whether the 
certificate that is validated through the 
normal HTTPS process is indeed the 
correct one.

˲˲ All proposals reduce the informa-
tion asymmetry of buyers and users, 
versus the CAs, by systematically un-

covering suspect certificates.
˲˲ All proposals can function on top 

of the current CA system, leaving it in 
place or depending on it; a subset can 
also replace it.

˲˲ All proposals can follow incremen-
tal adoption paths (albeit some are a 
lot more difficult than others), and all 
need support from browsers.

None of these solutions is close 
to large-scale adoption. That said, 
they do seem promising in terms of 
addressing the current weaknesses, 
especially the weakest-link problem, 
for which regulatory solutions appear 
ineffective. Therefore, in the long run 
they are preferable, and it is relevant 
to assess how they relate to the incen-
tives of the HTTPS stakeholders. Some 
scholars predict multiple proposals 
will eventually be adopted.5

As argued earlier, the insecure sta-
tus quo can be beneficial for market 
leaders. In light of this, one might 
assume that CAs are not particularly 
keen on actively helping any of these 
proposals along, especially the ones 
that theoretically could make them 
obsolete. In practice, however, some 
CAs are involved in developing poten-
tial solutions—for example, DigiCert 
and Comodo are experimenting with 
Certificate Transparency.16 Other 
proposals require nontrivial activi-
ties on the side of the domain owner, 
which may be done by their CA as a 
complementary service to current 
business models. 

Furthermore, each proposal is 
intensely debated in relation to 
browser performance. Any form of 
large-scale adoption requires default 
support by browser vendors. Google 
and Mozilla have been particularly 
active in this area.

While none of these solutions is 
easy to scale, there are benefits for 
early adopters, a key requirement 
for any solution to take off. Whether 
the costs are worth it depends on the 
kinds of threats HTTPS stakeholders 
want to defend themselves against. 
An average cybercriminal might not 
be interested in breaching a CA and 
manipulating network traffic already 
encrypted through HTTPS, as finan-
cially attractive information can be 
acquired through more cost-effective 
attacks.11,17 From previous breaches, 
it appears that state-sponsored at-

Not unlike  
the financial sector,  
the HTTPS market 
is full of information 
asymmetries 
and negative 
externalities,  
as a handful  
of CAs dominate  
the market and  
have become  
“too big to fail.”
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tackers and large corporations, rather 
than profit-driven criminals, are more 
likely to engage in the complex man-
in-the-middle attacks in the realm 
of HTTPS. For some user groups and 
domains, such adversaries make early 
adoption attractive. 

Conclusion
Recent breaches at CAs have exposed 
several systemic vulnerabilities and 
market failures inherent in the current 
HTTPS authentication model: the se-
curity of the entire ecosystem suffers 
if any of the several hundreds of CAs is 
compromised (weakest link); browsers 
are unable to revoke trust in major CAs 
(“too big to fail”); CAs manage to con-
ceal security incidents (information 
asymmetry); and ultimately custom-
ers and end users bear the liability and 
damages of security incidents (nega-
tive externalities). 

Understanding the market and val-
ue chain for HTTPS is essential to ad-
dress these systemic vulnerabilities. 
The market is highly concentrated, 
with very large price differences among 
suppliers and limited price competi-
tion. Paradoxically, the current vulner-
abilities benefit rather than hurt the 
dominant CAs, because among others, 
they are too big to fail.

In terms of solutions, the E.U. has 
opted for a regulatory response, while 
the U.S. prefers industry self-regulation 
and technological solutions. In general, 
the technological solutions aim to solve 
the weakest-link security problem of the 
HTTPS ecosystem. Several proposals 
are promising, but none is near large-
scale adoption. Industry self-regulation 
has only augmented market failures, 
rather than solve them. 

The proposed E.U. regulation does 
not consider the role of all stakehold-
ers in the HTTPS ecosystem, thus re-
inforcing systemic vulnerabilities by 
creating new long-term institutional 
dependencies on market-leading 
CAs. The April 2014 E.U. Parliament 
amendments make matters much 
worse. The E.U. Parliament seems to 
have been successfully captured by CA 
lobbying efforts.

Regardless of major cybersecurity 
incidents such as CA breaches, and 
even the Snowden revelations, a sense 
of urgency to secure HTTPS seems 
nonexistent. As it stands, major CAs 

continue business as usual. For the 
foreseeable future, a fundamentally 
flawed authentication model under-
lies an absolutely critical technology 
used every second of every day by ev-
ery Internet user. On both sides of the 
Atlantic, one wonders what cyberse-
curity governance really is about.
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Routing security incidents can still slip past 
deployed security defenses.

BY SHARON GOLDBERG

THE BORDER GATEWAY PROTOCOL (BGP) is the glue 
that holds the Internet together, enabling data 
communications between large networks operated 
by different organizations. BGP makes Internet 
communications global by setting up routes for 
traffic between organizations—for example, from 
Boston University’s network, through larger ISPs such 
as Level3, Pakistan Telecom, and China Telecom; 
then on to residential networks such as Comcast or 
enterprise networks such as Bank of America.

While BGP plays a crucial role in Internet communi-
cations, it remains surprisingly vulnerable to attack. 
The past few years have seen a range of routing  
incidents that highlight the fragility of routing with 

BGP. They range from a simple mis-
configuration at a small Indonesian 
ISP that took Google offline in parts 
of Asia,32 to a case of BGP-based cen-
sorship that leaked out of Pakistan 
Telecom and took YouTube offline for 
most of the Internet,2 to a routing er-
ror that caused a large fraction of the 
world’s Internet traffic to be routed 
through China Telecom,6 to highly tar-
geted traffic interception by networks 
in Iceland and Belarus.34

People have been aware of BGP’s 
security issues for almost two decades 
and have proposed a number of so-
lutions, most of which apply simple 
and well-understood cryptography or 
whitelisting techniques. Yet, many of 
these solutions remain undeployed 
(or incompletely deployed) in the 
global Internet, and the vulnerabili-
ties persist. Why is it taking so long to 
secure BGP?

The answer to this question lies in 
the fact that BGP is a global protocol, 
running across organizational and na-
tional borders. As such, it lacks a single 
centralized authority that can mandate 
the deployment of a security solution; 
instead, every organization can auton-
omously decide which routing security 
solutions it will deploy in its own net-
work. Thus, the deployment becomes a 
coordination game among thousands 
of independently operated networks; 
this is further complicated by the fact 
that many security solutions do not 
work well unless a large number of net-
works deploy them.

Routing Primer
BGP enables networks to route to des-
tination IP prefixes. An IP prefix is a set 
of Internet Protocol addresses with a 
common prefix that is n bits in length. 
For example, the set of IP addresses 
{8.0.0.0, 8.0.0.1, ..., 8.255.255.255} is 
written as 8.0.0.0/8, where the nota-
tion /8 (“slash eight”) implies that the 
first eight bits (the prefix) are common 
to all addresses in the set (in this case, 
those beginning with the numeral 8.). 
IP prefixes can have variable lengths, 
and the addresses in one IP prefix may 
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be entirely contained in another IP pre-
fix. For example, the prefix 8.8.8.0/24, 
which is allocated to Google, is entirely 
contained in prefix 8.0.0.0/8, which is 
allocated to Level3; we say that IP pre-
fix 8.0.0.0/8 covers IP prefix 8.8.8.0/24.

Longest-prefix-match routing. To 
decide how to forward an IP packet, 
an Internet router identifies the lon-
gest IP prefix that covers the destina-
tion IP address in the packet. For ex-
ample, a packet with destination IP 
address 8.8.8.8 would be forwarded on 
the route to the longer 24-bit IP prefix 
8.8.8.0/24 rather than to the shorter 
eight-bit IP prefix 8.0.0.0/8.

Autonomous systems. BGP allows 
autonomous systems (ASes) to dis-
cover routes to destination IP prefixes. 
ASes are large, autonomous networks 
operated by different organizations. 
Each AS is assigned a different AS 
number (for example, Google [AS 
15169], China Telecom [AS 4134], 
Comcast [AS 7922], Boston University 
[AS 111], Verizon Wireless [AS 22394 
and AS 6167]) and is allocated a set 
of IP prefixes. An AS is the origin for a 
prefix that is allocated to it.

ASes are interconnected, creat-
ing a graph where nodes are ASes and 
edges are the links between them, as 
in Figure 1. ASes discover routes to IP 
prefixes through the AS-level graph via 
BGP announcements they receive from 
their neighbors. Each BGP announce-
ment contains the AS-level path the 
neighbor AS uses to reach the destina-
tion IP prefix. In Figure 1,17,41 IP prefix 

66.174.161.0/24 is allocated to Verizon 
Wireless, whose AS 22394 originates 
the prefix into the routing system by 
sending the following BGP announce-
ment to AS 6167:

	 22394
	  66.174.161.0/24

AS 6167 selects the route and forwards 
all traffic for prefix 66.174.161.0/24 to 
its neighbor AS 22394. AS 6167 then 
appends its own name to the path and 
announces the path to its neighbors 
AS 2828 and AS 3356 as:

	 6167, 22394
	 66.174.161.0/24

Level3’s AS 3356 selects the path 
and announces it onward to its neigh-
bor AT&T AS 7018 as:

	 3356, 6167, 22394
	 66.174.161.0/24

This process continues, and the AS-lev-
el path to prefix 66.174.161.0/24 propa-
gates through the network.

Business relationships and routing 
policies. If an AS learns multiple routes 
to a particular IP prefix, then it chooses 
a single most-preferred route using its 
local routing policies. BGP provides 
ASes with considerable flexibility in 
how they select their routes. Routing 
decisions are typically independent 
of the performance of the route at a 
given instant; instead, they are based 

on route length (that is, the number of 
ASes on the AS-level path) and the price 
of forwarding traffic to the neighbor 
that announced the route.

The price of forwarding traffic de-
pends on the business relationships9,19,20 
between neighboring ASes. While 
many business relationships exist, two 
are particularly relevant here. The first 
is a customer-provider relationship, 
where the customer AS pays the pro-
vider AS to both send and receive traf-
fic; Level3 and Verizon Wireless have 
a customer-provider relationship, rep-
resented by a directed edge in Figure 1 
from the customer (Verizon Wireless) 
to the provider (Level3). The second 
relevant business relationship is settle-
ment-free peering, where two ASes agree 
to transit each other’s traffic for free; 
Level3 and AT&T have a peering rela-
tionship, represented by an undirected 
edge in Figure 1.

An AS will almost always avoid for-
warding traffic from one neighbor to 
another if it cannot generate revenue 
by doing so; for example, China Tele-
com’s AS 4134 in Figure 1 will not carry 
traffic from its peer, Level3 (AS 3356), to 
its other peer, AT&T (AS 7018), because 
neither neighbor pays China Telecom 
for this service. As such, China Tele-
com will not send a BGP announce-
ment to AT&T (AS 7018) for the route 
to the prefix it learned from Level3 (AS 
3356) in Figure 1. 

This economically motivated behav-
ior9,19,20 is often generalized as the fol-
lowing rule of thumb: AS a will typically 
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China Telecom launched prefix hi-
jacks for 15% the Internet’s prefixes.6,17 
While there is no evidence this inci-
dent resulted from anything other 
than a misconfiguration, it provides 
an instructive example of a “classic” 
prefix hijack.17 Figure 2 shows one 
of the hijacks: China Telecom’s AS 
22724 hijacks Verizon Wireless’s pre-
fix 66.174.161.0/24. The bogus route 
originated by AS 22724 propagates 
through the AS-level graph and is even-
tually selected by AT&T because it is 
shorter than the legitimate route origi-
nating by Verizon Wireless’s AS 22394. 
Meanwhile, Level3 selects the legiti-
mate route, because it is shorter than 
the bogus route. Thus, network traffic 
splits between the hijacking AS and the 
legitimate origin AS, with the nature of 
the split depending on routing policies 
used by individual ASes and the topol-
ogy of the AS-level graph.

Subprefix hijacks. A far nastier at-
tack, the subprefix hijack can poten-
tially allow the hijacker to intercept 
100% of the network traffic destined 
for the victim IP prefix. In a subprefix 
hijack, the hijacking AS originates a 
subprefix of the victim’s IP prefix—
that is, a prefix that is covered by the 
victim IP prefix.

Perhaps the most famous subprefix 
hijack occurred on February 24, 2008, 
when Pakistan Telecom took YouTube 
offline. The incident2 began when 
Pakistani authorities demanded You-
Tube to be censored within Pakistan. 
To accomplish this, Pakistan Tele-
com’s AS 17557 launched a subprefix 
hijack by originating the subprefix 
208.65.153.0/24 of YouTube’s prefix 
208.65.153.0/22 to its customer ASes in 
Pakistan (for example, Aga Khan Uni-
versity, Lahore Stock Exchange, Allied 
Bank Pakistan), as in Figure 3.37,41 This 
meant traffic destined for YouTube’s 
servers in AS 36561 would instead be 
forwarded to the longer IP prefix origi-
nated by Pakistan Telecom’s AS 17557, 
where traffic could then be dropped.

Events took an unexpected turn 
when Pakistan Telecom’s bogus BGP 
announcement leaked out of Pakistan. 
PCCW, a large ISP that provides glob-
al network connectively to Pakistan 
Telecom, received the bogus routing 
announcement, selected the bogus 
route, and announced it to its own 
neighbors. Because the bogus route 

announce a route to neighboring AS n 
only if: (1) n is a customer of a; (2) the 
route is for a prefix originated by a; or 
(3) the route is through a customer of a.

Attacks on BGP
BGP was designed in the early 1990s—a 
simpler time, when the Internet was 
less contentious. As a result, BGP lacks 
basic authentication mechanisms, 
making it highly vulnerable to attack. 
We illustrate these vulnerabilities using  
several real-life routing incidents.

Hijacks. BGP lacks mechanisms to 
authenticate the allocation of IP pre-
fixes to autonomous systems; a prefix 

hijacker exploits this by originating 
a prefix that was not allocated to its 
AS. Hijacks can be classified into two 
types: prefix and subprefix.

Prefix hijacks. In a prefix hijack, the 
hijacking AS originates the exact same 
prefix as the AS(es) that is legitimately 
allocated the victim IP prefix. The bo-
gus BGP announcement originated 
by the hijacking AS will be dissemi-
nated throughout the routing system, 
and the other ASes will use their local 
policies to choose between routes to 
the legitimate origin AS(es) and bogus 
routes originated by the hijacking AS.

For 18 minutes on April 8, 2010, 

Figure 1. Excerpt of the AS-level graph.17,41
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Figure 2. China Telecom hijacks Verizon Wireless.17
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was for a longer prefix (/24) than the 
legitimate route (/22), longest-prefix-
match routing meant the bogus route 
was always more preferred by the le-
gitimate route, and within minutes, 
at least two-thirds of the Internet was 
sending its YouTube traffic to Paki-
stan.2 The incident was eventually 
resolved via manual intervention of 
network operators at YouTube, PCCW, 
and other ISPs worldwide.

Detecting hijacks. Prefix hijacks 
might seem to be easy to detect, just 
by checking that a particular prefix 
is originated by more than one AS. A 
single prefix, however, might be orig-
inated by multiple ASes for legitimate 
reasons (for example, multiple ASes 
in a disparate part of the AS-level to-
pology might originate a single prefix 
to reduce latency, so other ASes can 
get “closer” to the prefix). In some sit-
uations, only the legitimate holder of 
a prefix can be absolutely certain that 
a prefix is being hijacked. The iden-
tification of hijacks using anomaly-
detection techniques is an active area 
of research.3,21

Route leaks are a separate class 
of commonly observed routing inci-
dents.28 These leaks are especially in-
teresting because they do not involve 
the announcement of a bogus route. 
Instead, the perpetrator announces a 
legitimate route that it is actually us-
ing, but announces it to too many of 
its neighbors. The perpetrator is then 
overwhelmed by a flood of traffic from 
neighbors that select the leaked route.

Figure 4 illustrates such an incident 
involving Moratel (AS 23947), a local 
ISP based in Indonesia.32,33 Moratel is 
not designed to transit large volumes 
of traffic from an international com-
munications provider such as PCCW 
(AS 3491) to an important content 
provider such as Google (AS 15169). 
Per the rule of thumb in the first sec-
tion, Moratel therefore should not an-
nounce its route to prefix 8.8.8.0/24 to 
its provider PCCW.

On November 6, 2012, however, a 
misconfiguration at Moratel did just 
that, “leaking” the route

	 23947, 15169
	 8.8.8.0/24
to PCCW. Understanding why this 
had impact requires knowledge of 
PCCW’s local routing policies. Many 

routers,19,20 likely including those in 
PCCW’s AS, are configured to prefer a 
route through a neighboring customer 
over one through a neighboring settle-
ment-free peer. By forwarding traffic 
through its customers, an AS can gen-
erate more revenue. As such, PCCW’s 
routers preferred the customer route 
through Moratel over the usual set-
tlement-free peering route directly to 
Google’s AS 15196. As a result, Mora-
tel received a huge volume of network 
traffic from PCCW, which quickly took 
parts of Moratel’s network offline and 
rendered 8.8.8.0/24 unreachable for 
PCCW and some of its neighbors, in-
cluding AS 4436.

Impact of routing incidents. Inci-

dents of this type can impact routing in 
different ways, which can be classified 
as blackholes or interception.

Blackhole. In a blackhole, network 
traffic stops at the perpetrator AS and 
never reaches its legitimate destina-
tion; blackholes happen because BGP 
routing decisions are typically inde-
pendent of the instantaneous perfor-
mance of the route. Blackholes result 
in network outages that are visible to  
end users. The Moratel incident is a 
classic example of a route leak leading 
to a blackhole. Hijacks can also cause 
blackholes; the Pakistan Telecom/
YouTube incident created a blackhole 
because all of Pakistan Telecom’s 
neighbors had selected its bogus route, 

Figure 3. Pakistan Telecom hijacks YouTube.2,37,41
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Challenge: Prefix filtering works only 
on customer links. Prefix filters, howev-
er, typically filter BGP announcements 
only from customer ASes; this is because 
prefix filters are built on the assump-
tion that the filtered AS will announce 
only a small number of IP prefixes to 
the filtering AS. Prefix filtering is not 
typically used to filter BGP announce-
ments from providers or settlement-
free peers. For example, the 2010 China 
Telecom incident in Figure 2 could not 
have been prevented by prefix filtering, 
since China Telecom announced the 
bogus route along a settlement-free 
peering edge between China Telecom 
(AS 4134) and AT&T (AS 7018).

Challenge: Lopsided incentives. The 
incentives for deploying prefix filters 
are somewhat lopsided. For example, 
the “victims” of the 2008 Pakistan Tele-
com/YouTube incident were YouTube 
and all the impacted ASes that could 
not reach YouTube’s hijacked prefix. 
However, the only AS that could have 
prevented the incident by using pre-
fix filtering is PCCW itself; deploying 
prefix filters on the other victim ASes 
would do nothing to prevent the hi-
jacked route from propagating through 
the Internet. Thus, the AS deploying 
the prefix filter (for example, PCCW) 
does not have particularly strong in-
centives to do so, other than protecting 
the rest of the Internet from attacks by 
its own customers.

RPKI: Cryptographic origin valida-
tion. The issues with prefix filtering 
have led to the development of many 
alternative security solutions. The ap-
proach that currently has the most 
traction is the RPKI.26 Deployed since 
the start of this decade, the RPKI pro-
vides a trusted mapping from allocated 
IP prefixes to ASes authorized to origi-
nate them in BGP. To do this, the RPKI 
establishes a cryptographic hierarchy 
of authorities that allocate and suballo-
cate IP address space, as well as autho-
rize its use in BGP. 

The RPKI is rooted at the RIRs (re-
gional Internet registries). Figure 5 
shows how ARIN (American Registry 
for Internet Numbers) allocates the 
prefix 8.0.0.0/8 to Level3, which sub-
allocates prefix 8.8.8.0/24 to Google;5 
these allocations are accomplished 
using cryptographic certificates. The 
holder of a cryptographic certificate for 
a prefix can then sign an ROA (route or-

leaving Pakistan Telecom without a 
working route to YouTube and forcing 
it to drop traffic for YouTube’s prefix.

Interception. Traffic interception 
occurs when the perpetrator AS inter-
cepts traffic for the victim IP prefix and 
then silently passes it on to the legiti-
mate origin AS. Interception is invis-
ible to end users. Both route leaks and 
hijacks can lead to traffic interception, 
as long as the perpetrator has a working 
route to the legitimate origin AS and 
enough network capacity to transit the 
extra traffic it attracts. The 2010 China 
Telecom hijack is one example. Figure 
2 shows how one of China Telecom’s 
routers announced the bogus hijacked 
routes to its neighbors, while other 
China Telecom routers maintained a 
working route to the legitimate origin 
of the prefix.2,17 Traffic then traveled 
from the hijacking router, through 
China Telecom’s high-capacity net-
work, back out onto the wider Internet, 
and finally to the legitimate origin AS 
for the victim IP prefix. Similar inci-
dents were observed last year by Rene-
sys, which reported several short-lived 
hijacks that caused traffic for targeted 
IP prefixes to be intercepted by ASes 
based in Iceland and Belarus.34

Defenses
Many of these incidents can be elimi-
nated through security solutions based 
on simple cryptography or whitelist-
ing techniques. This section looks at 
these solutions—prefix filtering, RPKI 
(Resource Public Key Infrastructure), 
and BGPSEC—and highlights the chal-
lenges involved in deploying them on 

the global Internet.
Prefix filtering is a whitelisting tech-

nique used to filter out bogus BGP an-
nouncements. It is based on the rule 
of thumb of the first section, which im-
plies that an AS (for example, Pakistan 
Telecom in Figure 3) will announce 
BGP routes to its provider (PCCW) only 
if those routes are: for its own allocated 
prefixes; or through its own custom-
ers (Aga Khan University, Lahore Stock 
Exchange, among others). As such, 
the provider can usually enumerate 
the small set of IP prefixes that are an-
nounced by its customer; that is, the 
set of IP prefixes allocated to Pakistan 
Telecom and its customer Pakistani 
ASes. The provider can therefore keep 
a prefix list of these IP prefixes for each 
customer and discard BGP announce-
ments from a customer when they are 
not for prefixes on the list.

Benefit: Prefix filtering is simple and 
effective. Because a prefix filter is a sim-
ple whitelist, it does not usually pres-
ent a large computational burden to 
routers. Prefix filtering has been used 
by various ISPs since the late 1990s and 
is a highly effective defense against hi-
jacks and leaks perpetrated by custom-
er ASes. Indeed, our research shows if 
every Internet provider with at least 25 
customer ASes were to deploy prefix 
filters properly, this would prevent at 
least 48% of the Internet’s ASes from 
launching routing leaks or hijacks.12 
Moreover, if PCCW had properly config-
ured prefix filters in April 2008, the Paki-
stan Telecom’s hijack of YouTube might 
never have happened. The same is true of 
the November 2012 Moratel route leak.
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igin authorization) authorizing a prefix 
(or its subprefix) to be originated in 
BGP; in Figure 5, for example, Google 
issues an ROA authorizing its AS 15169 
to originate 8.8.8.0/24.

Benefit: Offline cryptography. RPKI 
does not require any modifications to 
BGP message formats; nor does it re-
quire any cryptography to be performed 
online during routing. Instead, each day 
an AS syncs its local cache to the public 
repositories that store RPKI objects, 
cryptographically verifies the RPKI ob-
jects in its local cache, and pushes the 
resulting whitelist (mapping IP prefixes 
and their authorized origin AS(es)) to 
border routers in its AS.26

Benefit: Protection from hijacks. 
Routers use this whitelist to filter hi-
jacked BGP routes (that is, those with 
an unauthorized origin AS). For exam-
ple, in Figure 2 AT&T can use the RPKI 
to determine the route

	 3356, 6167, 22394, 22394
	 66.174.161.0/24

is legitimate; AS 22394 is the origin of 
the route, and there is ROA in the RPKI 
of Figure 5 authorizing AS 22394 to 
originate 66.174.161.0/24. Meanwhile, 
the route originating at China Tele-
com’s AS 22724 in Figure 2 is bogus, 
since there is no ROA authorizing AS 
22724 to originate 66.174.161.0/24.

Benefit: Effective incentives. The 
RPKI also avoids the two problems that 
plague prefix filtering: it can be used 
to filter BGP announcements made 
by any neighbor (not just neighboring 
customers), and it avoids lopsided de-
ployment incentives. During the first 
phase of RPKI deployment, an AS that 
wants to protect the routes it origi-
nates can populate RPKI repositories 
with ROAs for its originated routes. 
(Today, RPKI contains ROAs for about 
4% of the routes announced in BGP.31) 
During the second phase of RPKI de-
ployment, an AS can use RPKI to dis-
card bogus routes, thus protecting the 
routes it selects. (Currently we are in 
the very early steps of this phase, with a 
few ASes worldwide are experimenting 
with the RPKI-based filtering.)

Challenge: RPKI takedowns and 
misconfigurations. A key challenge to 
RPKI deployment stems from abuse 
of RPKI itself.5,7,8,30 RPKI is designed 
as a threat model where BGP is under 

attack but RPKI is trusted. Can RPKI 
itself be attacked, misconfigured, or 
lawfully compelled to misclassify a le-
gitimate BGP route as bogus? (DNS is 
subject to lawful orders to take down 
domains;14,35 could RPKI be used to 
take down IP prefixes? This has already 
come up in several court cases.13,22,29) 
Since routers use RPKI to filter bogus 
BGP routes, then the routers will lose 
access to the misclassified route. This 
means RPKI creates a new attack vector 
that can be used to blackhole routes. 
These issues are known to the RPKI 
standards community, and there are 
ongoing efforts to harden RPKI against 
this type of abuse through the develop-
ment of configuration tools24,31,36 and 
fail-safe mechanisms;16,23 it is too early 
to tell what the outcome of these ef-
forts will be.

Challenge: RPKI can be circumvented. 
Unfortunately, the RPKI cannot pre-
vent some classes of attacks.

The first is a route leak. The RPKI is 
designed to detect routes with an unau-
thorized origin AS, but in a route leak, 
the perpetrator leaks a legitimate route 
with an authorized origin AS. For exam-
ple, even if nLayer (AS 4436) in Figure 4 
had been filtering routes based on the 
RPKI, it would still select the “leaked” 
Moratel route, since Google is a legiti-
mate origin for prefix 8.8.8.0/24.

The second is a path-shortening at-
tack in which an attacker announces 
a short bogus path to a prefix that ter-
minates at the authorized origin AS. 

For example, even if RPKI were fully de-
ployed, China Telecom (AS 4134) could 
still intercept traffic if it announced 
the route

	 4134, 22394
	 66.174.160.0/24

to AT&T in Figure 2. To see why, notice 
the route has a legitimate origin AS (AS 
22394), but the route is actually bo-
gus: there is no edge between AS 4134 
and AS 22394. Thus, even if AT&T used 
RPKI to filter routes, it would still se-
lect the bogus route to China Telecom 
because it has a legitimate origin AS 
and is shorter than the legitimate route 
via Level3.

Fortunately, however, research1,12,27 
suggests fewer ASes are likely to se-
lect a leaked or shortened route than 
one that is subprefix hijacked. Dur-
ing a subprefix hijack, the hijacker 
exploits longest-prefix-match rout-
ing to (potentially) convince all of 
the ASes on the Internet to select the 
bogus route. Meanwhile, both route 
leaks and path-shortening attacks do 
not exploit longest-prefix-match rout-
ing. Instead, they cause traffic to split 
between legitimate routes and the 
leaked/shortened route, with a ma-
jority of the traffic taking legitimate 
routes;12,27 the nature of the split is de-
termined by routing policies and the 
AS-level topology (since ASes closer to 
the attacker are more likely to select 
the attacker’s route).

Figure 5. Model of a possible future full deployment of the RPKI.5
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RPKI does not 
require any 
modifications to 
BGP message 
formats; nor does 
it require any 
cryptography to be 
performed online 
during routing.

BGPSEC: Cryptographic path valida-
tion. The community has considered a 
number of solutions that can elimi-
nate the attacks that can be launched 
against the RPKI. Excellent surveys of 
these solutions are available.3,21 Here, 
we focus on BGPSEC, the protocol cur-
rently being standardized by the Inter-
net Engineering Task Force (IETF).25  

Building on the RPKI’s guarantees that 
a BGP route has an authorized origin AS, 
BGPSEC also provides path validation.

BGPSEC builds on the RPKI by add-
ing cryptographic signatures to BGP 
messages. It requires each AS to sign 
each of its BGP messages digitally. The 
signature on a BGPSEC message covers 
(1) the prefix and AS-level path; (2) the 
AS number of the AS receiving the BG-
PSEC message; and includes (3) all the 
signed messages received from the pre-
vious ASes on the path. For example, in 
Figure 2, AT&T’s AS 7018 would receive 
the following BGPSEC message from 
Level3’s AS 3356:

  [66.174.161.0/24 : 7018; 3356; 6167; 
22394]3356

  [66.174.161.0/24 : 3356; 6167; 22394]6167

  [66.174.161.0/24 : 6167; 22394]22394

where the notation [m]A means mes-
sage m signed by AS A. Upon receipt 
of a BGPSEC announcement, an AS 
validates the signatures and filters the 
route if the signatures are invalid.

Benefit: No path-shortening attacks. 
BGPSEC eliminates path-shortening 
attacks. In Figure 2, China Telecom (AS 
4134) announced the path

	 4134, 22394
	 66.174.161.0/24

to AT&T. With BGPSEC, this attack 
would fail. China Telecom (AS 4134) 
would not receive the BGPSEC an-
nouncement

[66.174.161.0/24 : 4134; 22394]22394

from Verizon Wireless (AS 22394), 
since AS 22394 and AS 4134 are not 
neighbors, and thus could not form a 
‘shortened’ bogus path that passes the 
digital signature checks required by 
BGPSEC.

Challenge: Online cryptography. Un-
like the solutions discussed thus far, 
BGPSEC is an online cryptographic 

protocol; routers must cryptographi-
cally sign and verify every BGP mes-
sage they send. This high computa-
tional overhead, which could require 
routers to be upgraded with crypto 
hardware accelerators, could slow 
down BGPSEC deployment.

Challenge: The transition to BGP-
SEC. All the security solutions con-
sidered here face the challenge that 
each AS will decide whether or not to 
deploy them based on their own local 
business objectives. This challenge 
is particularly acute with BGPSEC, 
because an AS cannot validate the 
correctness of an AS-level path (and 
therefore filter bogus routes) unless 
all the ASes on the path have applied 
their signatures to the message. This 
means the security benefits of BGP-
SEC apply only after every AS on the 
path has deployed BGPSEC. This is in 
stark contrast to the other two solu-
tions discussed here—prefix filtering 
and RPKI—where only the AS doing 
the filtering needs to deploy the secu-
rity solution. This creates a chicken-
and-egg problem; the security ben-
efits of BGPSEC apply only after a 
large number of ASes have deployed 
BGPSEC, but there is little security 
incentive for anyone to be the first to 
deploy BGPSEC.

There are a number of ways around 
this chicken-and-egg problem. One 
idea is that a set of early-adopter ASes 
would deploy BGPSEC (for example, 
for regulatory compliance, because 
of subsidies, or for public-relations 
purposes) and then trigger a cascade 
of BGPSEC deployment.4,10 One argu-
ment in favor of deploying BGPSEC is 
that because BGPSEC necessarily in-
fluences routes selection, an AS that 
has deployed BGPSEC could attract 
more revenue-generating traffic from 
its customers that prefer to select BG-
PSEC-secured routes. Our simulation 
results suggest these economic incen-
tives, along with several other condi-
tions, can create a cascade that leads 
to BGPSEC adoption at a majority of 
ASes on the Internet. 10

Beyond economic incentives, how-
ever, is the question of what security 
benefits are provided during the tran-
sition to BGPSEC, when some ASes 
have adopted it but others have not. 
The answer is, unfortunately, less 
positive. Given the routing policies 
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that are likely to be most popular11 
during the transition to BGPSEC, our 
recent work argues that BGPSEC can 
provide only meager improvements 
to security over what is already pos-
sible with the RPKI.27 This is because 
ASes may prioritize economic con-
siderations over security concerns. 
For example, given a choice between 
an expensive, BGPSEC-secured route 
through a provider and a cheap, inse-
cure BGP route through a customer, 
an AS might choose the cheap, inse-
cure path. Thus, even ASes that have 
deployed BGPSEC can suffer from 
protocol downgrade attacks, where 
an attacker convinces them to select 
a bogus path instead of a legitimate 
BGPSEC-secured path.

Conclusion
Today we live in an imperfect world 
where routing-security incidents can 
still slip past deployed security de-
fenses, and no single routing-security 
solution is a panacea against routing 
attacks. Research suggests, however, 
the combination of RPKI with prefix 
filtering could significantly improve 
routing security; both solutions are 
based on whitelisting techniques and 
can reduce the number of ASes that 
are impacted by prefix hijacks, route 
leaks, and path-shortening attacks. 
There are still several deployment 
challenges to overcome, since prefix 
filtering is limited by lopsided deploy-
ment incentives, while RPKI introduc-
es a new dependence on centralized 
authorities.

This article has concentrated on pro-
tocol-based attacks on BGP. Recent re-
search38,39 and media revelations15,18,40 
indicate routers themselves could be 
compromised in a manner that cir-
cumvents protocol-based defenses such 
as prefix filtering, RPKI, and BGPSEC. 
Thus, while we continue to make prog-
ress toward protocol-based defenses 
for routing security, the next frontier 
of routing security could very well be 
hardening the software and hardware 
used in Internet routers.
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Use this map query interface to search  
the world, even when not sure what 
information you seek. 

BY HANAN SAMET, JAGAN SANKARANARAYANAN,  
MICHAEL D. LIEBERMAN, MARCO D. ADELFIO,  
BRENDAN C. FRUIN, JACK M. LOTKOWSKI, DANIELE PANOZZO, 
JON SPERLING, AND BENJAMIN E. TEITLER 

DO YOU TRAVEL?  Do you want to know what is 
happening in the place and vicinity you are traveling 
to? Do you want to keep up with the latest news in 
the place and neighboring vicinity you left, especially 
if it is where you may have once lived or worked? If 
you answered yes to any of these questions, then our 
NewsStand, denoting Spatio-Textual Aggregation of 
News and Display, and related systems, are for you. 

NewsStand46 is an example application of a 
general framework for enabling people to search for 
information with a map-query interface. As such, it is a 
variant of systems we have been developing for the 

past 30 years at the University of Mary-
land that we call “spatial browsers,” as 
in Samet et al.39 and Samet et al.41 The 
advantage of the map-query interface 
is that a map, coupled with the abil-
ity to vary the zoom level at which it is 
viewed, provides inherent granular-
ity to a search process that facilitates 
approximate search. This capabil-
ity distinguishes it from prevalent 
keyword-based conventional search 
methods that provide a limited facility 
for approximate searches that are real-
ized primarily by permitting a match 
through a subset of the keywords. How-
ever, users often lack a firm grasp of 
which keyword to use, and would thus 
welcome the search to also account for 
synonyms. For queries to spatially ref-
erenced data, termed “spatial queries 
to spatial data,” the map-query inter-
face is a step in this direction. Con-
sider the action of pointing at a loca-
tion (such as through the appropriate 
positioning of a pointing device or ges-
turing appropriately) and making the 
interpretation of the precision of this 
positioning specification dependent 
on the zoom level. This is equivalent to 
permitting use of spatial synonyms. 

Being able to use spatial synonyms is 
important, as it enables users to search 
for data when they are not exactly sure 
what they seek or what the answer to 
their query should be. For example, 
suppose the query seeks a “rock con-
cert in Manhattan.” The presence of 
“rock concerts” in Harlem, Brooklyn, 

Reading News 
with Maps 
by Exploiting 
Spatial 
Synonyms 

 key insights

˽˽ The NewStand map query interface 
monitors the output of more than 10,000 
RSS news sources within minutes of 
publication and associates articles with 
the locations they mention. 

˽˽ A map coupled with the ability to vary 
the zoom level at which it is viewed and 
interpreted provides inherent granularity 
to the search process, facilitating an 
approximate search and enabling use of 
spatial synonyms. 

˽˽ Textual specification of location is 
preferable to geometric specification 
for users of mobile devices but must 
overcome potential ambiguity. 

http://mags.acm.org/communications/october_2014/TrackLink.action?pageName=64&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2629572
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to the user are ordered by measures 
that incorporate some aspect of their 
frequency. In particular, the classic 
PageRank algorithm uses static data, 
while click logs correspond to dynamic 
data. The frequency basis ensures the 
results are the same as those provided 
to other users. This property can be 
characterized as the “democratization 
of search” in the sense that all users 
receive equal treatment. A cruder way 
to describe the resulting effect is that it 
does not discriminate among users in 
the sense they all get the same bad (or 
good) answers. That is, the effect of us-
ing the PageRank algorithm and click 
logs to order results (effectively choos-
ing which results to present to the user) 
is that if nobody ever looked for some 
data (or its neighbor in a spatial sense) 
before or linked to it, then it will nev-
er be found and, hence, will never be 
presented to the user. In some cases, 
this is fine. However, for synonyms, it 
has a strongly negative effect on the 
quality of search results, as it means if 
nobody linked to similar pages due to 
their content being equivalent but for 
the use of the same words, or clicked 
on a spatial neighbor, then the search 
engine will never find the similarity. 
As such, the PageRank algorithm will 
never be able to find similar pages as it 
crawls the Web when building an index 
to the Web pages, and no useful click 
logs will be found. 

NewsStand and related systems we 
have built at the University of Mary-
land address the synonym problem 
for spatial queries. Note that all spatial 
queries can be broken down into two 
classes: 

Location-based. Takes a location X, 
traditionally specified using lat/long 
coordinate values as an argument, and 
returns a set of features associated 
with X; and 

Feature-based. Takes a feature Y as 
an argument and returns the set of lo-
cations with which Y is associated. 

These queries can also be charac-
terized as a pair of functions, with one 
the inverse of the other. Feature-based 
queries are also known as “spatial data 
mining.”3 Although features are usual-
ly properties (also known as attributes) 
of spatially referenced data (such as 
crop types, soil types, zones, and speed 
limits), they and the underlying spa-
tially referenced data domain can be 

or New York City are all good answers 
when no such events can be found in 
Manhattan, as they correspond to spa-
tial synonyms: Harlem by virtue of be-
ing contained in Manhattan; Brooklyn 
by virtue of both proximity and being a 
sibling (both are boroughs of New York 
City); and New York City by virtue of a 
containment relationship. Conven-
tional search engines handle spatial 
queries by dynamically incorporating 
information gleaned from query-and-
click logs, whereby if enough users 
searching for Manhattan end up click-
ing on pages associated with Harlem 
or New York, then over time, the search 

engine infers the spatial scope of the 
documents to be proximate or relevant 
to New York. More recently, search 
engines (such as Google’s Knowledge 
Graph and Microsoft’s Satori) have 
been using large knowledgebases to 
understand the spatial focus of key-
word search queries, as well as, to a 
limited extent, the spatial focus of the 
documents. Notwithstanding such im-
provements to search engines for un-
derstanding locations in documents, 
the primary utility of the search en-
gines is still based on popularity in the 
sense that the PageRank algorithm and 
click logs ensure webpages provided 

Figure 1. NewsStand Map Mode: (a) Example screenshot for “What is happening at location 
X on March 26, 2014?”; (b) representative headline in Moscow for the Obama/Putin relation-
ship topic; and (c) representative headlines for topics associated with Moscow. 

(a)

(b) (c)
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more broadly interpreted. NewsStand 
adapts them to the domain of unstruc-
tured data consisting of collections of 
news articles with textually specified 
locations; the features are the topics. 
Adapting these concepts results in a 
location-based query returning all top-
ics and articles mentioning a specific 
place or region X and a feature-based 
query returning all places and regions 
mentioned in articles about topic T 
or just article Y. Note that NewsStand 
does not require users to specify T in 
advance, in which case the topics are 
ranked by importance, which can be 
defined by various criteria, including, 
but not limited to, the number of ar-
ticles comprising them. Here is a typi-
cal pair of queries: What is happening 
at location X?; and Where is topic T or 
article Y happening? 

Their execution is facilitated by 
building an index on the spatial data,36 
preferably all at once through bulk 
loading, as in Hjaltason and Samet.12 
An index is relatively easy to construct 
when the spatial data is specified geo-
metrically and numerically. However, 
data is not specified this way in News-
Stand, as all data is unstructured. In 
particular, location and feature data 
are both just collections of words, 
some of which, in the case of spatial 
data, can be (but are not required to be) 
interpreted as the names of locations. 
That is, spatial data is specified using 

text (called “toponyms”) rather than 
geometry, meaning some ambiguity is 
involved. This ambiguity has advantag-
es and disadvantages. The advantage is 
that, from a geometric standpoint, the 
textual specification captures both the 
point and spatial extent interpretations 
of the data, analogous to a polymor-
phic type in parameter transmission 
serving as the cornerstone of inheri-
tance in object-oriented programming 
languages. For example, a city can be 
geometrically specified by either a 
point (such as its centroid) or a region 
corresponding to its boundary, the 
choice of which depends on the level 
of zoom with which the query interface 
is activated. The disadvantage is we are 
not always sure if a term is a geograph-
ic location. For example, does “Jordan” 
refer to a country, a river, or a surname, 
as in “Michael Jordan”? The process of 
answering is called “toponym recogni-
tion.”18 Moreover, if it is a geographic 
location, then which, if any, of the pos-
sibly many instances of geographic lo-
cations with the same name is meant. 
For example, does “London” refer to an 
instance in the U.K., Ontario, Canada, 
or one of many others? The process of 
answering is called “toponym resolu-
tion.”19 Resolving these ambiguities 
with no errors (or almost none) is one 
of the main technical challenges we 
have faced in deploying NewsStand 
and related systems. 

NewsStand User Interface 
NewsStand’s goal is to offer an alterna-
tive to the news-reading process and, 
more important, experience. Users 
query NewsStand by choosing a region 
of interest and finding relevant associ-
ated topics and articles (experience the 
NewsStand interface at http://news-
stand.umiacs.umd.edu). The topics 
and articles displayed are determined 
by the location and level of zoom that 
together dictate the spatial scope of 
the query, or region of interest. The 
two ways of interpreting the notion 
of “region of interest” are in terms of 
content and of news sources. In the 
simplest way, there are no predeter-
mined boundaries on the locations of 
the news sources for the articles being 
displayed for the region of interest. 
In the second way, the sources can be 
limited to a subset of available sources 
by specifying them explicitly (such as 
New York Times and Washington Post), 
by language, by spatial region that can 
be specified textually (such as restrict 
sources to Ireland), or by drawing the 
region of interest on the NewStand 
map (such as a box overlapping Ireland 
and the U.K.). Users can also constrain 
the spatial region and news sources; 
they need not be the same. This is a 
useful feature, as it enables users to see 
how one part of the world views events 
in another part of the world. For exam-
ple, users may want to see how the Eng-

Figure 2. NewsStand Top Stories Mode: (a) Example screenshot for “Where is topic T or article Y happening on March 26, 2014?”; and (b) 
subset of images associated with vthe Obama/Putin relationship topic with duplicates and near-duplicates grayed over. 

(a) (b)

http://mags.acm.org/communications/october_2014/TrackLink.action?pageName=67&exitLink=http%3A%2F%2Fhttp%3A%2F%2Fnews-stand.umiacs.umd.edu
http://mags.acm.org/communications/october_2014/TrackLink.action?pageName=67&exitLink=http%3A%2F%2Fhttp%3A%2F%2Fnews-stand.umiacs.umd.edu
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NewsStand 
gathers its data by 
crawling the Web. 
Its primary sources 
are thousands of 
individual news 
sources worldwide 
in the form of RSS 
feeds. 

cus, without having to leave their area 
of interest on the main map, and is in-
dependent of the current level of zoom. 

Blue balls on both the main map 
and the minimap indicate other loca-
tions with the same name as the one 
over which the user is currently hov-
ering—here Moscow. Allowing the 
minimap to include all other loca-
tions with the same name may cause 
the geographic span of the minimap 
to exceed that of the orange balls. The 
blue balls enable detecting toponym 
resolution errors. 

A black ball on the minimap marks 
the location over which the user is cur-
rently hovering, or Moscow. Up and 
down arrows on the minimap allow 
the user to scroll through the orange 
and blue balls and output the corre-
sponding location names. Scrolling 
through the blue balls enables rank-
ing the interpretations of the loca-
tion name. Green and red balls on the 
minimap correspond to the current 
blue and orange balls in the scrolling 
process. Hovering over an orange ball 
in the minimap yields the name of the 
location, while hovering over a blue 
ball yields both the name of the loca-
tion and its containing location on the 
minimap (such as “Moscow, ID, Unit-
ed States”), as all blue balls have the 
same name. 

Figure 1c is an info bubble show-
ing headlines of representative articles 
for each topic associated with Mos-
cow, the location over which the user 
hovered most recently. It results from 
clicking the > symbol in the headline 
info bubble associated with this loca-
tion. Clicking on one of the headlines 
yields the summary info bubble (see 
Figure 1a), as well as the adjacent cor-
responding minimap, which is also 
generated when hovering over a mark-
er. Note that orange balls (but not the 
blue balls) in the minimap differ as a 
user scrolls through the headlines of 
the topics. The summary info bubble 
also contains links to related images, 
videos, and other articles. Clicking on 
the headline in this summary info bub-
ble causes the full text of the article to 
be displayed and, if it is in a language 
other than English, an option is avail-
able to translate it and/or the headline 
into English through a translation 
package (such as Google Translate and 
Microsoft Translator). 

lish press views and interprets develop-
ments in the Middle East. The result is 
analogous to sentiment analysis. Other 
applications include monitoring hot 
spots for investors, national security, 
and keeping up with the spread of dis-
eases, as in Lieberman et al.24 

Figure 1a is a screenshot of News-
Stand’s output for “What is happening 
at location X on March 26, 2014?” This 
is NewsStand’s “Map Mode.” X is Af-
rica, Europe, and part of the Americas. 
The figure includes an excerpt from an 
article about the Obama/Putin rela-
tionship that mentions Moscow. Each 
icon, or symbol on the map, we call a 
“marker,” represents a set of articles 
on the same and/or different topics 
where the main property shared by all 
the articles is that they mention the 
corresponding map location. The type 
of symbol conveys information about 
the news category (such as general 
news, business, science and technol-
ogy, entertainment, health, and sports) 
spanning most of the article topics as-
sociated with the location. The user 
can select one or more of these catego-
ries by toggling the appropriate but-
tons at the top of the screen. 

Figure 1b is an info bubble contain-
ing the headline from a representative 
article on the dominant topic associ-
ated with Moscow, or the Obama/Putin 
relationship. NewsStand obtains these 
topics by applying a clustering process 
to all the articles. The info bubble is 
generated by the user hovering the 
mouse cursor over Moscow. The hover-
ing action also causes the markers at 
all other locations on the map associ-
ated with this representative article 
to be replaced by orange balls. In this 
example, these locations correspond 
to, in part, the countries involved in, or 
affected by, the Obama/Putin relation-
ship. Some locations might lie outside 
the geographic span of the map (such 
as in North America and the Far East) 
currently visible in the screenshot. 

Including areas of interest beyond 
the map is achieved through a mini-
map generated when the user hovers 
over a marker, along with the headline 
(not shown here). The action displays 
the geographic span of the representa-
tive article with orange balls at the ap-
propriate locations. The utility of the 
minimap involves permitting users to 
see the selected article’s geographic fo-
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The domain of news sources for the 
articles from which the representative 
article is drawn can be restricted by 
language, geographic region, or coun-
try, as well as by specific newspaper. 
This is done by setting up an appro-
priate filter using the “settings” but-
ton (at the lower-right-hand corner of 
the screen in Figure 1a) and selecting 
the appropriate ones, as in the lower 
grayed half of Figure 1a. Note that us-
ers are also able to do a search by loca-
tion or keyword(s), as well as vary the 
number of markers to be displayed 
through a display slider. 

Figure 2a is a screenshot of News-
Stand’s output for “Where is topic T 
or article Y happening on March 26, 
2014? This is NewsStand’s “Top Sto-
ries Mode.” T is one of the topics whose 
representative headlines are shown in 
the bottom-left pane ranked using an 
importance measure. Importance is 
defined in terms of significance, age, 
and frequency, though velocity/accel-
eration of arrival should also be taken 
into account, as it is a better measure 
since topics eventually lose their timeli-
ness. The headline displayed is the one 
that was clicked. It is highlighted (by 
being grayed) as a result of the user hov-
ering over it, corresponding here to the 
Obama/Putin relationship topic. Click-
ing on the headline causes more details 
(such as an expanded description and 
the number of related documents, im-
ages, and videos) to appear about it, as 
shown in the top left pane of Figure 2a, 
along with the means to access them 
via a subsequent mouse click. 

The hovering click in the bottom-
left pane of Figure 2a also causes ap-
propriate markers (category symbols) 
to appear on the map (right pane) at 
the principal geographic locations as-
sociated with the topic. In this exam-
ple, these locations correspond to, in 
part, some of the countries involved 
in, or affected by, the Obama/Putin re-
lationship, including the U.S. and Rus-
sia. Hovering the mouse cursor on the 
map in the right pane causes info bub-
bles and the associated minimap with 
the same semantics to appear, as in the 
“What is happening at X?” query in Fig-
ure 1. In particular, the orange balls en-
able the user to differentiate between 
locations in close proximity (such as 
London and Wimbledon in the U.K. for 
a tennis cluster), while the blue balls 

capture other instances of geographic 
locations with the same name (such as 
“Moscow, PA, United States”). 

Users in Map and Top Stories modes 
can obtain the collection of images and 
videos associated with each cluster. For 
images, NewsStand detects duplicates 
or near duplicates and hides them 
from view. This is a powerful property, 
as it uses the words associated with the 
articles, or their semantics, as the first 
step in finding similar images, while 
the duplicates among the similar im-
ages can be detected through classical 
image-similarity methods, including 
hierarchical color histograms5 and the 
Scale-Invariant Feature Transform al-
gorithm, or SIFT.25 Figure 2b is an ex-
ample of a subset of such images for 
the Obama/Putin relationship topic 
anchored in Moscow. 

As outlined earlier, NewsStand’s ul-
timate goal is to make the map the me-
dium of choice for presenting informa-
tion with spatial relevance and is thus 
not restricted to news articles; that is, 
it can also be applied to search results, 
images, videos, and tweets. It also en-
ables summarization of news, further 
exploration, and even knowledge ac-
quisition through discovery of patterns 
in the news, a direct result of the asso-
ciation of topics or categories with the 
locations mentioned in constituent 
articles. For example, queries can be 

chained in the sense that an interest-
ing topic might be associated with Par-
is, France, and the same topic might 
also be associated with London, U.K., 
as found through the orange balls. At 
this point, the user would move the 
pointing device to London and click to 
find other related topics mentioning 
London, as well as other locations to 
which the user can transition by mov-
ing via the map-query interface. This 
unlimited chaining is possible only in 
Map Mode, as the queries are location-
based, while the queries in Top Stories 
Mode are topic-based, and the markers 
on the map are restricted to the loca-
tions corresponding to the highest-
ranked topics, unless the user does a 
keyword search. 

NewsStand can also compute a clus-
ter disease focus, or the most common 
term in the cluster corresponding to 
the name of a disease (such as “Europe 
on March 26, 2014” in Figure 3). Alter-
natively, a user can apply the same idea 
and find the most common term in the 
cluster corresponding to the name of a 
person or brand. Finding such a term is 
achieved by setting the “layers” param-
eter to “disease,” “people,” or “brand,” 
respectively. 

Related Work 
Comparing NewsStand with existing 
newsreaders is difficult, as reading the 

Figure 3. NewsStand screenshot showing clusters that mention a disease name for Europe  
on March 26, 2014; the user is hovering over Valencia, Spain, and the disease is breast cancer. 
Orange balls in the minimap show all other locations in the world where the relevant cluster 
mentions breast cancer. 
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ing the Web. Its primary sources are 
thousands of individual news sources 
worldwide in the form of really simple 
syndication (RSS) feeds; RSS is a widely 
used XML protocol for online publica-
tion, ideal for NewsStand, as it requires 
only a title, short description, and Web 
link for each published news item. RSS 
2.0 also allows an optional publication 
date, helping determine the age, or 
“freshness,” of an article. NewsStand 
currently indexes 10,000 news sources 
and processes approximately 50,000 
news articles per day. It determines the 
geographic locations mentioned in the 
article, a process known as geotagging, 
and tries to determine an article’s geo-
graphic focus or foci that are the key 
locations mentioned in it. 

NewsStand also aggregates news 
articles by topic based on content 
similarity (termed “clustering”) so ar-
ticles concerning the same event are 
grouped in the same cluster. The main 
goal of clustering is to automatically 
group news articles that describe the 
same news event into sets of news ar-
ticles, termed “article clusters” (also 
referred to earlier as “topics” and as 
“clusters”), such that each cluster con-
tains only the articles encountered in 
the input seen so far pertaining to a 
specific topic. As news articles enter 
this stage, NewsStand assigns them 
to news clusters, essentially a one-
shot process meaning once an article 
is added to a cluster it remains there 
forever. NewsStand will never revisit or 
recluster the article, which is desirable, 
as articles come into NewsStand at a 
high-throughput rate, and NewsStand 
needs a document-clustering system 
that can process them quickly while 
still managing to deliver good-quality 
clustering output. Such a version of the 
clustering algorithm is characterized 
as being “online.” 

Given these requirements, News-
Stand uses the leader-follower clus-
tering7 algorithm that permits online 
clustering in both the term-vector 
space using the term frequency–in-
verse document frequency, or TF-IDF, 
metric35 and the temporal dimen-
sion. For each cluster, NewsStand 
maintains a term centroid and time 
centroid corresponding to the means 
of all term-feature vectors and publi-
cation times of articles in the cluster, 
respectively. To cluster a new article a, 

news with a map is a feature not found 
in any popular news reader (such as 
Pulse). News-reading systems (such 
as Microsoft Bing News, Google News, 
and Yahoo News) present the news in 
classical linear fashion with aggrega-
tion of different sources for each topic. 
These providers all include some as-
pect of locality in terms of aggrega-
tion of articles and topics relevant to 
a user’s locality. Aggregation is usually 
done according to a ZIP or postal code 
or city-state specification. For example, 
for ZIP code 20742, topics could men-
tion “College Park, MD.” For Google 
News, this feature seems to be imple-
mented, at least as far as we can tell, by 
applying Google search with location 
names as search keys. For example, af-
ter determining the user is in ZIP code 
20742 (such as by virtue of the user’s IP 
address, absent an alternative specifi-
cation of the local area), Google News 
would return the topics mentioning 
“College Park, MD” or “University of 
Maryland,” as they are known to be as-
sociated with this ZIP code. In addition, 
the resulting list of topics also appears 
to be based primarily on the location 
of the news source (usually a newspa-
per) where the articles comprising the 
topics are contained, rather than on 
story content. In these examples, the 
number of topics displayed is limited, 
though there is no particular reason 
for this limitation save for the absence 
of topics relevant to the user’s locality. 
Note also that in these examples there 
is no notion of article importance in 
determining what is shown to the user. 

Interestingly, none of the popular 
news readers use a map to present the 
articles, though they could all do so 
with a mashup on their mapping plat-
forms. HealthMap10 does use a map to 
present disease outbreaks, where loca-
tions are obtained from the dateline 
of a disease report or metadata from 
ProMed reports. This use of a map to 
present disease reports is similar to 
the “disease layer” in NewsStand (see 
Figure 3), except that in NewsStand 
the locations are obtained from the ar-
ticle’s actual text. It is also similar to an 
implementation of our Spatio-Textual 
Extraction on the Web Aiding the Re-
trieval of Documents, or STEWARD,23 
system with ProMed reports that can 
also show disease propagation over 
time.16 Note although the mapping 

platforms supporting the mashups are 
able to zoom in, with the exception of 
NewsStand, none couple zoom with 
the ability to obtain more articles. 

In the past, a number of systems 
tried to understand geographical lo-
cations in news articles and display 
them, though most are no longer 
available or accessible. For example, 
Reuters’s NewsMap, the Washington 
Post’s TimeSpace, the BBC’s LiveStats, 
and the AP’s Mobile News Network 
tried to associate news articles with a 
coarse geography based on the wire-
service location where the article was 
filed. An article submitted to the Mi-
ami news wire would therefore be list-
ed for all ZIP codes in Miami. Unlike 
NewsStand, there appears to be no at-
tempt in the AP Mobile News Network 
to analyze individual articles to deter-
mine the main associated location, or 
geographic focus, or other important 
locations mentioned in the articles. 

It is also useful to compare News-
Stand with commercial services for 
Web search and recommender sys-
tems (such as review sites like Yelp and 
TripAdvisor). The difference is that in 
these systems, awareness of spatial 
entities is a result of the explicit popu-
lation of their databases with spatial 
information in the form of addresses 
or GPS, or lat-long, values; hence they 
can support the exploration of the spa-
tial information. NewsStand has a dual 
role: discover the spatial information 
in its input data that is specified textu-
ally and usually ambiguously (requir-
ing incorporation of other informa-
tion, some external to its input data); 
and exploratory, where the capabilities 
are similar to those in recommender 
systems, though there is less emphasis 
on a map-query interface in the recom-
mender systems. 

NewsStand Architecture 
The key elements to understanding 
news were perhaps best captured in 
1902 by Rudyard Kipling in his Just So 
Stories: “I keep six honest serving-men 
(They taught me all I knew); Their names 
are What and Where and When And 
How and Why and Who.” NewsStand fo-
cuses on the “what” and “where” and to 
a lesser extent on “when,” where “when” 
is recent. Here, we focus on “what” and 
later on “where.” 

NewsStand gathers its data by crawl-
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NewsStand checks whether a cluster 
exists where the distance from its term 
and time centroids to a is less than a 
fixed cutoff distance ∈. If one or more 
candidate clusters exists, a is added to 
the closest such cluster, and the clus-
ter’s centroids are updated; otherwise, 
NewsStand creates a new cluster con-
taining only a. 

NewsStand’s online clustering algo-
rithm ranks the clusters based on its 
notion of “importance,” as determined 
by several factors: 

Number of articles. The number of 
articles in the cluster; 

Number of unique news sources in 
a cluster. For example, an event in Ir-
vine, CA, is important if carried by 
multiple news sources, especially if 
some are geographically distant from 
Los Angeles (approximately 50 miles 
from Irvine); 

The cluster’s rate of propagation. Arti-
cles about important events are picked 
up by multiple news sources within a 
short period of time; and 

Time of addition. The time at which 
the most recent addition to the cluster 
took place, an option exercised by the 
NewsStand user, precluding consider-
ation of the first three factors. 

When clusters are ranked using the 
first three factors, NewsStand must 
choose the cluster’s representative ar-
ticle, a form of secondary ranking. The 
nature of this article can be varied by 
the NewsStand user to be either the 
most recent article, thereby disregard-
ing the corresponding cluster’s impor-
tance (the fourth factor), or according 

to the cluster’s importance, where 
the choice is between the article from 
the most reputable source or from 
the source with the freshest article. 
Though it is important for NewsStand 
to show the clusters with the most sig-
nificant topics in the current viewing 
window when in Map Mode, simply 
displaying the highest-ranked topics 
on the map may not produce a useful 
display for a wide audience, as these 
topics tend to be clustered in particu-
lar geographic areas. This situation re-
flects the uneven news coverage of ma-
jor newspapers, as they tend to focus on 
these geographic areas. In NewsStand, 
topic selection is a trade-off between 
significance and spread. To achieve 
a balance, NewsStand subdivides the 
viewing window into a regular grid and 
requires each grid square contain no 
more than a maximum number of top-
ics. The topics displayed are selected 
in decreasing order of significance and 
age, an approach that ensures a good 
spread of top topics across the entire 
map. 

NewsStand also determines the geo-
graphic focus or foci associated with 
the cluster, a determination facilitated 
through the clustering process vis-à-vis 
the location feature. NewsStand dis-
plays each cluster at the positions of 
its geographic foci, provided it is one of 
the most important clusters or its geo-
graphic focus is also the focus of one of 
the most important clusters, where the 
number of locations is set by manipu-
lating a slider in the upper-right corner 
of the map. The locations associated 

with the most important clusters are 
thus the ones for which the map con-
tains data. This display is usually done 
with the aid of symbols corresponding 
to their news category, as in Figure 1. 
However, rather than display the cat-
egory symbol associated with the clus-
ter, NewsStand can also display the text 
corresponding to the most prevalent 
term in the cluster we call the “key-
word” by having the user set the appro-
priate “layers” parameter in Figure 1a. 
Alternatively, users can also display the 
actual name of the location that serves 
as the geographic focus by setting the 
layers parameter to “location.” 

Scalability and fast processing of 
individual articles were the most im-
portant criteria in designing News-
Stand’s architecture20 (see Figure 4). 
Additional goals include presenting 
the latest news as quickly as possible, 
within minutes of its online publica-
tion, and being robust to failure. The 
NewsStand architecture fulfills these 
criteria by subdividing its collection 
and processing into several modules, 
each able to run independently on sep-
arate computing nodes in a distributed 
computing cluster. The figure outlines 
how the articles are processed by a se-
quence of these modules in a comput-
ing pipeline. Because each module 
might execute on a different node, a 
given article might be processed by 
several different computing nodes in 
the system. We also designed the mod-
ules in a way that allows for multiple 
instances of any module to run simul-
taneously on one or more nodes. News-

Figure 4. High-level overview of NewsStand’s architecture. We designed the system as a pipeline, with individual processing modules 
working independently. A central control module orchestrates article processing by delegating work to the other modules and tracking 
articles in the pipeline. 

User 
Interface

Core
Database

News
Crawling

Clustering Geotagging

Gazetteer

Documents
Indexes

Cluster
Focusing

Controller

Parallel execution

Internet



72    COMMUNICATIONS OF THE ACM    |   OCTOBER 2014  |   VOL.  57  |   NO.  10

contributed articles

Massachusetts and Illinois, where it is 
the state capital. 

Toponym recognition. Many differ-
ent approaches to toponym recogni-
tion have been undertaken, though all 
share certain characteristics. The idea 
is to extract the “interesting” phrases, 
or the ones most likely to be references 
to geographic locations and other en-
tities, given the surrounding context. 
These phrases are collectively called 
the article’s “entity feature vector,” or 
EFV. The easiest way to identify the EFV 
is to look for phrases in the document 
that exist in a gazetteer or database of 
geographic names and locations. This 
approach is utilized by many research-
ers as their primary search strategy.2 
In particular, Web-a-Where,2 a sys-
tem for associating geography with 
Web pages, uses a small, well-curated 
gazetteer of approximately 40,000 
locations, created by collecting the 
names of countries and cities with 
populations greater than 5,000. This 
size imposes a serious limitation on 
Web-a-Where’s practical geotagging 
capabilities, as it precludes it from 
being able to recognize the lightly 
populated, usually local, places com-
monplace in articles from local news 
sources. Moreover, a small gazetteer 
means Web-a-Where is more prone to 
making toponym-recognition errors 
because it misses out on being aware 
of geo/non-geo ambiguity afforded by 
the use of larger gazetteers. 

To deal with the geo/non-geo am-
biguity inherent in larger gazetteers, 
researchers, including Martins et al.,27 
Rauch et al.,33 and Stokes et al.,45 have 
proposed a variety of heuristics for 
filtering potentially erroneous top-
onyms. MetaCarta33 recognizes spatial 
cue words (such as “city of”), as well as 
certain forms of postal addresses and 
textual representations of geographic 
coordinates. However, this strategy 
causes serious problems when geotag-
ging newspaper articles, as the address 
of a newspaper’s home office is often 
included in each article. Given Meta-
Carta’s primary focus on larger promi-
nent locations, these properly format-
ted address strings play too large a role 
in its geotagging process, resulting in 
many geotagging errors. 

Other approaches to toponym recog-
nition are rooted in solutions to related 
problems in natural language process-

Stand is thus able to execute as many 
instances of modules as required to 
handle the volume of news it receives. 
Each module receives input and sends 
output to a PostgreSQL database sys-
tem that serves as a synchronization 
point. User actions (such as zoom, pan, 
and select) in the NewsStand interface 
are automatically converted into SQL 
queries that are answered by the Post-
greSQL database. 

Geotagging 
NewsStand extracts geographic loca-
tions from news articles (termed “geo-
tagging”) and is related to work in geo-
graphic information retrieval. Much 
of the existing work in this area deals 
with finding the geographic scope of 
websites and individual documents. 
In the context of news articles, News-
Stand distinguishes among three types 
of geographic scope:26 

Provider. The publisher’s geograph-
ic location; 

Content. The article or topic con-
tent’s geography; and 

Serving. Based on the reader’s location. 
NewsStand relies on article content 

to determine an article’s geographic 
scope and also tries to use provider 
scope, which it knows, and serving 
scope, which it attempts to learn. 

NewsStand extends our earlier 
work on geotagging in STEWARD23 

to support spatio-textual queries on 
documents on the hidden Web. While 
STEWARD’s technology is applicable 
for an arbitrary set of documents, 
NewsStand contains additional mod-
ules and features designed specifically 
for more effective processing of news 
articles. STEWARD processes each doc-
ument independent of all other docu-
ments, while NewsStand takes advan-
tage of multiple versions and instances 
of articles about a topic by grouping 
them, most often from different news 
sources, into topic clusters that allow 
for improved geotagging and lets users 
retrieve related articles easily. 

Geotagging consists of two process-
es: toponym recognition and toponym 
resolution. Toponym recognition in-
volves geo/non-geo ambiguity, where a 
given phrase might refer to a geograph-
ic location or some other kind of entity 
(such as deciding whether a mention 
of “Washington” refers to a location or 
another entity, like a person’s name). 
Aliasing is a secondary issue, where 
multiple names refer to the same geo-
graphic location (such as “Los Angeles” 
and “LA”). Toponym resolution, also 
known as “geographic name ambigu-
ity,” or polysemy, involves geo/geo am-
biguity, where a given name could refer 
to any of several geographic locations. 
For example, “Springfield” is the name 
of many cities in the U.S., including in 

Figure 5. Illustrative local lexicon for readers living in the vicinity of Columbus, OH; note 
the many local places that share names with more prominent locations elsewhere. 
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ing. For example, Named-Entity Rec-
ognition (NER)47 focuses on nouns 
and noun phrases, aiming to identify 
noun phrases from an article that cor-
respond to various entity classes (such 
as PERSON, ORGANIZATION, and LO-
CATION). Phrases tagged as LOCATION 
are most likely to be locations and 
stored as geographic features of the en-
tity feature vector, while ORGANIZA-
TION and PERSON phrases are stored 
as non-geographic features. NER ap-
proaches can be classified roughly as 
rule-based18,31 or statistical.17

Rule-based solutions feature cata-
logs of rules listing possible contexts 
in which toponyms may appear. On 
the other hand, statistical solutions 
rely on annotated corpora of docu-
ments to train language models using 
constructs like hidden Markov mod-
els (HMMs)47 and conditional random 
fields (CRFs).15 HMMs and CRFs are 
used widely when annotated corpora 
are available. NewsStand’s toponym-
recognition procedure uses the NER 
tagger of the LingPipe toolkit4 that was 
trained on news data from the Message 
Understanding Conference, or MUC-6, 
and the well-known Brown corpus.9 

Note that NER tagging does not 
preclude use of a gazetteer. Instead, 
these tagging methods serve as filters 
or pruning devices for controlling the 
number of lookups made to the gazet-
teer. The downside is that if an entity 
is not identified as a potential loca-
tion, it will be missed, which happens. 
NewsStand uses GeoNames (http://
geonames.org/), an open gazetteer 
originally assembled from more than 
100 gazetteers, including the GEOnet 
Names Server and Geographic Names 
Information System. It is maintained 
by volunteers worldwide and currently 
contains the names of approximately 
8.5 million different geographic loca-
tions, of which approximately 5.5 mil-
lion are unique, with the difference 
accounting for the need to perform 
toponym resolution or resolve geo/
geo ambiguity. The NewsStand gazet-
teer contains almost 16.3 million en-
tries due to its need to keep track of 
the names of each location in multiple 
languages. 

Our experience with the eight mil-
lion articles most recently processed 
by NewsStand encountered only ap-
proximately 60,000 distinct locations, 

though more than 40,000 were subject 
to geo/geo ambiguity, making top-
onym resolution critical. The gazetteer 
also stores the population of populated 
places or regions, as well as hierarchi-
cal information, including the country 
and administrative subdivisions con-
taining the location, which is useful 
for recognizing highly local toponyms. 
Gazetteer lookup is applied to every 
geographic feature f ∈ EFV and the 
matching locations to form the set L(f), 
where there are as many sets as there 
are features, or |EFV|. 

Toponym resolution. When a top-
onym is recognized, NewsStand ap-
plies a toponym-resolution procedure 
to resolve the geo/geo ambiguity. The 
problem of geo/geo ambiguity reso-
lution is related to the more general 
problem of associating canonical enti-
ties with each noun phrase mentioned 
in a document, which is referred to as 
“named-entity disambiguation,” or 
NED. To disambiguate noun phrases, 
NED resorts to matching noun phras-
es to a knowledge repository (such as 
Wikipedia, DBpedia, and Yago). At a 
high level, noun phrases mentioned in 
a document are first matched to multi-
ple candidate entities, then disambig-
uated based on the relatedness of these 
entities in the knowledge repository. 
For instance, Milne and Witten29 used 
a supervised learning approach using 
a relatedness measure, where the relat-
edness between two Wikipedia articles 
is based on the number of overlapping 
incoming links. Similarly, Hoffart et 
al.13 used “coherence” among the vari-
ous candidate entities to disambiguate 
all noun phrases. Some recent efforts 
have sought to combine NER and NED 
modules into a Named-Entity Recog-
nition and Disambiguation, or NERD, 
module34 that scans a document and 
outputs entities mentioned in it. 

The simplest toponym-resolution 
strategy is to assign a default sense to 
each recognized toponym using some 
prominence measure (such as popu-
lation). Many researchers, including 
Amitay et al.,2 Martins,27 Purves et al.,31 
Rauch et al.,33 and Stokes et al.,45 have 
done so in combination with other 
methods. For example, MetaCarta33 as-
signs “default senses” in the form of 
probabilities based on how often each 
interpretation of a given toponym ap-
pears in a pre-collected corpus of geo-

tagged documents. It then alters these 
probabilities based on other heuristics 
(such as cue words and occurrence 
with nearby toponyms). The Spatially 
aware Information Retrieval on the 
Internet, or SPIRIT, project31 uses tech-
niques similar to those in MetaCarta 
by searching for sentence cues, falling 
back to a “default sense” for a given 
geographic reference in the absence of 
stronger evidence. 

Note that using default senses and 
probabilities based on corpora makes 
it nearly impossible for the relatively 
unknown location references in arti-
cles (such as any of the more than 2,000 
lesser-known instances of “London” 
around the world) in articles in local 
newspapers to be selected as correct 
interpretations, since these smaller 
places will have appeared in few pre-
created corpora of news articles. In 
contrast, NewsStand uses a concept we 
call a “local lexicon”22,32 that is associ-
ated with a news source and contains 
the set of locations in the source’s geo-
graphic scope. For example, the local 
lexicon of readers living in “Columbus, 
OH” includes “Dublin,” “Amsterdam,” 
“London,” “Delaware,” “Africa,” “Alex-
andria,” “Baltimore,” and “Bremen” 
(see Figure 5). Readers outside the 
Columbus area, lacking these place 
names in their local lexicons, would 
likely think first of the more prominent 
same-name places. 

Using the local lexicon is analogous 
to using a combination of the provid-
er- and serving-scopes interpretation 
of the geographic scope described ear-
lier. In particular, NewsStand learns 
its serving scope by forming a corpus 
of articles for each news source and 
collecting the geographic locations 
mentioned in the corpus that are local 
to it. This approach is based on observ-
ing that news articles are written with 
an assumption of where their reader is 
located. For example, when the loca-
tion “Springfield, IL” is mentioned in 
a newspaper article in Illinois (such 
as Chicago), the qualifier “Illinois” or 
“IL” is most likely not used due to the 
expectation that its readers will make 
the correct interpretation automati-
cally. On the other hand, an article in 
the New York Times would retain the 
“Illinois” qualifier when discussing 
“Springfield” to avoid any possible 
misunderstanding. Local lexicons are 

http://mags.acm.org/communications/october_2014/TrackLink.action?pageName=73&exitLink=http%3A%2F%2Fgeonames.org%2F
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interpretation k of n as long as at least 
one article is associated with interpre-
tation k, even though k may not be the 
correct interpretation, thereby giving 
the user the final say. By examining all 
mentions of n for the correct interpre-
tation subject to NewsStand’s stipula-
tion that at least one article is associ-
ated with the interpretation (assuming 
100% recall for toponym recognition 
with lower precision), the result is that 
NewsStand achieves 100% recall for 
toponym resolution for the interpreta-
tions of a location that are in its gazet-
teer, with lower precision, though it 
does not miss any. Note that in some 
sense NewsStand is ranking its re-
sponses, where the highest-ranked 
response is associated with the que-
ried location on the main map and the 
lower-ranked responses are associated 
with the minimap. 

Results of Lieberman’s and 
Samet’s experiments18 with handcraft-
ed corpuses of articles showed that 
NewsStand’s toponym recognition18 
and toponym resolution19 processes 
outperformed Reuters’s OpenCalais 
and Yahoo’s Placemaker, which are 
closed-source commercial products 
providing public Web APIs that allow 
for automated geotagging of docu-
ments. At one time, the MetaCarta 
system33 provided a similar capability 
by recognizing spatial cue words (such 
as “city of”), as well as certain forms of 
postal addresses and textual represen-
tations of geographic coordinates in 
text documents. 

Lessons Learned 
Building NewsStand has taught us that 
the geotagging tasks of toponym recog-
nition and resolution are much more 
complex than we originally envisioned. 
For example, NewsStand’s geotagger 
could use more semantic hints from 
a document to aid correct geotagging 
(such as landmarks and rivers). More-
over, geography can be used to improve 
the clustering of news articles by modi-
fying the TF-IDF framework so terms 
that are spatial synonyms are merged 
into one term instead of being treated 
as separate terms. A primary difficulty 
involves evaluating NewsStand’s per-
formance on these tasks. Comparing 
NewsStand with other systems means 
having to use standardized datasets 
known as “corpuses.” We performed 

particularly useful when users zoom in 
on the map, thereby focusing on rela-
tively small areas where the articles 
are more local in nature. In this case, 
knowledge of the provider scope is 
extremely valuable in overcoming the 
geo/geo ambiguity. 

The local lexicon can also be seen 
as a “resolving context” for toponym 
resolution. A related popular strat-
egy2,27,31,45 for toponym resolution 
places the resolving context within 
a hierarchical geographic ontology 
that involves finding a geographic 
region in which many of the docu-
ment’s toponyms can be resolved. 
For example, Web-a-Where2 pursues 
such an approach by searching for 
several forms of hierarchical evidence 
in documents, including minimal 
resolving contexts and containment 
of adjacent toponyms (such as “Col-
lege Park, MD”). It identifies a docu-
ment’s geographic focus through a 
simple scoring algorithm that takes 
into account the gazetteer hierarchy, 
as well as a confidence score, for each 
location. Ding et al.6 used a similar ap-
proach. MetaCarta33 and Google Book 
Search have no notion of a computed 
geographic focus, and thus require 
users to determine a focus for them-
selves. Instead of using content loca-
tion, Mehler et al.28 associated docu-
ments with provider location, which, 
at times, is equivalent to using the 
dateline. Note the central assumption 
behind finding a minimal resolving 
context is that the document under 
consideration has a single geographic 
focus, useful for resolving toponyms 
in that focus, but not for resolving dis-
tant toponyms mentioned in passing. 

Note, too, the local lexicon is just one 
of many techniques NewsStand uses 
for toponym resolution, its need mani-
fested by the fact that some features 
are associated with multiple records, 
or |L(f)| > 1. In particular, NewsStand 
resolves such ambiguous references 
through heuristic filters that select 
the most likely set of assignments for 
each reference, based on how a human 
would read an article. These filters rely 
on NewsStand’s initial assumption 
that locations mentioned in the article 
give evidence to each other, in terms 
of geographic distance, document dis-
tance,19 and hierarchical containment. 
The “object container filter” is one 

such filter. It searches for pairs of geo-
graphic features f1, f2 ∈ EFV separated 
in the article by containment keywords 
or punctuation symbols (such as “f1 in 
f2” or “f1, f2”). If it finds a pair of loca-
tions (l1, l2), so l1 ∈ L(f1), l2 ∈ L(f2), and 
l1 is contained in l2, then f1 and f2 are 
disambiguated as l1 and l2, respectively. 
For example, suppose f1 = “Brooklyn” 
and f2 “NYC.” Also, let L(f1) = {“Brook-
lyn, New York City,” “Brooklyn, Shelby 
County’’} and L(f2) = {“New York City, 
New York County,” “North Yorkshire 
County, U.K.”}. We now disambigu-
ate f1 as l1 = “Brooklyn, New York City” 
and f2 as l2 = “New York City, New York 
County.” This disambiguation is justi-
fied by NewsStand’s observation that a 
pair of features that are textually close 
in the article, close geographically, and 
exhibit a hierarchy relationship are un-
likely to occur by chance. Another ex-
ample of this strategy is when a query 
involves lists of locations, in which 
case NewsStand tries to use proximity, 
sibling, and prominence clues to re-
solve the ambiguity.1,21 

Evaluation. To see how well News-
Stand’s geotagging performs, rather 
than display a news category icon at 
a location, NewsStand can display the 
actual name of the location by setting 
the “layers” parameter to “location” 
instead of to “icon.” In this way, it 
can detect wrong geo/geo interpreta-
tions (such as placing “Los Angeles” 
in “Chile” instead of in “California”), 
as well as wrong classifications of 
non-geo as geo (such as “George” in 
“South Africa” instead of “George An-
thony” from the 2012 Casey Anthony 
baby murder trial in “Orlando, FL”) 
but not vice versa. 

Moreover, hovering over the name n 
of a location l (both in the “location” 
and “icon” layers) causes NewsStand 
to generate a minimap, as well as 
markers in the form of blue balls at all 
other locations k with the same name 
n on both the map and the minimap, 
such that at least one article cluster is 
associated with k. This minimap en-
ables NewsStand to quickly find geo-
tagging errors. Research is under way 
to use this information to learn better 
classifiers. The blue balls enable News-
Stand to overcome possible toponym 
resolution errors by providing access 
to all articles it determines mention 
a particular location name n for any 
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this comparison for both components 
of the geotagging task, with emphasis 
on recall rather than precision, achiev-
ing superior results.18,19 Nevertheless, 
this evaluation method involves two 
shortcomings: the datasets are far too 
small, and “corpuses are like corpses” 
in that news and language are con-
stantly changing. The news data can be 
characterized as streaming data. The 
evaluation should be conducted more 
in a spirit of sampling, as in inspec-
tion/quality control tasks, something 
we intend to do in the future. 

In a Web browser, NewsStand works 
well with the mapping API provided by 
Google Maps to display topics. It has 
also been adapted to work with Bing 
Maps and the Google Earth plugin, 
though the plugin leads to a number 
of display problems due to the limited 
number of supported platforms. News-
Stand has also been ported to work on 
devices with a gesturing touchscreen 
interface (such as smartphones and 
tablets) for use with Web browsers,42 
albeit with a slightly different user in-
terface, and as an app38 for the iPhone, 
Android, and Windows Phone plat-
forms (see Figure 6). NewsStand does 
not have a “public” API, though much 
of its functionality and ability to han-
dle different smartphone platforms 
makes use of its “private” API. 

Differences between the browser-

based Web environment and native 
app environment for mobile devices 
require changes in user behavior or 
habits. For example, map-centric ap-
plications on the Web function best 
as single-page applications, meaning 
external links (such as to news articles 
in NewsStand) are opened in separate 
browser tabs to preserve the News-
Stand App and its state, which would 
not occur if the news articles would 
be opened in the same tab. A concrete 
example of the undesired ramifica-
tion of opening the external link in a 
separate browser tab is that users can-
not make use of the “back” button to 
return to the app and its prior state. 
Instead, they must explicitly close the 
newly opened tab, in which case the 
invoking tab and its state are implic-
itly restored. Such problems do not 
arise in the native app environment, 
which can coordinate fluid transitions 
among many windows, thereby pro-
viding more user-friendly interaction, 
with the trade-off, in our example, that 
only one external link to a news article 
can be opened at a time. 

Porting NewsStand to a variety of  
mobile/smartphone platforms revealed 
a lack of adherence to classical carto-
graphic principles in the implementa-
tions of the underlying mapping APIs. 
As a result, consistency issues surfaced 
for some operations (such as zooming 

and panning). For example, once the 
name of a location appears in the map, 
that name should continue to be pres-
ent as long as the location remains in 
the window as the user zooms in fur-
ther or pans.40 Curiously, some map-
ping apps on mobile and smartphone 
platforms do not enable zooming 
out so the entire world can be seen 
on the screen (such as in the Google 
Maps and Apple Maps mobile/smart-
phone mapping APIs), thereby requir-
ing further panning to see the rest of 
the world, though it is present in the 
“here” Maps API.40 This phenomenon 
is especially annoying in NewsStand 
where users want to see what is hap-
pening in the whole world.40 Mini-
maps alleviate the problem via, in 
part, the orange balls showing all oth-
er locations mentioned in a particular 
article highlighted with a headline 
info bubble. 

We had to account for not being able 
to hover in devices that make use of a 
gesturing interface when designing 
the user interface, as it means some 
features would have to be implement-
ed differently on gesturing-enabled 
platforms. In particular, hovering en-
ables the user to observe the spatial 
variability of phenomena being dis-
played, or expanded, as the pointing 
device passes over the location. The 
gesturing interface requires a tap or 

Figure 6. NewsStand App screenshots for (a) iPhone, (b) Android, and (c) Windows Phone platforms. 

(a) (b) (c)
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corporated Twitter tweets into News-
Stand, resulting in the TwitterStand 
system44 where the idea is to tap the 
large volume of news articles to serve 
as a kind of clustering corpus so very 
short and information-sparse tweets 
can be clustered using existing news 
clusters. An interesting aspect of this 
method is that the tweets, due to their 
short length, usually have little or no 
geographic content but, when clus-
tered, inherit the geographic informa-
tion associated with the geographic 
focus of the cluster with which they 
are associated. The novel result is the 
focus is now on the geographic re-
gions about which a user is tweeting 
rather than on the geographic regions 
from which the user is tweeting (easy 
to find when the tweeting device has 
GPS capability). This focus is useful 
when tweeting about future events,14 
but one must be careful in choosing 
whose tweets to follow.11 
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This collaboratively edited knowledgebase 
provides a common source of data for 
Wikipedia, and everyone else. 

BY DENNY VRANDEČIĆ AND MARKUS KRÖTZSCH 

Wikidata:  
A Free  
Collaborative  
Knowledgebase 

according to its vision statement 
(https://wikimediafoundation.org/ 
wiki/Vision). There is no question 
this must include data that can be 
searched, analyzed, and reused. 

It may be surprising that Wikipedia 
does not provide direct access to most 
of it, through either query services or 
downloadable data exports. Actual use 
of the data is rare and often restricted 
to specific pieces of information (such 
as geo-tags of Wikipedia articles used 
in Google Maps). The reason for this 
striking gap between vision and reality 
is that Wikipedia’s data is buried in 30 
million Wikipedia articles in 287 lan-
guages from which extraction is inher-
ently very difficult. 

This situation is unfortunate for 
anyone wanting to use the data but is 
also an increasing threat to Wikipe-
dia’s main goal of providing up-to-date, 
accurate, encyclopedic knowledge. 
The same information often appears 
in articles in many languages and in 
many articles within a single language. 
Population numbers for Rome, for ex-
ample, can be found in English and 
Italian articles about Rome but also in 
the English article “Cities in Italy.” The 
numbers are all different. 

Wikidata aims to overcome such 
inconsistencies by creating new ways 
for Wikipedia to manage its data on 
a global scale; see the result at http://
www.wikidata.org. The following es-
sential design decisions characterize 
the Wikidata approach. 

Open editing. As in Wikipedia, 
Wikidata allows every user to extend 
and edit the stored information, even 
without creating an account. A form-
based interface makes editing easy. 

UN NOTICED BY MOST of its readers, Wikipedia 
continues to undergo dramatic changes, as its sister 
project Wikidata introduces a new multilingual 
“Wikipedia for data” (http://www.wikidata.org) 
to manage the factual information of the popular 
online encyclopedia. With Wikipedia’s data 
becoming cleaned and integrated in a single location, 
opportunities arise for many new applications. 

Originally conceived in 2001 as a mainly text-based  
resource, Wikipedia1 has collected increasing 
amounts of structured data, including numbers, dates, 
coordinates, and many types of relationships, from 
family trees to the taxonomy of species. It has become a 
resource of enormous value, with potential applications 
across all areas of science, technology, and culture. This 
development is hardly surprising, given that Wikipedia 
is committed to “a world in which every single human 
being can freely share in the sum of all knowledge,” 

 key insights
˽˽ Wikidata provides a free collaborative 

knowledgebase all can share. 

˽˽ Wikidata has quickly become one  
of the most active Wikimedia projects. 

˽˽ Wikipedia, as well as an increasing 
number of other sites, taps content from 
Wikidata in every pageview, magnifying 
the data’s visibility and usefulness. 
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tilingual by design. While Wikipedia 
has independent editions for each lan-
guage, there is only one Wikidata site. 

Easy access. Wikidata’s goal is to al-
low data to be used both in Wikipedia 
and in external applications. Data is ex-
ported through Web services in several 
formats, including JavaScript Object 
Notation, or JSON, and Resource De-
scription Framework, or RDF. Data is 
published under legal terms that allow 
the widest possible reuse. 

Continuous evolution. In the best 

Community control. Not only is the 
actual data controlled by the contribu-
tor community, so, too, is the schema 
of the data. Contributors edit the popu-
lation number of Rome but also decide 
whether there is such a number in the 
first place. 

Plurality. It would be naive to expect 
global agreement on the “true” data, 
since many facts are disputed or sim-
ply uncertain. Wikidata allows conflict-
ing data to coexist and provides mecha-
nisms to organize this plurality. 

Secondary data. Wikidata gathers 
facts published in primary sources, to-
gether with references to these sources; 
for example, there is no “true popula-
tion of Rome” but rather a “population 
of Rome as published by the city of 
Rome in 2011.” 

Multilingual data. Most data is not 
tied to a single language; numbers, 
dates, and coordinates have universal 
meaning, so labels like “Rome” and 
“population” are translated into many 
different languages. Wikidata is mul-
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Wikipedia’s data  
is buried in  
30 million  
Wikipedia articles  
in 287 languages 
from which 
extraction  
is inherently  
very difficult. 

of arbitrary properties on all objects. 
Other differences from Wikidata are 
related to multi-language support, 
source information, and the propri-
etary software used to run the site. The 
latter is critical for Wikipedia, which is 
committed to running on a fully open 
source software stack to allow all to 
fork, or copy and create one’s own ver-
sion of the project. 

Other approaches to creating 
knowledgebases from Wikipedia have 
aimed at extracting data from Wikipe-
dia, most notably DBPedia6 and Yago,13 
that extract information from Wikipe-
dia categories and from infoboxes, the 
tabular summaries in the upper-right 
area of many Wikipedia articles. Ad-
ditional mechanisms help improve 
extraction quality. Yago includes tem-
poral and spatial context information, 
but neither DBpedia nor Yago extract 
source information. 

Wikipedia data, obtained from 
these projects or through custom ex-
traction methods, has been used to 
improve object search in Google’s 
Knowledge Graph (based on Freebase) 
and Facebook’s Open Graph and in an-
swering engines, including Wolfram 
Alpha,24 Evi,21 and IBM’s Watson.10 
Wikipedia’s geo-tags are also used by 
Google Maps. All these applications 
would benefit from up-to-date, ma-
chine-readable data exports (such as 
the way Google Maps shows India’s 
Chennai district in the polar Kara Sea, 
next to Ushakov Island). Among these 
applications, Freebase and Evi are the 
only ones that also allow users to edit 
or to at least extend the data. 

A Short History of Wikidata 
Wikimedia launched Wikidata in Octo-
ber 2012. Initially, features were limit-
ed, with editors only able to create items 
and connect them to Wikipedia articles. 
In January 2013, three Wikipedias—first 
Hungarian, then Hebrew and Italian—
began to connect to Wikidata. Mean-
while, the Wikidata community had 
already created more than three million 
items. The English Wikipedia followed 
in February, and all Wikipedias were 
connected to Wikidata in March. 

Wikidata received input from more 
than 40,000 contributors as of Febru-
ary 2014. Since May 2013, it has con-
tinuously had more than 3,500 active 
contributors, those making at least 

tradition of Wikipedia, Wikidata grows 
with its community of editors and 
developers and the tasks they give it. 
Rather than develop a perfect system to 
be presented to the world in a couple of 
years, new features are deployed incre-
mentally and as early as possible. 

These properties characterize Wikida-
ta as a specific kind of curated database.8 

Data in Wikipedia 
The value of Wikipedia’s data has long 
been obvious, with many efforts to use 
it. The Wikidata approach is to crowd-
source data acquisition, allowing a 
global community to edit the data. This 
extends the traditional wiki approach 
of allowing users to edit a website. Wiki 
is a Hawaiian word for fast; Ward Cun-
ningham, who created the first wiki 
in 1995, used it to emphasize that his 
website could be changed quickly.17 

The most popular such system is 
Semantic MediaWiki, or SMW,15 which 
extends MediaWiki, the software used 
to run Wikipedia,2 with data-manage-
ment capabilities. SMW was originally 
proposed for Wikipedia but was quick-
ly used on hundreds of other websites 
as well. Unlike Wikidata, SMW man-
ages data as part of its textual content, 
thus hindering creation of a multilin-
gual, single knowledgebase support-
ing all Wikimedia projects. Moreover, 
the data model of Wikidata is more 
elaborate than that of SMW, allowing 
users to capture more complex infor-
mation. In spite of these differences, 
SMW has had a great influence on 
Wikidata, and the two projects share 
code for common tasks. 

Other examples of free knowledge-
base projects are OpenCyc and Free-
base. OpenCyc is the free part of Cyc,16 
which aims for a much more compre-
hensive and expressive representation 
of knowledge than Wikidata. OpenCyc 
is released under a free license and 
available to the public, but, unlike 
Wikidata, is not editable by the public. 
Freebase, acquired by Google in 2010, 
is an online platform that allows com-
munities to manage structured data.7 
Objects in Freebase are classified by 
types that prescribe what kind of data 
an object can have; for example, Free-
base classifies Einstein as a “musical 
artist” since it would otherwise not be 
possible to refer to recordings of his 
speeches. Wikidata supports the use 
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five edits per month. These numbers 
make it one of the most active Wiki-
media projects. 

In March 2013, Wikimedia intro-
duced Lua as a scripting language for  
automatically creating and enriching 
parts of articles (such as the infobox-
es mentioned earlier). Lua scripts can 
access Wikidata, allowing Wikipedia 
editors to retrieve, process, and dis-
play data. 

Many other features were intro-
duced in 2013, and development is 
planned to continue for the foresee-
able future. 

Out of Many, One 
The first challenge for the Wikidata 
community was to reconcile the 287 
language editions of Wikipedia; for 
example, for Wikidata to be truly 
multilingual, the object representing 
“Rome” must be one and the same 
across all languages. Fortunately, 
Wikipedia already has a closely relat-
ed mechanism: language links, dis-
played on the left side of each article, 
connecting articles in different lan-
guages. These links were created from 
user-edited text entries at the bottom 
of each article, leading to a quadratic 
number of links; for example, each of 
the 207 articles on Rome included a 
list of 206 links to all other articles on 
Rome—a total of 42,642 lines of text. 
By the end of 2012, 66 of the 287 lan-
guage editions of Wikipedia included 
more text for language links than for 
actual article content. 

It would clearly be better to store 
and manage language links in a single 
location, and so became Wikidata’s 
first task. For every Wikipedia article, a 
page has now been created on Wikida-
ta for managing links to related Wiki-
pedia articles in all languages; these 
pages are called “items.” Initially, only 
a limited amount of data could be 
stored for each item: a list of language 
links, a label, a list of aliases, and a one-
line description. Labels, aliases, and 
descriptions can now be specified indi-
vidually for up to 358 languages. 

The Wikidata community has cre-
ated bots to move language links from 
Wikipedia to Wikidata, and more 
than 240 million links were removed 
from Wikipedia. Most language links 
displayed on Wikipedia are served 
from Wikidata. It is still possible 

Figure 2. Growth of Wikidata: (a) bi-weekly number of edits for different editor groups and 
(b) size of knowledgebase. 
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Figure 1. Screenshot of a complex statement in Wikidata. 
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(http://www.istat.it/); see Figure 1 for 
how Rome statistics can be represented 
in Wikidata. Even leaving source infor-
mation aside, the information cannot 
be expressed easily in property-value 
pairs. One could use a property “esti-
mated population in 2010” or create an 
item “Rome” in 2010 to specify a value 
for its “estimated population.” How-
ever, either solution is clumsy and im-
practical. As suggested by Figure 1, we 
would like the data to contain a proper-
ty “as of” with value “2010” and a prop-
erty “method” with value “estimation.” 
These property-value pairs do not refer 
to Rome but to the assertion that Rome 
has a population of 2,651,040. We thus 
arrive at a model where the property-
value pairs assigned to items can have 
additional subordinate property-value 
pairs we call “qualifiers.” 

Qualifiers can be used to state con-
textual information (such as the valid-
ity time for an assertion). They can also 
be used to encode ternary relations that 
elude the property-value model; for ex-
ample, to say Meryl Streep played Mar-
garet Thatcher in the movie The Iron 
Lady, one could add to the item of the 
movie a property “cast member” with 
value “Meryl Streep” and an additional 
qualifier “role = Margaret Thatcher.” 

Such qualifiers illustrate why we 
adopted an extensible set of qualifi-
ers instead of restricting ourselves to 
the most common qualifiers (such as 
for temporal information). Qualifiers 
in their current form are indeed an 
almost direct representation of data 
found in Wikipedia infoboxes. This so-
lution resembles known approaches to 
representing context information.11,18 
It should not, however, be misunder-
stood as a workaround to represent 
relations of higher arity in graph-based 
data models, since Wikidata state-
ments do not have a fixed (or even 
bounded) arity in this sense.20 

Wikidata also allows for two spe-
cial types of statements: First, it is 
possible to specify that the value of 
a property is unknown; for example, 
one can say Ambrose Bierce’s day of 
death is unknown rather than not say 
anything about it, clarifying he is cer-
tainly not among the living. Second, 
one can say a property has no value at 
all (such as in asserting Australia has 
no countries sharing its borders). It 
is important to distinguish this situ-

to add custom links in an article, as 
needed in the rare cases where links 
are not bi-directional; some articles 
refer to more general articles in other 
languages, while Wikidata deliber-
ately connects pages that cover the 
same subject. By importing language 
links, Wikidata gained a huge set of 
initial items “grounded” in actual 
Wikipedia pages. 

Simple Data  
(Properties and Values) 
To store structured data beyond text 
labels and language links, Wikidata 
uses a simple data model. Data is ba-
sically described through property-
value pairs; for example, the item for 
“Rome” might have a property “popu-
lation” with value “2,777,979.” Prop-
erties are objects and have their own 
Wikidata pages with labels, aliases, 
and descriptions. Unlike items, how-
ever, these pages are not linked to 
Wikipedia articles. 

On the other hand, property pages 
always specify a datatype that defines 
which type of values the property can 
have. “Population” is a number; “has 
father” relates to another Wikidata 
item; and “postal code” is a string. This 
information is important for providing 
adequate user interfaces and ensuring 
the validity of inputs. There are only 
a small number of datatypes, mainly 
quantity, item, string, date and time, 
geographic coordinates, and URL. 
Data is international, though its dis-
play may be language-dependent; for 
example, the number 1,003.5 is writ-
ten “1.003,5” in German and “1 003.5” 
in French. 

Not-So-Simple Data 
Property-value pairs are too simple 
in many cases; for example, Wikipe-
dia says the population of Rome was 
2,651,040 “as of 2010” based on “es-
timations” published by the National 
Institute for Statistics, or Istat, in Italy 

Basic statistics about Wikidata (August 2014). 

Supported languages 358

Labels 52,811,608

Descriptions 37,636,220

Aliases 8,765,542

Items 15,792,256

Items with statements 11,986,708

Items with ≥5 statements 3,017,227

Item with most statements: Rio Grande do Sul 513

Statements 43,189,145

Statements with reference 23,242,779

Properties 1,176

Most-used properties

– instance of 10,892,599

– country 2,236,846

– sex or gender 2,203,270

Registered contributors 54,670

– with 5+ edits in June 2014 4,989

Edits 157,531,945

Use of datatypes

– Wikidata items 29,199,563

– Strings 9,233,241

– Points in time 2,287,271

– Geocoordinates 1,620,508

– Media files 673,769

– URLs 97,949

– Numbers (new in 2014) 73,627
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ation from the common case that in-
formation is simply incomplete. It 
would be wrong to consider these 
two cases as special values, becoming 
clear when considering queries that 
ask for items sharing the same value 
for a property; otherwise, one would 
have to conclude Australia and Ice-
land have a common neighbor. 

Further details on the Wikidata data 
model and its expression in Web On-
tology Language in Resource Descrip-
tion Framework, or OWL/RDF, can be 
found in Erxleben et al.9 

Citation Needed 
Property assertions, possibly with 
qualifiers, provide a rich structure for 
expressing arbitrary claims. In Wiki-
data, every such claim can include a 
list of references to sources that sup-
port the claim. Including references 
agrees with Wikipedia’s goal of being a 
secondary (or tertiary) source that does 
not publish its own research but rather 
gathers information published in oth-
er primary (or secondary) sources. 

There are many ways to specify a 
reference, depending on whether it is 
a book, a curated database, a website, 
or something else entirely. Moreover, 
some sources may be represented by 
Wikidata items, while others are not. 
In this light, a reference is simply a list 
of property-value pairs, leaving the de-
tails of reference modeling to the com-
munity. Note Wikidata does not auto-
matically record provenance19 but does 
provide for the structural representa-
tion of references. 

Sources are also important as con-
text information. Different sources 
often make contradictory claims, 
yet Wikidata intends to represent all 
views rather than choose one “true” 
claim. Combined with the context in-
formation provided by qualifiers (such 
as for temporal context), many state-
ments could be stored about a single 
property (such as population). To help 
manage this plurality, Wikidata allows 
contributors to optionally mark state-
ments as “preferred” (for the most 
relevant, current statements) or “dep-
recated” (for irrelevant or unverified 
statements). Deprecated statements 
may be useful to Wikidata editors, to 
record erroneous claims of certain 
sources or to keep statements that still 
need to be improved or verified. As 

with all Wikidata content, these clas-
sifications are subject to community-
governed editorial processes, similar 
to those of Wikipedia.1 

Wikidata by the Numbers 
Wikidata has grown significantly since 
its launch in October 2012; see the ta-
ble here for key facts about its current 
content. It has also become the most 
edited Wikimedia project, with 150–
500 edits per minute, or a half million 
per day, about three times as many as 
the English Wikipedia. Approximately 
90% of these edits are made by bots 
contributors create for automating 
tasks, yet almost one million edits per 
month are still made by humans. Fig-
ure 2a shows the number of human 
edits during 14-day intervals. We high-
light contributions of power users with 
more than 10 or even 100,000 edits, re-
spectively, as of February 2014, as they 
account for most of the variation. The 
increase in March 2013 marked the of-
ficial announcement of the site. 

Figure 2b shows the growth of Wiki-
data from its launch until February 
2014. There were approximately 14.5 
million items and 36 million language 
links. Essentially, every Wikipedia ar-
ticle is connected to a Wikidata item 
today, so these numbers grow slowly. 
In contrast, the number of labels, 45.6 
million, as of February 2014, contin-
ues to grow; there are more labels than 
Wikipedia articles. Almost 10 mil-
lion items have statements, and more 

than 30 million statements were cre-
ated using more than 900 different 
properties. As expected, property use 
is skewed; the most frequent property 
is “instance of” P31 (5.6 million uses) 
for classifying items; one of the least-
frequent properties is P485 (133 uses), 
which connects a topic (such as Jo-
hann Sebastian Bach) with the institu-
tion that archives the topic (such as the 
Bach-Archiv in Leipzig). 

The Web of Data 
One promising development in Wiki-
data is the volunteer community’s re-
use and integration of external iden-
tifiers from existing databases and 
authority controls, including the In-
ternational Standard Name Identifier, 
or ISNI, China Academic Library and 
Information System, or CALIS, Inter-
national Air Transport Association, 
or IATA, MusicBrainz for albums and 
performers, and North Atlantic Ba-
sin’s Hurricane Database, or HURDAT. 
These external IDs allow applications 
to integrate Wikidata with data from 
other sources that remain under the 
control of the original publisher. 

Wikidata is not the first project 
to reconcile identifiers and author-
ity files from different sources. Oth-
ers include the Virtual International 
Authority File, or VIAF, in the biblio-
graphic domain,3 GeoNames in the 
geographical domain,22 and Free-
base.7 Wikidata is linked to many of 
these projects yet also differs in terms 

Figure 3. Wikidata in external applications: the “Reasonator” data browser  
(http://tools.wmflabs.org/reasonator/) 
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IDs do not depend on language labels; 
items can be deleted, though IDs are 
never reused; and the links to other 
datasets and sites further increase sta-
bility. Besides providing a large collec-
tion of IDs, Wikidata also provides the 
means to support contributors in se-
lecting the right ID by displaying labels 
and descriptions; external applications 
can use the same functionality through 
the same API. 

Accessing Wikidata. The informa-
tion collected by Wikidata is interest-
ing in its own right, and many appli-
cations can be built to access it more 
conveniently and effectively. Applica-
tions created as of early 2014 included 
generic data browsers like the one in 
Figure 3 and special-purpose tools, in-
cluding two genealogy viewers, a tree of 
life, a table of the elements, and various 
mapping tools. Applications can use 
the Wikidata API to browse, query, and 
even edit data. If simple queries are not 
enough, a dedicated copy of the data is 
needed; that copy can be obtained from 
regular dumps and possibly be updated 
in real time by mirroring edits on Wiki-
data. The Wikidata Toolkit, an open 
source Java library (https://www.medi-
awiki.org/wiki/Wikidata_Toolkit), pro-
vides convenient access to the dumps. 

Enriching applications. Many appli-
cations can be enriched by embedding 
information from Wikidata directly 
into their interfaces; for example, a 
music player might want to fetch the 
portrait of the artist just being played 
in the audio file. Unlike earlier uses 
of Wikipedia data (such as in Google 
Maps), application developers need 
not extract and maintain the data 
themselves. Such lightweight data ac-
cess is particularly attractive for mobile 
apps. In other cases, application devel-
opers preprocess data to integrate it 
into their applications; for example, it 
would be easy to extract a file of all Ger-
man cities, together with their regions 
and post-code ranges, that could then 
be used in an application. Such derived 
data can be used and redistributed on-
line or in software under any license, 
even in commercial contexts. 

Advanced analytics. Information 
in Wikidata can be further analyzed 
to derive new insights beyond what 
is already revealed on the surface. An 
important approach in this regard is 
logical reasoning, where information 

of scope, scale, editorial processes, 
and author community. 

The collected data is exposed in 
various ways; for example, current per-
item exports are available in JSON, 
XML, RDF, and several other formats. 
Full database dumps are created at in-
tervals and supplemented by daily dif-
fs. All data is licensed under a Creative 
Commons CC0 license, thus putting 
the data in the public domain.

Every Wikidata entity is identified 
by a unique URI (such as http://www.
wikidata.org/entity/Q42 for item Q42, 
Douglas Adams). By resolving this 
URI, tools are able to obtain item data 
in the requested format (through con-
tent negotiation). This follows Linked 
Data standards for data publication,5 
making Wikidata part of the Semantic 
Web4,9 while supporting integration 
of other semantic Web data sources 
with Wikidata. 

Wikidata Applications 
The data in Wikidata lends itself to 
manifold applications on very different 
levels of data integration. 

Language labels and descriptions. 
Wikidata provides labels and descrip-
tions for many terms in different lan-
guages, possibly using them to present 
information to international audienc-
es. Unlike common dictionaries, Wiki-
data covers many named entities (such 
as for places, chemicals, plants, and 
specialist terms) that may be very dif-
ficult to translate. Many data-centric 
views can be translated trivially term by 
term—think maps, shopping lists, and 
ingredients of dishes on a menu—as-
suming all items are associated with 
suitable Wikidata IDs. The open source 
JavaScript library qLabel (http://google-
knowledge.github.io/qLabel/) provides 
this functionality for any website.

Identifier reuse. Item IDs can be 
used as language-independent iden-
tifiers to facilitate data exchange and 
integration across application bound-
aries. Referring to Wikidata items, ap-
plications can provide unambiguous 
definitions for the terms they use that 
are also the entry points to a wealth of 
related information. Wikidata IDs thus 
resemble digital object identifiers, or 
DOIs, but emphasize (meta)data be-
yond online document locations and 
use another social infrastructure for ID 
assignment. Wikidata IDs are stable: 

Wikidata allows 
conflicting data  
to coexist 
and provides 
mechanisms  
to organize  
this plurality. 
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about general relationships is used to 
derive additional facts; for example, 
Wikidata’s property “grandparent” is 
obsolete, since its value can be inferred 
from values of properties “father” and 
“mother.” If an application developer is 
generally interested in ancestors, then 
a transitive closure must be computed. 
Such a closure is relevant for many hier-
archical, spatial, and partonomical rela-
tions. Other types of advanced analytics 
include statistical evaluations of both 
the data and the incidental metadata 
collected in the system; for example, a 
researcher can readily analyze article 
coverage by language,12 as well as the 
gender balance of persons described in 
Wikipedia articles.14 As in Wikipedia, 
Wikidata provides plenty of material for 
researchers to study. 

These are only the most obvious ap-
proaches to exploiting the data, and 
many as-yet unforeseen uses should 
be expected. Wikidata is young, and 
its data is far from complete. We look 
forward to new and innovative applica-
tions due to Wikidata and its develop-
ment as a knowledgebase.23 

Prospects 
Features still missing include support 
for complex queries, which is now un-
der development. However, in trying 
to predict the future of Wikidata, the 
development team’s plans are prob-
ably less important than one would 
expect; for example, the biggest open 
questions concern the evolution and 
interplay of the many Wikimedia com-
munities. Will Wikidata earn their 
trust? How will each of them, with its 
own language and culture, access, 
share, and co-evolve the way Wikidata 
is structured? And how will Wikidata 
respond to the demands of the com-
munities beyond Wikipedia? 

The influence of the volunteer com-
munity extends to technical develop-
ment of the website and its underly-
ing software. Wikidata is based on an 
open development process that invites 
contributions, while the site itself pro-
vides many extension points for user-
created add-ons. The community has 
designed and developed features (such 
as article badges for featured articles, 
image embedding and multi-language 
editing). The community has also de-
veloped ways to enrich the semantics 
of properties by encoding (soft) con-

straints, as reflected in the guideline 
“Items should have no more than one 
birthplace.” External tools gather this 
information, analyze the dataset for 
constraint violations, and publish the 
list of violations on Wikidata to allow 
editors to check if they are valid excep-
tions or errors. 

These aspects of the Wikidata de-
velopment process illustrate the close 
relationships among technical infra-
structure, editorial processes, and con-
tent and the pivotal role the communi-
ty plays in shaping Wikidata. However, 
the community is as dynamic as Wiki-
data itself, based not on status or mem-
bership but on the common goal of 
turning Wikidata into the most accu-
rate, useful, and informative resource 
possible. This goal promises stability 
and continuity, even as it allows any-
one to take part in defining the future 
of Wikidata. 

Wikipedia is by all accounts one of 
the most important websites today, 
a legacy Wikidata must live up to. In 
only two years, Wikidata is already 
an important platform for integrat-
ing information from many sources. 
In addition, it also aggregates large 
amounts of incidental metadata about 
its own evolution and contribution to 
Wikipedia. Wikidata thus has the po-
tential to be a major resource for both 
research and development of new and 
improved applications. Wikidata, the 
free knowledgebase anyone can edit, 
may thus bring us all one step closer 
to a world that freely shares in the sum 
of all knowledge. 
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SOFTWARE-DEFINED NETWORKING (SDN) has received a 
lot of attention in recent years as a means of addressing 
some of the long-standing challenges in networking. 
SDN starts from two simple ideas: generalize network 
hardware so it provides a standard collection of packet-
processing functions instead of a fixed set of narrow 
features, and decouple the software that controls the 
network from the devices that implement it. This 
design makes it possible to evolve the network without 
having to change the underlying hardware and enables 
expressing network algorithms in terms of appropriate 
abstractions for particular applications.

Figure 1 contrasts the architectures of traditional 
networks and SDN. In SDN, one or more controller 
machines execute a general-purpose program that 
responds to events such as changes in network topology, 
connections initiated by end hosts, shifts in traffic load, 
or messages from other controllers, by computing 

a collection of packet-forwarding 
rules. The controllers then push these 
rules to the switches, which imple-
ment the required functionality effi-
ciently using specialized hardware.

Because SDN does not specify how 
controllers are implemented, it can 
be used to implement a variety of net-
work algorithms, including simple 
ones such as shortest-path routing, 
and more sophisticated ones such as 
traffic engineering.

Many novel applications have been 
implemented with SDN including 
policy-based access control, adaptive 
traffic monitoring, wide-area traffic 
engineering, network virtualization, 
and others.6,9,16,18–20,44 In principle, it 
would be possible to implement any 
of these applications in a traditional 
network, but it would not be easy: the 
programmer would have to design 
new distributed protocols and also ad-
dress practical issues because tradi-
tional switches cannot be easily con-
trolled by third-party programs.

Early SDN controller platforms ex-
posed a rudimentary programming 
interface that provided little more than 
a thin wrapper around the features of 
the underlying hardware. Where there 
were higher-level abstractions, they 
reflected structures already found in 
traditional networks such as topology 
or link-state information. However, 
there is now a growing body of work 
exploring how SDN can change not 
only which control algorithms can be 

 key insights

 � �SDN is a new network architecture  
that decouples the software that  
controls a network from the devices  
that implement it.

 � �By providing global visibility into  
network state, SDN can dramatically 
simplify the way that many network 
algorithms are expressed.

 � �SDN also makes it possible to evolve the 
functionality of a network without having 
to change the underlying hardware.

 � �SDN is enabling the development of new 
network programming models, systems 
abstractions, and verification tools.
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mations on packets. When a packet 
arrives at a switch, the switch finds a 
rule whose pattern matches the pack-
et headers and applies the associ-
ated actions. If multiple rules match, 
the switch applies the actions of the 
highest priority rule, while if no rules 
match, the switch encapsulates the 
packet in an OpenFlow message and 
sends it to the controllers. The con-
trollers can either process the packet 
directly, or send messages back to 
the switch instructing it to install or 
delete rules in its forwarding table. 
The maximum size of a table is deter-
mined by hardware constraints, but 
most switches have space for at least 
several thousand rules.

To support traffic monitoring, ev-
ery rule has associated counters that 
keep track of basic statistics such as 
the number and total size of all pack-
ets processed with that rule. Control-
lers can read these counters using 
OpenFlow messages. They can also 
configure the physical ports on a 
switch by creating queues that rate-
limit traffic or provide minimum 
bandwidth guarantees—features that 
are useful for implementing traffic 
engineering applications.

As an example, consider the ac-
companying table:  Read from top 
to bottom, these rules block all SSH 
traffic, forward non-SSH traffic des-
tined for hosts 10.0.0.1 and 10.0.0.2 
out ports 1 and 2 respectively, and di-
vert all other traffic to the controller 
for further processing.

Network-wide Structures
A major advantage of SDN is that the 
controllers can compute network-wide 
structures that give global visibility into 
network state, using distributed algo-
rithms that provide strong guarantees 
about the consistency of these struc-
tures across controllers. It would be 
practically infeasible to maintain these 
network-wide structures in a tradition-
al network where control is distributed 
across a larger number of devices, but 
by using them the logic of many appli-
cations can become much simpler. For 
example, shortest path routing can be 
implemented by evaluating Dijkstra’s 
algorithm over the structure represent-
ing the topology.41

Example. To illustrate, consider 
the task of maintaining a spanning 

thateasily expressed, but how they can 
best be written. Just as modern operat-
ing systems provide rich abstractions 
for managing hardware-level resourc-
es, we believe that similar abstractions 
will be needed for networks to fully re-
alize the vision of SDN.

These abstractions are the topic of 
this article. We review recent and ongo-
ing work on improving SDN program-
ming models and abstractions, focus-
ing on the following areas:

Network-wide structures: SDN con-
trollers are built using relatively small 
collections of tightly-coupled serv-
ers, which makes them amenable to 
distributed algorithms that maintain 
consistent versions of network-wide 
structures such as topology, traffic sta-
tistics, and others.

Distributed updates: SDN control-
lers manage the entire network, so they 
must often change rules on multiple 
switches. Update mechanisms that 
provide consistency guarantees during 
periods of transition can simplify the 
development of dynamic programs.

Modular composition: Many net-
work programs naturally decompose 
into several modules. Controllers that 
provide compositional programming 
interfaces make it easy to specify or-
thogonal aspects of network behavior 

in terms of modular components.
Virtualization: Decoupling applica-

tion logic from the physical topology 
simplifies programs, ensures isolation, 
and provides portability. Virtual net-
work abstractions can also provide en-
hanced scalability and fault tolerance.

Formal verification: To help pro-
grammers write correct programs, 
some controllers provide tools for au-
tomatically checking formal properties 
and diagnosing problems when unex-
pected errors occur.

Here, we explore these abstractions 
in further detail. To provide a common 
basis for discussion, we begin by in-
troducing OpenFlow as a concrete in-
stance of SDN.

OpenFlow
The OpenFlow specification defines a 
standard collection of features switch-
es must provide, as well as an interface 
controllers can use to communicate 
with switches: instructions for install-
ing and deleting forwarding rules, and 
notifications about flows, topology, 
and traffic statistics.31

An OpenFlow switch maintains a 
forwarding table that contains a list 
of prioritized rules. Each rule has a 
pattern that describes a set of packets 
and actions that describe transfor-

Example of OpenFlow forwarding table.

Priority Pattern Action Counters

30 TcpDstPort = 22 Drop 〈7156, 124〉

20 IpDstAddr = 10.0.0.1 Forward 1 〈2648, 38〉

10 IpDstAddr  = 10.0.0.2 Forward 2 〈14184, 246〉

0 * Controller 〈1686, 14〉

Figure 1. Traditional and software-defined architectures.

Traditional Network

Switch Programmable
Switch Controller

MachineControl Plane

Data Plane

Software-Defined Network
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tree that connects the switches in the 
network. Such a tree could be used to 
forward broadcast traffic without any 
danger of forwarding loops. Designing 
a distributed algorithm to construct 
and maintain a spanning tree is sur-
prisingly difficult because it must work 
correctly in arbitrary topologies and 
rapidly reconverge to a new tree when 
events such as unexpected device or 
link failures occur.

Traditional solution. The classic way 
to build a spanning tree is to use the 
spanning tree protocol36—a fully distrib-
uted protocol, in which the switches 
periodically exchange information 
with their neighbors using pairwise an-
nouncements. The switches agree on a 
root node by running a distributed lead-
er election protocol, and then construct 
the spanning tree incrementally from 
that node, enabling and disabling links 
to select the shortest path to the root, 
and breaking ties using switch identifi-
ers. Note that an implementation of the 
spanning tree protocol requires neigh-
bor discovery, leader election, as well as 
the actual tree construction algorithm, 
but because these components are spe-
cific to the protocol, their logic cannot 
be easily reused by other protocols that 
require similar functionality. Moreover, 
when the topology changes, the time to 
calculate a new tree scales with the size 
of the longest loop-free path.

SDN solution. Most SDN controllers 
provide a suite of common functions 
that arise in many applications such as 
topology discovery and link fault detec-
tion and also maintain structures that 
keep track of information about the 
state of the network such as host loca-
tions, link capacities, the traffic matrix 
etc. The database that stores this infor-
mation is often called a Network Infor-
mation Base (NIB).25 Using a NIB, an 
SDN implementation of spanning tree 
can be dramatically simpler than its 
distributed counterpart: whenever the 
topology changes, it simply computes a 
spanning tree from the topology using 
Prim’s algorithm, and installs rules on 
switches that forward along the tree.

Richer applications. By providing 
programmers with information about 
the state of the entire network, the NIB 
also makes it easy to implement richer 
applications such as traffic engineer-
ing that would be difficult to realize in 
traditional networks.11 For example, 

the B4 and SWAN systems use SDN 
to balance load across the wide-area 
links between datacenters, achieving 
much higher utilization than was pos-
sible with traditional approaches.18,19 
These applications require distributed 
controllers that automatically manage 
data replicated across many control-
lers through the NIB.26 

Using multiple controllers address-
es important issues such as scalability 
and fault tolerance—for example, one 
controller can take over for another if 
its load becomes high, or if its links 
with the switches fail. However, be-
cause the number of controllers is typi-
cally small, these controllers can use 
algorithms such as Paxos—something 
that would not scale in fully distributed 
settings. Hence, although controllers 
do use distributed algorithms, they are 
simpler and often converge faster than 
traditional protocols since there are 
fewer controllers than switches.

Discussion. SDN can make many 
network programs vastly simpler by 
providing network-wide structures 
and allowing common distributed 
programming abstractions to be im-
plemented once and reused across 
many applications. Such reuse is ef-
fectively impossible in traditional net-
works, where forwarding and control 
are tightly coupled on each device, 
implementations of functions such as 
leader election are tied to specific pro-
tocols, and devices have varying CPU, 
memory, and storage capabilities.

Distributed Updates
In traditional networks, it is often ac-
ceptable for configuration updates to 
be merely eventually consistent. For 
example, if the network configuration 
is recalculated due to a link failure, a 
packet may traverse a switch once in 
the original state and a second time 
in the updated state. This can lead to 
behaviors such as forwarding loops or 
dropping packets, but since most net-
works only provide best-effort delivery, 
as long as the network eventually con-
verges to the new state, transient errors 
during the transition may be accept-
able. However, eventually consistent 
updates do not always suffice in SDN. 
For example, an SDN controller might 
manage filtering rules in addition to 
forwarding rules, and these rules may 
be critical for ensuring invariants such 

SDN can make 
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many applications. 
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on different switches. At all times, the 
network is expected to filter forbidden 
packets and forward other packets to 
their destinations.

˲˲ Server load balancing: Initially the 
network is configured to redirect in-
coming requests to several back-end 
server replicas. At some point, more 
servers are brought online. The con-
troller then generates a new configura-
tion that balances the load among the 
new set of servers. At all times, the net-
work is expected to forward incoming 
traffic to one of the back-end servers 
while ensuring connection affinity—
all packets in a connection should be 
sent to the same server.

In each of these scenarios, comput-
ing the initial and final configurations 
is straightforward, but transitioning 
between them while preserving the 
desired invariants is not. In particu-
lar, because the controller lacks the 
ability to update the state of the entire 
network atomically, packets travers-
ing the network will necessarily be 
processed by old, new, or even inter-
mediate configurations containing 
a mixture of forwarding rules from 
both configurations.

Update abstractions. Consistent 
update abstractions allow a control-
ler to update the forwarding state of 
the entire network while ensuring a 
packet will never traverse a path that is 
in transition between two states. The 
abstractions themselves are straight-
forward to describe: the controller pro-
gram specifies the version of the state 
being pushed into the network and 
the update subsystem guarantees that 
each packet traversing the network 
only “sees” a consistent version of the 
state. Beyond the basic abstraction of 
versioning, the state update subsystem 
of the controller can expose multiple 
consistency models to the application.

One possible model is per-packet 
consistency: each packet is processed 
using a single version of the forwarding 
state.39 That is, every packet is either 
processed with the old network-wide 
configuration, or the new configura-
tion, but not a mixture of the two. An-
other model is per-flow consistency: ev-
ery set of related packets is processed 
using a single configuration version.39 
Other extensions consider bandwidth 
and attempt to avoid creating addition-
al congestion during the transition.18,27

as access control or isolation between 
the traffic of tenants sharing the net-
work. If configuration updates are 
propagated to switches in a merely 
eventually consistent manner, these 
invariants can easily be violated during 
periods of transition.

Programmers can sometimes work 
around these problems by carefully 
ordering updates so that packets only 
traverse paths whose configurations 
have been fully propagated into the 
network. For example, a programmer 
might update the ingress switches 
first, and check that all partially updat-
ed paths in the interior of the network 
are otherwise unreachable during the 
transition. But calculating orderings 
manually is complicated and makes 
updates slow to roll out. Recent work 
has investigated abstractions that pro-
vide general mechanisms for handling 
distributed updates as well as guar-
antees ensuring packets never “see” a 
partially updated path. The idea is to 
attach versions to configurations and 
carefully design update protocols that 
ensure every packet (or set of related 
packets) is processed by a single con-
sistent version.

Examples. The need for configura-
tion updates that provide strong con-
sistency is a significant departure from 
traditional networks. To demonstrate 
they are not only of academic interest, 
consider the following scenarios:

˲˲ Shortest-path routing: Initially the 
network is configured to forward along 
shortest paths. Then the operator de-
cides to take several switches down for 
maintenance. The controller generates 
a new network-wide configuration that 
forwards along a different set of paths. 
At all times, the network is expected to 
provide connectivity and be free of for-
warding loops.

˲˲ Distributed access control: Initial-
ly the network is configured to filter a 
set of “forbidden” packets and other-
wise forward along shortest paths. Be-
cause the filtering rules are too large 
to fit into a single forwarding table, 
the rules are distributed across several 
switches in the network. The configura-
tion is carefully constructed to ensure 
each packet traverses the appropriate 
switches containing the necessary fil-
tering rules. Later, the operator decides 
to rearrange the rules, maintaining the 
same policy but placing filtering rules 
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Update mechanisms. A general mech-
anism for implementing consistent 
updates is to use a two-phase update. 
As its name suggests, a two-phase up-
date proceeds in two steps: the control-
ler modifies the new configuration by 
instrumenting the forwarding rules so 
they only match packets stamped with 
a tag corresponding to the new version, 
and installs it on every switch; the con-
troller updates the rules at the perim-
eter of the network to stamp packets 
with the new version tag, and unin-
stalls the old configuration from every 
switch. Although the network contains 
a mixture of rules from the old and new 
configurations during the transition, 
these rules have the property that any 
given packet will be processed accord-
ing to a single version. Similar mecha-
nisms can be used to implement per-
flow consistency.39

In many situations, optimized mecha-
nisms can be used in place of two-phase 
update. For example, if the update 
only adds paths, then only rules that 
impinge on those paths need to be up-
dated. Likewise, if the update only af-
fects a subset of the switches (and the 
policy has the property that it never 
forwards traffic across those switches 
more than once) then the other switches 
do not need to be updated at all. These 
optimized mechanisms generate fewer 
messages, use less rule space on switch-
es, or complete the transition more rap-
idly than full two-phase update. Consis-
tent updates can also be implemented 
incrementally21 or by diverting some 
packets to the controller.31

Discussion. Updates are a funda-
mental abstraction for any SDN con-
troller. But despite some promising 
initial results, many open questions 
remain. An obvious concern is effi-
ciency: the mechanisms just described 
require substantial space for rules and 
a large number of control messages to 
implement transitions. In large net-
works, the costs of these mechanisms 
would be prohibitive. The optimiza-
tions discussed here are a good start, 
but a more comprehensive investiga-
tion is needed. Another important is-
sue is the responsiveness of updates. 
The abstractions described in this 
section make no guarantees about 
how long an update will take to com-
plete. For planned changes, this may 
be acceptable, but when reacting to 

failures, a fast response is essential.38 
It would be interesting to explore ab-
stractions that trade off weaker guar-
antees for more responsive update 
mechanisms. For example, an ab-
straction that only guarantees packets 
ultimately reach their final destina-
tion and do not traverse loops seems 
natural, and would admit more effi-
cient implementations. Finally, it may 
be useful to synthesize updates from 
application-specific invariants.28,35

Modular Composition
In operating systems, processes allow 
multiple users to share the available 
hardware resources on a single ma-
chine. Each process is associated with 
a thread of execution, along with sys-
tem resources such as memory, locks, 
file descriptors, and sockets. The oper-
ating system requires all interactions 
between processes take place over 
well-specified interfaces. For example, 
memory allocated to one process can-
not be tampered with by another, un-
less it has explicitly been shared by the 
first process. Although SDN controllers 
have been compared to “network op-
erating systems,” current controllers 
lack abstractions analogous to pro-
cesses.13 Instead, most controllers give 
applications unfettered access to the 
forwarding tables on every switch in 
the network, which makes it difficult to 
write programs in a modular way.

This is unfortunate, because net-
work programming should lend itself 
naturally to modularization. SDN ap-
plications are commonly built out of 
standard building blocks such as rout-
ing, broadcast, monitoring, and access 
control. However, the lack of modu-
larity in most SDN controllers forces 
programmers to reimplement these 
fundamental services from scratch in 
each new application instead of simply 
obtaining them from libraries.

Examples. The following scenarios il-
lustrate why modularity can be difficult 
to achieve in current SDN controllers. 

Forwarding and monitoring: The net-
work implements forwarding and traf-
fic monitoring. Because switch tables 
implement both features, the rules 
must be carefully crafted to forward and 
monitor certain packets but only for-
ward or monitor others. If the program-
mer executes standard forwarding and 
monitoring programs side-by-side, the 

programs may install overlapping rules 
and the overall behavior of the system 
will be unpredictable.

Forwarding with isolation: The net-
work is partitioned into two sets of 
hosts. Each set is isolated from the 
other, but the network forwards traffic 
between pairs of hosts in the same set. 
As with the previous example, the pro-
gram decomposes into two orthogonal 
functions: isolation and forwarding. 
However, the programmer must con-
sider both functions at once as rules 
generated by one module could easily 
forward traffic to hosts in the other set, 
violating the intended policy.

Low-latency video and bulk data trans-
fer: The network provides low-latency 
service to a videoconferencing applica-
tion and allows a backup application 
to forward traffic along several differ-
ent paths, as long as there is sufficient 
bandwidth. The programmer must con-
sider both functions simultaneously, to 
ensure the service-level requirements of 
each application are met.

Although these examples involve 
different applications, the problems 
share a common cause: allowing pro-
grams to manipulate low-level network 
state directly makes it effectively im-
possible to develop SDN applications 
in a modular way.

Programming language abstrac-
tions. One way to make SDN appli-
cations more modular is to change 
the programming interface they use. 
Rather than explicitly managing low-
level forwarding rules on switches, 
SDN programmers could use a high-
level language that compiles to Open-
Flow. Such a language should allow 
programmers to develop and test 
modules independently without wor-
rying about unintended interactions. 
A programmer could even replace a 
module with another that provides 
the same functionality.

The NetKAT2 language (and its pre-
decessor NetCore14,32,33) provides a 
collection of high-level programming 
constructs including operators for 
composing independent programs. 
In the first example, the forwarding 
and monitoring modules could be 
composed using its union operator, 
which would yield a module that both 
forwards and monitors, as desired. 
The NetKAT compiler takes this poli-
cy and generates equivalent forward-



92    COMMUNICATIONS OF THE ACM    |   OCTOBER 2014  |   VOL.  57  |   NO.  10

review articles

Multi-tenant datacenter: In datacen-
ters, one often wants to allow multiple 
tenants to impose different policies on 
devices in a shared physical network. 
However, overlapping addresses and 
services (Ethernet vs. IP) lead to com-
plicated forwarding tables, and it is 
difficult to guarantee that traffic gener-
ated by one tenant will be isolated from 
other tenants. Using virtual switches, 
each tenant can be provided with a vir-
tual network they can configure how-
ever they like without interfering with 
other tenants.

Scale-out router: In large networks, 
it can be necessary to make a collec-
tion of physical switches behave like 
a single logical switch. For example, 
a large set of low-cost commod-
ity switches could be assembled into 
a single carrier-grade router. Besides 
simplifying the forwarding logic for 
individual applications, this approach 
can also be used to obtain scalability—
because such a router only exists at 
the logical level, it can be dynamically 
augmented with additional physical 
switches as needed.

As these examples show, virtual-
ization can make applications more 
portable and scalable, by decoupling 
their forwarding logic from specific 
physical topologies.

Virtualization abstractions. The 
most prominent example of a virtual 
network abstraction for SDN is VM-
ware’s Network Virtualization plat-
form (NSX).7,9 The Pyretic controller 
supports similar abstractions.33 These 
controllers expose the same funda-
mental structure to programmers at 
the virtual and physical levels—a graph 
representing the network topology—
which allows programs written for the 
physical network to be used at the vir-
tual level, and vice versa.

To define a virtual network, the 
programmer specifies a mapping be-
tween the elements in the logical net-
work and the elements in the physi-
cal network. For example, to create a 
single “big switch” out of an arbitrary 
topology, they would map all of the 
switches in the physical network onto 
the single virtual switch and hide all 
internal links.7,33

Virtualization mechanisms. Virtu-
alization abstractions are easy to de-
scribe, but their implementations are 
far from simple. Platforms such as 

ing rules that can be installed on the 
switches by its runtime system. The 
Maple controller43 allows program-
mers to write modules as packet-pro-
cessing functions in Java or Haskell 
and thus use the modularity mecha-
nisms those languages provide. Ma-
ple uses a form of runtime tracing to 
record program decisions and create 
optimized OpenFlow rules.

Isolated slices. In certain situa-
tions, programmers need to ensure 
the programs being combined will 
not interfere with each other. For ex-
ample, in the traffic isolation scenar-
io, the two forwarding modules must 
be non-interfering.

Combining them using union 
would be incorrect—the modules 
might interact by sending packets to 
each other. One way to guarantee iso-
lation is by using an abstraction that 
allows multiple programs to execute 
side-by-side while restricting each to 
its own isolated “slice” of the network. 
FlowVisor interposes a hypervisor be-
tween the controller and the switch-
es, inspecting each event and control 
message to ensure the program and 
its traffic is confined to its own seg-
ment of the network.42 The FortNOX 
controller also provides strong isola-
tion between applications, using a 
framework based on role-based au-
thentication.37 A recent extension to 
NetKAT also provides a programming 
construct analogous to slices.2,15

Participatory networking. Combin-
ing behaviors from multiple modules 
sometimes leads to conflicts. For ex-
ample, if one module reserves all the 
bandwidth available on a link, other 
modules will not be able to use that 
link. The PANE controller10 allows net-
work administrators to specify mod-
ule-specific quotas and access control 
policies on network resources. PANE 
leverages this mechanism to provide 
an API that allows end-host applica-
tions to request network resources. 
For example, a videoconferencing 
application can easily be modified 
to use the PANE API to reserve band-
width for a high-quality video call. 
PANE ensures its bandwidth request 
does not exceed limits set by the ad-
ministrator and does not starve other 
applications of resources.

Discussion. Abstractions for de-
composing complex applications 

into simple modules are critical tech-
nology for SDN. Without them, pro-
grammers have to write programs in 
a monolithic style, developing, test-
ing, and reasoning about the poten-
tial interactions between each piece 
of the program simultaneously. The 
abstractions provided by high-level 
languages such as NetKAT and Maple, 
hypervisors such as FlowVisor and 
FortNOX, and controllers such as 
PANE, make it possible to build ap-
plications in a modular way. But al-
though these abstractions are a prom-
ising first step, much more work is 
needed. For example, developers need 
intuitive reasoning principles for es-
tablishing properties of programs 
built out of separate modules—for 
example, whether one module can be 
replaced by another without affecting 
the behavior of the overall program. 
They also need better ways of express-
ing and resolving conflicts, especially 
for properties involving security and 
resource constraints.

Virtualization
SDN decouples the software that con-
trols the network from the underlying 
forwarding elements. But it does not 
decouple the forwarding logic from 
the underlying physical network to-
pology. This means a program that 
implements shortest-path routing 
must maintain a complete represen-
tation of the topology and it must 
recompute paths whenever the topol-
ogy changes. To address this issue, 
some SDN controllers now provide 
primitives for writing applications 
in terms of virtual network elements. 
Decoupling programs from topology 
also creates opportunities for making 
SDN applications more scalable and 
fault tolerant.

Examples. As motivation for virtual-
ization, consider these scenarios:

Access control: Access control is 
typically implemented by encoding 
information such as MAC or IP ad-
dresses into configurations. Unfortu-
nately, this means topology changes 
such as a host moving from one loca-
tion to another can undermine secu-
rity. If access control lists are instead 
configured in terms of a virtual switch 
that is connected to each host, then 
the policy remains stable even if the 
topology changes.
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NSX are based on a controller hypervi-
sor that maps events and control mes-
sages at the logical down to the physi-
cal level, and vice versa. To streamline 
the bookkeeping needed to implement 
virtualization, most platforms stamp 
incoming packets with a tag (for ex-
ample, a VLAN tag or MPLS label) that 
explicitly associates it with one or more 
virtual networks.

Packet processing in these systems 
proceeds in several steps. First, the 
system identifies the logical context 
of the packet—that is, its location in 
the virtual network consisting of a 
switch and a port. Second, it process-
es the packet according to the policy 
for its logical context, which relocates 
the packet into a different logical 
context (and possibly generates ad-
ditional packets). Finally, it maps the 
packet down to the physical level. The 
hypervisor typically generates physi-
cal-level forwarding rules that imple-
ment all three steps simultaneously. 
One challenge concerns the rule 
space available on physical switches. 
Depending on the number of virtual 
networks and the size of their poli-
cies, the hypervisor may not be able 
to accommodate the complete set 
of rules needed to realize these poli-
cies on the switches. Hence, just as in 
memory management in an ordinary 
operating system, the hypervisor typi-
cally implements a form of “paging,” 
moving rules onto and off of physical 
switches dynamically.

Discussion. Virtualization abstrac-
tions are an important component of 
modern SDN controllers. Decoupling 
programs from the physical topol-
ogy simplifies applications and also 
enables sharing the network among 
several different programs without 
interference. However, although sev-
eral production controllers already 
support virtualization, many open 
questions remain. One issue con-
cerns the level of detail that should be 
exposed at the logical level. Current 
implementations of SDN virtualiza-
tion provide the same programming 
interface at the logical and physical 
levels, eliding resources such as link 
capacities, queues, and local switch 
capacity. Another question is how to 
combine virtualization with other ab-
stractions such as consistent updates. 
Doing this combination directly is not 

always possible as both abstractions 
are commonly implemented using 
tagging schemes. Finally, current plat-
forms do not support efficient nested 
virtualization. Semantically there are 
no deep issues, but there are practical 
ramifications of implementing nested 
virtualization using hypervisors.

Formal Verification
Today’s network operators typically 
work with low-level network configu-
rations by hand. Unsurprisingly, this 
leads to configuration errors that 
make many networks unreliable and 
insecure. By standardizing the inter-
face to network hardware, SDN offers 
a tremendous opportunity to develop 
methods and tools that make it much 
easier to build and operate reliable 
networks. There are many critical in-
variants that arise in networks, several 
of which are described here. These 
properties can be checked automati-
cally using static or dynamic tools that 
formally model the state of the net-
work and controller.

Examples. Many network properties 
are topology-specific, so they can only 
be stated and verified given a model of 
the structure of the network.

Connectivity: Packets emitted by 
any host in the network are eventually 
delivered to their intended destina-
tions, except possibly due to conges-
tion or failures.

Loop freedom: No packet is ever 
forwarded along a loop back to a lo-
cation in the network where it was 
previously processed with the same 
headers and contents.

Waypointing: Packets emitted by 
untrustworthy hosts traverse a mid-
dlebox that scans for malicious traffic 
before being forwarded to their in-
tended destinations.

Bandwidth: The network provides 
the minimum bandwidth specified in 
service-level agreements with tenants.

Other properties are either entirely 
topology-agnostic or hold for large 
classes of topologies. These properties 
capture general correctness criteria for 
applications that are intended to be ex-
ecuted on many different networks:

Access control: The network blocks all 
traffic emitted by unauthorized hosts, 
as specified by an access control list.

Host-learning: The controller even-
tually learns the location of all hosts 
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in switch-level configurations.17 Guha 
et al. describe a framework for estab-
lishing controller correctness using a 
proof assistant, as well as a machine-
verified implementation of the Net-
Core language against a detailed 
operational model of OpenFlow.14 
VeriCon shows that Hoare-style verifi-
cation is possible for controllers writ-
ten as simple imperative programs3 
and has been applied successfully to 
a number of examples adapted from 
the SDN literature (for example, fire-
walls, routing algorithms, and so 
on). Nelson, et al. present a Datalog-
based SDN programming language, 
called Flowlog, that they also use to 
write and verify several canonical 
properties.34 Because Flowlog is de-
signed to be finite-state, it is amena-
ble to automatic verification without 
the need for complex programmer-
supplied assertions.

Discussion. There is a tremendous 
need for tools that can provide rigor-
ous guarantees about the behavior, 
performance, reliability, and security 
of networked systems. By standardiz-
ing the interfaces for controlling net-
works, SDN makes it feasible to build 
tools for verifying configurations and 
controllers against precise formal 
models. Some possible next steps in 
this area include developing custom 
logics and decision procedures for 
expressing and checking properties, 
enriching models with additional 
features such as latency and band-
width, and better integrating proper-
ty checking and debugging tools into 
SDN controller platforms.

Related Work
Enormous momentum has gathered 
behind SDN in recent years, but the 
ideas behind SDN build on many 
previous efforts. Tempest,40 an archi-
tecture developed at Cambridge in 
the mid-1990s, was an early attempt 
to decouple forwarding and control 
in the context of ATM networks. Sev-
eral features from Tempest can be 
found in SDN today including an em-
phasis on open interfaces and sup-
port for virtualization. Similarly, the 
IETF ForCES working group defined 
a standard protocol that a control-
ler could use to manage multiple 
heterogeneous devices in a single 
network.8 The Soft-Router project 

and the network forwards packets di-
rectly to their intended destinations.

Spanning tree: The network for-
wards broadcast traffic along a tree 
that contains every switch (if the net-
work is connected).

Both types of properties have been 
difficult to establish in traditional net-
works, as they require reasoning about 
complex state distributed across many 
heterogeneous devices. Building on 
the uniform interfaces provided by 
SDN, several recent tools have made it 
possible to verify many network prop-
erties automatically.

Verifying configurations. Verifying 
properties such as loop freedom and 
connectivity, among others, requires 
modeling both the topology and switch 
configurations. Header Space Analy-
sis23 models switches and the topol-
ogy as functions in an n-dimensional 
space, where points represent the vec-
tor of packet headers. This model can 
be used to generate test packets that 
provide coverage for each rule in the 
overall configuration46 and extensions 
can check configurations incremen-
tally.22 FlowChecker is based on similar 
ideas, but encodes policies as binary-
decision diagrams.1 Anteater29 encodes 
switch configurations as Boolean 
SAT instances, building on an encod-
ing originally developed by Xie et al.45 
VeriFlow24 develops domain-specific 
representations and algorithms for 
checking properties in real time, which 
is important because the forwarding 
behavior of an SDN can rapidly evolve, 
especially if the controller is reacting to 
changing network conditions. Finally, 
NetKAT2 includes a sound, complete, 
and decidable equational reasoning 
system for proving equivalences be-
tween network programs.

Verifying controllers. In addition 
to tools that can verify properties of 
configurations, some recent efforts 
have focused on tools that can verify 
control programs themselves, often 
focusing on topology-independent 
properties. NICE5 uses a combina-
tion of symbolic execution and model 
checking to verify several important 
properties, including the absence 
of race conditions and bugs akin 
to switch memory leaks. Another 
tool developed by Scott et al. checks 
whether abstractions provided by 
SDN controllers are correctly realized 
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explored the benefits of separating 
forwarding and control in terms of 
extensibility, scalability, reliability, 
security, and cost.26

The Routing Control Platform,4 de-
veloped at AT&T, demonstrated that 
logical centralization could be used 
to dramatically simplify routing al-
gorithms while still providing good 
performance. These ideas were later 
expanded in the 4D platform,12 which 
introduced the distinction between 
management and control planes. The 
benefits of expressing algorithms us-
ing network-wide data structures in-
stead of using distributed algorithms 
in SDN can also be seen in this work.

The most immediate predecessor 
of SDN was Ethane,6 a system aimed 
at providing fine-grained in-network 
access control. Ethane provided a 
high-level language for defining secu-
rity policies, and a controller program 
that implemented those policies by 
installing and uninstalling custom 
forwarding rules in programmable 
network switches. The NOX control-
ler was based on Ethane,13 and the 
protocol used by the Ethane control-
ler to communicate with switches lat-
er evolved into the first version of the 
OpenFlow standard.31

Conclusion
Many of the initial efforts around 
SDN have focused on architectural 
concerns—making it possible to 
evolve the network and develop rich 
applications. But the growth of this 
new software ecosystem has also led 
to the development of fundamen-
tal new abstractions that exploit the 
ability to write network control soft-
ware on standard servers with a less 
constrained state distribution mod-
el. We believe these abstractions are 
critical for achieving the goals of SDN 
and may prove to be some of its most 
lasting legacies.
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the authors push these ideas much 
further in their Crypto 2012 paper by 
optimizing and generalizing this al-
gorithm for the case of n-fold encryp-
tion for any value of n. Moreover, they 
show that the dissection technique 
has many applications.

This paper describes dissection 
for two examples. The first is the solu-
tion of Rubik’s cube. The dissection 
solution has the same complexity as 
an earlier algorithm, but without us-
ing group-theoretic properties. The 
second example is the combinato-
rial partition problem; a variant of 
this problem (the knapsack problem) 
has played a very important role in 
cryptography for the construction of 
public-key encryption and hash func-
tions. For this example a more com-
plex strategy is used that divides the 
problem into uneven parts.

The dissection technique is re-
markable, as it starts from a very 
simple idea, the meet-in-the-middle 
attack. The authors show this idea 
can be generalized in an elegant way 
and that many clever optimizations 
can push the idea to its limits. A key 
contribution of this work is the real-
ization that dissection is broadly ap-
plicable to combinatorial optimiza-
tion problems. Finally, the proposed 
algorithms reduce memory require-
ments, which is essential to make the 
algorithms practical.	

Bart Preneel (bart.preneel@esat.kuleuven.be) is a 
professor in the COSIC research group of the Electrical 
Engineering Department at the Katholieke Universiteit 
Leuven, Belgium.
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THE FOLLOWING PAPER presents an el-
egant new algorithm for solving a 
broad class of combinatorial optimi-
zation problems. The idea of the dis-
section technique came up by study-
ing strengthened versions of the DES 
algorithm. DES is a cryptographic al-
gorithm proposed by the National Bu-
reau of Standards (now known as the 
National Institute for Standards and 
Technology, or NIST) in 1977 for the 
protection of sensitive but unclassi-
fied U.S. government data. For almost 
three decades, DES has been a world-
wide de facto standard for encryption. 
IBM may have designed DES, but the 
U.S. National Security Agency (NSA) 
decided the key length should be re-
stricted to 56 bits. This was a contro-
versial move, as it would allow the NSA 
(and no one else) to break the cipher 
by searching the key space. 

A straightforward way to increase  
the key length seems to encrypt twice, 
known as double-DES or C = DESK1 
(DESK2(P)), where P and C are the plain-
text and ciphertext and K1 and K2 are 
two different k-bit keys. In 1977, Dif-
fie and Hellman demonstrated this 
method does not help. Let us assume 
a few ciphertexts and corresponding 
plaintexts are known (this is a stan-
dard assumption in cryptography, 
one that is very often met in practice). 
The meet-in-the-middle attack works 
as follows: one tries all 2k values of the 
first key K1, computes the values in the 
middle A = DESK1(P) and stores the pairs 
(K1, A(K1)) in a table. In a second step, 
one computes for all keys K2 the value in 
the middle as A′ = DES –1

K2 (C) and searches 
for the value A in the table. If a match 

is found, the candidate pair (K1, K2) 
is checked with an additional plain-
text and ciphertext. This algorithm 
requires about 2k encryptions and 2k 
memory. This is the reason why the 
financial sector has upgraded single 
DES to triple-DES, with three encryp-
tions. A meet-in-the-middle attack 
on triple-DES requires about 22k en-
cryptions and 2k memory.

The authors of this paper ask a 
natural question: Would one get even 
better security with quadruple-DES? 
At first sight one would conclude that 
breaking quadruple DES requires 22k  
encryptions and 22k memory. But the 
rather surprising answer is the cost 
can be reduced to that of triple-DES 
by applying recursion, that is, guess-
ing first the value in the middle and 
subsequently performing two meet-
in-the-middle attacks. This idea was 
proposed by Zhu and Gong for the 
block cipher KATAN and the authors 
were inspired by the work of Isobe 
on the block cipher GOST; however, 
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By Itai Dinur, Orr Dunkelman, Nathan Keller, and Adi Shamir

Abstract
Combinatorial search problems are usually described by a 
collection of possible states, a list of possible actions which 
map each current state into some next state, and a pair of 
initial and final states. The algorithmic problem is to find 
a sequence of actions which maps the given initial state 
into the desired final state. In this paper, we introduce the 
new notion of bicomposite search problems, and show that 
they can be solved with improved combinations of time and 
space complexities by using a new algorithmic paradigm 
called dissection. To demonstrate the broad applicabil-
ity of our new paradigm, we show how to use it in order to 
untangle Rubik’s cube and to solve a typical NP-complete 
partition problem with algorithms which are better than any 
previously described algorithm for these problems.

1. INTRODUCTION
A central problem in the design of efficient algorithms is 
how to solve search problems, in which we are given a pair of 
states and a collection of possible actions, and we are asked 
to find how to get from the first state to the second state by 
performing some sequence of actions. In some cases, we 
only want to decide whether such a sequence exists at all, 
while in other cases it is clear that such sequences exist but 
we are asked to find the shortest possible sequence. Many 
search problems of this type have associated decision prob-
lems which are NP-complete, and thus we do not expect 
to find any polynomial time algorithms which can solve 
all their instances. However, what we hope to find are new 
exponential time algorithms whose exponents are smaller 
than in the best previously known algorithms. For example, 
the problem of breaking a cryptographic scheme whose 
key has n = 100 unknown bits cannot be solved in a practi-
cal amount of time via an exhaustive key search algorithm, 
since its time complexity of 2n would be beyond reach even 
for the largest currently available data center. However, if we 
manage to find a better cryptanalytic attack whose running 
time is 2n/2, we can break the scheme with a modest effort in 
spite of the exponential nature of this complexity function. 
One trick which is often helpful in such situations is to find 
a tradeoff between the time and space complexities of the 
attack: Exhaustive search requires a lot of time but a negligi-
ble amount of memory, and thus a tradeoff which uses more 
memory (in the form of large tables of precomputed values) 
in order to reduce the time (by skipping many computa-
tional steps) will be very beneficial. For reasons which are 

explained in the extended version of this paper (available in 
Dinur et al.2), we usually consider the product of the amount 
of time and the amount of space required by the algorithm 
as the appropriate complexity measure that we try to mini-
mize. In the example above, breaking the cryptosystem with 
T = 2n time and an S = 1 space is infeasible, breaking it with 
T = 22n/3 time and S = 2n/3 space (whose product TS = 2n is the 
same as before) is better but still barely feasible, and break-
ing it in T =  2n/2 time and S = 2n/4 space (whose product TS = 23n/4 
has a smaller exponent) is completely feasible.

A typical search problem is defined by a condition F (e.g., 
in the form of a CNF Boolean formula which is a conjunc-
tion of clauses) and a candidate solution X (e.g., in the form 
of a 0/1 assignment to all the variables in F), and the goal 
is to find among all the possible X at least one that satis-
fies the condition that F(X) is true. Such a representation 
has no internal structure in the sense that it uses the full 
description of F and the full value of X in order to decide 
whether F(X) is satisfied. However, we can usually replace 
the all-or-nothing choice of X by a sequence of smaller deci-
sions. For example, we can start with the assignment of 0 to 
all the variables, and at each stage we can decide to flip the 
current value of one of the Boolean variables. At any inter-
mediate point in this process F is in a state in which some of 
its clauses are satisfied and some are not, and our goal is to 
reach a state in which all the clauses are simultaneously sat-
isfied. More generally, we say that a search problem is com-
posite if solving it can be described by a sequence of atomic 
actions, which change the system from some initial state 
through a series of intermediate states until it reaches some 
final desired state. Most search problems have such a com-
posite structure, which can be represented by the execution 
matrix described in Figure 1. The rows of this matrix repre-
sent states S0, S1, . . ., and the solution X is represented by the 
sequence of actions a1, a2, . . . on the left side of the figure in 
which action ai changes state Si−1 to state Si. In many cases, 
the atomic actions are invertible operations over the states, 
which makes it possible to map Si−1 to Si by using the action 
ai, and to map Si back to Si−1 by using the action . For exam-
ple, in the case of Boolean formulas we are allowed to flip 
the current value of any one of the variables in X, but we can 
cancel its effect by flipping the same variable a second time, 

The previous version of this paper was published in 
CRYPTO, vol. 7417 (2012) Lecture Notes in Computer Science. 
Springer, 719–740.
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so in this case the action and its inverse happen to be the 
same. In this paper we consider only such invertible cases, 
which allow to split the search problem by applying some 
forward actions to the initial state, applying some inverse 
actions to the final state, and searching for a meet-in-the-
middle (MITM) state which combines these parts. Our new 
dissection technique can be applied even when some of the 
actions are not invertible, but this makes its description 
more complicated and its complexity slightly higher, as dis-
cussed in Dinur et al.2

So far we have partitioned the execution matrix into mul-
tiple rows by dividing the solution process into a series of 
atomic actions. In order to apply our new dissection tech-
nique, we also have to partition the execution matrix into 
multiple columns by dividing each state Si into smaller 
chunks Si, j which we call substates, as described in Figure 2. 
However, only partitions in which the substates can be 
manipulated independently of each other will be useful to 
us. We say that a search problem has a bicomposite structure 
if it can be described by an execution matrix in which the 
knowledge of the action ai makes it possible to uniquely 
determine substate Si, j from Si−1, j and Si−1, j from Si, j, even 
when we know nothing about the other substates in the 
matrix. This immediately implies that if we choose any 
rectangle of any dimensions within the execution matrix, 
knowledge of the substates Si−1, j, Si−1, j+1, . . ., Si−1, k along its top 
edge and knowledge of the actions ai, ai+1, . . ., al to its left 

suffices in order to compute the substates Sl, j, Sl, j+1, . . ., Sl, k 
along its bottom edge, and vice versa.

Not every search problem has such a bicomposite rep-
resentation, but as we demonstrate in this paper there 
are many well-known problems which can be represented 
in such a way. When a problem is bicomposite, we can 
solve it with improved efficiency by using our generic new 
technique. Our main observation is that in such cases, we 
can improve the standard MITM algorithms (which try 
to match the forward and backward directions at a full 
intermediate state) by considering algorithms which only 
partially match the two directions at a partially specified 
intermediate state. In addition, we can reverse the logic of 
MITM algorithms, and instead of trying to converge from 
both ends of the execution toward some intermediate state 
which happens to be the same, we can start by partially 
guessing this intermediate state in all possible ways, and 
for each guessed value we can break the problem into two 
independent subproblems by proceeding from this inter-
mediate state toward the two ends (exploiting the fact that 
in bicomposite problems we can determine the effect of 
long sequences of actions on partially specified states). We 
can then solve each one of these subproblems recursively 
by partially guessing additional substates in the execu-
tion matrix. We call this approach a dissection algorithm 
since it resembles the process in which a surgeon makes 
a sequence of short cuts at various strategically chosen 
locations in the patient’s body in order to carry out the 
operation. For example, in Section 4 we show how to solve 
the well-known combinatorial partition problem by first 
guessing only two-sevenths of the bits of the state which 
occur after performing three-sevenths of  the actions, and 
then solving one of the resultant subproblems by guess-
ing in addition one-seventh of the bits of  the state which 
occurs after performing five-sevenths of the actions.

Our main purpose in this paper is to introduce the new 
ideas by applying them in the simplest possible way to sev-
eral well-known search problems. We intentionally overlook 
several nuisance issues whose proper handling is not easy 
to explain, and ignore several possible optimizations which 
can further reduce the complexity of our algorithms. When 
we analyze the running time of our algorithms, we often 
assume for the sake of clarity that the instance we try to solve 
is randomly chosen, and that the intermediate states we try 
to guess are uniformly distributed.

The paper is organized as follows. In Section 2 we describe 
the problem of solving Rubik’s cube with the smallest pos-
sible number of steps as a bicomposite search problem, and 
in Section 3 we show how to solve it with time complexity 
which is approximately the square root of the size of the 
search space, and a space complexity which is approxi-
mately the fourth root of the size of the search space by 
using the simplest version of the new dissection algorithm. 
In Section 4 we describe several improvements of the basic 
dissection technique, and show how to use them in order to 
solve a different search problem called the “combinatorial 
partition problem” with combinations of time and space 
complexities which could not be achieved by any previously 
published algorithm, and which are more suitable for large 
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Figure 1. An execution matrix of a composite search problem.

Figure 2. An execution matrix of a bicomposite search problem.
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scale FPGA-based hardware. We conclude the paper with 
some remarks in Section 5.

2. REPRESENTING RUBIK’S CUBE AS A BICOMPOSITE 
SEARCH PROBLEM
In this section we show how to construct a bicomposite 
representation of the well-known problem of solving a stan-
dard 3 × 3 × 3 Rubik’s cube.6 We can assume that we always 
hold the cube in a fixed orientation, in which the white 
center color is at the top, the yellow center color is on the 
left, etc. One of the 27 subcubes is at the center of the cube, 
and we can ignore it since it is completely invisible. The six 
subcubes at the center of each face are not moved when we 
rotate that (or any other) face, and thus we can ignore them 
as well in our state representation. The actions we can take 
are to rotate each one of the six faces of the cube by 90, 180, 
or 270 degrees (we are not allowed to rotate a center slice 
since this will change the standard orientation of the cube 
defined above). Consequently, we have a repertoire of 18 
atomic actions we can apply to each state of the cube. Note 
that all these actions are invertible mappings on the state of 
Rubik’s cube in the sense that the inverse of a 90 degree rota-
tion is a 270 degree rotation applied to the same face, and 
both of them are available as atomic actions.

Among the 27 − 6 − 1 = 20 subcubes which we can move, 
12 have two visible colors and are called edge subcubes, and 
8 have three visible colors and are called corner subcubes 
(Figure 3). Each such subcube can be uniquely described by 
the combination of colors on it, such as a blue-white (BW) 
edge subcube or a green-orange-red (GOR) corner subcube. 
In addition, each location on the cube can be described by 
its relevant sides (i.e., a combination of top/bottom, left/
right, front/back). We can thus describe any state of the 
cube by a vector of length 20, whose ith entry describes the 
current location of the ith subcube (e.g., the first entry in 
the vector will always refer to the blue-green edge subcube, 
and specify that it is currently located at the top-front posi-
tion). To complete the specification, we also have to choose 
some standard orientation of the colors, and note that 
edge subcubes can be either in the standard (e.g., BW) or in 
an inverted (e.g., WB) state, and each corner subcube can 
be in one of three possible orientations (e.g., GOR, ORG, 
or RGO). Note that any possible action can only move edge 
subcubes to edge subcubes and corner subcubes to corner 
subcubes. If we use the first 12 positions in the state vector 
to describe the current locations of the 12 edge subcubes 

(in some fixed order), then each entry in these positions 
can be described by a number between 1 and 24 (specify-
ing in which one of the 12 possible positions it is currently 
located and in which one of its 2 possible orientations). 
Similarly, when we use the last 8 positions in the state vec-
tor to describe the current locations of the 8 corner sub-
cubes (in some fixed order), then each one of these entries 
can again contain a number between 1 and 24, this time 
specifying in which one of the 8  possible positions it is 
located and in which of its 3 possible orientations. We can 
thus describe any state of Rubik’s cube by a vector of length 
20 whose entries are numbers between 1 and 24. Any one 
of the 18 atomic actions will change 8 of the entries in this 
vector, by moving 4 edge subcubes and 4 corner subcubes 
to new positions and orientations, leaving the remaining 
12 entries unchanged.

The problem of solving Rubik’s cube can now be formal-
ized as the following search problem: We are given a first 
vector of length 20 (representing the initial scrambled state 
of the cube) and a second vector of length 20 (representing 
the standard unscrambled state of the cube). We would like 
to find a sequence of atomic actions (in the form of face rota-
tions) that will change the first vector into the second vector. 
Finding some sequence is easy, and there are many algo-
rithms which are described in the recreational mathemat-
ics literature to achieve this (some of which are described 
in Slocum6). However, these algorithms are typically quite 
wasteful, using between 50 and 100 actions in order to move 
subcubes to their correct positions one at a time in some 
fixed order, ignoring the effect of these actions on other 
subcubes. Some algorithms use fewer actions, but then 
they are much harder to describe since they require a very 
detailed case analysis of the full state before choosing the 
first action. Recently, Davidson et al.1 proved that 20 actions 
are necessary and sufficient if we want to solve any solvable 
state of Rubik’s cube, but this was an existential result and 
the authors did not present an efficient way to actually find 
such a sequence. Note that the number of possible sequences 
of 20 atomic actions is 1820 = 12748236216396078174437376 ≈ 
283, but we can slightly reduce the size of the search space 
to 18 × 1519 = 399030807609558105468750 ≈ 278 by noticing 
that there is no point in rotating the same face twice in a 
row. However, even this reduced size cannot be exhaustively 
searched in a feasible amount of time.

To show that our representation of the search problem 
is bicomposite, assume that we know the current loca-
tion and orientation of a particular subcube (namely, we 
know the value of Si−1, j in the execution matrix as a number 
between 1 and 24), and we apply to it some known face rota-
tion action. We can then uniquely determine the new loca-
tion and orientation of that particular subcube (namely, the 
value of Si, j) even when we know nothing about the current 
location and orientation of any other subcube (namely, all 
the other Sk,l values in the execution matrix). Notice that 
many other natural representations of the states of Rubik’s 
cube do not have such a bicomposite structure. For exam-
ple, if we associate the first entry in the state vector with 
a particular cube position (such as top-front) and use it 
to denote which edge subcube (such as BW) is currently 

Figure 3. Rubik’s cube.
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The MITM algorithm requires about 239 memory cells in 
order to store the sorted list, and its time complexity is about 
239, which is the time required in order to iterate over each 
one of the action vectors a1, . . ., a10 and a11, . . ., a20.

3.1. Improving the MITM algorithm using dissection
In this section, we show how to improve the classical MITM 
algorithm on Rubik’s cube by using a basic version of our 
new dissection technique. The main idea here is to “dis-
sect” the execution matrix in the middle by iterating over 
all the possible values of some part of the middle state 
S10. The size of the partial S10 that we iterate on is chosen 
such that it contains about 2n/4 = 219.5 partial states. Since 
S10 is represented as a 20-entry vector, where each entry can 
attain 24 values, we choose to iterate on its first 4 entries, 
which can assume about 244 ≈ 218.5 values. For each such 
partial value of S10, we use the bicomposite structure of the 
problem in order to independently work on the two par-
tial execution matrices shown in Figure 5 as red and blue 
rectangles, and finally join the partial solutions in order to 
obtain the full action vector.

The complete details of the algorithm are given in 
Figure 6. We have an outer loop which iterates over all the 
possible values of S10,1, S10,2, S10,3, S10,4. Assuming that this 
value is correctly guessed, we first concentrate on the upper 
part of the execution matrix and find all the partial action vec-
tors a1, . . ., a10 which transform S0,1, S0,2, S0,3, S0,4 into S10,1, S10,2, 
S10,3, S10,4. This is done using a simple MITM algorithm on 
this smaller execution matrix. For each solution a1, . . ., a10 that 
we obtain using the MITM algorithm, we apply its actions to 
the full state S0, obtain candidate values of the full S10 state, 
and store it next to a1, . . ., a10 in a list. After the MITM algo-
rithm finishes populating the list, we sort it (e.g., in some 
lexicographic order) according to the value of S10.

We now focus on the bottom execution matrix and find 
all the partial action vectors a11, . . ., a20 which transform S10,1, 
S10,2, S10,3, S10,4 into S20,1, S20,2, S20,3, S20,4. We use the same idea 
that we used for the upper part, that is, we execute a MITM 
algorithm on the bottom execution matrix. For each solu-
tion a11, . . ., a20 that we obtain, we apply its inverse actions 
to S20 and obtain a value for S10. Then, we check for matches 

located in it and in which orientation, then knowledge of 
just this entry in the first state does not tell us anything 
about which edge subcube (such as GR) replaces it at the 
top-front position if we rotate the top face by 90 degrees. 
Such a representation requires knowledge of other col-
umns in the execution matrix, depending on which action 
was applied to the state, and thus we cannot use it in our 
new dissection technique.

As shown in Section 3, we can use the bicomposite rep-
resentation in order to find for any given initial state of 
Rubik’s cube a sequence of up to 20 face rotations using 
a completely feasible combination of a time complex-
ity which is the square root of the size of the search space 
(namely, in about 239 steps, or a few minutes on a standard 
PC) and a space complexity which is about the fourth root 
of this number (namely, about 219.5 memory locations, or 
a few megabytes). The resultant algorithm is completely 
generic, makes no use of the details of the problem besides 
its bicompositeness, and matches the complexities of the 
best previous algorithm for solving Rubik’s cube (designed 
about 25 years ago, see Fiat et al.3) which was highly specific 
and depended on the group-theoretic properties of the set 
of permutations defined by Rubik’s cube.

3. THE BASIC DISSECTION TECHNIQUES
We now assume that we are given an initial state vector S0 
and a final state vector Sl of Rubik’s cube, and our goal is to 
find a series of atomic actions a1, a2, . . ., al that transform the 
initial state into the final state. As described in the previous 
section, we know that  = 20 suffices to find a solution, and 
hence our goal is to find a1, a2, . . ., a20.

Our dissection algorithms are extensions of the classi-
cal MITM algorithm, which was first presented in 1974 by 
Horowitz and Sahni5 in order to solve the Knapsack prob-
lem. We can apply a MITM algorithm to almost any com-
posite problem with invertible actions. When the size of 
the search space is 2n, the MITM algorithm requires about 
2n/2 time and 2n/2 space. For the sake of completeness, we 
describe below how to apply this algorithm in the context 
of Rubik’s cube, whose search space has about 278 states. 
In this case, a time complexity of 278/2 = 239 is feasible, but a 
space complexity of 278/2 = 239 random access memory loca-
tions is too expensive.

The complete details of the algorithm are given in 
Figure  4. The first step of the algorithm is to iterate over 
all possible 20/2 = 10 action sequences a1, . . ., a10. We have 
18  × 159 ≈ 239 such sequences, and for each one, we apply 
its actions to S0 and obtain a possible value for S10. We store 
the 239 values of a1, . . ., a10 in a list next to the corresponding 
value of S10, and sorta the list according to S10. Next, we iterate 
over all possible action vectors a11, . . ., a20. Again, there are 
about 239 such action vectors, and for each one, we apply its 
inverted actions to S20 and obtain a possible value for S10. We 
now search the sorted list for this value of S10, and for each 
match, we obtain the corresponding value of a1, . . ., a10 from 
the list and output a1, a2, . . ., a20 as a solution.

Algorithm MITM-Rubik

  Input: Initial state S0 and final state S20

  for all a1, a2, . . ., a10 do
    Compute S10 = a10(. . .(a2(a1(S0) ). . .) )
    Store (S10, a1, a2, . . ., a10) in a list L
  Sort L according to the value of S10 in each entry (under  
  some lexicographical order)
  for all a11, a12, . . ., a20 do
    Compute S10 = a–1

11 (. . .(a
–1
19(a

–1
20(S20) ) ). . .)

    Search for S10 in L
    if S10 is found then
      return the associated a1, a2, . . ., a10 and a11, a12, . . ., a20  
      as a solution

Figure 4. Meet-in-the-middle procedure to solve the Rubik’s cube.

a  For the sake of simplicity, we ignore logarithmic factors in our complexity 
analysis, and thus we assume that sorting is a linear time operation.
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Figure 5. Dissection of the Rubik’s cube execution matrix.
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for S10 in the sorted list, and for each match, we output a full 
solution a1, a2, . . ., a20.

In order to analyze the algorithm, we fix a value of S10,1, 
S10,2, S10,3, S10,4 and estimate the average number of solutions 
that we expect for the upper (smaller) execution matrix. 
Namely, we calculate the expected number of action vec-
tors a1, . . ., a10 which transform S0,1, S0,2, S0,3, S0,4 into S10,1, 
S10,2, S10,3, S10,4. First, we notice that the number of possi-
ble action vectors a1, . . ., a10 is about 239. Each such action 
vector transforms S0,1, S0,2, S0,3, S0,4 into an arbitrary partial 
state which matches S10,1, S10,2, S10,3, S10,4 with probability of 
about 1/(244) ≈ 2−18.5 (which is inverse-proportional to the 
number of possible values of S10,1, S10,2, S10,3, S10,4). Thus, the 
expected number of solution (that we store in our sorted 
list) is 239 × 2−18.5 = 220.5.

In general, the time complexity of the MITM algorithm 
is about square root of the search space, and thus its 
time  complexity on the upper execution matrix is about 
239/2 = 219.5. However, since in this case we could not split 
the problem into two parts of exactly equal sizes, we expect 
220.5 solutions (which we enumerate and store), and thus 
its time complexity is slightly increased to 220.5. This is also 
the expected time complexity of the MITM algorithm on 
the bottom part (although here we do not store the solu-
tions, but immediately check each one of them). Since we 
have an outer loop which we execute 244 ≈ 218.5 times, the 

Algorithm Dissect4-Rubik

  Input: An initial state S0 and a final state S20

  for all S10,1, S10,2, S10,3, S10,4 do
  �  Obtain all candidate (a1, a2, . . ., a10) satisfying S10,1, S10,2, 

S10,3, S10,4 = a10(. . .(a2(a1(S0,1, S0,2, S0,3, S0,4) ) ). . .) by calling 
PartialMITM(S0,1, S0,2, S0,3, S0,4, S10,1, S10,2, S10,3, S10,4)

    for all obtained a1, a2, . . . a10 do
   �   Compute S10,5, S10,6, S10,7, S10,8 = a10(. . .(a2(a1(S0,5, S0,6, S0,7, 

S0,8) ) ). . .)
      Store (S10,5, S10,6, S10,7, S10,8, a1, a2, . . ., a10) in L10

  �  Sort L10 according to the values of S10,5, S10,6, S10,7, S10,8 in 
each entry (under some lexicographical order)

  �  Obtain all candidates a11, a12, . . ., a20 satisfying S20,1, S20,2, 
S20,3, S20,4 = a20(. . .(a12(a11(S10,1, S10,2, S10,3, S10,4) ) ). . .)

  �  by calling PartialMITM(S10,1, S10,2, S10,3, S10,4, S20,1, S20,2, 
S20,3, S20,4)

    for all obtained a11, a12, . . . a20 do
   �   Compute S10,5, S10,6, S10,7, S10,8 = a–1

11(. . .(a
–1
19(a

–1
20(S20,5, S20,6, 

S20,7, S20,8) ) ). . .)
      Search for S10,5, S10,6, S10,7, S10,8 in L10

      if S10,5, . . ., S10,8 are found then
        Obtain the associated a1, a2, . . ., a10 from L10

        if S20 = a20(. . .(a2(a1(S0) ) ). . .) then
          return a1, a2, . . ., a20 as the solution

Procedure PartialMITM

 � Input: An partial initial state S0,1, S0,2, S0,3, S0,4 and a partial 
final state S10,1, S10,2, S10,3, S10,4

  for all a1, a2, . . ., a5 do
    Compute S5 = a5(. . .(a2(a1(S0,1, S0,2, S0,3, S0,4) ) ). . .)
    Store (S5,1, S5,2, S5,3, S5,4, a1, a2, . . ., a5) in a list L5

 � Sort L5 according to the values of S5,1, S5,2, S5,3, S5,4 in each 
entry (under some lexicographical order)

  for all a6, a7, . . ., a10 do
  �  Compute S5,1, S5,2, S5,3, S5,4 = a–1

6 (. . .(a
–1
9 (a

–1
10 (S10,1, S10,2, S10,3, 

S10,4) ) ). . .)
    Search for S5,1, S5,2, S5,3, S5,4 in L5

    if S5,1, . . ., S5,4 are found then
      Obtain the associated a1, a2, . . ., a5 from L5

      return a1, a2, . . ., a10 as a candidate solution

Figure 6. Solving the Rubik’s cube using dissection into 4.

expected time complexity of the full algorithm is about 
218.5+20.5 = 239. The  expected memory complexity is 220.5, 
required in order to store the solutions for the MITM on 
the upper part (note that we reuse this memory for each 
guess of S0,1, S0,2, S0,3, S0,4).

4. IMPROVED DISSECTION TECHNIQUES
A closer look at the algorithm presented in Section 3 reveals 
that the algorithm treats the top and bottom parts of the 
execution matrix differently. Indeed, while the suggestions 
from the top part are stored in a table (L10 in the example of 
Figure 6), the suggestions from the bottom part are checked 
on-the-fly against the table values. As a result, while the 
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4.1. Representing combinatorial partition as a 
bicomposite search problem
In order to apply dissection algorithms to the combinatorial 
partition problem, we have to find a way to represent it as a 
bicomposite search problem.

First, we represent it as a composite problem. We treat 
the problem of choosing the partition (U1, U2) as a sequence 
of n atomic decisions, where the ith decision is whether to 
assign xi ∈ U1 or xi ∈ U2. We introduce a counter C which is 
initially set to zero, and then at the ith step, if the choice 
is xi  ∈ U1 then C is replaced by C + xi (mod 2n), and if the 
choice is xi ∈ U2, C is replaced by C − xi (mod 2n). Note that the 
value of C after the nth step is  and 
hence, the sequence of choices leads to the desired solution 
if and only if the final value of C is zero.

In this representation, the partition problem has all the 
elements of a composite problem: an initial state (Cinitial 
= 0), a final state (Cfinal = 0), and a sequence of n steps, such 
that in each step, we have to choose one of two possible 
atomic actions. Our goal is to find a sequence of choices 
which leads from the initial state to the final state. In terms 
of the execution matrix, we define Si to be the value of C 
after the ith step (which is an n-bit binary number) and ai to 
be the action transforming Si−1 to Si, whose possible values 
are either C ← C + xi (mod 2n) or C ← C − xi (mod 2n).

The second step is to represent the problem as a bicom-
posite problem. The main observation we use here is the 
fact that for any two integers a, b, the mth least significant 
bit  (LSB) of a + b (mod 2n) depends only on the m LSBs of 
a  and b (and not on their other digits). Hence, if we know 
the  m LSBs of Si−1 and the action ai, we can compute the 
m LSBs of Si.

Using this observation, we define Si, j to be the jth LSB of Si. 
This leads to an n-by-n execution matrix Si, j for i, j ∈ 1, 2, . . ., n with 
the property that if we choose any rectangle within the execu-
tion matrix which includes the rightmost column of the matrix, 
knowledge of the substates  along its top 
edge and knowledge of the actions ai, ai+1, . . ., al to its right 
suffices in order to compute the substates  
along its bottom edge.

Note that the condition satisfied by our execution matrix 
is weaker than the condition given in the definition of a 
bicomposite problem, since in our case, the “rectangle” 
property holds only for rectangles of a certain kind and not 
for all rectangles. However, as we show in the next subsec-
tion, even this weaker property is sufficient for applying all 
dissection algorithms we present.b

4.2. Dissection algorithm for the combinatorial 
partition problem
The basic idea in the algorithm is to divide the state matrix 
into seven (!) parts of n/7 steps each, where three parts 
belong to the top part St and four parts belong to the bottom 

number of suggestions in the top part is bounded from 
above by the size of the memory available for the algorithm, 
the number of suggestions from the bottom part can be arbi-
trarily large and generated on-the-fly in an arbitrary order.

This suggests that an asymmetric division of the execu-
tion matrix, in which the bottom part is significantly big-
ger than the top part, may lead to better performance of the 
algorithm.

In this section we show that this is indeed the case. As 
the algorithm for untangling the Rubik’s cube presented 
in Section 3 is already practical on a PC so that there is 
no significant value in further improving it, we choose 
another classical search problem, known as the combina-
torial partition problem to be our running example in this 
section.

The problem is defined as follows. We are given a set of 
n integers, U = {x1, x2, . . ., xn}. Our goal is to partition U into 
two complementary subsets U1, U2 whose elements sum up 
to the same number, that is,

	 � (1)

The combinatorial partition problem is known to be 
NP-complete,4 and hence, one cannot expect a sub-
exponential solution in general. Nevertheless, there are 
various techniques which allow to find a solution effi-
ciently in various cases, especially when there exist many 
partitions (U1, U2) which satisfy Equation (1). We thus 
consider the “hardest” instance of the problem, in which 
each of the xis is of n digits in binary representation (i.e., 
xi ≈ 2n). In this case, at most a few solutions (U1, U2) are 
expected to exist, and no sub-exponential algorithms for 
the problem are known. For the sake of simplicity, we 
focus on the modular variant of the problem, in which 
Equation (1) is slightly altered to

	 � (2)

As a specific numeric example, consider the case n = 112. In 
this case, checking all 2112 possible partitions is, of course, 
completely infeasible. The standard MITM algorithm 
allows to reduce the time complexity to 256, but it increases 
the space complexity to 256 which is currently infeasible. 
As we show below, the problem can be represented as a 
bicomposite problem, and hence, the technique of Section 
3 can be applied to obtain the better tradeoff of T = 256 and 
S = 228. While these numbers are almost practical, the rela-
tively large amount of required memory disallows the use 
of FPGAs in the computation, which makes it barely fea-
sible. We show below that by an asymmetric variant of the 
dissection algorithm, we are able to obtain the complexi-
ties T = 264 (which is only 28 times larger) and S = 216 (which 
is 212 times smaller), which allow for a significantly faster 
computation using memory-constrained FPGAs. Note that 
the asymmetric dissection algorithm outperforms the 
symmetric one by a factor of 16 according to the complex-
ity measure S × T (the complexities are 280 vs.  284). Such a 
factor, while not extremely big, can make a difference in 
practical scenarios.

b  For the sake of simplicity, we disregard the issue of carries. We note 
that in order to know all the carries required to execute our dissection 
algorithms, we guess the values of Si, j from the least significant bit to 
the  most significant bit. For more details, refer to the extended version 
of this paper.2
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part Sb. The partition is obtained by enumerating the 2n/7 
LSBs of the state S3n/7.

For each value v of these bits, we perform a sim-
ple MITM algorithm in the top part, which yields 
about 23n/7 × 2−2n/7 = 22n/7 possible combinations of actions  
a1,  a2,  . . ., a3n/7 which lead to a state S3n/7 whose 2n/7 LSBs 
equal to the vector v. For each of these combinations, we 
compute the full value of the state S3n/7. The resulting val-
ues of S3n/7 are stored in a table, along with the correspond-
ing combinations of a1, a2, . . ., a3n/7.

Then we consider the bottom part, and apply to it the 
dissection algorithm described in Section 3 (thus, divid-
ing it into four chunks of n/7 steps each). This results 
in 24n/7 × 2−2n/7 = 22n/7 possible combinations of actions 
a(3n/7)+1, a(3n/7)+2, . . ., an which lead (in the inverse direction) 
to a state S3n/7 whose 2n/7 LSBs equal to the vector v. For 
each of these combinations, we compute the full value 
S3n/7 and compare it to the values in the table. If a match 
is found, this means that the corresponding sequences 
{a1, a2, . . ., a3n/7} and a(3n/7)+1, a(3n/7)+2, . . ., an match to yield 
a solution of the problem. Note that if a solution exists, 
then our method must find it, since it actually goes all 
over all possible combinations of actions (though, in a 
sophisticated way). The pseudocode of the algorithm is 
given in Figure 7.

The memory complexity of the algorithm is O(2n/7), as 
both the standard MITM algorithm for the top part and 
the dissection algorithm for the bottom part have this 
complexity. (For the bottom algorithm, the complexity is 
(24n/7)1/4 = 2n/7.)

The time complexity is 24n/7. Indeed, the enumeration in 
the state S3n/7 is performed over 22n/7 values, both the stan-
dard MITM algorithm for the top part and the dissection 
algorithm for the bottom part require 22n/7 time, and the 
remaining 22n/7 possible combinations of a(3n/7)+1, a(3n/7)+2, . . ., an 
are checked instantly. This leads to time complexity of 
22n/7 × 22n/7 = 24n/7.

In the special case of n = 112, each of the seven chunks 
consists of 16 steps, the enumeration is performed on the 28 
LSBs of the state S42, the memory complexity is 2n/7 = 216, and 
the time complexity is 24n/7 = 264.

4.3. Advanced dissection algorithms
The algorithms presented in Section 3 and in this sec-
tion are the two simplest dissection algorithms, which 
demonstrate the general idea behind the technique. 
In the extended version of the paper,2 we present more 
advanced dissection algorithms, which include division 
of the matrix to “exotic” numbers of parts, such as 11 and 
29, and show the optimality of such choices within our 
general framework.

So far we only considered search algorithms which are 
not allowed to fail (i.e., if there are any solutions to the prob-
lem then our algorithm will always find all of them, but its 
running time may be longer than expected if the instances 
are not randomly chosen or if the number of solutions is 
too large). In Dinur et al.,2 we also consider algorithms 
which may fail to find a solution with a small probability, 
and show how to improve the efficiency of our algorithms 

Figure 7. Solving the partitioning problem using dissection into 7.

Algorithm Dissect7-Partition

  Input: U = {x1, x2, . . . xn}
  for all S3n′,1, S3n′,2, . . ., S3n′,2n′ (2n′ LSBs of S3n′) do
  �  call PartialMITM(S0,1, S0,2, . . ., S0,2n′, S3n′,1, S3n′,2, . . ., S3n′,2n′, 

3n′)
    for all obtained a1, a2, . . ., a3n′ do
      Compute the 5n′ MSBs of S3n′ = a3n′(. . .(a2(a1(S0) ) ). . .)
      Store (S3n′, a1, a2, . . ., a3n′) in L3n′

    Sort L3n′ according to the values of S3n′

    for all S5n′,1, S5n′,2, . . ., S5n′,n′ do
   �   call PartialMITM(S3n′,1, S3n′,2, . . ., S3n′,n′ , S5n′,1, S5n′,2, . . ., 

S5n′,n′, 2n′)
      for all obtained a3n′+1, a3n′+2, . . ., a5n′ do
    �    Compute the n′ bits S5n′,n′+1, S5n′,n′+2, . . ., S5n′,2n′ = a5n′ 

(. . .(a3n′+2(a3n′+1(S3n′,n′+1, S3n′,n′+2, . . ., S3n′,2n′) ) ). . .)
        Store (S5n′, a3n′+1, a3n′+2, . . ., a5n′) in L5n′

      Sort L5n′ according to the values of S5n′

   �   call PartialMITM(S5n′,1, S5n′,2, . . ., S5n′,n′ , S7n′,1, S7n′,2, . . ., 
S7n′,n′, 2n′)

      for all obtained a5n′+1, a5n′+2, . . ., a7n′ do
    �    Compute S5n′,n′+1, S5n′,n′+2, . . ., S5n′,2n′ = a–1

5n′+1(. . .(a
–1
7n′–1(a

–1
7n′ 

(Sn) ) ). . .)
        Search for S5n′ in L5n′

         if S5n′ value is found then
          obtain a3n′+1, a3n′+2, . . ., a5n′ from L5n′

          for all obtained a3n′+1, a3n′+2, . . ., a5n′ do
      �      Compute S3n′,2n′+1, S3n′,2n′+2, . . ., S3n′,7n′ = a–1

3n′+1(. . .(a
–1
7n′–1 

(a–1
7n′ (S7n′) ) ). . .)

            Search for S3n′ in L3n′

             if S3n′ value is found then
              obtain a1, a2, . . ., a3n′ from L3n′

               return a1, a2, . . ., a7n′ as a solution

Procedure PartialMITM

 � Input: A partial state S0,1, S0,2, . . ., S0,tn′, a partial state S(t+1)n′,1, 
S(t+1)n′,2, . . ., S(t+1)n′,tn′, and “distance” (t + 1)n′

  for all a1, a2, . . ., an′ do
  �  Compute Sn′,1, Sn′,2, . . ., Sn′,tn′ = an′(. . .(a2(a1(S0,1, S0,2, . . ., 

S0,tn′) ) ). . .)
    Store (Sn′,1, Sn′,2, . . ., Sn′,tn′, a1, a2, . . ., a5) in a list Ln′

  Sort Ln′ according to the values of Sn′,1, Sn′,2, . . . Sn′,tn′

  for all an′+1, an′+2, . . ., a(t+1)n′ do
  �  Compute Sn′,1, Sn′,2, . . ., Sn′,tn′ = a–1

n′+1 (. . .(a
–1
(t+1)n′–1(a

–1
(t+1)n′(S(t+1)n′, 1, 

S(t+1)n′, 2, . . ., S(t+1)n′, tn′) ) ). . .)
    Search for Sn′,1, Sn′,2, . . ., Sn′,tn′ in Ln′

    if Sn′,1, Sn′,2, . . ., Sn′,tn′ are found then
      Obtain the associated a1, a2, . . ., an′ from Ln′

      return a1, a2, . . ., a(t+1)n′ as a candidate solution

in this case by combining them with a classical technique 
called parallel collision search, devised by Wiener and van 
Oorschot in 1996.7
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5. CONCLUSION
In this paper we introduced the notion of bicomposite search 
problems, and developed new types of algorithmic tech-
niques called dissection algorithms in order to solve them 
with improved time and space complexities. We demon-
strated how to use these techniques by applying them to two 
standard types of problems (Rubik’s cube and combinatorial 
partitions). However, some of the most exciting applications 
of these techniques are in cryptanalysis, which is beyond the 
scope of this paper. For example, many banks are still using 
a legacy cryptographic technique called triple-DES, which 
encrypts sensitive financial data by encrypting it three times 
with three independent keys. A natural question is whether 
using quadruple-DES (which encrypts the data four times with 
four independent keys) would offer significantly more secu-
rity due to its longer key and more complicated encryption 
process. By using our new dissection techniques, we can show 
the surprising result that finding the full key of quadruple-DES 
could be achieved with essentially the same time and space 
complexities as finding the full key of the simpler triple-DES 
encryption scheme, and thus there is no significant security 
advantage in upgrading triple-DES to quadruple-DES.
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IST Austria invites applications for Tenure-Track Assistant Professor and Tenured Professor positions to lead independent research 
groups in all areas of 

COMPUTER SCIENCE
IST Austria is a recently founded public institution dedicated to basic research and graduate education near Vienna. Currently active fields 
of research include biology, neuroscience, physics, mathematics, and computer science. IST Austria is committed to become a world-class 
research center with up to 1000 scientists and doctoral students by 2026. The institute has an interdisciplinary campus, an international 
faculty and student body, as well as state-of-the-art-facilities. The working language is English.

Successful candidates will be offered highly competitive research budgets and salaries. Faculty members are expected to apply for external 
research funds and participate in graduate teaching. Candidates for senior positions must be internationally accomplished scientists in their 
respective fields.

DEADLINES: Open call for Professor applications. For full consideration, Assistant Professor applications should arrive on or before 
November 15, 2014. Application material must be submitted online: www.ist.ac.at/professor-applications

IST Austria values diversity and is committed to equal opportunity. Female researchers are especially encouraged to apply.

Call for
      Assistant Professors and Professors

Massachusetts Institute of Technology
Faculty Positions

The Department of Electrical Engineering and 
Computer Science (EECS) seeks candidates for 
faculty positions starting in September 2015. Ap-
pointment will be at the assistant or untenured 
associate professor level. In special cases, a se-
nior faculty appointment may be possible. Fac-
ulty duties include teaching at the undergraduate 
and graduate levels, research, and supervision of 
student research. Candidates should hold a Ph.D. 
in electrical engineering and computer science or 
a related field by the start of employment.  We will 
consider candidates with research and teaching 
interests in any area of electrical engineering and 
computer science.

Candidates must register with the EECS 
search website at https://eecs-search.eecs.mit.
edu, and must submit application materials elec-
tronically to this website. Candidate applications 
should include a description of professional in-
terests and goals in both teaching and research. 
Each application should include a curriculum 
vitae and the names and addresses of three or 
more individuals who will provide letters of rec-
ommendation. Letter writers should submit their 
letters directly to MIT, preferably on the website 
or by mailing to the address below. Please submit 
a complete application by December 1, 2014.

Send all materials not submitted on the website to:
Professor Anantha Chandrakasan
Department Head, Electrical Engineering 

and Computer Science 

Lehigh University is a private, highly selective 
institution that is consistently ranked among the 
top 40 national research universities by U.S. News 
& World Report. Located in Bethlehem, Pennsyl-
vania, Lehigh is 80 miles west of New York City 
and 50 miles north of Philadelphia, providing an 
accessible and convenient location that offers an 
appealing mix of urban and rural lifestyles.

Applications can be submitted online at 
https://academicjobsonline.org/ajo/jobs/4239 
and should include a cover letter, vita, both teach-
ing and research statements, and contact infor-
mation for at least three references. Review of 
applications will begin December 1, 2014 and will 
continue until the positions are filled.

Lehigh University is an affirmative action/
equal opportunity employer and does not dis-
criminate on the basis of age, color, disabil-
ity, gender, gender identity, genetic information, 
marital status, national or ethnic origin, race, 
religion, sexual orientation, or veteran status. Le-
high University is a 2010 recipient of an NSF AD-
VANCE Institutional Transformation Grant for 
promoting the careers of women in academic sci-
ence and engineering. Lehigh University provides 
comprehensive benefits including domestic 
partner benefits (see also http://www.lehigh.edu/
worklifebalance/). Lehigh Valley Inter-regional 
Networking & Connecting (LINC) is a newly cre-
ated regional network of diverse organizations 
designed to assist new hires with dual career, 
community and cultural transition needs. Please 
contact infdcap@lehigh.edu for more informa-
tion. Questions concerning this search may be 
sent to faculty-search@cse.lehigh.edu.

Massachusetts Institute of Technology
Room 38-401 
77 Massachusetts Avenue 
Cambridge, MA 02139 

M.I.T. is an equal opportunity/ 
affirmative action employer.

National University of Singapore
Multiple Tenure-Track Faculty Positions

The Department of Computer Science, National 
University of Singapore (NUS), has openings for 
several tenure-track faculty positions. Our main 
focus is on candidates at the Assistant Professor 
level with research interests in the following ar-
eas:

˲˲ Cyber-physical systems
˲˲ Big data analytics  
˲˲ Security
˲˲ Sensor data modelling and learning

These areas are to be viewed in a broad sense, 
and we are particularly interested in candidates 
whose research interests cut across these and 
related areas. We seek candidates demonstrat-
ing excellent research potential and a strong 
commitment to teaching. We will also seriously 
consider exceptional candidates in other areas of 
computer science. Further, we will consider can-
didates at senior ranks (Associate and Full Profes-
sor) who have an outstanding record of research 
accomplishments.

We are an internationally top-ranked depart-
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Professor of Computer Science  
(Medical Informatics) 

→ The Department of Computer Science (www.inf.ethz.ch) at ETH Zurich 

invites applications for a Professor of Computer Science in the area of Medical 

Informatics.

→ Applicants should have an excellent record of internationally recognized 

research, which demonstrates a strong link of core computer science (informa-

tion systems & machine learning) and applications in medicine and life science. 

Examples for the computer science expertise of the successful candidate 

include, but are not limited to, medical data analytics, data management, cloud 

computing, computational medicine, clinical care systems, possibly complemen-

ted by computational science or medical imaging. 

→ The professor is expected to establish and lead a research group in the 

Department of Computer Science with close links to the University Hospital 

Zurich. Active involvement in the network “Life Science Zurich” is also envisi-

oned, especially with the Competence Center for Personalized Medicine. The 

professorship is embedded in a vibrant research and teaching community for 

interdisciplinary medical and life science research that benefits from the proxi-

mity of the University Hospital Zurich and ETH Zurich and ranges from biology, 

systems biology and biotechnology to life science, medicine, and health research 

in various engineering departments. 

→ Candidates are expected to supervise graduate students, to teach undergra-

duate level courses (German or English) and graduate level courses (English) 

in his/her own field of research, and to participate in core courses of computer 

science. The expectation is to fill the position with a tenured full professor but 

excellent applications at the (tenure track) assistant professor level will also be 

considered.

→ Please apply online at www.facultyaffairs.ethz.ch 

→ Applications should include a curriculum vitae, a list of publications, a  

statement of future research and teaching interests and the names of at least 

five references. The letter of application should be addressed to the President  

of ETH Zurich, Prof. Dr. Ralph Eichler. The closing date for applications is  

15 December 2014. ETH Zurich is an equal opportunity and family friendly 

employer and is further responsive to the needs of dual career couples.  

We specifically encourage women to apply.

ment with low teaching loads, excellent facilities, 
and intensive external collaborations. Significant 
funding opportunities abound for strong candi-
dates. The research of the faculty covers all the 
major areas of computer science and is well rep-
resented at prestigious international conferences 
and journals. The department has a thriving PhD 
programme and it actively strives to attract the 
best students from the region and beyond. More 
information can be found at http://www.comp.
nus.edu.sg/.

NUS offers highly competitive salaries and 
generous benefits, while Singapore provides a 
vibrant international environment with world-
class health care, excellent infrastructure, a warm 
climate and very low taxes.

Interested candidates are invited to send, via 
electronic submission, the following materials to 
the Chair of the CS Search Committee, Prof. P.S. 
Thiagarajan, at csrec@comp.nus.edu.sg

˲˲ Cover letter
˲˲ Curriculum Vitae
˲˲ A teaching statement
˲˲ A research statement
˲˲ Contact information for at least three references

Applications will be reviewed as they are re-
ceived and will continue until the positions are 
filled. However, to ensure maximal consideration 
applicant should submit their materials by De-
cember 15, 2014.

New Mexico State University
Assistant Professor

The Computer Science Department at New Mex-
ico State University invites applications for two 
tenure-track positions at the Assistant Professor 
level, with appointments starting in the Fall 2015 
semester. We are seeking strong candidates with 
research expertise that can effectively comple-
ment the research foci of the department; we are 
particularly interested in expertise in the areas 
of (a) data management and analysis; or (b) soft-
ware engineering, programming languages, and 
compilers. Applications from women, members 
of traditionally under-represented groups, and 
other individuals interested in contributing to 
the diversity and excellence of the academic com-
munity are strongly encouraged. The minimum 
qualifications are a Ph.D. degree in Computer 
Science, or in a closely-related discipline, by the 
time of appointment, along with evidence of ex-
cellence in research and teaching. For the full 
position announcement, please visit http://www.
cs.nmsu.edu/wp13/faculty-opening/ 

Contact: CS Search Chair
Email: cssearch@cs.nmsu.edu
Apply URL: http://www.cs.nmsu.edu/wp13/

faculty-opening
Phone: 575-646-1038
Fax: 575-646-1002

New York Institute of Technology
Computer Science Cyber Security Adjunct

New York Institute of Technology seeks an ad-
junct faculty for its Vancouver campus to offer 
instruction in its Master of Science in Informa-
tion, Network and Computer Security, beginning 
9/1/14. 
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Applications are invited for:-

Faculty of Engineering
Professors / Associate Professors / Assistant Professors
(Ref. 1415/039(255)/2)
The Faculty invites applications for several faculty posts at Professor / Associate Professor / Assistant Professor 
levels, with prospect for substantiation, in the interdisciplinary area of ‘Big Data Analytics’, which is a new 
strategic research initiative supported by the University’s Focused Innovations Scheme and will complement 
current/planned strengths in different Departments under the Faculty.  To lead the big data research initiative, 
senior professors in this area are particularly welcome.  Currently, the Faculty is seeking candidates in the 
following areas:
• Theoretical, mathematical and algorithmic aspects in large data analytics;
• Large scale software systems and architecture in large data analytics;
• Combining big data analytics with statistical modelling and operations research methods for optimal decision making;
• Application areas in large data analytics (including information systems and the Web, bioinformatics, fi nancial 

engineering, logistics and supply chain management, public health, social networks, etc.)
Applicants should have (i) a PhD degree; and (ii) a strong scholarly record demonstrating potential for teaching 
and research excellence.  The appointees will be expected to (a) teach undergraduate and postgraduate courses; (b) 
develop a signifi cant independent research programme with external funding; and (c) supervise postgraduate students.  
Appointments will normally be made on contract basis for three years initially, which, subject to performance and 
mutual agreement, may lead to longer-term appointment or substantiation later.  Applications will be accepted until 
the posts are fi lled.  Further information about the Faculty is available at http://www.erg.cuhk.edu.hk.
Salary and Fringe Benefi ts
Salary will be highly competitive, commensurate with qualifi cations and experience. The University offers a 
comprehensive fringe benefi t package, including medical care, plus a contract-end gratuity for appointments of 
two years or longer, and housing benefi ts for eligible appointees. Further information about the University and 
the general terms of service for appointments is available at http://www.per.cuhk.edu.hk.  The terms mentioned 
herein are for reference only and are subject to revision by the University.
Application Procedure
Please send full resume, copies of academic credentials, a publication list with abstracts of selected published 
papers, details of courses taught and evaluation results (if any), a research plan, a teaching statement, together with 
names of three to fi ve referees, to the Dean, Faculty of Engineering by e-mail to recruit-bda@erg.cuhk.edu.hk. 
For enquiries, please contact Professor John C.S. Lui, the leader of the strategic initiative (e-mail: 
cslui@cse.cuhk.edu.hk). Applicants are requested to clearly indicate that they are applying for the posts under 
‘Big Data Analytics Initiative’.  The Personal Information Collection Statement will be provided upon request. 
Please quote the reference number and mark ‘Application - Confi dential’ on cover.

Princeton University is an equal opportunity 
employer. All qualified applicants will receive 
consideration for employment without regard to 
race, color, religion, sex, national origin, disabil-
ity status, protected veteran status, or any other 
characteristic protected by law. Finalist candi-
dates to be hired will be required to complete a 
successful background check.

University of Chicago 
Department of Computer Science
Sr. Lecturer

The Department of Computer Science at the 
University of Chicago invites applications for the 
position of Sr. Lecturer. This position carries re-
sponsibility for teaching computer science cours-
es and laboratories in the fall, winter and spring 
quarters and leading academic initiatives in the 
program.

This position involves advising undergradu-
ates on their coursework and career paths. In col-
laboration with faculty, this senior lecturer will 
update, revise, and develop curriculum. In addi-
tion, this senior lecturer will train and evaluate 
graduate student lab instructors, as well as men-
tor junior faculty in pedagogy.

Applicants must have a PhD in Computer Sci-
ence or a related field and have experience teach-
ing Computer Science at an undergraduate level. 
The successful candidate will have exceptional 
competence in teaching and superior academic 
credentials.

The Chicago metropolitan area provides a di-
verse and exciting environment. The local econ-
omy is vigorous, with international stature in 
banking, trade, commerce, manufacturing, and 
transportation, while the cultural scene includes 
diverse cultures, vibrant theater, world-renowned 
symphony, opera, jazz and blues. The University 
is located in Hyde Park, a Chicago neighborhood 
on the Lake Michigan shore just a few minutes 
from downtown.

Applicants must apply on line at the Universi-
ty of Chicago Academic Careers website at http://
tinyurl.com/pf3sdtp.

Applicants must upload a cover letter, cur-
riculum vitae with a list of publications and a one 
page teaching statement. In addition, three refer-
ence letters that address the candidate’s teaching 
qualifications will be required. Review of com-
plete applications, including reference letters, 
will begin November 15, 2014, and continue until 
the position is filled.

All qualified applicants will receive consid-
eration for employment without regard to race, 
color, religion, sex, national origin, age, protected 
veteran status or status as an individual with dis-
ability.

The University of Chicago is an Affirmative 
Action/Equal Opportunity/ Disabled/Veterans 
Employer.

University of Tennessee at Martin 
Assistant Professor of Computer Science

UTM seeks to fill a tenure-track position begin-
ning ASAP 2015. A PhD in CS (or related field) 
required. Candidates who are ABD may apply for 
a position as Lecturer, but a PhD is required for 
tenure and appointment as an Assistant Profes-

PHD degree in Computer Science with a spe-
cialization in system security issues. Email cur-
riculum vitae & cover letter by 8/22/14, to Van.
incs.jobs@nyit.edu. All qualified candidates are 
encouraged to apply; however, Canadian Citizens 
and Permanent Residents will be given priority. 
EOE M/F/D/V.

Princeton University
Computer Science
Assistant Professor - Tenure Track

The Department of Computer Science at Princ-
eton University invites applications for faculty 
positions at the Assistant Professor level. We are 
accepting applications in all areas of Computer 
Science. Applicants must demonstrate supe-
rior research and scholarship potential as well 
as teaching ability. A PhD in Computer Science 
or a related area is required. Candidates should 
expect to receive their PhD before Fall, 2015. 
More senior appointments may be considered 
for extraordinary candidates. Successful candi-
dates are expected to pursue an active research 
program and to contribute significantly to the 
teaching programs of the department. Applicants 
should include a CV and contact information for 
at least three people who can comment on the ap-
plicant’s professional qualifications. There is no 
deadline, but review of applications will be un-
derway by December 2014.

Princeton University is an equal opportunity 
employer. All qualified applicants will receive 
consideration for employment without regard to 

race, color, religion, sex, national origin, disability 
status, protected veteran status, or any other char-
acteristic protected by law. This position is subject 
to the University’s background check policy.

You may apply online at:
http://jobs.cs.princeton.edu/

Princeton University
Computer Science
Part-Time or Full-Time Lecturer

The Department of Computer Science seeks ap-
plications from outstanding teachers to assist 
the faculty in teaching our introductory course 
sequence or some of our upper-level courses.

Depending on the qualifications and interests 
of the applicant, job responsibilities will include 
such activities as teaching recitation sections and 
supervising graduate-student teaching assistants; 
grading problem sets and programming assign-
ments; supervising students in the grading of 
problem sets and programming assignments; de-
veloping and maintaining online curricular mate-
rial, classroom demonstrations, and laboratory ex-
ercises; and supervising undergraduate research 
projects. An advanced degree in computer science, 
or related field, is required (PhD preferred).

The position is renewable for 1-year terms, up 
to six years, depending upon departmental need 
and satisfactory performance.

To apply, please submit a cover letter, CV, and 
contact information for three references to http://
www.cs.princeton.edu/jobs/lecturerposition
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ShanghaiTech University invites highly qualified candidates to fill multiple tenure-
track/tenured faculty positions as its core team in the School of Information Science 
and Technology (SIST). Candidates should have exceptional academic records by 
international standards or demonstrate strong potential in cutting-edge research 
areas of information science and technology. English fluency is required and overseas 
academic experience is highly desired.

ShanghaiTech aims to become a world-class research university for training future 
scientists, entrepreneurs, and technological leaders. Located in Zhangjiang High-Tech 
Park in the cosmopolitan Shanghai, we shall trail-blaze a new education system in 
China. Besides establishing and maintaining a world-class research profile, faculty 
candidates must also contribute substantially to graduate and undergraduate education

Academic Disciplines: We welcome candidates in all cutting edge areas of 
information science and technology. Our recruitment focus includes, but is not limited 
to: computer architecture and software, cloud and high performance computing, 
computational foundations, data mining and analysis, visualization, computer vision, 
machine learning, data sciences and statistics, IC designs, solid-state electronics, 
high speed and RF circuits, embedded systems, intelligent and signal processing 
systems, smart energy/power devices and systems, next-generation networking, 
control systems, robotics, sensor networks as well as inter-disciplinary areas involving 
information science and technology. 

Compensation and Benefits: Salary and startup funds are highly competitive, 
commensurate with experience and academic accomplishment. We also offer a 
comprehensive benefit package to employees and eligible dependents, including 
housing benefits. All regular faculty members will join our new tenure-track system 
commensurate with international practice for tenure evaluation and promotions.

Qualifications:
• A well articulated research plan and demonstrated record/potentials;
•  Ph.D. (Electrical Engineering, Computer Engineering, Computer Science, Statistics, 

or related field);
• A minimum relevant research experience of 4 years.

Applications: Submit (in English, PDF) a cover letter, a 2-page research plan, a 
CV plus copies of 3 most significant publications, and names of three referees to:  
sist@shanghaitech.edu.cn by October 31st, 2014 (or until positions are filled).  
More information is at http://www.shanghaitech.edu.cn.

ShanghaiTech University

Faculty
Search

sor. Candidates must teach a variety of computer 
science courses typical of a 4-year CS program. 
Apply at http://www.utm.edu/departments/per-
sonnel/employment.php. Review of applications 
will begin 9/15/2014 and continue until the posi-
tion is filled.

Washington State University Vancouver 
Assistant Professor

COMPUTER SCIENCE FACULTY – Washington 
State University Vancouver invites applications 
for a full-time tenure-track position at the assis-
tant professor level beginning 8/16/2015. Candi-
dates are sought with expertise in database sys-
tems and data management. Additional expertise 
in operating systems, cloud computing, Hadoop 
and/or data mining are also desired.

Required qualifications: Ph.D. in Computer Sci-
ence or Software Engineering by the employment 
start date and demonstrated ability to (1) develop 
a funded research program, (2) establish industri-
al collaborations, (3) teach undergraduate/gradu-
ate courses, and (4) contribute to our campus 
diversity goals (e.g. incorporate issues of diversity 
into mentoring, curriculum, service or research). 
Preferred qualifications: (1) already have pub-
lished promising scholarly work in the field and 
(2) relevant industrial background.

Duties include: (1) teaching at undergraduate 
and graduate levels including the topics of data-
base systems and management, and operating 
systems, cloud computing, and/or data mining; 
(2) participation and documentation of distin-
guished scholarly activities including research, 
innovative teaching and laboratory develop-
ment; (3) securing external funding for research 
programs; and (4) service to the department and 
university through committee work, recruitment, 
and interaction with industry.

WSU Vancouver serves about 3,000 graduate 
and undergraduate students and is fifteen miles 
north of Portland, Oregon. The rapidly growing 
School of Engineering and Computer Science 
(ENCS) equally values both research and teach-
ing. WSU is Washington’s land grant university 
with faculty and programs on four campuses. For 
more information: http://ecs.vancouver.wsu.edu. 
WSU Vancouver is committed to building a cul-
turally diverse educational environment.

To apply: Please visit www.wsujobs.com and 
search postings by location. Applications must 
include: (1) cover letter with a clear description 
of experience relevant to each of the required 
and preferred qualifications; (2) vita including 
a list of at least three references, and (3) A state-
ment (two page total) of how candidate’s research 
will expand/complement the current research in 
ENCS and a list of the existing ENCS courses the 
candidate can teach and any new courses the can-
didate proposes to develop. Application deadline 
is November 28, 2014.

WASHINGTON STATE UNIVERSITY IS AN 
EQUAL OPPORTUNITY/AFFIRMATIVE ACTION 
EDUCATOR AND EMPLOYER. Members of eth-
nic minorities, women, special disabled veterans, 
veterans of the Vietnam-era, recently separated 
veterans, and other protected veterans, persons 

of disability and/or persons age 40 and over are 
encouraged to apply. WSU employs only U.S. citi-
zens and lawfully authorized non-U.S. citizens.

York University
Canada Research Chair in Digital Media (Tier 2)

The Department of Electrical Engineering and 
Computer Science, York University invites appli-
cations for a tenure-track position in the area of 
Digital Media at the Assistant Professor or Associ-
ate Professor level with a Canada Research Chair 
(CRC) Tier 2 appointment to commence no later 
than July 1, 2015. The Department offers pro-
grams in Computer Engineering, Computer Sci-
ence, Computer Security, Electrical Engineering, 
Software Engineering and Digital Media.

This position will attract a highly-successful 
early career researcher with an established and 
innovative program of research and teaching in 
the area of digital media. The successful candi-
date will have demonstrable expertise in one or 
more of the following: computer graphics, virtual 
reality, human machine interaction, spatial au-
dio, haptics, natural language processing/synthe-
sis, visual analytics and closely allied areas.

Linked to the University Strategic Plan, which 
identifies Digital Cultures as a compelling oppor-
tunity for development, this appointment is part 
of a pan-university strategic investment in the 
area. The successful candidate will be expected 
to interact with existing researchers in related ar-
eas within the department and to build linkages 
to other faculty hires related to Digital Culture 

across the university who work at the intersec-
tion of arts and sciences. Tier 2 CRC Chairs are 
research-intensive faculty positions allowing the 
holder to grow their research program through 
prioritization on research and access to infra-
structure funding. The awards have 5-year terms, 
are renewable once and are intended for excep-
tional emerging researchers — less than 10 years 
post terminal degree at the time of CRC applica-
tion. Information about the CRC program can be 
found at http://www.chairs.gc.ca.

York University offers a world-class, interdis-
ciplinary academic experience in Toronto, Can-
ada’s most multicultural city. York is a centre of 
innovation, with a thriving community of almost 
60,000 faculty, staff and students.

Applicants should complete the online 
application process at http://lassonde.yorku.ca/
new-faculty/ with a detailed CV, statement of 
contribution to research and teaching, links to 
scholarly and/or creative work, evidence for their 
eligibility for a CRC Tier 2 appointment and 3 
reference letters. The deadline for receipt of 
applications is November 30, 2014.

All York University positions are subject to bud-
getary approval. York University is an Affirmative 
Action (AA) employer and strongly values diversity, 
including gender and sexual diversity, within its 
community. The AA program, which applies to Ab-
original people, visible minorities, people with dis-
abilities and women, can be found at http://yorku.
ca/acadjobs or by calling the AA office at 416-736-
5713. All qualified candidates are encouraged to 
apply; however, Canadian citizens and Permanent 
Residents will be given priority.
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the crawlers seeps into view. Thou-
sands of them, the color of dirt and 
leaves, dragging themselves like a liv-
ing carpet over the ground. The hair 
goes up on the backs of my arms. 
Somewhere out there, far off, I hear 
a tree splinter and crack. A shadow 
sweeps and I hear a hollow thump. 

The captured crawler clinks 
against its jar and I flinch a little bit. 
Time to get back to the truck. I shrug 
my pack on tighter and turn around. 
And even though I start out walking 
at a reasonable pace ... before long 
I’m running. 

In the truck, I don’t take it easy on 
the accelerator. I’m on a dirt road for 
a few miles, meandering alongside 
razor-wire fences. My tires chew the 
rocks loudly, and I can’t see anything 
but my dust trail in the rear-view, 
which is fine with me. When I finally 
stop at the sign to get onto paved road, 
it gets quiet except for my ragged 
breathing. I’m gripping the steering 
wheel, knuckles like mountain ridges. 

Then I hear the scratching sound 
from next to me. 

Fingers shaking, I swipe all the trash 
off the passenger seat. A curled yellow 
newspaper, a pair of work gloves, and 
an Auto Trader magazine waterfall onto 
the floorboard. Underneath, I find 
more of my friends-with-no-names. 
Guess I must have left my window open 
while I was exploring the woods. The 
crawlers are busy making themselves 
at home, now pulling strips out of the 
seat fabric. 

In the seat back, they’re carving out 
a neat hexagon. 

I take a deep breath and put my foot 
on the gas. A shaky smile has got onto 
my face. The garden of life, see … she’s 
way beyond the ken of humankind. The 
textbooks say we’ve barely scratched 
the surface. At the first exit, I head off 
toward the university. I’m pretty sure 
these bugs are made of metal, and 
I’m pretty sure they were built and not 
born. But if nature doesn’t care, then 
neither do I. 

I’m already thinking of names. 	

Daniel H. Wilson is the New York Times bestselling 
author of Robopocalypse and its sequel Robogenesis. He 
earned a Ph.D. in robotics from Carnegie Mellon University. 
Follow him on Twitter @danielwilsonPDX or visit his 
website at http://www.danielhwilson.com 
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about what I’d found. I will always re-
member the little smile she gave me. 
All of a sudden I knew exactly where 
those fairy houses came from. 

I knew, but I never stopped searching. 
Something tickles my hand and I 

give a yelp. In the dirt, I see a hand-
ful of marbles. Only they’re moving 
on lots of legs, like pill bugs, or roly-
polys, as we once called them. The in-
sects are trundling and falling over a 
piece of bark, peeling splinters from 
the wood. The size of thimbles, each 
one has a raspy spot on its belly. They 
drag themselves over the wood and 
shred little pieces off. I watch one 
pick up a splinter with tiny mandi-
bles and climb right into the hexago-
nal hole. 

He’s tending the fire in there. Keep-
ing energy going to his factory. 

This is a whole new deal. I climb 
onto my knees and rifle through my 
field bag. Pick up one of the little crawl-
ers with tweezers and drop it into a 
glass specimen jar. I screw the lid on 
tight and wonder if it really needs air 
holes. Can’t say whether this little dude 
breathes or not. For the life of me, it 
looks like the bug is made of some kind 
of metal. 

Government land, you know? Hard 
to say what the scientists are doing in 
those fenced-off buildings. Only thing I 
know is that life likes to break free. 

Life likes to spread. 
Getting to my feet, I shade my eyes 

and look deeper into the woods. Now, I 
notice a lot of the trees are dead. More 
than usual. And it may just be my old 
eyes, but I feel like there’s a haze over 
everything. A thin smear of smoke 
from more of those miniature power 
plants … more smoldering factories 
out there in the sun-baked woods. 

I stand still, and the movement of 

wake boards 
going faster than I’m comfortable  
driving my Chevy half-ton on the high-
way. That’s not for me. I get my jollies in 
the wild, hunting for brand new insect 
species. I send my specimens to an old 
buddy at the university’s entomology de-
partment, then play the waiting game. 
Sometimes, I hit paydirt … and then 
comes the best part—I get to name them. 

Gryllus oklahomas was my last 
find. A field cricket under a piece of 
rotten bark. Named that little dude in 
honor of my state and kept on look-
ing for more. 

I find the fist-size knot in the base of 
a dead pine tree. Sort of a cubbyhole in 
the shape of a stop sign. The little hexa-
gon has too many straight lines to be 
from nature, so I stoop down on creak-
ing knees and take a look. 

The smell of burning wood wafts 
from the hole. Peering into the thing, 
I see that it holds what looks like a 
plastic cube with an ember in it. And 
around the lip of the hexagonal hole, 
I see a brownish leg that is moving in 
precise jerks. It has a claw tip and it’s 
busy scratching ... building something. 
Staring at it for a second, I realize it’s 
making another little arm, a perfect 
copy of itself.

“What in the …,” I ask the empty 
woods. 

When I was a kid, I used to find 
fairy nests near the creek that ran be-
hind my parents’ place. Little shacks 
made of sticks and moss and leaves, 
placed around a shade tree or in a 
sun-dappled clearing. In those days 
kids roamed free, and I spent a whole 
summer hunting those fairy nests 
with a kind of magic in my heart. One 
night at dinner, I finally told my mama 

And even though  
I start out walking  
at a reasonable  
pace … before long  
I’m running. 

Thousands of them, 
the color of dirt  
and leaves, dragging 
themselves like  
a living carpet  
over the ground. 

[CONT IN UE D  F ROM P.  112]

http://mags.acm.org/communications/october_2014/TrackLink.action?pageName=111&exitLink=http%3A%2F%2Fwww.danielhwilson.com


112    COMMUNICATIONS OF THE ACM    |   OCTOBER 2014  |   VOL.  57  |   NO.  10

last byte

From the intersection of computational science and technological speculation, 

with boundaries limited only by our ability to imagine what could be. 
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T H E  G A R D E N  O F  life is complex, way 
beyond the ken of humankind. Text-
books say science has only stumbled 
upon around 10% of all existing spe-
cies of plants and animals. There 
could be from 10 to 100 million more. 
Critters, big and small (mostly small), 
are living and reproducing and dying 
as they have for eternity … without a 
human being ever so much as laying 
eyes on them. 

It’s a wide world out there for a tax-
onomist. 

There are more living things hid-
den in the wilds than we’ll ever know. 
Life likes to break free and spread. And 
what you can find will surprise you. 

I’m on what I call one of my long 
jaunts. A jaunt is supposed to be short 
by definition, but I enjoy the paradox. 
In fact, I enjoy it just about every week-
end and holiday. Come Saturday morn-
ing, I pull on my hiking boots, tuck my 
pant legs into them, and lace them 
up tight. Out here in the mountains, 
there’s a particular area that’s all mine 
to explore. Miles of government land 
surrounding some kind of research 
center. Scrubby deer trails meander-
ing through scalp-prickling heat. Tick-
infested pine trees and plenty of poi-
son ivy. But every now and then, you’ll 
find a cool hollow. Caves gouged out 
of sweating granite. Plenty of micro-
climates are hiding there in the rough 
country, off the horse trails and far 
from where idiot four-wheelers scream 
and churn mud. 

Worse it is out here, the better I like it. 
Some people get a thrill jumping 

from a plane. Out on the lake, kids 
will get those 

Future Tense 
Garden of Life 
When machines are in the natural world,  
what in the world is still unnatural? 
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