
function R = lapfilter_core(I,r)
G = gaussian_pyramid(I);  % compute input Gaussian pyramid
% build up the re- sult, one Laplacian coefficient at a time
L = laplacian_ pyramid(zeros(size(I)));  % allocate space for result
tic;
for lev0 = 1:length(L)-1
hw = 3*2^lev0 - 2;  % half-width of full-res footprint 

(conservative)
fprintf(‘level %d (%dx%d), footprint %dx%d ...   
0%’,lev0,size(G{lev0},1),size(G{lev0},2),min(2
*hw+1,size(I,1)),min(2*hw+1,size(I,2)));
for y0 = 1:size(G{lev0},1)
for x0 = 1:size(G{lev0},2)
% coords in full-res image corresponding 
to (lev0,y0,x0)
yf = (y0-1)*2^(lev0-1) + 1;
xf = (x0-1)*2^(lev0-1) + 1;

% subwindow in full-res image need-
ed to evaluate (lev0,y0,x0) in 
result
yrng = [max(1,yf-hw) 
min(size(I,1),yf+hw)];
xrng = [max(1,xf-hw) 
min(size(I,2),xf+hw)];
Isub = I(yrng(1):yrng(2),x
rng(1):xrng(2),:);
% use the corresponding 
Gaussian pyramid coeffi-
cient to remap
% the full-res subwindow
g0 = G{lev0}(y0,x0,:);
Iremap = r(Isub,g0);
% compute Laplacian 
pyramid for remapped 
subwindow
Lremap = laplacian 

pyramid(Iremap, 
lev0+1,[yrng xrng]);
% bookkeeping to compute 
index of (lev0,y0,x0) 
within the
% subwindow, at full-res 
and at current pyramid 

level
yfc = yf - yrng(1) + 1;

xfc = xf - xrng(1) + 1;
yfclev0 = floor((yfc-
1)/2^(lev0-1)) + 1;
xfclev0 = floor((xfc-
1)/2^(lev0-1)) + 1;
% set coefficient in result based 
on the corresponding

% coefficient in the remapped 
pyramid
L{lev0}(y0,x0,:) = Lremap{lev0}

(yf clev0,xfclev0,:);            
end

fprintf(‘\b\b\b\b%3d%%’,floor(y0/
size(G{lev0},1)*100));

end
fprintf(‘\n’);

end
L{end} = G{end};  % resid- ual not affected
R = reconstruct_laplacian_pyramid(L);  % collapse result Laplacian pyramid
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letter from acm’s director of information systems

The ACM Digital Library has been around for 
quite some time; in fact this year it will turn 
17. This makes the ACM Digital Library the 
youngest of my three children. The other 

two are 22 and 19. Over these past 20 
years, all three have given me reason 
to lose sleep and to be proud. I believe 
they are all on a solid foundation. The 
core concepts and values are in place 
and they have reached a level of matu-
rity that can be built upon to accom-
plish great things as they all move into 
their 20s. 

The ACM DL (dl.acm.org) is a collec-
tion of publications serving the needs of 
approximately five million users world-
wide. High-quality ideas, concepts, and 
views across the breadth of the com-
puting space have been published by 
ACM for over 60 years. Making critical 
content discoverable and accessible 
has been the primary goal of the ACM 
DL since its conception. Expanding the 
scope of the ACM DL beyond what ACM 
publishes to include fully integrated 
bibliographic data of all computing lit-
erature has proven to be an extremely 
important part of that primary goal.

While the ability to find and access 
information remains critical, it has 
become simply an expectation rather 
than a service. Digital Immigrantsa can 
remember the days when this was very 
exciting, and I will admit that I am still 
actually excited by this, but our com-
munity has certainly changed. The ACM 
DL is extremely useful to the Digital Im-
migrants and to the Digital Natives,b but 

a Coined by Marc Prensky in 2001, “Digital Im-
migrants” refers to those who were not born 
into a digital world but have come to adopt 
new technologies.

b Prensky refers to those born in the digital gen-
eration of computers, Internet, video games, 
and social media as “Digital Natives.”

we can now build upon “useful” and ex-
plore a new vision.

What was thought of as a library, 
although in fairness this term may al-
ready be somewhat foreign, will move 
to a space in which independent, dis-
tributed, concurrent, and parallel in-
teraction becomes a possibility. The 
space will contain people, datasets, 
software, simulations, publications, 
and more. The set of services layered 
within this space will provide for in-
teraction rather than simply access. 
The users of the space will become a 
natural part of the rich resources. The 
ACM DL will be a destination where 
presentation and collaboration allow 
for relationships to form, extending 
the boundaries of the past and envi-
sioning the future. 

“It takes a village …”
I would like to engage with the commu-
nity to help solidify some next steps and 
some grand ideas. How can the matu-
ration of the ACM DL best fit into your 
life? What data is important to you and 
what functionality would you expect or 
like to see built around it? What kind of 
interaction would you like to have with 
fellow consumers or providers? The in-
put I am looking for is absolutely not 
limited by the few questions here. In 
my experience dealing with and being a 
part of this community I have no doubt  
the strong opinions and creative think-
ing will come through. I would also ap-
preciate any advice I can pass along to 
my kids. As with the ACM DL thinking, 
things were much easier when the prob-
lems were “don’t touch that, it’s hot.”

In the ACM DL, you will see a “Feed-
back” link on the right side of any page. 
This will allow you to comment gener-
ally or on a specific aspect of the exist-
ing interface. You can also email me: 
graves@acm.org.

ACM has always been led by a very 
dedicated set of visionary volunteers 
representing the computing commu-
nity. Interacting with these volunteers 
is an extremely rewarding aspect of 
my role as ACM’s Director of Informa-
tion Systems. Taking these next steps 
with the community is directly in line 
with their vision of the ACM DL as well 
as for the organization itself. 

Wayne Graves (graves@acm.org) is Director  
of Information Systems at ACM’s headquarters in  
New York City.

© 2015 ACM 0001-0782/15/03 $15.00
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letters to the editor

time or patience for grand visions of 
“how we should do our jobs,” as in Soft-
ware Engineering Method and Theory, 
or SEMAT, the related Essence kernel 
and language, or whatever the current 
fashion is called. 

I have worked with many teams in 
successful and less-successful orga-
nizations over the years. The winners 
are pragmatists, carefully picking and 
choosing the practices that satisfy their 
needs. They are rooted in computer sci-
ence, knowing and using essential data 
structures, algorithms, and the rest. 
They are minimalists, minimizing the 
code they write while constantly prov-
ing it through logic and performance 
tests. They want to get work done, 
knowing what “done” means. 

I know that many people are embar-
rassed we are not a mature engineer-
ing discipline like other, older fields. 
I gave up on this idea long ago, recog-
nizing software development for what 
it is—dynamic, growing, in need of 
improvement, but not anywhere near 
the point of making grand pronounce-
ments like SEMAT. 

Dean Wampler, Chicago, IL 

Authors’ Response: 
Essence is exactly about practitioners 
picking and choosing their own practices 
in order to “get the work done.” Despite 
progress in software engineering, we 
still seem to reinvent the wheel a lot. 
Pragmatists often take a long road of hard 
knocks before finding practices that work for 
them. Rather than a “methodology to end 
all methodologies,” we propose a common 
ground to disseminate the community 
experience needed by practitioners, not from 
“embarrassment” with traditional software 
engineering but in hope for better—a hope 
shared by Google, which even held a three-
day workshop on Essence. 

 Ivar Jacobson and Ed Seidewitz, 
Verbier, Switzerland 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org. 
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H
ERMANN MAURER’S VIEW-

POINT “Does the Internet 
Make Us Stupid?” (Jan. 2015) 
made an important point in 
its first two sentences, that 

no one reads full papers anymore. Tak-
ing it to heart, ACM should make its 
publications communicate more ef-
fectively by insisting abstracts include 
a summary of results and key concepts, 
communicating important informa-
tion even when readers skip or skim the 
rest. Maurer also said Internet technol-
ogy is to blame for superficial reading 
habits, but I recall when as a graduate 
student I stopped reading full articles 
in AAAS Science, focusing on just the ab-
stracts to decide whether or not to con-
tinue. That was the late 1970s, well be-
fore the rise of the Internet, so I cannot 
blame the Internet. I could, however, 
rely on abstracts in Science because they 
were so good at summarizing results. 

As my focus turned to engineering, 
I stopped reading Science and concen-
trated on IEEE and ACM publications. 
However, many engineering papers, 
and ACM-sponsored conference pro-
ceedings and journals in particular, in-

clude notably unenlightening abstracts. 
It is as if the authors intend to hide their 
results to force the reader to read the 
entire paper or at least skip to the final 
subhead, usually something like “Con-
clusions and Future Work,” to discover 
whether the results are even interest-
ing. The goal, it appears, is not so much 
to transmit information but force the 
reader to appreciate the author’s pages 
of laboriously composed prose. 

Newspaper editors and reporters 
structure their work better in this re-
gard, with meaningful titles convey-
ing the core concept, followed by a 
one-paragraph introductory summary, 
or lede, followed by the full narrative. 
This is perhaps due to professional 
editorial oversight, whereby a dispas-
sionate editor is able to demand an 
author concede the major points up 
front, knowing the reader is unlikely to 
endure the whole article. 

I thus call on authors of scientific pa-
pers and articles to follow suit, making 
sure to include abstracts that summarize 
results and key concepts. I likewise call 
on editors, program chairs, and review-
ers to enforce this requirement. Good 
abstracts improve the communication 
bandwidth of the printed word. It is good 
engineering and only fair to the reader. 

Steve Trimberger, Incline Village, NV

Skip Grand Visions for  
Software Development 
Software development (or engineering 
if you prefer a more highbrow term) 
is still a nascent field, as discussed by 
Ivar Jacobson and Ed Seidewitz in their 
article “A New Software Engineering” 
(Dec. 2014). The rapid evolution and 
progress developers have made over 
my 25 years in the field remains one of 
its key attractions. I am never bored. 
And there is no sign this rapid pace will 
slow anytime soon. The idea of “a new 
software engineering” simply does 
not square with the state of the art as 
practiced in software organizations all 
around us. Teams within Google, Mi-
crosoft, Amazon, Twitter, and count-
less other organizations have little 

Make Abstracts Communicate Results 
DOI:10.1145/2732938  

Sketch-Thru Plan: A 
Multimodal Interface for 
Command and Control

Who Builds  
a House Without  
Drawing Blueprints?

Use of Formal Methods  
at Amazon Web Services

Security Challenges  
in Medical Devices

Go Static or Go Home

Plus the latest news about 
designing medical molecules, 
current side-channel attacks, and 
the growth of dynamic pricing.
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cerf’s up

I 
HOPE  R E A D E RS will forgive 
me for plagiarizing Vannevar 
Bush’s famous essay titlea that 
appeared 70 years ago in the 
pages of Atlantic Monthly. The 

title is so apt, however, that I dare to use 
it. Two items arrived in my inbox re-
cently, one is the Winter 2015 edition 
of the Journal of the American Academy 
of Arts and Sciences, called Daedalus, 
and the other is the recent book by  
Peter J. Denning, a former president 
of ACM and editor of Communica-
tions, and Craig H. Martell titled Great 
Principles of Computingb and together, 
they provoked this essay. 

The Daedalus issue is focused on 
neuroscience and spans topics from 
perception, the role of sleep, con-
sciousness and much else in addition. 
The Great Principles book digs deeply 
into fundamental principles underly-
ing what we call computer science. Not 
surprisingly, they deal with some over-
lapping notions. The one that caught 
my immediate attention in Daedalus is 
titled “Working Memory Capacity: Lim-
its on the Bandwidth of Cognition.” 
As I read this, I immediately thought 
of Denning’s early work on the Work-
ing Set concept: programs had a natu-
ral span of memory requirement that 
had to be met in real memory to avoid 
thrashing in the implementation of 
virtual memory space. Apparently the 
human brain has a working set limita-
tion. In vision, it appears to be roughly 
two objects in visual space per brain 
hemisphere. That is, four total, but 
limited to two supported by the visual 
cortex in each hemisphere. More than 
that, and our human ability to recall 
and process questions about what we 
have seen diminishes, rather like the 
thrashing that happens when we do not 
have sufficient real memory to support 
the working set needed in virtual space. 
Denning and Martell address this under 
their “Principle of Locality.” 

a Vannevar Bush, “As We May Think;”  
http://theatln.tc/1ahQVW2

b P.J. Denning and C.H. Martell. Great Principles 
of Computing. MIT Press, Cambridge, MA, 
USA, 2015, ISBN 978-0-262-52712-5

Despite the wonders of the human 
brain, which we are far from under-
standing, it does not appear to have 
a convenient way to grow processing 
capacity while we can achieve that ob-
jective with our artificial computers by 
adding memory or adding processors. 
This is not to say that adding more con-
ventional computing devices necessar-
ily produces an increase in effective 
computing, for particular computing 
tasks. One has only to remember Fred 
Brooks’ Mythical Man Monthc to recall 
this also applies to programming and 
the rate at which “finished” code can 
be produced. Adding more program-
mers does not necessarily produce 
more or better code. It might even pro-
duce worse code for lack of coordina-
tion and Brooks actually draws atten-
tion to this phenomenon. 

Still, there appears to be a grow-
ing sense that computing may in fact 
benefit from adopting unconven-
tional computational paradigms. The 
so-called neural chips, such as IBM’s 
TrueNorth,d are indicative of this inter-
esting trend as is the rapidly evolving ex-
ploration of quantum computing. Add-
ing more state by adding more neural 
nodes and interconnections seems to 
improve the scope and accuracy of pat-
tern recognition for example. One then 
begins to wonder whether there might 
be utility in combining neural comput-
ing with conventional computing to 
achieve something that neither might 
be very good at alone. This reminds 
me of work done by my thesis advisor, 
Gerald Estrin, in the mid-1950s and 
early 1960s on what he called “Fixed 
plus Variable” computing.e In these 
designs, a general-purpose computer 
was combined with a variable structure 
computer that, like today’s Field Pro-
grammable Gate Arrays (FPGAs), could 
be adapted to special purpose compu-
tations. As I understood Estrin’s work, 
this idea also extended to combining 
analog and digital computation in 

c http://en.wikipedia.org/wiki/The_Mythical_
Man-Month

d http://www.research.ibm.com/articles/brain-
chip.shtml

which the former achieved approxi-
mate solutions that could be refined 
further by digital methods. 

These ideas lead me to wonder 
whether, in the context of today’s very 
flexible and scalable cloud computing 
environment, one might find ways to 
harness a variety of computing meth-
ods, including neural networks, con-
ventional scalar and vector process-
ing, graphical processors and perhaps 
even analog or quantum processing 
to solve various special sorts of prob-
lems. Assuming for a moment that any 
of this actually makes any sense, one is 
struck by the challenge of organizing 
the aggregate computation so that the 
results are reproducible, the appropri-
ate intermediate results reach the right 
next computing step, and there is an 
ability to expand and contract the com-
puting element requirements to match 
need might be preserved. 

I hope readers who are far more 
experienced than I am in the design 
of complex computing systems may 
take time to voice their opinions about 
these ideas. In their book, Denning 
and Martell dive deeply into the im-
portance of design in all aspects of 
computing. Without adherence to se-
rious and deep design principles and 
attention to systems engineering, the 
usability and utility of computing sys-
tems of all kinds suffers. The Internet 
design adopted a variety of tactics in-
cluding layering, information hiding 
and loose coupling, to achieve a scal-
able and evolvable system. There were 
only 400 computers on the Internet in 
1983 and today there are billions of 
them. Design and systems engineer-
ing should have priority places in the 
curriculum of computer science. They 
are the beginning of everything and, in 
some sense, the end as well. 

e G. Estrin and C.R. Viswanathan. Organization 
of a ‘fixed-plus-variable’ structure computer for 
computation of eigenvalues and eigenvectors of 
real symmetric matrices. JACM 9, 1 (Jan. 1962).

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.

‘As We May Think’
DOI:10.1145/2728204  Vinton G. Cerf
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1. The most important thing is tone 
and attitude when answering ques-
tions. Many of us in CS (I include my-
self in this) have to fight against lapsing 
into a very patronizing tone. It is easy to 
slip into the “I cannot believe you don’t 
understand that” tone of voice, or say 
things like “it is so obvious.” Every time 
we use that tone of voice, or those sorts 
of phrases, we send the “if you don’t 
get it already, you shouldn’t be here” 
message. While this is likely more of a 
problem in lower-level courses, it can 
happen in upper-level courses as well. 
An interesting exercise for TAs and lab 
assistants would be to sit down and 
collect a list of the sorts of things they 
have heard over the years (or even said) 
and then actually say those things in a 
patronizing tone of voice. That should 
serve as a good reminder of what it 
sounds like, hopefully making it easier 
to avoid talking to students in that tone.

2. If students are working in teams, 
keep an eye out/ear out for problematic 

dynamics amongst the team members. 
Suggest to teams ways of rotating re-
sponsibilities so that everyone has the 
opportunity to play a leadership role.

3. The electronic submission dead-
line for homework should be set so 
that it does not encourage macho be-
havior. Have homework due no later 
than 11:00 P.M. or midnight. The prob-
lem with a 6:00 A.M. or 9:00 A.M. dead-
line is that it encourages very macho “I 
stayed up all night, I’m hardcore, I’m a 
*real* programmer” behavior. People 
who do not handle their work that way 
are seen as not being a true hacker, as 
not having real “programming chops,” 
even if the person who did not stay up 
was incredibly organized, completely 
solved the homework problems, and 
turned in the assignment hours early!

4. It is fine to suggest the use of 
Github or others, but understand that 
not everyone wants to put their work out 
in the world in that way. If it is required 
of all students, fine, but do not encour-
age the use of public repositories as a 
way of measuring people’s abilities. I 
am always distressed when I hear that 
employers are grouping résumés based 
on what they find in code repositories—
this automatically knocks out of the 
running anyone who does not choose 
to display their work in that way, and 
we know that women tend not to use re-
positories as much because of the level 
of attack they experience in that world.

5. Periodically look over the grades 
as a group and see if any implicit bias 
is in evidence. Are grade distributions 
roughly the same across all groups of 
students? Check in about who is com-

Valerie Barr 
“Some Thoughts For 
Computer Science 
Teaching Assistants 
(and Faculty)”
 http://bit.ly/1yBDMbb 
January 4, 2015

I was recently contacted by a student 
who will be working as a teaching as-
sistant for an upper-level CS course. He 
remembered that, during a visit to his 
campus, I had said that the way cours-
es are taught is just as, if not more, 
important than the race, gender, eth-
nic background of the instructor. His 
question was whether I had any advice 
for him and his fellow TAs about how 
they could “conduct ourselves or talk 
about the course material in order to 
help foster as inclusive and welcoming 
an environment as possible.”

Here is the advice I gave, which I 
think can be helpful for faculty as well 
as for TAs, lab assistants, student help 
desk workers, and others.

Advice on Teaching CS, 
and the Learnability 
of Programming 
Languages 
Valerie Barr considers how attitude can impact teacher effectiveness, 
while Mark Guzdial suggests the ultimate focus in teaching 
programming languages should be on usability. 
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ing for help, how much time you spend 
with people. Are there some people 
who never come for help, but whose 
performance indicates they should? 
You cannot exactly go up to people and 
say, “what are we doing wrong, why 
don’t you come for help?” but consider 
using a quick survey partway through 
the term to ask students for feedback 
on the TAs/lab assistants/student help-
ers as a group.

6. Do not make a big deal about 
how you are doing so much and work-
ing so hard to be inclusive. Bragging 
about how sensitive you are will back-
fire and can make people feel singled 
out. Do it quietly, and trust that peo-
ple are likely to learn more and enjoy 
the class more if they are feeling com-
fortable in the educational setting 
you have helped create.

I am sure this is not a comprehen-
sive list. What do you do in your class-
es? What can you add to my list? Post 
your ideas to the comments. Thanks!

 Mark Guzdial 
“Programming 
Languages Are  
the Most Powerful, 
and Least Usable  
and Learnable  
User Interfaces” 
http://bit.ly/1g39mAX 
March 27, 2014

Andy Ko wrote a recent blog post 
(http://bit.ly/1iVxF3A) with an impor-
tant claim: “Programming languages 
are the least usable, but most powerful 
human-computer interfaces ever in-
vented.” Ko argues the “powerful” part 
with points about expressiveness and 
political power. He uses HCI design 
heuristics to show how programming 
languages have poor usability. Obvi-
ously, some people can use program-
ming languages, but too few people 
and at great effort.

I see that his argument extends 
to learnability. There are two ways in 
which programming languages have 
poor learnability today—(1) in terms 
of expectancy-value and (2) in terms of 
social cost.

What is the benefit of a closure?  
Eugene Wallingford tweeted a great 
quote the other day:

Educational psychologists measure 
the cognitive load (http://bit.ly/1lSmG0f) 
of instruction, which is the effort that a 

student makes to learn from instruction. 
Every computer scientist can list a bunch 
of things which were really hard to learn, 
and maybe could not even be imagined to 
start, like closures, recursion in your first 
course, list comprehensions in Python, 
and the type systems in Haskell or Scala. 
http://bit.ly/1BMu8QD

Expectancy-value theory (http://
bit.ly/1sctSGD) describes how indi-
viduals balance out the value they 
expect to get from their actions. Edu-
cational psychologists talk about how 
that expectation motivates learning 
(http://edcate.co/1iefV80). Students 
ask themselves, “Can I learn this?” 
and “Do I want to learn this? Is it 
worth it?” You do not pursue a degree 
in music if you do not believe you have 
musical ability. Even if you love art 
history, you might not get a degree in 
it if you do not think it will pay off in 
a career. Most of us do not learn Dvor-
ak keyboards (http://bit.ly/1jvaFNC), 
even though they are provably better 
than Qwerty, because the perceived 
costs just are not worth the perceived 
benefit. The actual costs and benefits 
do not really play a role here—percep-
tion drives motivation to learn.

If you cannot imagine closures, why 
would you want to learn them? If our 
programming languages have inscru-
table features (that is, high cognitive 
load to learn them) with indeterminate 
benefits, why go to the effort? That is 
low learnability. If students are not 
convinced they can learn it and they are 
not convinced of the value, then they 
do not learn it.

The social cost of going in a new di-
rection. I was at a workshop on CS Edu-
cation recently where a learning scien-
tist talked about a study of physicists 
who did their programming in Fortran-
like languages and only used arrays for 
all their data structures. Computer sci-
entists in the room saw this as a chal-
lenge. How do we get these physicists 
to learn a better language with a bet-
ter design, maybe object-oriented or 
functional? How do we get them to use 
better data structures? Then one of the 
other learning scientists asked, “How 
do we know that our way is better? Con-
sider the possibility that we’re wrong.”

We computer scientists are always 
happy to argue about the value of one 
programming paradigm over anoth-
er. But if we think about it from Andy 

Ko’s usability perspective, we need to 
think about it for specific users and 
uses. How do we know that we can 
make life better for these Fortran-
using physicists?

What if we convinced some group 
of these Fortran-using physicists to 
move to a new language with a new 
paradigm? Languages do not get used 
in a vacuum—they get used in a com-
munity. We have now cut our target 
physicists off from the rest of their 
community. They cannot share code. 
They cannot use others’ libraries, tools, 
and procedures. The costs of learning a 
new language (with new libraries, pro-
cedures, and tools) would likely reduce 
productivity enormously. Maybe pro-
ductivity would be greater later. Maybe. 
The value is uncertain and in the future, 
but the cost is high and immediate.

Maybe we should focus on students 
entering the Fortran-using physics 
community, and convince them to 
learn the new languages. Learning sci-
entists talk about student motivation to 
join a “community of practice” (http://
bit.ly/1kDIhFJ). Our hypothetical phys-
ics student wants to join that commu-
nity. They are learning to value what 
the community values. Trying to teach 
them a new language is saying: “Here, 
use this—it’s way better than what the 
people you admire use.” The student 
response is obvious, “Why should I be-
lieve you? How do you know it’s better, if 
it’s not what my community uses?”

Solution: Focus on usability. Com-
munities change, and people learn. Even 
Fortran-using physicists change how 
they do what they do. The point is that we 
cannot impose change from the outside, 
especially when value is uncertain.

The answer to improving both us-
ability and learnability of program-
ming languages is in another HCI 
dictum: “Know thy users, for they are 
not you.” We improve the usability 
and learnability of our programming 
languages by working with our users, 
figuring out what they want to do, and 
help them to do it. Then the value is 
clear, and the communities will adopt 
what they see as valuable. 

Valerie Barr is a professor at Union College, and chair 
of ACM-W, ACM’s Committee on Women in Computing. 
Mark Guzdial is a professor at the Georgia Institute of 
Technology
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Automating Organic 
Synthesis 
A machine that could create organic molecules on demand  
awaits appropriate software and analytical components. 

pieces of the molecule, based on their 
experience and expertise. Then, the 
chemist must actually manually com-
bine the raw material in the lab to syn-
thesize the new molecule.

A few of the challenges involved 
with conducting organic synthesis in 
this manner are apparent. First, the hu-

T
HE IMAGE OF a chemist slav-
ing away in a lab, haphaz-
ardly pouring steaming test 
tubes of multi-colored liq-
uid into bubbling beakers 

amid stacks of leather-bound reference 
books has long been relegated to old 
Hollywood films or TV shows. However, 
while today’s organic chemists gener-
ally spend as much or more time plan-
ning their work in advance, thinking 
and laying out the sequence of reactions 
that will be required to make a specific 
molecule, they still largely mix, filter, 
and combine substances by hand to try 
to recreate those planned sequences.

The advent of the modern computer 
and software packages capable of col-
lecting, categorizing, and recombining 
vast amounts of chemical proprieties 
and reaction data may one day help to 
automate the process of creating mol-
ecules. Described as an organic synthe-
sis machine, it would be able to make 
a huge number of small molecules on 
demand, speeding the development of 
new chemical research and of end prod-
ucts across a wide range of industries. 

Organic Chemistry
The process often used to conduct or-
ganic synthesis is a technique called 

retrosynthetic analysis. Chemists draw 
a completed molecule and then decon-
struct it, erasing the chemical bonds 
that would be easy to form, while leav-
ing fragments of molecule that are 
stable or readily available. The chemist 
then tries to identify the new raw ma-
terials needed to connect the missing 

Science | DOI:10.1145/2716368 Keith Kirkpatrick
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“Every molecule has different prop-
erties, and the rate-limiting step in 
finding the ‘best’ for a particular appli-
cation is making them,” Whitby says. 
“The key component is deciding how 
to put the molecule together. Even for a 
simple molecule, there are a vast num-
ber of possible routes, each compris-
ing many steps.” 

However, the organic chemistry com-
munity is currently “very poor at judging 
how well even individual steps will work” 
even if a reliable route is chosen, Whitby 
laments. Using a machine that is able to 
reference a large database of reaction 
and raw material data, and then auto-
matically synthesize a molecule, could 
drastically increase the speed, breadth, 
and depth of chemical creation.

Currently, scientists are often forced 
to use the best readily available mol-
ecule, as manually constructing hun-

dreds or thousands of new molecules 
is not time- or resource-efficient. “By 
making the delivery of a new molecule 
as quick and easy as it now is to order a 
‘stock’ chemical, we aim to remove that 
bottleneck in development and allow 
the ‘best’ to be used,” Whitby explains. 

Dial-A-Molecule
Dial-A-Molecule began in 2008 as a 
consultation between the Engineering 
and Physical Sciences Research Coun-
cil, the Royal Society of Chemistry, the 
Institute of Chemical Engineers, and 
the Chemistry Innovation Knowledge 
Transfer Network that sought out to 
identify a “Grand Challenge” in the 
field of chemistry, which has been de-
fined as an achievement that will have 
a transformative impact on science or 
the world at large, and which requires 
scientists or researchers from many 
disciplines to accomplish that goal. 
The Dial-A-Molecule project was one 
of three projects out of more than 150 
submitted that was selected for fund-
ing, with $1.2 million committed via 
an initial and a continuing grant, and 
began in 2009.

Whitby says the key hardware com-
ponents are likely to include a variety of 
reactors for different functions (which 
are used to gradually build up the re-
quired molecule from simple starting 
materials); analytical instrumentation 
(to monitor the process and optimize 
the chemical process on the fly); and 
purification equipment (to remove 
chemical by-products that are present 
in nearly all chemical reactions). These 
components would then be linked to-

man brain is relatively limited in terms 
of the number of molecular structures 
and rules it can quickly recall without 
needing to refer to a database or ref-
erence sources. Similarly, it takes sig-
nificant time and effort to physically 
perform a synthesis in the lab, and real- 
world synthesis results often do not 
match the theoretical plan.

As such, chemists have increasingly 
turned to online databases of chemical 
compounds, reactions, and rules that 
can be used when trying to construct 
molecules. Commercial molecular data 
bases such as SciFinder, an electronic 
interface to the American Chemical 
Society’s Chemical Abstracts Service, 
or Reaxys, a commercial database ser-
vice offered by Elsevier, can provide 
reference data that can be used as a 
jumping-off point for the creation of 
new molecules. And, these data reposi-
tories may be the content that helps 
power the organic synthesis machine 
of the future.

Viewing Molecules
One of the visionaries in the space that 
believes such a machine can and will 
be built is Richard Whitby, a chemist 
at the University of Southampton, in 
the U.K. Whitby is the leader of Dial-
A-Molecule, a collaborative project 
that is working to identify the techni-
cal and research requirements to build 
such a machine. 

The key vision of the Dial-A-Mole-
cule project is largely designed around 
the development of a machine that can 
quickly develop any molecule, based 
on a specific set of desired properties. 

“By making the 
delivery of a new 
molecule as quick 
and easy as it is now 
to order a ‘stock’ 
chemical, we aim 
to remove that 
bottleneck  
in development.”

WHITE HOUSE HONORS 
EARLY CAREER SCIENTISTS
More than 100 men and women 
recently received the U.S. 
government’s highest honor for 
scientists and engineers in the 
early stages of their independent 
research careers—the 
Presidential Early Career Award 
for Scientists and Engineers 
(PECASE). 

The PECASE recipients, who 
received five-year grants from the 
Faculty Early Career Development 

(CAREER) Program, included four 
computer scientists: 

 ˲ Sarah Bergbreiter, Univer-
sity of Maryland, College Park. 

 ˲ Daniela A. Oliveira, Bow-
doin College. 

 ˲ Benjamin Recht, University 
of California, Berkeley.

 ˲ Noah Snavely, Cornell 
University.

HARD DISK PIONEER GETS 
MILLENNIUM PRIZE
A British scientist whose work 

made it possible for hard disks 
to radically expand in size has 
been awarded the million-euro 
Millennium Technology Prize, 
Finland’s tribute to innovations for 
a better life. 

Stuart Parkin, an IBM 
Fellow and manager of the 
Magnetoelectronics group at 
IBM Research-Almaden, and 
a consulting professor in the 
Department of Applied Physics at 
Stanford University, developed a 
type of data-reading head capable 

of detecting weaker and smaller 
signals than had previously been 
possible. The innovation allowed 
more information to be stored on 
each disk platter.

Technology Academy 
Finland (TAF), the independent 
foundation behind the award, 
said Parkin, who also is director 
of the IBM-Stanford Spintronic 
Science and Applications Center, 
had made Facebook, Google, 
Amazon and other online 
services possible.

Milestones

Computer Science Awards, Appointments
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powerful approach. We are presently 
working on building out a ‘reaction re-
pository’ as part of our development of 
our RSC data repository and we will be 
encouraging the community to contrib-
ute their reaction data.”

The Dial-a-Molecule project is not 
the only effort focused on finding ways 
to more quickly synthesize molecules 
that can be used in research, develop-
ment, and manufacturing processes. 
Bartosz Grzybowski, a chemist at 
Northwestern University in Evanston, 
IL, is working on a synthesis machine 
of his own based on Chematica, a soft-
ware/database that uses algorithms 
and a collective database of 250 years 
of organic chemical information to 
predict and provide synthesis pathways 
for molecules. Chematica supports 3D 
modeling of individual molecules, as 
well as labeling of functional groups, 
and Grzybowski is negotiating with El-
sevier to incorporate the program into 
its Reaxys database, and also is said to 
be bidding for a $2.3-million grant from 
the Polish government to use Chemati-
ca as the brain of a synthesis machine 
that can plan and execute the synthesis 
of at least three drug molecules.

Despite the obvious benefits of an 
organic synthesis machine, it could be 
years before one actually comes to frui-
tion, according to Whitby, who notes 
that less than $100,000 of the Dial-A-
Molecule funding grant went to actual 
research, with the bulk of the money 
used to “identify how we might get to 
the target and the key challenges.” 

“The Grand Challenge has a 30–
40-year estimated delivery time, so 
completion is not imminent,” Whitby 
says, contrasting it with large projects 
that had a fixed, tangible goal, such 
as landing on the Moon. However, he 
notes that achievements made over the 
next 30 or 40 years on the path to the 
development of an organic synthesis 
machine likely will have a substantial 
impact on chemistry specifically and 
our world in general. 

Still, while Grzybowski did not re-
spond to a request for comment for 
this article, he has been quoted as stat-
ing that an organic synthesis machine 
could be built and available within five 
years. Because he has been shopping 
Chematica to various entities, few in-
dependent assessments of Grzybows-
ki’s efforts have been conducted.

gether so the material can be routed as 
needed. While Whitby says that from 
a hardware engineering perspective, 
such a machine likely could be con-
structed today (albeit very expensively), 
it is the software and analytical compo-
nents of a machine that have yet to be 
successfully worked out.

The software used in an organic 
synthesis machine likely would access 
databases containing information on 
chemical compounds and their respec-
tive properties, as well as the results 
from chemical reactions that have been 
conducted and cataloged by the chem-
istry community. By using these data 
pieces, the software would be able to 
accurately combine materials and auto-
matically produce new molecules with 
a high degree of accuracy and very little 
human interaction. 

The key issue on the software side 
revolves around figuring out a way to 
accurately and efficiently apply the 
various rules and models that govern 
the way materials interact in combina-
tional chemistry. The sheer number of 
rules and models can vary widely based 
on the raw materials used, as well as 
the specific combinations of these raw 
materials, thereby adding significant 
complexity to a potential machine. In 
essence, the machine would need to 
calculate the result of each combina-
tion of materials, and then ensure the 
desired rule or model governing the 
combination was used, which could 
result in hundreds or thousands of 
permutations per combination. 

Antony J. Williams, vice president 
of Strategic Development for the Royal 
Society of Chemistry (RSC) and leader 
of the Society’s Cheminformatics team 
(which is working on a collection of 
reaction data located within its Chem 
Spider chemical-structure database 
that will be hosted within the society’s 
developing data repository), notes that 
this information is key to the develop-
ment of a machine capable of fully au-
tomating the organic synthesis process.

“I am assuming that the machine 
would be underpinned by a strong soft-
ware platform that would utilize some 
form of retrosynthetic analysis using 
rules extracted from a reaction data-
base,” Williams says. “Basic rules will 
certainly get you some way along the 
path, but a large database combined 
with extracted rules is likely the most 

“I have to believe that it is the chem-
istry itself that will be the largest limi-
tation, [with] kinetics of reaction, 
side-products and issues such as pre-
cipitation/crystallization,” Williams 
says. “I remember trying to do flow-
kinetics in an NMR (nuclear magnetic 
resonance) probe, only to have solid 
drop out and clog the lines.”

Indeed, work is being done to 
smooth this process. Jamison Research 
Group, led by Massachusetts Institute 
of Technology chemistry professor Tim 
Jamison, is working on continuous- 
flow synthesis methods, through which 
reactions occur as the chemicals move 
through a machine (rather than in a 
step-by-step process), which can im-
prove speed and yields. This type of 
continuous-flow reaction process is 
better suited to automation, and could 
be integral to the efficient and error-
free design of a fully automated organic 
synthesis machine.

Furthermore, Williams notes the 
overall success of any future organic 
synthesis machine is predicated on the 
quality of the underlying reaction data-
bases and the various rules or algorithms 
used to govern the choice of chemical re-
actions that can be performed. 

“Any predictive algorithm, especial-
ly for retrosynthetic analysis, is mas-
sively influenced by the underpinning 
training set and extracted models,” 
Williams says, which often renders an 
imperfect end result. Williams says 
any machine capable of conducting or-
ganic synthesis likely will require some 
form of self-learning capability, so it 
can grow more efficient over time. 

Further Reading

Dial-A-Molecule: http://www.dial-a-
molecule.org/wp/

Chematica: www.chematica.net

ChemSpider: www.chemspider.com

Jamison Research Group: http://web.mit.
edu/chemistry/jamison/

What is Organic Synthesis? https://www.
youtube.com/watch?v=rh0Tn_oPS30

Steps in Organic Synthesis: https://www.
youtube.com/watch?v=hZtQuKOqbxg&list=
PLS7sq10QwYGDeqsEo5wb65oxGr0Yqxkx
7&index=13

Keith Kirkpatrick is principal of 4K Research & 
Consulting, LLC, based in Lynbrook, NY.
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Technology  |  DOI:10.1145/2717177 Tom Geller

Car Talk 
Vehicle-to-vehicle communication is coming. Are we ready for it?

vest in development if no one else 
does—or if their technologies do not 
work together. 

“Whenever a system has to be 
standardized, a mandate has to be 
given,” says Neelam Barua, automo-
tive and transportation industry ana-
lyst for Frost and Sullivan. “That was 
the case for antilock braking systems 
and back-up cameras.” As a result, 
industry groups such as Europe’s 
CAR 2 CAR  Communication Consor-
tium and the Intelligent Transpor-
tation Society of America have been 
working to establish standards for 
vehicle-to-vehicle communication, 
while governments decide how to 
implement them.

Barua believes V2X requirements 
will be enacted in Europe soon af-
ter European Union-funded trials 
are completed this year, although 
European automakers prefer a mar-
ket-driven approach. In the U.S., the 
DOT’s National Highway Traffic Safe-
ty Administration (NHTSA) paired 
the release of its lengthy report with 
an “Advance notice of proposed rule-
making” (ANPRM) which “initiates 
[proposals] ... to require vehicle-to-ve-
hicle (V2V) communication capability 

D
R I V E R L E S S  C A R S  A R E  the news 
media’s darlings, promising 
commuters an extra hour’s 
sleep as they whiz down the 
world’s highways. Yet tech-

nologies that assist your ride rather 
than control it will be part of our au-
tomotive experience long before this 
robot-chauffeured vision comes to fru-
ition. Onboard sensors such as back-
up cameras already extend our senses 
by allowing us to observe the world 
directly; now, vehicle-to-infrastruc-
ture (V2I) and vehicle-to-vehicle (V2V) 
technologies—collectively known as 
“V2X”—stand poised for widespread 
adoption, appearing in new-model 
cars as early as 2016, and they are likely 
to be required eventually, despite cur-
rent consumer fears.

Like back-up cams, V2X technolo-
gies promise safety advantages even 
if fully driverless cars never become 
a reality. A report released by the 
U.S. Department of Transportation 
(DOT) in August posited that two spe-
cific V2V applications would prevent 
more than 500,000 crashes and 1,000 
deaths per year in the U.S.: “Intersec-
tion Movement Assist” (IMA), which 
warns of cross-traffic at intersections, 
and “Left Turn Assist” (LTA), which 
watches for traffic approaching from 
the opposite direction when mak-
ing a left turn. Other anticipated V2V 
applications could include collision 
avoidance in stop-and-go traffic and 
at highway speeds; speed maximiza-
tion (and gas savings) for signals and 
traffic, and parking assistance. 

While V2X’s proponents tout that 
drivers remain anonymous under the 
proposed standards, some applica-
tions could also be used by law enforce-
ment, for example to prevent a vehicle 
from entering a restricted area.

There is a big difference between 
onboard sensors and V2X technolo-
gies. A back-up camera is useful the 
moment it is installed in a vehicle, re-
gardless of whether any other vehicle 
has one. Development continues to be 

strong in systems with V2X-like fea-
tures, even though they do not actually 
communicate with other cars or road 
infrastructure. For example, the 2009 
model year saw Opel introduce its quasi- 
V2I “Opel Eye” technology, which 
uses cameras to recognize road signs 
and lane markings; and for the 2014 
model year Mercedes-Benz debuted 
its quasi-V2V “Distronic Plus” system, 
which uses radar to judge distances to 
other cars.

True V2X technology offers capabil-
ities those systems could not provide, 
such as warning of conditions that are 
undetectable by sight or radar, at a dis-
tance up to 300 meters. The message 
set uniquely identifies vehicles and in-
frastructure components using a fast 
point-to-point signal with relatively 
few protocol requirements. 

Governments, Automakers, 
and the Public
Yet V2X systems are only as useful as 
the network to which they are con-
nected, whether that network’s nodes 
are in other cars (V2V) or on lamp-
posts, traffic lights, or the roadway 
itself (V2I). That could cause a stale-
mate, as automakers are loath to in-

http://mags.acm.org/communications/march_2015/TrackLink.action?pageName=16&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2717177
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Communications” (DSRC). (DSRC 
has been used for electronic toll col-
lection for over 10 years; this was es-
sentially the first widespread vehicle-
to-infrastructure application.)

In the U.S., signals for V2I and V2V 
communications are carried over 
75MHz of spectrum in the 5.9GHz band, 
which was allocated for DSRC purposes 
in 1999. China, Europe, and Japan have 
also reserved DSRC bandwidth near this 
range; Japan also uses spectrum in the 
760MHz band, and Korea is reportedly 
considering a move to this range. 

However, regional standards for 
DSRC and other aspects of V2V com-
munication are not always compat-
ible with each other, so it is unclear 
whether cars designed for one regional 
market would ever work in another. 
There are efforts to harmonize them 
somewhat: For example, Japan might 
implement security according to IEEE 
Standard 1609.2, currently being used 
by the U.S. and the EU. 

Public V2V tests began in 2006, 
when DaimlerChrysler got a Mercedes-
Benz and Dodge talking to each other, 
and General Motors demonstrated 
crash avoidance between two Cadil-
lacs. The first consumer car with true 
V2V communication capabilities, ac-
cording to public announcements, will 
be a 2017 Cadillac equipped with the 
company’s “Super Cruise” technology.

Automakers have generally em-
braced V2X technology as a logical 
piece of a larger assisted-driving 
picture. Hideki Hada, general man-
ager of Integrated Vehicle Systems at 
Toyota Motor Engineering & Manu-
facturing North America, described 
how diverse sensor, V2I, and V2V 

for light vehicles”—that is, passenger 
cars and light trucks.

Despite V2V’s readiness and prom-
ised benefits, the public may resist 
such mandates—especially in the U.S. 
The NHTSA’s notice opened a 60-day 
period for public comment, which 
elicited nearly 1,000 responses, of 
which 482 met the NHTSA’s submis-
sion policy. The consensus was over-
whelmingly negative, citing fears that 
V2V technologies would lead to loss of 
privacy, inattentive drivers, malicious 
hackers, and health risks to those 
claiming the widely discredited condi-
tion of “electromagnetic hypersensi-
tivity.” Further, some blanched at the 
likely cost of about $300–$350 to build 
V2V features into new cars, or retrofit 
them into older ones.

Barua believes such opposition 
pales in comparison to the human 
costs that would come from block-
ing V2V technologies. “Studies have 
shown that vehicle-to-vehicle commu-
nications could reduce traffic jams, 
and a lot of lives could be saved,” he 
says. “Even pedestrians would ben-
efit—they could know when a vehicle 
is coming, through vibrations on their 
mobile phones. I think governments 
should intervene, and take a lead for 
V2V communications to be functional 
as soon as possible.”

On the Road
The U.S. DOT report provides a thor-
ough list of standards for that country, 
including V2V message contents and 
transmission performance require-
ments. The main set of architectural 
and procedural standards is spelled 
out in IEEE 1609, “Family of Standards 
for Wireless Access in Vehicular Envi-
ronments (WAVE).” Of special interest 
to those who fear malicious hackers 
is IEEE 1609.2, “Security Services for 
Applications and Management Mes-
sages,” which was finalized and pub-
lished in April 2013.

A second set of standards, cur-
rently still in development, may be 
found in SAE J2735 and SAE J2945. 
These spell out what information 
each message packet would carry; the 
latter also includes a section on pri-
vacy and security. A third standard, 
IEEE 802.11p, addresses physical 
standard specifications for automo-
tive-related “Dedicated Short Range 

“For drivers,  
I think it will be  
very seamless;  
they won’t know 
whether it’s V2V, 
V2I, or sensors that 
provide guidance.

ACM 
Member 
News
LIFELONG LOVE OF MATH 
SPURS TANNEN IN CS 

Val Tannen, 
professor of 
Computer and 
Information 
Science in the 
Engineering 
School of the 

University of Pennsylvania 
(UPenn), has had a lifelong love 
of mathematics. “There’s no 
ambiguity about math. The 
conclusions are inevitable if you 
accept the assumptions,” he says. 

Language and mathematical 
logic are the dominant 
influences on Tannen’s 
research. He earned his 
Computer Engineering degree 
from the University Politehnica 
of Bucharest; “There’s no 
Romanian-equivalent master’s 
degree; one degree covers both 
bachelor’s and master’s,” he 
explains. After graduation, 
he worked as a programmer 
for a local computer firm and 
moonlighted as a researcher.  
Fate intervened in 1982; Tannen 
came to the U.S. to visit his 
ailing father and wound up 
seeking political asylum here. 
He went to the Massachusetts 
Institute of Technology, where 
he received his Ph.D. in Applied 
Mathematics in 1987; a month 
later, Tannen joined UPenn.  

Tannen’s expertise spans 
programming languages, 
databases, parallel processing, 
and logic in computer science 
and its applications in life 
sciences.  “The word ‘language’ 
comes up all the time in my 
research,” Tannen says. During 
his 27 years at UPenn, he has 
interwoven mathematical logic 
and language into his career as a 
computer scientist. Tannen also 
specializes in data provenance, 
a record of the origin and 
transformation of data. 

When he introduced a 
course at UPenn called “Friendly 
Logics,” Tannen recalls, the 
title was approved only after 
he authored the mathematical 
definition:  “A logic is said to 
be friendly if and only if, it 
strikes a good balance between 
expressiveness and algorithmic 
tractability.” That neatly sums 
up Tannen’s career as well. 

— Laura DiDio
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commercial vehicles.
The majority of vehicles in the pi-

lot deployment were equipped with a 
broadcast-only “vehicle awareness de-
vice,” according to Debby Bezzina, UM-
TRI’s senior program manager. “These 
are what we call ‘target vehicles;’ in 
a nutshell, they transmit position, 
speed, and heading. So they’re saying, 
‘Here I am! Here I am! Here I am!’ 10 
times a second.”

Approximately 400 vehicles were 
equipped with devices that could 
read these signals and react to them 
with an audible tone. Automakers 
including Ford, General Motors, 
Honda, Hyundai-Kia, Mercedes-
Benz, Nissan, Toyota, and Volkswa-
gen supplied 64 integrated vehicles 
that reacted with audible, visible, 
and tactile warnings. (None of these 
cars had “self-driving” capabili-
ties—they merely alerted the driv-
er.) The two-year study resulted in 
approximately 47 terabytes of data 
from 27 million miles on the road; 
this collection of information was 
analyzed by an evaluator within the 
U.S. DOT, and informed the U.S. 
DOT’s August report.

Bezzina saw a flurry of industry ac-

tivity after that report’s release, as well 
at the announcement by General Mo-
tors CEO Mary Barra that the company 
would be offering advanced intelli-
gent and connected technology on 
certain 2017 models. Yet Bezzina be-
lieves it will take years for sensors, V2I, 
and V2V to all come together to make 
“automated and connected” vehicles 
that look a lot like Google’s vision of a 
“driverless” car. Even when such cars 
hit the road, she expects to see differ-
ences between the two visions.

“With the Google vehicle, every-
thing is standalone; you’re not talk-
ing to other vehicles, you’re not talk-
ing to the infrastructure,” she says. 
“But I think a fully automated vehicle 
is also connected—first with sensors 
and GPS, and then V2I communica-
tion, and then V2V communication 
with the other vehicles in my lane. I 
think that, in my lifetime, there will be 
a special lane on the freeway that you 
can only get in it if you’re in such a car. 
And then you can take your hands off 
the wheel and read the newspaper.” 

Further Reading

Harding, J., Powell, G.R., Yoon, R., Fikentscher, 
J., Doyle, C., Sade, D., Lukuc, M., Simons, J., and 
Wang, J. 
(2014, August). Vehicle-to-vehicle 
communications: Readiness of V2V 
technology for application. (Report No. DOT 
HS 812 014). Washington, DC: National 
Highway Traffic Safety Administration 
http://1.usa.gov/1wYQ8TY

CAR 2 CAR Communication Consortium 
(European)  
https://www.car-2-car.org

Intelligent Transportation Society of 
America 
http://www.itsa.org

Vehicle-to-Vehicle Communications 
U.S. National Highway Traffic Safety 
Administration 
http://www.safercar.gov/v2v/

University of Michigan Transportation 
Research Institute 
http://www.umtri.umich.edu

Safety Pilot Model Deployment program 
http://www.its.dot.gov/safety_pilot/spmd.htm

Toyota Collaborative Safety Research 
Center 
http://www.toyota.com/csrc/

Tom Geller is an Oberlin, OH-based technology and 
business writer.
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technologies could work together. “I 
think they’re very complementary. We 
already have sophisticated radar and 
camera systems so we can see the car 
ahead of us. However, with V2V we 
can also get information about other 
cars, such as their driving speed, or if 
they’re applying brakes; we don’t need 
to observe it. And it would be great to 
get information about traffic signals 
as I approach them so I’ll know when 
to stop, or how fast I should drive to 
go through the next three signals 
while they’re green. But for drivers, 
I think it will be very seamless; they 
won’t know whether it’s V2V, V2I, or 
sensors that provide guidance.”

Not Driverless, but “Automated 
and Connected”
One facility that is actively studying 
all three is the University of Michigan 
Transportation Research Institute 
(UMTRI), which took the lead in a 
recently completed $31-million gov-
ernment-funded Connected Vehicle 
Safety Pilot Model Deployment that 
placed nearly 3,000 V2V-enabled ve-
hicles on the streets of Ann Arbor, MI, 
including nearly 2,600 private cars, 
three passenger buses, and 19 other 

1 Frequency of Target Crashes for IntelliDrive Safety Systems (DOT HS 811 381), October 2010
2 http://www.its.dot.gov/connected vehicle/connected vehicle research.htm - December 3, 2013
3 http://www.its.dot.gov/connected vehicle/connected vehicle research.htm - December 3, 2013
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overhead in getting to the point 
where people can start to write inter-
esting programs; the syntax is pretty 
straightforward,’’ observes John Gut-
tag, professor of electrical engineer-
ing and computer science at MIT, and 
the author of several books, includ-
ing one about learning to program 
in Python. In contrast to Java, which 
has a “fairly complicated syntax and 
fairly complicated static semantics,” 
Python makes more sense for people 
who are writing small programs, he 
says. Java is designed to support peo-
ple writing large, “industrial-quality” 
programs containing thousands of 
lines of code, says Guttag, who teach-
es one of two introductory courses of-
fered by his department.

Another reason Guttag believes 
more colleges are using Python as an 
introductory programming language 
is that it has “a very large set of highly 
useful libraries that have been built 
over the years that support things … 
that are easy to use from language 
proper, and that makes Python a par-
ticularly useful language for scientists 
and engineers who want to take ad-
vantage of those libraries.”

Python is also very good for “let-
ting you teach conceptual material 
without getting in the way,’’ observes 
Guttag. “So I don’t find myself spend-
ing all my time explaining Python to 
the students. I get to spend a lot of 
time explaining what I think are more 
long-lived concepts,’’ like algorith-
mic complexity. 

Not everyone agrees Python is the 
be-all-end-all as an introductory pro-
gramming language. Shriram Krish-

T
H E  WAY  TAY L O R  P O U L O  sees 
it, learning to code in Python 
is comparable “to learning 
Latin and romantic languag-
es.” Once someone grasps 

the logic behind Python, the concepts 
can be more easily transferred to other 
languages, maintains Poulos, a senior 
majoring in industrial engineering at 
the Georgia Institute of Technology 
(Georgia Tech). “Once you get com-
fortable thinking in a different type 
of logic and using different words, it’s 
much more comfortable to learn new 
things,” she says, adding that she was 
required to take three computer sci-
ence classes at Georgia Tech, all in Py-
thon. “Python did that.”

Python, an open source scripting 
language, has become the most popu-
lar introductory teaching language at 
top U.S. universities—Georgia Tech 
among them—according to a recent 
survey by Philip Guo, an assistant pro-
fessor of computer science at the Uni-
versity of Rochester. Guo decided to 
conduct the research after noticing 
anecdotally over the past few years that 
Python was replacing languages such 
as Java as the de facto introduction to 
programming class in more and more 
computer science classes at universi-
ties around the country.  

Because it is a scripting language, 
Python automates tasks that would 
otherwise need to be performed manu-
ally. Java and C++ also are popular and 
widely used. The main difference is 
that Python programs tend to run slow-
er than Java programs, but they take 
significantly less time to develop, ac-
cording to the Python Software Foun-
dation. Python programs also tend to 
be shorter than equivalent programs 
written in Java because of “Python’s 
built-in high-level data types and its dy-
namic typing,’’ the Foundation notes. 
While the same is true of C++, Python 
code is generally one-fifth to one-tenth 
the length of equivalent C++ code, and 
“Anecdotal evidence suggests that one 

Python programmer can finish in two 
months what two C++ programmers 
can’t complete in a year,’’ the Founda-
tion’s website states.

During the summer of 2014, Guo 
went to the websites of the top 39 
U.S. schools for computer science as 
ranked by U.S. News & World Report 
in 2014, and collected as much data 
as he could from looking at their in-
troductory computer science courses. 
He stopped at 39, he explains, be-
cause there was an eight-way tie for 40 
and “we had to stop somewhere.” At 
schools including the Massachusetts 
Institute of Technology (MIT), Carn-
egie Mellon University, and the Uni-
versity of California, Berkeley, Python 
emerged as the leading language to 
teach novices (the full list, along with 
Guo’s blog on the topic, can be found 
at at http://bit.ly/W0vtox).

Proponents say it is no surprise Python 
has become the most popular teaching 
language in colleges, because compared 
to programs like Java, it is easier to learn 
and to use to write programs that do prac-
tical things with very little code. 

With Python, “There’s very little 

Python for Beginners 
A survey found the language in use in introductory programming 
classes in the top U.S. computer science schools. 

Society  |  DOI:10.1145/2716560 Esther Shein

In contrast to Java, 
Python makes more 
sense for people  
who are writing  
small programs.
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tive impact on teaching program de-
sign,’’ Krishnamurthi says. “The best 
program design methods we have right 
now focus on data-driven design, which 
derive from the structure of data.”

Additionally, Python has limited sup-
port for testing, he says. Even though it 
has professional testing libraries, he 
says they can be “onerous for beginning 
students; the language provides no na-
tive support for it, which makes the user 
interface of testing significantly weaker 
than it should be.” Testing is not just a 
matter of finding bugs, he adds. “It also 
guides students towards the design of 
solutions and greatly affects how one 
views debugging. Thus, another vital 
design and development methodology 
is taken away.”

Lastly, Python lacks static types, 
says Krishnamurthi, which “is a cen-
tral point in teaching programming, 
and should not be put off for too long. 
Python offers no good means for 

teaching this.”
Guo says he got some backlash 

from older colleagues who do not 
view Python as a serious program-
ming language, along with comments 
that it is not as “industrial strength” 
as other languages. One comment 
he received after posting his blog on 
the topic is that Python is a dynami-
cally typed language and “There’s 
fair amount of instructors who prefer 
statically typed languages, like Java,’’ 
Guo says. “So they aren’t as happy 
about this new movement.”

Mark Guzdial, a professor in the 
School of Interactive Computing at 
Georgia Tech, says Guo’s research not-
withstanding, Java is still the most pop-
ular introductory programing language 
in the U.S. Guo “constrained his search 
to top U.S. universities,’’ Guzdial says, 
“and in general, if you look at book 
sales, Java is still the most common 
[language taught] and C++ is second.”

Yet, Guzdial agrees that if someone 
lacks any prior programming experi-
ence, Python is a good language with 
which to start. “There’s a significant 
amount of evidence that graphical 
programming languages are easier 
for people to get started with than tex-
tual,’’ he says. “If you understand vari-
ables in Scratch, it’ll be easier to un-
derstand variables or conditionals or 
loops in Python.”

Like Krishnamurthi, Guzdial thinks 
Python may broaden the scope of 
people being able to code. “It is easier 
and more accessible and … you can get 
more done in fewer lines of code.” 

Matt Guthmiller, a sophomore ma-
joring in electrical engineering and 
computer science at MIT, says he was 
not terribly surprised by Guo’s find-
ing. Guthmiller took his first Python 
class as a freshman at MIT, but he al-
ready knew how to code in C, C++, and 
JavaScript. “It definitely seems to make 
a lot of sense as an introductory tool 
because it’s easy to learn, with lots of 
functionality built in, and you can do 
things that in other languages you’d 
have to build yourself, and [in Python] 
they’re provided for you.”

He likes that Python allows you 
summarize a list of data in one line 
of code, whereas in other languages it 
would take multiple lines. “You have 
to think about the order you want to 
iterate these items and implement 

namurthi, a professor of computer 
science at Brown University, acknowl-
edges Python has many nice features. 
“It offers a pleasant syntax, a large set 
of libraries, and an interaction loop … 
all of which are very useful for teaching. 
Compared to the noise and complex-
ity of Java, it is indeed a very nice step 
forward.” He agrees Python has made 
people feel more comfortable about ex-
posing programming to a much broad-
er audience of students. 

“There are many students I would 
not dream of teaching Java to that I 
would happily show Python.” That 
said, however, it does not take long to 
discover Python’s weaknesses, Krish-
namurthi notes. Among them are that 
“Creating non-trivial data structures 
is onerous, because Python does not 
provide straightforward means for 
creating new structured data. You 
have to understand a bunch of unre-
lated concepts, like classes, and their 
onerous syntax and tricky semantics, 
which greatly reduces the benefit of 
simplicity that Python was supposed 
to offer.”

Because of this, he believes more 
and more curricula are ditching the 
idea of structured data—one of the cen-
tral concepts in computer science—
and doing one of two things: shaping 
their curriculum to avoid them, or 
pushing students to encode more-
structured data in less-structured for-
mats provided by default in Python. 

“This lack of data structuring and 
classification has a significant nega-

“Choosing Python 
is the modern 
equivalent of the  
old adage, ‘nobody 
ever got fired for 
buying IBM.’”
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students,’’ he says, “Python is an ex-
cellent choice as the introductory pro-
gramming language.”

Krishnamurthi says Python may be 
fashionable right now, but he believes 
it lacks staying power. “Computer sci-
ence programming education goes in 
waves of fashion,’’ he says. “Ever since 
Pascal introduced the idea of ‘one pro-
gramming language for introductory 
programming education,’ the com-
munity has been stuck in a rut of try-
ing to find one and then arguing about 
it. Pascal, C++, Java, Python, Scratch ... 
take a number.”

He likens Python to a “package tour: 
safe, comfortable, blandly conven-
tional. Choosing Python is the modern 
equivalent of the old adage, ‘nobody 
ever got fired for buying IBM.’”

Guzdial is also not sure how long 
Python will be used as the main intro-
ductory programming language in aca-
demia. “I think Python has hit its tip-
ping point, which may mean we have 
a couple more years before people say 
‘Python, what?’” 

Further Reading

Guo, Philip J. 
Online Python Tutor: Embeddable  
Web-Based Program Visualization  
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Introduction to Computation and 
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Exploring hypotheses about media 
computation. Proceedings of the ninth 
international ACM conference on 
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Python CS1 as preparation for C++ CS2.  
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symposium on Computer Science Education 
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Pritchard, D. and Vasiga, T. 
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Esther Shein is a freelance technology and business 
writer based in the Boston area.
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them, so there’s a lot more function-
ality built into one line, so if there’s a 
problem you want to solve in one line 
of code, you get much closer to solving 
the problem than in other languages.”

Like Guttag, Guthmiller feels the 
biggest disadvantage of Python is that 
“the syntax is quite different from 
most other programming languages,” 
making it trickier to move on to an-
other language once you get all the 
general concepts down. However, he 
says, Python’s advantages outweigh 
its disadvantages.

Guthmiller recently used Python to 
build a controller for a robot to make 
it follow along a wall, although, gener-
ally speaking, his go-to programming 
language is C++.  Python, he says, “gives 
you a lot of flexibility, and I’m very famil-
iar with it and I am not concerned about 
having to remember small details.”

Abbie Burton, a senior majoring in 
business at Georgia Tech, was required 
to take a computer science class and 
took “Jython,” a combination of Java 
and Python that business students 
tend to take. She says most engineer-
ing students take Python or MATLAB, 
and she is not surprised by Python’s 
popularity, “I guess because in the real 
world that’s what people use, so they 
want us to be prepared.” 

There does appear to be a preference 
for using Python outside of academia. 
For the third year in a row, Python was 
ranked the number one most popular 
programming language by Codeval, a 
community of over 24,000 competitive 
developers, followed by Java, C++, and 
JavaScript. (http://bit.ly/1vLiuFj).

Guo says he has heard some com-
ments that while easy to learn, Python 
does not have practical applications in 
the real world and that most coding is 
done in MATLAB and other languages. 
He says it all depends on the domain. 
“MATLAB is used in a lot of scientific 
domains. I definitely think it’s less prac-
tical in terms of getting an industry job, 
because most industry coding would 
be in other languages, like Java or Java- 
Script. So I would agree it might not be 
the language you’d use in your job.”

Guttag says Python is a useful tool 
for people who do not intend to be com-
puter scientists, because it provides a 
good foundation for learning how to 
use computation as part of their work. 

“For those non-computer science 

Research

ACM 
Europe  
Protests 
H2020 
Cuts
ACM Europe Chairman Fabrizio 
Gagliardi recently contacted 
European leaders in opposition 
to proposed budget reductions 
to Horizon 2020, the European 
Union’s seven-year, 80-billion-
euro research funding program. 

In January, European 
Commission President Jean-
Claude Juncker unveiled 
legislation that would remove 
2.7 billion euros over 5.5 
years from Horizon 2020, the 
EC’s main funding stream 
supporting research through the 
year 2020, to devote those funds 
to economic stimulus through 
the creation of a European 
Fund for Strategic Investment. 
That investment, according 
to Juncker, would help get the 
sluggish European economy 
moving and create new jobs.

The largest share of the 
cuts would be directed at 
the European Institute of 
Innovation and Technology, 
which aims to spur innovation 
and entrepreneurship across 
Europe by bringing together 
universities, research labs, and 
companies to form “dynamic 
cross-border partnerships.”

In letters to Juncker, 
European Council President 
Donald Tusk, and European 
Parliament President Martin 
Shulz, Gagliardi pointed 
out “the future success of 
Europe requires Europe to 
consolidate and advance its 
position at the forefront of 
scientific innovation. This goal 
requires major investments 
in fundamental research, 
especially in such critical 
domains as computing science.” 

Gagliardi said ACM Europe 
recommends the European 
Commission authorities and  
the European Council “preserve,  
in the announced cuts to H2020, 
the support to fundamental 
research and especially in 
computing science, given  
their direct relevance for the 
focus on innovation of  
the Investment Plan.”

—Lawrence M. Fisher
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Legally Speaking 
Copyrightability of 
Java APIs Revisited 
A recent case challenges the long-standing view that application 
program interfaces are not protectable under copyright law.

rights in Java, which shows it knew it 
needed a license. 

When these negotiations failed, 
Google went ahead and copied 37 of 
the Java APIs anyway in the Android 
platform for mobile devices. Tens of 
thousands of Java programmers have 
written apps to run on the Android  
platform. These apps have contrib-
uted to the extraordinary success of 
Android devices.

Shortly after acquiring Sun and its 
assets, Oracle sued Google for copyright 
infringement. (There were originally 
some patent claims in the case as well, 
but a jury ruled against those claims.) Or-
acle relied on some judicial precedents 
that had held the SSO of programs is pro-
tectable by copyright law as long as there 
are multiple ways to design that SSO.  

Section 102(b)
At issue in the Oracle case is the proper 
interpretation of Section 102(b) of U.S. 
copyright law. It states “[i]n no case 
does copyright protection for an origi-
nal work of authorship extend to any 
idea, procedure, process, system, meth-
od of operation, concept, principle or 

F
OR MORE THAN 20 years, the 
prevailing view has been that 
application program inter-
faces (APIs) are unprotect-
able elements of copyright-

ed computer programs. According 
to this view, programmers are free to 
reimplement other firms’ APIs in in-
dependently written code. Competi-
tion and innovation in the software 
industry has thrived amazingly well 
in part because of rulings upholding 
this understanding. 

Challenging this view is the Court 
of Appeals of the Federal Circuit 
(CAFC) May 2014 decision in Oracle v. 
Google. The CAFC held that the “struc-
ture, sequence, and organization” 
(SSO) of the Java APIs that Google 
reimplemented in its Android soft-
ware are protectable expression un-
der copyright law. It reversed a lower 
court ruling that the Java APIs were 
not copyrightable.

Google has asked the U.S. Supreme 
Court to review the CAFC’s ruling.  Sev-
eral amicus curiae (friend of the court) 
briefs have been filed in support of this 
effort. Hewlett-Packard, Red Hat, and 

Yahoo! are among these amici (as am I 
and 77 computer scientists).

The Supreme Court may take the 
case because the CAFC’s decision is 
in conflict with other appellate court 
rulings that exclude APIs from copy-
right protection. This column will ex-
plain the Oracle and Google theories 
about the copyrightability of Java APIs 
and the precedents on which each re-
lies. The stakes in this case could not 
be higher.

Oracle’s Claims
Developing Java APIs required con-
siderable creativity. Sun’s engineers 
had substantial freedom in the choic-
es they made about how to structure 
the APIs. The Java APIs are thus easily 
original enough to qualify for copy-
right protection, says Oracle (which 
acquired the intellectual property 
(IP) rights in Java when it acquired 
Sun Microsystems). 

Java has achieved considerable suc-
cess, which is why Google wanted to 
use Java APIs in its software platform 
for mobile devices. Google entered into 
negotiations with Sun about licensing 
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of its protection traces back to the Su-
preme Court’s 1880 ruling in Baker v. 
Selden. Selden sued Baker because he 
copied the bookkeeping forms Selden 
published to illustrate how to imple-
ment his new bookkeeping system. 
Selden won at the trial court level, and 
Baker appealed.

The Supreme Court perceived the 
question in Baker to be “whether the 
exclusive property in a system of book-
keeping can be claimed, under the law 
of copyright, by means of a book in 
which that system is explained[.]”

The Court ruled Selden’s copyright 
extended to his explanation of the 
bookkeeping system, but not to the 
system itself, the method of operation 
it prescribed, or the forms that imple-
mented the system. Such a “useful art” 
might have been eligible for patent 
protection, but not for copyright. 

The Court observed that “[t]o give 
to the author of the book an exclusive 
property in the [useful] art described 
therein, when no examination of its 
novelty has ever been officially made, 
would be a surprise and a fraud upon 
the public. That is the province of let-
ters-patent, not of copyright.”  

Congress codified the Baker holding 
in Section 102(b). A legislative report 
said it did so “to make clear that the 

discovery, regardless of the form in 
which it is … embodied in such work.”

Oracle asserts this provision re-
states the classic distinction between 
expression (which copyright law pro-
tects) and ideas (which are beyond 
the scope of copyright protection). Be-
cause the Java APIs are much more de-
tailed than ideas and may have original 
elements, they are not ideas alone, but 
rather expressions of ideas. The CAFC 
agreed, concluding these Java APIs are 
copyrightable because of the creativity 
they embody and the existence of alter-
native ways in which Google could have 
developed its own APIs. 

Ninth Circuit Precedents 
Google has pointed out the plain lan-
guage of Section 102(b) makes proce-
dures, systems, and methods of oper-
ation unprotectable by copyright law. 
It asserts the Java APIs at issue are 
unprotectable under this provision.

Google has relied on several ap-
pellate court decisions to support its 
claims that the Java APIs are unprotect-
able by copyright law. Especially rel-
evant is the Ninth Circuit Court of Ap-
peals’ ruling in Sega v. Accolade. 

Sega sued Accolade because it 
made copies of Sega software in the 
course of reverse-engineering to get 

access to the interface procedures 
embedded in the Sega code. Accolade 
needed to know this information to 
make its videogames compatible with 
the Sega platform. 

The Ninth Circuit held this reverse 
engineering was a noninfringing fair 
use because it was done for the le-
gitimate purpose of getting access to 
interface procedures that were “the 
functional requirements for [achiev-
ing] compatibility” and consequently 
unprotectable under Section 102(b).  

Google claims the CAFC erred by ig-
noring this aspect of the Sega decision. 
(Ordinarily an appeal from a California 
federal court would have gone to the 
Ninth Circuit, but because Oracle origi-
nally sued Google for patent as well as 
copyright infringement, Oracle’s ap-
peal from the copyright loss went to the 
CAFC instead. The CAFC was supposed 
to follow Ninth Circuit precedents.)

The CAFC opined that Google’s ar-
guments about compatibility might be 
relevant to its fair use defense to Ora-
cle’s claim of infringement, but not to 
whether the Java APIs were protectable 
by copyright law.

Origins of Section 102(b) Exclusions 
Copyright’s exclusion of systems and 
methods of operation from the scope 
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tinue to use those macros in the Bor-
land program.

The First Circuit in Borland did not 
find the SSO concept helpful in distin-
guishing protectable and unprotect-
able structural elements of computer 
programs. It held the SSO at issue in 
Borland was an unprotectable meth-
od of operation under Section 102(b), 
akin to the command structure of 
VCR machines.  

The trial judge in the Oracle case re-
lied on the Borland decision, character-
izing the Java APIs as a similar type of 
command structure. The CAFC chose 
not to follow Borland, and interpreted 
Altai as applicable only when initial 
designers of APIs are themselves con-
strained in their choices about struc-
turing the interfaces.

Conclusion
Twenty years ago, the Supreme Court 
took Lotus’ appeal from the First Cir-
cuit ruling.  After oral argument, it 
split 4-4 on the proper interpretation 
of Section 102(b) as applied to com-
puter programs. This left the First Cir-
cuit opinion intact, but did not make a 
nationwide precedent. The issues left 
undecided in that case are before the 
Court in the Oracle case.

Several amicus briefs filed in sup-
port of Google’s appeal say that if the 
Supreme Court does not repudiate 
the CAFC’s interpretation of copy-
right law, the result will likely be a new 
surge in litigation over the protectabil-
ity of APIs, even though this issue had 
seemed to be resolved by appellate 
court rulings going back to 1992.

Oracle filed its brief in opposition 
to Supreme Court review in Decem-
ber 2014. Google’s petition for review 
was put on the Court’s calendar in 
January 2015. The Court decided to 
ask the Solicitor General to weigh in 
on whether the Court should hear 
Google’s appeal (which increases the 
likelihood the Court will take the case 
by 46 times). I predict the Court will 
review this case.  How the Court will 
decide that case remains to be seen. 
A ruling in support of interoperability 
is much to be hoped for. 

Pamela Samuelson (pam@law.berkeley.edu) is the 
Richard M. Sherman Distinguished Professor of Law and 
Information at the University of California, Berkeley.
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expression adopted by the program-
mer is the copyrightable element in a 
computer program, and that the actual 
processes or methods embodied in the 
program are not within the scope of the 
copyright law.”

The Ninth Circuit in Sega recog-
nized copyright law should not pro-
tect interface procedures because that 
would confer patent-like protection on 
the functional requirements for com-
patibility without Sega meeting the 
stricter standards required for patents.

The trial judge in Oracle expressed 
concern that Oracle’s copyright claim 
might be seeking to obtain “an exclusive 
right to a functional system, process, or 
method of operation that belongs in the 
realm of patents, not copyrights.” The 
court noted that “[b]oth Oracle and Sun 
have applied for and received patents 
that claim aspects of the Java API.”

In overturning that decision, the 
CAFC seemed untroubled about pos-
sible overlaps of copyright and patent 
protection for APIs. In effect, it read 
the procedure, system, and method ex-
clusions out of the statute.

Is SSO Protectable by Copyright?
The idea that program SSO is protect-
able expression as long as there is 
more than one way to accomplish a 
programming objective derives from a 
1986 Third Circuit ruling in Whelan As-
sociates v. Jaslow Dental Lab. Oracle and 
the CAFC have embraced this theory.

The SSO concept was, however, sub-
stantially discredited in the Second 
Circuit’s 1992 Computer Associates v. 
Altai decision. In the years since Altai, 
courts have largely moved away from 
conceiving of SSO as protectable ex-
pression in programs because it fails 
to provide a workable framework with-
in which to distinguish protectable 
and unprotectable structural aspects 
of programs. 

The Second Circuit in Altai emphasized 
the “essentially utilitarian nature of 
computer programs” makes it difficult to 
separate protectable and unprotectable 
structural elements in programs. 

Altai announced a new “abstrac-
tion, filtration, and comparison” test 
for software copyright infringement. 
Among the structural elements of 
programs that must be filtered out 
before assessing infringement are ef-
ficient design elements, elements con-

strained by external factors, and stan-
dard programming techniques. 

The Second Circuit in Altai was 
quite explicit that elements of pro-
grams “dictated by external factors” 
such as “compatibility requirements 
of other programs with which a pro-
gram is designed to operate in con-
junction” lie outside the scope of 
protection that copyright provides to 
programs. Such structural similari-
ties must be filtered out before courts 
can determine whether a defendant 
infringed copyright.

The Ninth Circuit followed Altai’s 
lead in holding that interface pro-
cedures necessary for achieving in-
teroperability among programs were 
functional elements of programs that 
copyright did not protect under Sec-
tion 102(b). In Sega, the court cited 
approvingly to Altai for the proposi-
tion that computer programs “contain 
many logical, structural, and visual 
display elements that are dictated by 
the function to be performed, by con-
siderations of efficiency, or by exter-
nal factors such as compatibility re-
quirements and industry demands.” 

Lotus v. Borland
Another important appellate ruling 
that supports Google’s theory is Lotus 
v. Borland. In 1995, the First Circuit 
ruled that Borland had not infringed 
by copying the SSO of the Lotus 1-2-3 
command hierarchy for use in the em-
ulation interface of Borland’s Quattro 
Pro program. Borland had to use the 
same commands in the same order so 
that users who had constructed mac-
ros of frequently executed functions in 
the Lotus macro language could con-

Java has achieved 
considerable 
success, which is 
why Google wanted  
to use Java APIs in  
its software platform 
for mobile devices.
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Broadening Participation  
Reaching a Broader  
Population of Students  
through “Unplugged”  
Activities 
Introducing children to fundamental computing concepts through Computer Science Unplugged.

as shown in the example here:
X O X X X X O
X X X X X O X
O X O O O X O
X O X X O X O
O X O O X O O
O O X O X O X
X O O O X X X

T
HE  F IR ST DECADE  of this cen-
tury saw growth in outreach 
to raise awareness of com-
puting and the possibility of 
a career in computing. Some 

of these efforts were “unplugged,” not 
requiring a computer, but providing an 
easy, fast way to present key principles 
of computer science to a broad audi-
ence. This column highlights Comput-
er Science Unplugged (CS Unplugged; 
www.csunplugged.org), activities that 
are easy to present, require few materi-
als, encourage collaborative work, and 
do not depend on hardware, compil-
ers, browsers, and Internet connec-
tions. They work well when access to 
computers is limited or nonexistent.

CS Unplugged was developed at 
the University of Christchurch in New 
Zealand by Timothy Bell, Ian H. Wit-
ten, and Mike Fellows, and adapted 
for classroom use by Robyn Adams 
and Jane McKenzie.2 Activities include 
basic concepts such as computer data 
storage, how computers compress in-
formation and detect errors, and algo-
rithms for solving common computa-
tional problems (searching, sorting, 
finding minimal spanning trees,using 
finite automata to model systems). 
Kids do not simulate a computer (not 
a particularly interesting endeavor) 
but learn problem-solving skills that 

expose fundamental computer science 
concepts.1 CS Unplugged activities 
promote group work, problem-solving 
skills, and creativity. 

For example, a teacher can start 
with magnets or self-stick notes of two 
different shapes and ask a child to put 
a random set of these into a 7 × 7 grid 

DOI:10.1145/2723671 Thomas J. Cortina

An illustration from one of the downloadable activities on the CS Unplugged website 
(www.csunplugged.org).
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er and programming-based activities. 
More formal studies are needed that 
validate that CS Unplugged is effec-
tive in meeting its goals.

Another key to the widespread use 
of CS Unplugged is its ability to get 
kids engaged in the activities physi-
cally, and most activities encourage 
group work so kids work together to 
solve problems, much like computer 
scientists do when working on large 
complex software and hardware sys-
tems. CS Unplugged exemplifies an 
educational theory known as experien-
tial learning, where participants learn 
through activity outside of a standard 
academic setting.5 By being physically 
part of the solution to a problem as it 
is being solved, kids learn from obser-
vations and experiences. Unlike some 
introductory programming activities 
that tend to promote solo activity, 
the CS Unplugged activities put kids 
physically in the middle of the prob-
lem, getting them moving, working to-
gether, sharing ideas, and designing 
solutions.

One activity in CS Unplugged in-
volves compressing text by finding re-
peated letter sequences. Kids can work 
together to compress some large para-
graphs to a fraction of their size, com-
peting to see who can compress the 
text the most. As a result of this activ-
ity, kids learn one way their computer 
makes files smaller so they can store 
more on their hard drive. It is one thing 
for them to click the Compress option 
for a file. It is another thing to gain 
an appreciation for how that process 
works. And some kids wonder if there 
are other compression algorithms and 
why this one works so well, leading to 
further exploration.

Another activity simulates parallel 
sorting, where children walk through 
a parallel sorting network drawn on 
the ground with chalk, comparing 
themselves using some measure with 
other children they encounter, follow-
ing the appropriate path to another 
node in the network until they reach 
the end. They see that no matter how 
they are organized initially, the net-
work will lead them into sorted order. 
The activity comes with several net-
works the teacher can use, and it can 
be adapted based on the number of 
students in the activity.

Yet another activity involves a set of 

The teacher, or someone who is in 
on the “trick,” can then claim to make 
the problem even more difficult by 
adding an eighth row and eighth col-
umn with seemingly random choices:

X O X X X X O X
X X X X X O X O
O X O O O X O O
X O X X O X O O
O X O O X O O O
O O X O X O X X
X O O O X X X O
O X O X X O X O

The teacher can then leave the 
room, and a child can change one of 
the magnets to the other magnet. For 
example, the child changes the magnet 
in the second row and third column 
from X to O:

X O X X X X O X
X X O X X O X O
O X O O O X O O
X O X X O X O O
O X O O X O O O
O O X O X O X X
X O O O X X X O
O X O X X O X O

The teacher returns and magically 
picks out the magnet that changed, 
astounding the children. The teacher 
asks how this is possible, giving chil-
dren a chance to discuss solutions 
with each other, expressing various al-
gorithms or techniques that may have 
been used. Often, students will even-
tually see the teacher did not put in 
a random eighth row and eighth col-
umn. Instead, the extra row and col-
umn set the number of each magnet 
in each row and column to be even. 
The change creates exactly one row 
and one column with an odd number 
of each magnet, leading to the magnet 
that was changed. 

The computational thinking prin-
ciple illustrated in this activity is that 
of parity, detecting errors in data, 
which computers have to do con-
stantly. The CS Unplugged activity 
write-up gives teachers information 
about parity that they can present to 
children along with extension activi-
ties. For example, what happens if two 
magnets changed? Can we detect that 
the change occurred? Can we identify 
which magnets changed?

One of the keys to the success of CS 
Unplugged and its use worldwide is 
the fact the activities do not require a 
computer at all. Some schools do not 

have a computer lab for students to 
write code. If they do have computer 
labs, they are often used for word pro-
cessing and Web surfing for research 
for other courses. CS Unplugged ac-
tivities can be done entirely without 
computers. When the CS4HS (Com-
puter Science for High Schools) work-
shop was launched at Carnegie Mel-
lon University in 2006, participating 
high school teachers said they could 
not teach computer science because 
they did not have any computers, or 
enough computers, in their schools. 
The workshop started with CS Un-
plugged, and all of the teachers sub-
sequently reported using these activi-
ties successfully in their schools the 
following year with an increase in stu-
dent interest in computing.

Activities in CS Unplugged support 
the principle of computational think-
ing,5 which promotes the idea that 
problem-solving skills and computa-
tional techniques used in computer 
science should be a part of every per-
son’s education and are applicable to 
a wide variety of fields, not just com-
puter science. Although one study 
suggests CS Unplugged activities do 
not inspire young people to pursue 
computer science in college,4 the 
primary goal of these activities is to 
expose students to computing as an 
intellectual discipline that goes be-
yond their understanding of comput-
ers as a tool and a toy. Additionally, 
these unplugged activities are meant 
to be supplementary, used for short 
periods to get kids working together, 
and to give teachers and students a 
chance to step away from the comput-

It is one thing for 
students to click  
the Compress option 
for a file. It is another 
thing to gain an 
appreciation for how 
that process works.
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per for a “robot” (another participant) 
to follow to stack a set of cups into a 
particular configuration. Another or-
ganization, Kodable, has activities 
that teach kids how to program by hav-
ing them program each other using a 
graphical set of instructions (for exam-
ple, squat, jump, rotate, grab) to navi-
gate obstacles and reach a goal. CS Un-
plugged is included, along with these 
unplugged activities, as part of the 
Hour of Codef for schools that either 
do not have computers or that want to 
include other computing activities be-
yond computer programming.  

Since it was first introduced in 
1998, the growth in the use of CS Un-
plugged by organizations and teach-
ers provides evidence that this meth-
od of introducing computing to kids 
is a valuable resource regardless of 
whether or not they have access to 
computers. As computing profession-
als, we should encourage the addition 
of unplugged activities in our schools 
to help children see the ingenuity, cre-
ativity and teamwork involved when 
working on computational problems. 
We should help to create, study, and 
evaluate new unplugged activities for 
teachers to use to reach a more di-
verse population of children. Through 
these efforts, we just might connect 
with young people who never thought 
computing could be a potential career 
path, and change their minds.  

f http://hourofcode.org
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“islands,” with children traveling from 
one island to another on “pirate ships.” 
As a child arrives at an island, the is-
land’s overseer (a teacher or another 
child) gives them two options to travel 
from that island to another island: A or 
B. Depending on which letter the child 
picks, they are sent to one or another 
island to then answer the same ques-
tion. Their goal is to find their way to 
Treasure Island, and as they move 
from “island” to “island,” filling in a 
map with their choices, they are form-
ing a finite state automata. Students 
will share information to find the fast-
est path to Treasure Island, the longest 
path (which involves cycles), all of the 
paths, and so on, describing them as 
a regular expression. Later, the teach-
er can show how they can look at this 
problem abstractly as a set of states 
with directed edges labeled “A” and 
“B,” and how automata can be used to 
describe other complex systems like 
traffic lights and vending machines. 

CS Unplugged activities are gender 
neutral and encourage participation 
by all groups. Illustrations in the ac-
tivities show pictures of boys and girls 
performing the activities. The Nation-
al Center for Women in Information 
Technology (NCWIT), has included CS 
Unplugged in its materials for teach-
ers to encourage girls to learn about 
information technology and pursue 
a career in IT.a Exploring Computer 
Science, a curriculum for secondary-
level students that has been used 
successfully in school districts with 
significant minority populations like 
those in Los Angeles and Chicago, 
has included CS Unplugged in its unit 
on problem solving.b Carnegie Mel-
lon University uses CS Unplugged in 
its TechNights workshops to encour-
age middle school girls to learn about 
computer science,c and Howard Uni-
versity has used CS Unplugged to in-
crease awareness and appreciation of 
computational thinking for African 
American students.d

CS Unplugged has also been used 
in events sponsored by AccessCom-
putinge at the University of Wash-

a http://www.ncwit.org/resources/computer-
science-box-unplug-your-curriculum

b http://www.exploringcs.org
c http://women.cs.cmu.edu/technights/
d http://www.scs.howard.edu/research/PEECS
e http://www.washington.edu/accesscomputing/

ington for young people with dis-
abilities.  For example, blind children 
with their canes sitting in a row of 
chairs represents an unsorted array. 
The children learn various compar-
ison-based sorting algorithms by 
comparing the lengths of their canes 
and moving to the appropriate chairs 
depending on whose cane is longer. 
When sorting by birthdays they shout 
out their birthdays according to an al-
gorithm. This allows a group of chil-
dren to stand up together to move in 
unison to the next chair, thus demon-
strating a parallel sorting algorithm. 
The concept of a parallel algorithm 
and broadcast become quite real to 
the children in the process of execut-
ing the algorithm in their chairs.

With a little creativity, the activi-
ties in CS Unplugged can be adapted 
for any population. In fact, the CS Un-
plugged website lists numerous exten-
sions for each of the original activities, 
submitted by volunteers all around 
the world. The activities have had such 
an impact that the CS Unplugged cur-
riculum, originally published in Eng-
lish, has been translated to a number 
of languages such as Spanish, Ger-
man, French, Italian, Portuguese (Bra-
zilian), Polish, Russian, Slovenian, 
and Japanese. 

CS Unplugged is not the only un-
plugged way to introduce computing 
ideas to kids. Tinkersmith, an orga-
nization based in Oregon, has devel-
oped a number of activities for K–12 
students that do not require comput-
ers including Binary Baubles and My 
Robot Friend. Binary Baubles involves 
using hands-on techniques to have 
kids encode text using ASCII, and oth-
er methods. My Robot Friend requires 
participants to write programs on pa-

With a little creativity, 
the activities in  
CS Unplugged  
can be adapted  
for any population.
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The Profession of IT 
A Technician Shortage 
In our elation about rising CS enrollments, we are overlooking  
a growing shortage of computing technicians. Our education system  
is not responding to this need.

signer jobs, do not attract the univer-
sity graduates. Community colleges 
and two-year colleges do not seem 
to have enough capacity to meet the 
need. There are few programs to tran-
sition workers displaced by digital 
automation into these digital techni-
cian jobs.

As our graduates find more and 
more clever ways to automate knowl-
edge work, the number of displaced 
workers will rise. The displaced would 
readily take the IT technician jobs 
but the education system offers them 
few paths for retraining. To quote The 
Economist (Oct. 4, 2014): “Vast wealth 

O
N  THE  TE N T H anniversary of 
this column, we took stock 
of changes in the comput-
ing profession since 2001.2 
Computing had become 

the umbrella term for our field, rath-
er than information technology (IT) 
as was expected in 2001; IT referred 
mainly to technology and business ap-
plications of computing. Several new 
professions had appeared within com-
puting to support changes such as big 
data, cloud computing, artificial intel-
ligence, and cyber security. Certifica-
tion of important skill sets was more 
common, but professional licensing 
had not advanced very much. Finally, 
there was a sharp drop in enrollments 
in computer science departments 
around the world, to about 50% per-
cent of the 2000 peak. Many consid-
ered this a paradox because computing 
jobs were growing and digitization was 
moving into every field and business.

In 2007 CS enrollments bottomed 
and began to rise steadily, attaining 
in 2013 75% of the peak level. Surveys 
show students are taking up comput-
ing not so much because they expect 
good salaries, but because they per-
ceive computer science as compat-
ible with almost every other field. A 
major in computer science gives the 
flexibility of deferring a career choice 
until graduation.

This reversal has brought great 
rejoicing among computer science 
academic leaders. Their attention 
is focused on coping with the surge  
of enrollments, which seems like a 
happy misfortune.

But the surge diverts attention from 
an underlying big, messy problem. 
Most CS university graduates are head-
ing for the currently plentiful elite de-
signer jobs, in which they will create 
and design new computing technol-
ogy. There are a great many more un-
filled technician jobs and more will be 
needed to support the infrastructure.

Who will operate and maintain the 
information infrastructure on which 
so much else depends? That is our 
worry. Universities say they are not 
preparing technicians; training is 
outside their scope. Technician jobs, 
which do not pay as well as the de-
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and analytic skills than on manual 
skills. Those with only a high school 
diploma will have fewer employment 
options. Education at the sub-bach-
elor level is very important and yet 
is not well funded. For example, The 
Brookings Institution in “The Hidden 
STEM Economy” (http://www.brook-
ings.edu/research/reports/2013/06/10-
stem-economy-rothwell) notes there 
are many sub-bachelor STEM jobs, but 
only one-fifth of U.S. federal spending 
allocated for STEM education goes to 
sub-bachelor education such as two-
year colleges.

The huge and growing demand for 
providing training in computer coding 
to young people (code.org, codeacade-
my.org, khanacademy.org, coderdojo.
org, girlwhocode.com and more) dem-
onstrates that coding is a sub-bachelor 
STEM skill in high demand and that 
young people are eager to learn it. Cod-
ing is the basis of many technician 
skills in IT. We are also concerned the 
current surge of interest in coding 
should not become a dead end, but 
open a path to the full set of principles 
making up computing science.

Investments in Training and 
Continuing Education
Given the importance of finding qual-
ified employees and keeping them 
from becoming obsolete, one would 
think that companies are investing 
in training of prospective employ-
ees and continuing education of on-
board employees.

is being created without many work-
ers; and for all but an elite few, work no 
longer guarantees a rising income.”

Technician Shortage
To begin, we acknowledge there is 
controversy around whether there is 
a shortage of IT workers.1 The whole 
market of IT jobs does not worry us; 
just the segment we call technicians.

The U.S. Labor Department de-
fines IT technicians as those who 
diagnose computer problems, moni-
tor computer processing systems, in-
stall software, and perform tests on 
computer equipment and programs. 
Technicians also set up computer 
equipment, schedule maintenance, 
perform repairs, and teach clients 
to use programs. Technicians need 
strong knowledge of computers and 
how they operate, including a broad 
understanding of hardware and 
software, operating systems, and ba-
sic computer programming. Many 
technicians must be familiar with 
electronic equipment, Internet ap-
plications, and security. Technicians 
may also need good communication 
skills because they interact frequent-
ly with people who have varying levels 
of IT knowledge.

The U.S. Labor Department report-
ed in September 2014 that 16 million 
mid- and low-skill workers had been 
displaced by automation and would 
presumably become employed if they 
could be retrained. If those people 
and the underemployed (people with 
part-time jobs seeking full-time em-
ployment) were counted in the un-
employment figures, U.S. unemploy-
ment rate would have been 11.8% 
rather than 5.9% in that September. 
Even retrained workers have had dif-
ficulty finding employment. One rea-
son is that employers prefer people 
with specialized knowledge of their 
systems. Another is age discrimina-
tion—people in their 50s have a much 
more difficult time finding employ-
ment in IT companies than those in 
their 20s and 30s.

For perspective see the accompany-
ing table, a map of the subdivisions 
of the computing field (adapted from 
the 2011 column2). The computing de-
partments in the universities are, of 
course, focusing on the education in 
the computing core disciplines. Simi-

larly other academic departments are 
focusing on the computational part 
of their fields. Who is focusing on the 
third column, the computing infra-
structure technicians?

Not the computing departments 
in four-year colleges. In fact, they 
call that form of education “training” 
and say they do not do training. They 
leave the “training” to two-year col-
leges, career academies, and a grow-
ing number of private firms that offer 
training certificates.

The Manpower Group (http://www. 
manpowergroup.com/talent-shortage- 
explorer) lists 10 jobs employers are hav-
ing most difficulty in filling. The top ones 
globally include skilled trades, techni-
cians, engineers, sales representatives, 
and IT staff. Many skilled tradespeople, 
engineers, and IT staff fit our definition 
of technician given in this column. 

An example of a technician short-
age can be seen in the cyber operator 
category. Cyber operators manage net-
works and provide for network security 
The U.S. Department of Defense has 
been looking for 6,000 cyber profes-
sionals since 2012. In 2014, they had 
filled 900 and still hoped to fill them 
all by 2016. Whether they can is an 
open question.4

The report “Job Growth and Edu-
cation Requirements Through 2020”  
(http://cew.georgetown.edu/recovery2020) 
says that 66% of job openings by 2020 
will be sub-bachelor. Most jobs will re-
quire some post-secondary education 
and will rely more on communication 

Professional subdivisions of the computing field.

Computing-Core  
Disciplines

Computing-Intensive  
Disciplines

Computing-Infrastructure  
Occupations

Artificial intelligence
Cloud computing
Computer science
Computer engineering
Computational science
Database engineering
Computer graphics
Cyber security
Human-computer interaction
Network engineering
Operating systems
Performance engineering
Robotics
Scientific computing
Software architecture
Software engineering

Aerospace engineering
Bioinformatics
Cognitive science
Computational science
Digital library science
E-commerce
Genetic engineering
Information science
Information systems
Public policy and privacy
Instructional design
Knowledge engineering
Management information 
systems
Network science
Multimedia design
Telecommunications

Computer technician
Cyber operator
Database administrator
Help desk technician
Network operator
Network technician
Professional IT trainer
Security specialist
System administrator
Web identity designer
Web programmer
Web services designer
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university-level courses widely avail-
able, has not yet tackled the techni-
cian shortage. The online competency 
based module (OCBM) is closer to the 
mark and a growing number of com-
panies are offering them.6 As these 
technologies mature, more people will 
be able to get online training and be 
certified in a new skill set. With sup-
port from their employers, workers 
can also use these technologies for 
their continuing education.

The MOOC and OCBM demonstrate 
that not even the education process is 
exempt from automation. Before long, 
students whose only current choice is 
to enroll in a university may choose 
instead to enroll in a two-year college 
or a private company that offers such 
training. This could displace univer-
sity faculty by depleting the flow of stu-
dents seeking enrollment in college. 
No one is immune from automation of 
their jobs anymore. 
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Yet there are worrisome reports 
that this principle is not widely ac-
cepted. An IBM division recently 
declared it would reduce salaries of 
employees by 10% for a six-month 
period while they were receiving 
training.5 The training was needed 
to maintain their qualifications for 
their future jobs. For IBM, this is a 
sharp break from its own history of 
supporting education and profes-
sional development of its people. We 
understand that other IT industries 
are considering similar policies of 
“cost sharing” for required training. 
Such policies would be disastrous if 
they became widespread.

Another worrisome aspect is that 
many companies are not investing in 
R&D, equipment, and training, which 
all affect their long-term future. Many 
are plowing their cash into stock buy-
backs and some are going into debt to 
do so. The Economist (Sept. 13, 2014) 
said: “In 2013 38% of [U.S.] firms paid 
more in buy-backs than their cash-
flows could support, an unsustainable 
position. Some American multina-
tionals with apparently healthy global 
balance sheets are, in fact, dangerous-
ly lopsided. They are borrowing heav-
ily at home to pay for buy-backs while 
keeping cash abroad to avoid Ameri-
ca’s high corporate tax rate.” Financial 
Times listed six major IT companies in 
the top 10 engaged in buy-backs. The 
policy climate is drawing companies 
into short-term decisions that do not 
align with their long-term interests.

Finding the Way Out
Education is the key to opening a path 
for people to move from a displaced 
position into a technician position 
that would give them productive work 
and a chance at rising pay, while eas-
ing joblessness and blunting the in-
equality between the IT elite and the 
rest of the workforce. Colleges and 
universities will not be of much help 
in the short run because they do not 
see themselves as part of the “train-
ing” side of education.

One promising means is a new kind 
of organization called Regional Tal-
ent Innovation Networks (RETAINs).3 
They are non-profit intermediaries 
that link K–12 schools, two-year col-
leges, community colleges, and work-
place-based training and education. 

Their goal is to produce well-educated 
STEM talent to support a technology-
driven economy. Examples include 
High School, Inc. in Santa Ana, CA; the 
Vermillion Advantage in Danville, IL; 
the New North in northeastern Wis-
consin; New Century Careers in Pitts-
burgh, PA; and the Steinbeck Cluster 
in Salinas, CA. There are more than 
1,000 RETAINs across the U.S. and 
around the world.

RETAINs are particularly attractive 
to small business owners because they 
offer a viable way of pooling their re-
sources in joint programs that will in-
form, attract, and prepare skilled work-
ers for IT and other growing regional 
industries. RETAINs link regional 
employers, educational institutions, 
and other community organizations 
together as a collaborative network, 
thereby reducing the individual com-
pany’s investment in employer-provid-
ed education and training. RETAINs 
promote a more positive overall re-
gional business culture of sharing 
rather than stealing workers from each 
other. We think RETAINs will play a key 
role in the reeducation of workers dis-
placed by digital automation.

Another promising means is the 
career academy. These high schools 
blend a stronger liberal arts curricu-
lum with specific practical career 
education courses and internship 
experiences. Over 2,500 comprehen-
sive career academies are already op-
erating. Many are stand-alone learn-
ing communities within larger high 
schools. Some are stand-alone career 
high schools in health care, IT, and 
various STEM areas.

Because the demand for sub-bach-
elor skills is so obvious, private en-
trepreneurs have been starting busi-
nesses to provide inexpensive online 
training. The MOOC, which makes 

Coding is  
the basis of  
many technician 
skills in IT.
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Computing Ethics 
Humans in Computing: 
Growing Responsibilities 
for Researchers 
Considering the role of institutional review boards in computing research. 

technology for health treatment) have 
worked with IRBs for years. Research-
ers who work in education or with 
people under 18 years of age are in or 
are heading into the IRB zone. Com-
puting research can show ethical lead-
ership by getting ahead of the curve 
rather than merely reacting to it. For 
those who must now deal with IRBs 
this column suggests a point of view 

F
ACEBOOK FOUND ITSELF at the 
center of heated debate dur-
ing the summer of 2014. Re-
searchers manipulated Face-
book’s News Feed feature 

and published a paper in the Proceed-
ings of the National Academy of Sciences 
showing those viewing positive posts 
expressed more positive emotions, 
while those viewing negative posts ex-
pressed more negative emotions.3 The 
paper’s title proclaimed “experimen-
tal evidence of massive-scale emo-
tional contagion” among the 689,003 
people in the experiment. 

Supporters claimed the results 
were useful, that the researchers had 
done nothing wrong, and that Face-
book users agreed to such uses when 
they signed up. Critics claimed the 
experiment had mistreated people 
by including them in the research 
without prior knowledge or oppor-
tunity to give informed consent to 
their participation. Companies such 
as Facebook can conduct research 
without the oversight of institution-
al review boards, or IRBs. This was 
cited in critiques, suggesting that 
problems would have been avoided 
if an IRB had reviewed the plan. What 
role, if any, should IRBs play in com-
puting research?

Research funding is increasingly 
predicated on human welfare, estab-
lishing a connection that is growing 
stronger for computing researchers. 

Thinking about IRBs is useful because 
they have become a touchstone for 
ethics in research. IRBs govern much 
research at universities, medical cen-
ters, and other organizations. Federal 
research agencies sometimes require 
IRB approval or exemption before 
making awards. Some computing re-
searchers (for example, human-com-
puter interaction and information 
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pensation to Lacks’ descendants, but 
the question of who benefits is now 
open. This area of law and policy is 
not settled, but the definition of hu-
man welfare is expanding. 

Information technology is impor-
tant for human welfare. Connecting 
computing research to human wel-
fare raises important ethical issues 
that go beyond avoiding direct physi-
cal harm to research subjects. The 
regulations already include “behav-
ior.” Next steps might be finances and 
reputation (the latter has already aris-
en in Europe5). The regulatory reach 
of IRBs can grow: a few alterations in 
legislation or regulations can require 
funding agencies to demand that re-
searchers seek IRB review or satisfy 
other requirements before their pro-
posals will be considered. While regu-
latory reach can increase or dimin-
ish, computing researchers should 
get in front of the trends. The simple 
plea of “Trust Us” does not work. The 
reputations of the many researchers 
who know right from wrong and can 
make good human welfare decisions 
with no review can be damaged by a 
few who do the wrong thing and get 
caught. Arguments to leave research-
ers alone usually lose. Being proactive 
is smart.

Two examples illustrate contempo-
rary ethical dilemmas involving com-
puting research and human welfare. 
One is how research done in the digi-
tal world should be treated. Research 
done using Twitter might be like and 
unlike research done in the past. If 
new rules apply, who makes such 
rules? Many IRBs are grappling with 
this. Another is “cyberoffense,” mim-
icking those who unlawfully hack into 
computer systems.7 Such work might 
be needed to better secure comput-
ing systems against real threats, 
but what tests should be done, by 
whom, under whose authority, and 
for what purposes? Researchers do 
not become serial murderers to bet-
ter understand how serial murderers 
behave. How is this different? How 
far should efforts to mimic unlawful 
hackers go? How should the knowl-
edge be used? What if students be-
come expert and unlawful hackers 
themselves? Such questions need at-
tention. There are no simple answers. 
Computing researchers can help. 

that will help. For others it suggests a 
way to get out in front. 

The point of view is to recognize 
the sound justification for the role of 
the IRB and the power of public opin-
ion behind it. IRBs are the product of 
evolving political will regarding hu-
mane treatment of research subjects. 
The Nuremberg Trials gathered much 
public interest following WWII, and 
put the topic on the table.6 Protocols 
evolved as public concern grew. The 
disclosure of the U.S. Public Health 
Service’s Tuskegee Syphilis Experi-
ment between the early 1930s and the 
early 1970s caused public alarm, and 
led to the U.S. National Commission 
for the Protection of Human Sub-
jects of Biomedical and Behavioral 
Research. In 1978 the commission 
issued “The Belmont Report: Ethi-
cal Principles and Guidelines for the 
Protection of Human Subjects of Re-
search.” This was soon followed by 
the U.S. Federal Policy for the Protec-
tion of Human Subjects (the “Com-
mon Rule”), the creation of the Of-
fice of Human Research Protections 
(OHRP) within the Department of 
Health, Education and Welfare (now 
Health and Human Services), and the 
establishment of IRBs to approve, 
monitor, and review research involv-
ing humans.2,4,10

Between the Tuskegee Syphilis 
Experiment and the Belmont Report 
the focus on human welfare expand-
ed. Psychologist Stanley Milgram’s 
experiments at Yale University in 
the early 1960s caused public alarm 
when authority figures ordered sub-
jects to shock others electrically. No 
one was actually shocked, but sub-
jects believed they had harmed oth-
ers. Similarly, the public was con-
cerned about psychologist Philip 
Zimbardo’s experiments at Stanford 
University in the early 1970s in which 
students acting as guards in a mock 
prison psychologically tortured stu-
dent prisoners. The Belmont Report 
included mental welfare of research 
subjects, and IRBs followed suit. 

The passage of time does not nec-
essarily reduce public concerns. The 
papers of Dr. John Charles Cutler dis-
closed that researchers with the U.S. 
Public Health Service deliberately in-
fected human subjects in Guatemala 
with sexually transmitted diseases in 

the 1940s.a President Barack Obama 
apologized to the government and 
people of Guatemala, and ordered a 
thorough investigation. More than 
half a century had elapsed since the 
research was done. Cutler gave his 
papers to the University of Pittsburg 
library in 1990s. They remained unex-
amined until 2010 when a researcher 
read them and notified library lead-
ers. The records were transferred to 
the National Archives and Records 
Administration (NARA), which in-
formed President Obama. The events 
were controversial even though they 
were decades old.

The definition of human welfare 
has continued to expand. HeLa, an 
“immortal” human cell line (the cells 
can be reproduced indefinitely), was 
taken from Henrietta Lacks, a cervi-
cal cancer patient who died in 1951. 
HeLa became widely used in medi-
cal research, including that of Jonas 
Salk in his efforts to develop the polio 
vaccine. Rebecca Skloot’s best-sell-
ing 2010 book explains that neither 
Lacks nor her family benefited from 
HeLa.9 Permission to use cells in this 
way was not required of the patient 
or the family at the time. Yet in 2013, 
more than 60 years after the cells were 
taken, Lacks’ descendants reached 
an agreement with the National In-
stitutes of Health regarding access 
to HeLa DNA code and acknowledg-
ment in scientific papers.8 The agree-
ment did not award financial com-

a The Cutler Papers were released online in 
March 2011: http://www.archives.gov/press/
press-releases/2011/nr11-94.html.

The Facebook story 
suggests computing 
researchers should 
consider possible 
connections between 
their research and 
human welfare.
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The Facebook story suggests that 
computing researchers should con-
sider possible connections between 
their research and human welfare. 
Computing research that goes regu-
larly to the IRB will continue to go 
there. What about computing re-
search that might now be declared 
exempt from IRB consideration, or 
at least be puzzling to IRB experts? 
It is difficult to pin down the moving 
“front” between the IRB’s established 
territory and where the IRB will be 
in the future. The IRB is not the only 
mechanism to consider, but pub-
lic opinion has tended toward more 
strict control of research, and the IRB 
is often the most experienced source 
of guidance available. Computing re-
searchers should watch the IRB and 
think proactively about important 
ethical issues.

Although going through IRB review 
can be a disincentive to writing and 
submitting proposals, the history of 
IRBs shows sensitivity to the needs of 
research. Many institutions have creat-
ed separate IRBs to deal with biomedi-
cal research and behavioral research 
in recognition of important differenc-
es between those research domains. 
One protocol does not fit all research. 
In time there might be additional 
IRBs created. Computing researchers 
should be engaged at the beginning 
to forestall senseless regulation and 
promote ethical practice. The IRB has 
been at the forefront of ethical discus-
sions regarding the researcher’s “duty 
of care” toward research subjects and 
others in the broad realm of “human 
welfare.” There is much to be learned 
from the IRB. Finally, the IRB mecha-
nism is likely to persevere and grow 
in importance as the primary device 
for settling matters of research and 
human welfare, at least in Federally 
supported research. Computing re-
searchers should become closer to 
the IRB, not to accelerate IRB control 
over computing research, but to un-
derstand IRB concerns and establish 
a sensible and sustainable trajectory 
for the future.

Open issues regarding human 
welfare will not be settled using an 
authoritarian approach.  Computing 
researchers in universities and com-
panies cannot do whatever they like. 
Doctoral students and postdoctoral 

fellows should be aware of science 
and engineering ethics. Ethical con-
cerns must lead professional prac-
tice and regulation, not the other way 
around. IRBs have not discovered all 
the ethical issues that should be in 
the foreground of research. For exam-
ple, there are major uncertainties re-
garding what constitutes “informed” 
consent, many of them brought on by 
advances in IT.1 Technological capa-
bilities and social attitudes continue 
to change. Uncertainties remain, and 
learning to manage research involv-
ing human welfare is not a one-time 
proposition. Many researchers who 
assumed they would never be includ-
ed in IRB review now routinely take 
their proposed work to the IRB. Com-
puting researchers have the opportu-
nity to develop ethical directions for 
their work that exemplify humane 
and responsible conduct. To do so re-
quires individual initiative and insti-
tutional support. This is not because 
IRB control over computing research 
is inevitable (it might not be), but be-
cause this is the right thing to do. 
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Viewpoint 
The Real Software 
Crisis: Repeatability  
as a Core Value 
Sharing experiences running artifact evaluation  
committees for five major conferences.

sive and easy test of a paper’s artifacts, 
and clarifies the scientific contribution 
of the paper. We believe repeatability 
should become a standard feature of 
the dissemination of research results. 
Of course, not all results are repeat-
able, but many are.

Researchers cannot be expected to 
develop industrial-quality software. 
There will always be a difference be-
tween research prototypes and produc-
tion software. It is therefore important 
to set the right standard. We argue the 
right measure is not some absolute 
notion of quality, but rather how the 
artifact stacks up against the expecta-
tions set by the paper. Also, clearly, 
not all papers need artifacts. Even in 
software conferences, some papers 
contain valuable theoretical results 
or profound observations that do not 
lend themselves to artifacts. These 
papers should, of course, remain wel-
come. But if a paper makes, or implies, 
claims that require software, those 
claims should be backed up. In short, 
a paper should not mislead readers: 
if an idea has not been evaluated this 
should be made clear, both so program 
committees can judge the paper on its 
actual merits, and to allow subsequent 
authors to get the credit of performing 
a rigorous empirical evaluation of the 
paper’s ideas. Lastly, artifacts can in-
clude data sets, proofs and any other 
by-product of the research process.

W
H E R E  I S  T H E  software 
in programming lan-
guage research? In our 
field, software artifacts 
play a central role: they 

are the embodiments of our ideas and 
contributions. Yet when we publish, we 
are evaluated on our ability to describe 
informally those artifacts in prose. Of-
ten, such prose gives only a partial, 
and sometimes overly rosy, view of the 
work. Especially so when the object of 
discourse is made up of tens of thou-
sands of lines of code that interact in 
subtle ways with different parts of the 
software and hardware stack on which 
it is deployed. Over the years, our com-
munity’s culture has evolved to value 
originality above everything else, and 
our main conferences and journalsa 
deny software its rightful place.

Science advances faster when we can 
build on existing results, and when new 
ideas can easily be measured against 
the state of the art. This is exceedingly 
difficult in an environment that does 
not reward the production of reusable 

a Our central argument applies just as well, 
and perhaps even more strongly, to journals. 
However, we do not have experience creating 
an artifact evaluation process for journals; 
we also imagine that some journals might be 
concerned that their submission rate is suffi-
ciently low that further obstacles would be un-
welcome, though this is a weak argument for 
not performing a more thorough review.

software artifacts. Our goal is to get to 
the point where any published idea 
that has been evaluated, measured, or 
benchmarked is accompanied by the 
artifact that embodies it. Just as for-
mal results are increasingly expected to 
come with mechanized proofs, empiri-
cal results should come with code.

Conversations about this topic in-
evitably get mired in discussions of re-
producibility, which the act of creating 
a fresh system from first principles to 
duplicate an existing result under dif-
ferent experimental conditions. Repro-
ducibility is an expensive undertaking 
and not something we are advocating. 
We are after repeatability, which is 
simply the act of checking the claims 
made in the paper, usually, but not 
only, by re-running a bundled software 
artifact. Repeatability is an inexpen-
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This was a necessary compromise to 
get the process approved at all. In time, 
it is conceivable that artifact evaluation 
will become a part of the evaluation of 
most scientific results.

Initially, we judged artifacts on a 
five-point scale, with crisp, declara-
tive sentences (inspired by Identify the 
Champion,d which many evaluators 
are already familiar with) accompany-
ing each level:

 ˲ The artifact greatly exceeds the ex-
pectations set by the paper.

 ˲ The artifact exceeds the expecta-
tions set by the paper.

 ˲ The artifact meets the expecta-
tions set by the paper.

 ˲ The artifact falls below the expec-
tations set by the paper.

 ˲ The artifact greatly falls below the 
expectations set by the paper.

Over time we have come to think 
this is too fine-grained, and have 
settled for the simpler criterion of 
whether the artifact passes muster or 
not. Here, “expectations” is interpret-
ed as the claims made in the paper. 
For instance, if a paper claimed the 
implementation of a new compiler 
for the Java programming language, 
it would be reasonable for the evalu-
ators to expect the artifact would be 
able to process an arbitrary Java pro-
gram; on the other hand, if the paper 
only claimed a subset of the language, 
say “all loop-free Java programs,” 
then evaluators would have to lower 
their expectations accordingly.

In addition to “running” the arti-
fact, the evaluators must read the pa-
per and try to tweak provided inputs or 
create new ones, to test the limits of the 
artifact. The amount of effort to be in-
vested is intended to be comparable to 
the time reviewers spend on evaluating 
a paper; in practice evaluators have re-
ported spending between one and two 
days per artifact. Just like when reading 
a paper, the goal is not to render a de-
finitive judgment but rather to provide 
a best-effort expert opinion.

Who should evaluate artifacts? 
Some have argued that evaluating 
artifacts is a job for the conference 
program committee itself. However, 
we believe this sits at odds with the 
reality of scientific reviewing. Due to 
high submission volumes, program 

d http://scg.unibe.ch/download/champion/

The artifact evaluation process. 
Several ACM SIGPLAN conferences 
(OOPSLA, PLDI, and POPL) and closely 
related conferences (SAS, ECOOP, and 
ESEC/FSE) have begun an experiment 
intended to move in the direction out-
lined here. They have initiated an ar-
tifact evaluation process that allows 
authors of accepted papers to submit 
software as well as many kinds of non-
software entities (such as data sets, test 
suites, and models) that might back up 
their results.b Since 2011 we have run, 
or helped with, six artifact evaluation 
committees (AECs). The results so far 
are encouraging. In 2011, the ESEC/
FSE conference had 14 artifact sub-
missions (for 34 accepted papers) and 
seven of those met or exceeded expec-
tations. In 2013, at ECOOP, nine out of 
13 artifacts were found to meet expec-
tations. The same year, ESEC/FSE saw a 
big jump in artifact submission with 22 
artifacts, of which 12 were validated. At 
SAS, 11 out of 23 papers had artifacts. 
The 2014 OOPSLA conference had 21 
artifacts out of 50 accepted papers, and 
all but three were judged adequate. In 
2014, all the preceding conferences 
had an artifact evaluation process.

What are the mechanics of artifact 
evaluation? The design of the first arti-
fact evaluation process (conducted by 
the first author with Carlo Ghezzic) in-
volved discussions with leaders of the 
software engineering community, and 
met with more resistance than expect-
ed. There was concern that introducing 
artifact evaluation into the decision-
making process would be an abrupt 
and significant cultural change. As a 
result, we erected a strict separation 
between paper acceptance and artifact 
evaluation in the simplest possible 
way: using a temporal barrier. Only ac-
cepted papers could be submitted for 
evaluation and their acceptance status 
was guaranteed to remain unchanged. 

b For pragmatic and social reasons, artifact 
evaluation is limited to accepted papers. Inte-
grating artifact evaluation with paper review-
ing was felt to be risky, as the standards of 
what constitutes a valid artifact are still evolv-
ing. From a practical perspective, the effort of 
evaluating a large number of artifacts would 
overwhelm the committee. On average, an ar-
tifact takes a day and a half to evaluate by each 
of the three evaluators. The process would be 
difficult to scale to hundreds of submissions.

c http://cs.brown.edu/~sk/Memos/Conference- 
Artifact-Evaluation/
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who do wish to publish them, there 
remains the problem of how and 
where. ACM’s digital library would 
be a natural host, and recent changes 
have made it possible for authors to 
deposit artifacts there without surren-
dering their copyright. Yet, the inter-
face to the digital library is less than 
optimal; there are also problems with 
the current terms. We would prefer to 
use technologies that better support 
accessing artifacts. Furthermore, the 
digital library only hosts static arti-
facts; it would be worthwhile for it to 
consider combining forces with re-
sources such as runmycode.org and 
researchcompendia.org.

We have come a long way. In our 
efforts to become more “scientific,” 
we have moved away from papers that 
simply report on software projects 
to demanding that papers distill the 
novel contributions of these projects. 
In the process, however, we may have 
shifted too far, even as natural science 
itself has taken a lead on demanding 
repeatability, data sets, and public ac-
cess to software; demands we recog-
nize the need for and hence should 
have spearheaded. We should let the 
pendulum swing back to a happy me-
dium between scientific contributions 
and software contributions, recogniz-
ing that ultimately, software is indeed 
the single most distinctive contribu-
tion our discipline has to make. So we 
should embrace it rather than act as 
if we are ashamed of it. While we re-
port on one particular experiment in 
the area of programming language re-
search, many other areas in computer 
science are looking at some of the 
same issues. References to other initia-
tives are included in the sidebar; also 
see http://www.artifact-eval.org  

Shriram Krishnamurthi (sk@cs.brown.edu) is a professor 
of computer science at Brown University in Providence, RI. 

Jan Vitek (j.vitek@neu.edu) is a professor of computer 
science at Northeastern University in Boston, MA. 

The authors thank Andreas Zeller for taking the personal 
risk involved in initiating this Viewpoint. We thank 
Matthias Hauswirth for his enthusiasm and artwork, and 
Matthias, Steve Blackburn, and Camil Demetrescu for 
several good conversations. We thank our AEC co-chairs 
Eric Eide, Erik Ernst, and Carlo Ghezzi for their hard 
work. Most of all, we thank the AEC members for their 
diligent efforts, often above and beyond the call of duty, 
and the authors for giving the AEC members something 
to evaluate.

Copyright held by authors.

committee members are in high 
demand. In addition, some of them 
are not always familiar with mod-
ern software tools and systems. We 
therefore think it best the AECs be 
populated by senior Ph.D. and post-
doctoral researchers. This choice 
has several benefits. First, they are 
familiar with the technology needed 
to build and run artifacts. Second, 
in our experience, they respond with 
alacrity and write detailed reviews 
in a timely manner. Finally, and 
more subtly, we feel getting junior 
researchers involved in the process 
sends a message of its importance 
to those who will be future research 
leaders. One caution is that junior re-
searchers can sometimes be overly ea-
ger at fault-finding, and their reviews 
may need moderation. This is why the 
AEC is chaired by senior researchers.

What are the benefits of artifact 
evaluation? The first benefit of the 
process is it sends a message that ar-
tifacts are valued and are an impor-
tant part of the contribution of papers 
published in programming language 
conferences. Papers found to be at or 
above threshold get a little extra rec-
ognition, both in the proceedings and 
at the conference. They are marked 
with a special logo and distinguished 
in the conference proceedings. A 
handful of papers are selected for Dis-
tinguished Artifact Awards. Another 

benefit comes from the reviews them-
selves: several authors have confirmed 
the evaluators provided valuable feed-
back and even small bug fixes on the 
artifacts and on their packaging. At 
ECOOP 2013, for instance, some au-
thors even claimed the artifact reviews 
were more useful than the reviews of 
the paper. For the scientific commu-
nity at large, artifact evaluation en-
courages authors to produce reusable 
artifacts, which are the cornerstone of 
future research.

Should artifacts be published? 
While there are many good reasons for 
making the artifact available, there are 
also arguments against making arti-
facts public:

 ˲ The artifact may have been pro-
duced in a company and may therefore 
be regarded as proprietary.

 ˲ The data used in the paper’s exper-
iments may be proprietary or have high 
privacy needs.

 ˲ The artifact may depend on expen-
sive or proprietary platforms that are 
difficult or impossible for anyone but 
the authors to access.

 ˲ By making the tools public, it be-
comes easy for others to continue that 
line of research, which reduces the pay-
off for the original researchers.

Reasonable people have come to op-
posite conclusions on each of these is-
sues. In some cases, a different incen-
tive structure might help. At any rate, it 
is clear that in some situations repeat-
ability may be off limits; but these cas-
es seem rare enough that they should 
not dominate the discussion.

In the long term, we would like to 
see evaluated artifacts be made pub-
lic by mandate, as SAS 2013 did. Even 
as it remains optional, for authors 

Artifact evaluation 
encourages authors 
to produce reasonable 
artifacts, which  
are the cornerstone  
of future research.

The ECML/PKDD’13 conference 
started an open science award process 
similar to the artifact evaluation 
process described here.e The SIGMOD 
conference evaluated repeatability from 
2008 to 2011.f,g The ICERM workshop 
on reproducibility in computational 
and experimental mathematics 
produced a report that argues for 
a culture shift.h Journals such as 
Biostatistics are recognizing papers  
that are accompanied by artifacts.i

e http://www.ecmlpkdd2013.org/open-
science-award/.

f Manegold, S. et al. Repeatability and 
Workability Evaluation of SIGMOD 2009. 
SIGMOD Record, September 2009. 

g http://www.sigmod2011.org/calls_papers_sig-
mod_research_repeatability.shtml.

h hhttp://icerm.brown.edu/html/ 
programs/topical/tw12_5_rcem/ 
icerm_report.pdf. 

i http://www.oxfordjournals.org/ 
our_journals/biosts/for_authors/msprep_
submission.html.
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Viewpoint 
Why Did Computer 
Science Make a Hero 
Out of Turing?
Comparing the legacy of Alan Turing in computer science  
with that of Carl Friedrich Gauss in mathematics. 

E
V E R Y  D I S C I P L I N E  T H AT  comes 
of age consecrates its own 
roots in the process. In foot-
notes, anecdotes, and names 
of departmental buildings, 

occasions are found to remember and 
celebrate personalities and ideas that 
a discipline considers its own. A dis-
cipline needs heroes to help create a 
narrative that legitimizes and fortifies 
its own identity. Such a narrative hard-
ly reflects the complexity of histori-
cal reality. Rather, it echoes the set of 
preferences and programmatic choic-
es of those in charge of a discipline at 
a given moment in a given place. Each 
name that gets integrated into an of-
ficialized genealogy is the result of dis-
cussions and negotiations, of politics 
and propaganda.

To the general public, the genealo-
gies of physics and mathematics are 
probably more familiar than that of 
computer science. For physics we go 
from Galileo via Newton to Einstein. 
For mathematics we begin with Euclid 
and progress over Descartes, Leibniz, 
Euler and Gauss up to Hilbert. Com-
puter science by contrast is a relatively 
young discipline. Nevertheless, it is 
already building its own narrative in 
which Alan Turing plays a central role. 

In the past decennia, and especially 
during the 2012 centenary celebration 
of Turing, his life and legacy received 
an increasing amount of attention. 

DOI:10.1145/2658985  Maarten Bullynck, Edgar G. Daylight, and Liesbeth De Mol
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mathematics.3 Similarly, around 1955, 
Gorn became accustomed to viewing a 
universal Turing machine as a concep-
tual abstraction of the modern com-
puter (see, for example, Gorn8). By the 
end of the 1950s, Carr and Gorn explic-
itly used Turing’s universal machine to 
express the fundamental interchange-
ability of hardware and language im-
plementations. Turing’s 1936 theory 
thus helped influence ACM members 
to articulate a theoretical framework 
that could accommodate for what pro-
grammers had been accomplishing 
independently of metamathematics.6

In 1965, ACM Vice President Anthony 
Oettinger (who had known Turing person-
ally), and the rest of ACM’s Program Com-
mittee proposed that an annual “National 
Lecture be called the Allen [sic] M. Turing 
Lecture.”1 Lewis Clapp, the chairman of 
the ACM Awards Committee, collected 
information on the award procedures 
“in other professional societies.” In 1966 
he wrote: [a]n awards program […] would 
be a fitting activity for the Association as it 
enhances its own image as a professional 
society. […] [I]t would serve to accentuate 
new software techniques and theoretical 
contributions. […] The award itself might be 
named after one of the early great luminaries 
in the field (for example, “The Von Neuman 
[sic] Award” or “The Turing Award”, etc.)2 

ACM’s first Turing Awardee in 1966 
was Perlis, a well-established computer 
scientist, former president of the ACM, 
and close colleague of Carr and Gorn. 
Decorating Perlis is in hindsight thus 
rather unsurprising. Turing, by con-
trast, was not well known in computing 
at large, even though his 1936 universal 
machine had become a central concept 
for those few who wanted to give com-
puter programming a theoretical im-
petus and also a professional status.a

The first wave of recognition that 
Turing received posthumously with 
the Turing award in 1966 is but a ripple 
when compared to the second wave. 

a We speculate that Turing was preferred over 
von Neumann, because the latter was associ-
ated with hardware engineering rather than 
with theoretical foundations of programming. 
Moreover, it might be that for the more liber-
ally minded Carr, Gorn, and Perlis, von Neu-
mann was too strongly associated with con-
servative Cold War politics. There were other 
potential candidates as well, such as Emil 
Post. Historians are now starting to investigate 
these matters (see, for example, Daylight7).

Recently, Communications published 
two columns in which Turing’s legacy 
is put into a more historical context.7,9 
We continue this line of research by fo-
cusing on how Turing functioned as a 
hero within the formation of computer 
science. We will do so here by compar-
ing the consecration of Turing with 
that of Gauss in mathematics. 

Making Gauss a Hero
In the early 19th century, the Prus-
sian minister Wilhelm von Humboldt 
sought to introduce mathematics as a 
discipline per se in higher education. 
To do so, he needed an icon to represent 
German mathematics. He turned to the 
one German who had been praised in 
a report on the progress of mathemat-
ics to emperor Napoleon: Carl Fried-
rich Gauss (1777–1855). Also, the new 
generation of mathematicians favored 
a conceptual approach over computa-
tions and saw Gauss as the herald of 
this new style of mathematics. As such, 
Gauss became synonymous with Ger-
man mathematics for both political as 
well as more internal reasons.

Toward the end of the 19th cen-
tury, the prominent mathematician 
Felix Klein developed this Gauss im-
age into a programmatic vision. From 
1886 onward, he had started to actively 
transform Göttingen’s mathematics 
department into the world’s foremost 
mathematical center. He promoted a 
close alliance between pure and ap-
plied mathematics and got coopera-
tion with the industry on the way. On 
a national scale, he worked for the 
professionalization of mathematics 
education. To shape this disciplinary 
empire, Klein, too, used Gauss.

In his 1893 address to the first In-
ternational Congress for Mathematics 
in Chicago, Klein talked about the lat-
est developments in mathematics and 
spoke of: a return to the general Gauss-
ian programme [but] what was formerly 
begun by a single master-mind [...] we 
must now seek to accomplish by united 
efforts and cooperation.10

The edition of Gauss’ collected 
works (1869–1929) provided an abun-
dance of historical material that Klein 
used to build an image of Gauss sup-
porting his personal vision on math-
ematics. Klein portrayed Gauss as the 
lofty German who was able to pursue 
practical studies because of his theoret-

ical research, a portrayal that, although 
very influential, was biased nonetheless. 

In the 20th century, Klein’s interpreta-
tion of Gauss was picked up by the inter-
national mathematical community and 
was modified accordingly. In the U.S., 
following Klein’s 1893 address, Gauss’s 
fertile combination of pure and applied 
struck a note for a mathematical com-
munity that often worked closely in al-
liance with industry.11 In France, after 
World War II, the Bourbaki-group em-
phasized the abstraction of Gauss’s work 
that transcended national boundaries 
and had helped pave the way for their 
structural approach to mathematics. 
However, in contrast with the Kleinian 
“pure mathematician,” Gauss was also 
“rediscovered” after the birth of the digi-
tal computer as a great calculator and 
explorer of the mathematical discourse.4

Making Turing a Hero
Just like Gauss was instrumental to 
Humboldt and Klein to further the insti-
tutionalization of mathematics, Turing 
played a similar role in the profession-
alization of the ACM in the 1960s. This 
goes back to the 1950s, when some in-
fluential ACM members, including John 
W. Carr III, Saul Gorn, and Alan J. Perlis, 
wanted to connect their programming 
feats to modern logic. Stephen Kleene’s 
Introduction to Metamathematics (1952), 
which contained a recast account of 
Turing’s 1936 paper “On computable 
numbers,” was an important source.

In 1954, Carr recommended pro-
grammers to deal with “the generation 
of systems rather than the systems 
themselves” and with “the ‘generation’ 
of algorithms by other algorithms,” 
and hence with concepts akin to meta-

The first wave  
of recognition  
that Turing received 
posthumously  
is but a ripple  
when compared to  
the second wave.
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In this sense, the variety of topics and 
the diversity of approaches of Turing’s 
work, embracing both the practical and 
the theoretical, reflects an essential as-
pect of computer science. However, if 
one celebrates Turing mainly because 
of his theoretical work, one runs the 
risk of increasing already existing di-
vides. Instead of favoring one reading 
of Turing and crowding out others, 
why not view Turing’s own accomplish-
ments as an invitation? The historian 
could integrate Turing into a more 
complex historical account. The com-
puter scientist could look back and re-
flect on the state of computer science, 
finding new ways of rapprochement be-
tween the many branches of computer 
science, between theory and practice. 
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This started in the 1970s with the dis-
closure of some of Turing’s war work 
for the Allies, followed by Andrew 
Hodges’ authoritative 1983 biography, 
which also added a personal dimen-
sion to Turing’s story: his life as a gay 
man in a homophobic world. This 
made Turing also known outside of 
computer science. The second wave 
culminated in the 2012 Turing cen-
tenary celebrations that nurtured the 
perception of Turing as the inventor of 
the modern computer and artificial in-
telligence. Some even claim Turing an-
ticipated the Internet and the iPhone.

The year 2012 was full of activities: 
there were over 100 academic meet-
ings, plaques, documentaries, exhibi-
tions, performances, theater shows, 
and musical events. The celebrations 
also brought together a group of peo-
ple with diverse backgrounds and pro-
moted computer science to the gen-
eral public, an achievement of which 
the longer-term impact has yet to be 
awaited.12 A discipline has its heroes 
for good reasons. 

As Hodges’ biography shows, Tur-
ing’s work was multifaceted. Not only 
did Turing contribute in 1936 to the 
foundations of mathematics, which lat-
er proved to be fundamental for theoret-
ical computer science, he also worked 
at Bletchley Park during World War II to 
help break the Enigma. He became an 
experienced programmer of the Ferran-
ti Mark I for which he wrote a program-
mer’s manual and even designed a com-
puter, known as the ACE. He reflected 
on thinking machines and contributed 
to the field of morphogenesis. 

It is therefore not surprising that for 
many today the multidisciplinary nature 
of computer science is personified in 
Turing who achieved all these different 
things in one short lifespan. Along these 
lines, Barry Cooper, the driving force be-
hind the Turing centenary, said the fol-
lowing in 2012: The mission of [the Tur-
ing Centenary] was to address concerns 
about how science was fragmenting. We 
wanted to return to more joined-up think-
ing about computability and how it affects 
everyone’s life. More generally, too, the 
Turing Year was important in highlighting 
the need for fundamental thinking.12

From this perspective, Turing’s the-
oretical work gives new impetus to the 
sciences as a whole, not just to com-
puter science per se. The recent volume 

Alan Turing—His Work and Impact5—
Turing’s collected papers cum essays 
from renowned scientists—also wants 
to bring this point home. It echoes 
even on the political level. The House of 
Commons has considered naming the 
new Technology and Innovation elite 
centers after Turing. According to the 
chairman of the Science and Technolo-
gy Committee, “There isn’t a discipline 
in science that Turing has not had an 
impact upon.” As such, computer sci-
ence, and especially theoretical com-
puter science with its focus on com-
putability, becomes the connecting 
discipline among the other sciences, 
and thereby turns into a fundamental 
science, not unlike mathematics. 

The focus on computability and 
fundamental thinking is certainly not 
accidental. To a large extent the drive 
behind the Turing Year came from theo-
reticians. They do not ignore that Turing 
also worked in engineering. However, 
many of them argue that Turing must 
have invented the computer because of 
his theoretical 1936 paper. According 
to this view on science and technology, 
also present in Klein’s Gauss interpreta-
tion, theory precedes practice. 

Looking Backward into the Future
Over the past century, the one-dimen-
sional image of Gauss has been re-
placed by a multitude of images. This 
shows a discipline in constant evolu-
tion assesses its own identity through 
its heroes and allows for a multiplicity 
of readings. Certainly, each reading 
may further the agenda of a particular 
community, but the diversity of all im-
ages taken together, all grounded in 
some way in Gauss’ legacy, positively 
stimulates the openness and generos-
ity of a field. 

Is Turing for computer science what 
Gauss is for mathematics? Computer 
science, as its histories show, has many 
origins, and this should be fostered. 

Is Turing for 
computer science 
what Gauss is  
for mathematics?
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A VERY LONG  time ago—in 1989—Ronald Reagan was 
president, albeit only for the final 19½ days of his term. 
And before the year was over Taylor Swift had been born, 
and Andrei Sakharov and Samuel Beckett had died.

In the long run, the most memorable event of 1989 
will probably be that Tim Berners-Lee hacked up the 
HTTP protocol and named the result the “World Wide 
Web.” (One remarkable property of this name is that 
the abbreviation “WWW” has three times as many 
syllables and takes longer to pronounce.)

Berners-Lee’s HTTP protocol ran on 10Mbit/s 
Ethernet, and coax cables, and his computer was a 
NeXT Cube with a 25MHz clock frequency. Some 26 
years later, my laptop CPU is 100 times faster and has 
1,000 times as much RAM as Berners-Lee’s machine 
had, but the HTTP protocol is still the same.

A few weeks ago, the Internet Engineering Steering 
Group (IESG) asked for “Last Call” comments on new 
“HTTP/2.0” protocol (https://tools.ietf.org/id/draft-ietf-
httpbis-http2) before blessing it as a “Proposed Standard.”

Some will expect a major update to 
the world’s most popular protocol to be 
a technical masterpiece and textbook 
example for future students of protocol 
design. Some will expect that a protocol 
designed during the Snowden revela-
tions will improve their privacy. Others 
will more cynically suspect the opposite. 
There may be a general assumption of 
“faster.” Many will probably also assume 
it is “greener.” And some of us are jad-
ed enough to see the “2.0” and mutter: 
“Uh-oh, Second Systems Syndrome.”

The cheat sheet answers are: no, no, 
probably not, maybe, no, and yes.

If that sounds underwhelming, it’s 
because it is.

HTTP/2.0 is not a technical mas-
terpiece. It has layering violations, 

HTTP/2.0 — 
The IETF Is 
Phoning It In

DOI: 10.1145/2717515
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Bad protocol, bad politics.
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inconsistencies, needless complex-
ity, bad compromises, misses a lot of 
ripe opportunities, and more. I would 
flunk students in my (hypothetical) 
protocol design class if they submit-
ted it. HTTP/2.0 also does not improve 
your privacy. Wrapping HTTP/2.0 in 
SSL/TLS may or may not improve your 
privacy, as would wrapping HTTP/1.1 
or any other protocol in SSL/TLS. But 
HTTP/2.0 itself does nothing to im-
prove your privacy. This is almost tri-
ply ironic, because the major drags on 
HTTP are the cookies, which are such 
a major privacy problem the European 
Union has legislated a notice require-
ment for them. HTTP/2.0 could have 
done away with cookies, replacing 
them instead with a client-controlled 

session identifier. That would put us-
ers squarely in charge of when they 
want to be tracked and when they 
don’t—a major improvement in priva-
cy. It would also save bandwidth and 
packets. But the proposed protocol 
does not do this.

The good news is that HTTP/2.0 
probably does not reduce your privacy 
either. It does add a number of “finger-
printing” opportunities for the server 
side, but there are already so many 
ways to fingerprint via cookies, Java 
Script, Flash, among others, that it 
probably does not matter.

You may perceive webpages as load-
ing faster with HTTP/2.0, but probably 
only if the content provider has a global 
network of servers. The individual com-

puters involved, including your own, 
will have to do more work, in particular 
for high-speed and large objects like 
music, TV, and movies. Nobody has 
demonstrated a HTTP/2.0 implemen-
tation that approached contemporary 
wire speeds. Faster? Not really.

That also answers the question 
about the environmental footprint: 
HTTP/2.0 will require a lot more com-
puting power than HTTP/1.1 and thus 
cause increased CO2 pollution adding 
to climate change. You would think a 
protocol intended for tens of millions 
of computers would be the subject of 
some green scrutiny, but surprisingly—
at least to me —I have not been able to 
find any evidence the IETF considers 
environmental impact at all —ever.
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The reason 
HTTP/2.0 does not 
improve privacy is 
the big corporate 
backers have built 
their business 
model on top of  
the lack of privacy.

ers flood, or people are poisoned. Big 
news sites similarly prioritize being 
able to deliver news over being able to 
hide the fact they are delivering news, 
particularly when something big hap-
pens. (Has everybody in IETF forgot-
ten CNN’s exponential traffic graph 
from 14 years ago?)

The so-called multimedia busi-
ness, which amounts to about 30% 
of all traffic on the Net, expresses no 
desire to be forced to spend resources 
on pointless encryption. There are 
even people who are legally barred 
from having privacy of communica-
tion: children, prisoners, financial 
traders, CIA analysts, and so on. Yet, 
despite this, HTTP/2.0 will be SSL/TLS 
only, in at least three out of four of the 
major browsers, in order to force a 
particular political agenda. The same 
browsers, ironically, treat self-signed 
certificates as if they were mortally 
dangerous, despite the fact they offer 
secrecy at trivial cost. (Secrecy means 
only you and the other party can de-
code what is being communicated. Pri-
vacy is secrecy with an identified or 
authenticated other party.)

History has shown overwhelm-
ingly that if you want to change the 
world for the better, you should de-
liver good tools for making it better, 
not policies for making it better. I rec-
ommend that anybody with a voice in 
this matter turn their thumbs down 
on the HTTP/2.0 draft standard: It is 
not a good protocol and it is not even 
good politics. 
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And yes, Second Systems Syndrome 
is strong.

Given this rather mediocre grade 
sheet, you may be wondering why 
HTTP/2.0 is even being considered as a 
standard in the first place.

The Answer Is Politics
Google came up with the SPDY pro-
tocol, and since they have their own 
browser, they could play around as they 
choose to, optimizing the protocol for 
their particular needs. SPDY was a very 
good prototype, which showed clearly 
there was potential for improvement 
in a new version of the HTTP protocol. 
Kudos to Google for that. But SPDY 
also started to smell a lot like a “walled 
garden” to some people, and more im-
portantly to other companies, and poli-
tics surfaced.

The IETF, obviously fearing ir-
relevance, hastily “discovered” the 
HTTP/1.1 protocol needed an update, 
and tasked a working group with pre-
paring it on an unrealistically short 
schedule. This ruled out any basis 
for the new HTTP/2.0 other than the 
SPDY protocol. With only the most 
hideous of SPDY’s warts removed, 
and all other attempts at improve-
ment rejected as “not in scope,” “too 
late, ” or “no consensus,” the IETF 
can now claim relevance and vic-
tory by conceding practically every 
principle ever held dear in return 
for the privilege of rubber-stamping 
Google’s initiative.

But the politics does not stop there.
The reason HTTP/2.0 does not im-

prove privacy is the big corporate back-
ers have built their business model on 
top of the lack of privacy. They are very 
upset about NSA spying on just about 
everybody in the entire world, but they 
do not want to do anything that pre-
vents them from doing the same thing. 
The proponents of HTTP/2.0 are also 
trying to use it as a lever for the “SSL 
anywhere” agenda, despite the fact 
that many HTTP applications have no 
need for, no desire for, or may even be 
legally banned from using encryption.

Your Country, State, or County 
Emergency Webpage?
Local governments have no desire 
to spend resources negotiating SSL/
TLS with every single smartphone in 
their area when things explode, riv-
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Revisiting Schorre’s 1962 compiler-compiler.

BY DAVE LONG

SOME PEOPLE DO living history—reviving older skills 
and material culture by reenacting Waterloo or 
knapping flint knives. One pleasant rainy weekend  
in 2012, I set my sights a little more recently and 
settled in for a little meditative retro-computing, circa 
1962, following the ancient mode of transmission of 

knowledge: lecture and recitation—or 
rather, grace of living in historical times, 
lecture (here, in the French sense, read-
ing) and transcription (or even more 
specifically, grace of living post-Post, 
lecture and reimplementation).

Fortunately, for my purposes, Dewey 
Val Schorre’s paper10 on META II was, 
unlike many more recent digital arti-
facts, readily available as a digital scan.

META II was a “compiler-compil-
er,” which is to say that when one sus-
pects a production compiler might  
be a rather large project to write in as-
sembly—and especially if one were in 
an era in which commercial off-the-
shelf, let alone libre and open source, 
compilers were still science fiction—
then it makes sense to aim for an in-

termediate target: something small 
enough to be hand-coded in assem-
bly, yet powerful enough for writing 
what one had been aiming for in the 
first place.

Just as mountain climbers during 
the golden age of alpinism would set 
up and stock a base camp before at-
tempting the main ascent, and later 
expeditions could derive benefit from 
infrastructure laboriously installed 
by a prior group, the path to the lan-
guage ecosystem we now use (cursing 
only on occasion) was accomplished 
in a series of smaller, more easily 
achievable, steps. Tony Brooker (who 
already in 1958 was faced with the 
“modern” problem of generating de-
cent code when memory access will 

http://mags.acm.org/communications/march_2015/TrackLink.action?pageName=43&exitLink=http%3A%2F%2Fqueue.acm.org
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incur widely varying latencies) wrote 
the compiler-compiler2 (of which 
Johnson’s later, more famous one was 
“yet another”6) to attack this problem 
in the early 1960s. According to Doug 
McIlroy, Christopher Strachey’s GPM 
(general-purpose macrogenerator—
a macroexpander of the same era) 
was only 250 machine instructions, 
yet it was sufficient to enable Martin 
Richards’s BCPL (Basic Combined 
Programming Language) implemen-
tation, later inspiring Ken Thompson 
to bootstrap C via B, eventually lead-
ing to the self-hosting native-code-
generating tool chains we now take 
for granted.

A horse can pull more than a man, 
but by exploiting leverage, Archime-
des can, with patience, move what 
Secretariat could not. META II is a 
fine example of a field-improvised 
lever: one can see how the beam has 
been roughly attached to the fulcrum 
and feel how the entire structure may 
be springier than one would like, but 
in the end, no matter how unpol-
ished, it serves to get the job done 
with a minimum of fuss.

Why Study META II?
1. There is not much to examine.
2. There is not much to examine be-

cause its parts are simply defined.
3. It enables significant conse-

quences.
I will not go into detail, as nearly all 

of the interest in this exercise comes 
from doing it yourself. Programming 
(when not constrained, as it often is 
in our vocation, by economic con-
cerns) is not a spectator sport. Donald 
Knuth, who says a simple one-pass 
assembler should be an afternoon’s 
finger exercise, might wish to make 
some additional plans to fill his week-
end; it might take closer to four or five 
evenings if you must first refresh dim 
memories of a university compiler 
course. Instead, I will describe the gen-
eral route of my ascent and why I am 
confident I arrived at the same sum-
mit that Schorre described well before 
my birth. By following Schorre’s text, 
possibly aided by mine, you should 
also find climbing this peak to be an 
easy and enjoyable ascent. (An alter-
native for the hardcore: following the 
Feynman method, ask yourself one 
question: What is the square root of 

a compiler?, then head up the moun-
tain without a guide.)

On first reading, Schorre’s text may 
seem horribly naive. We have the ben-
efit of a half-century of experience and 
a different vocabulary. However, just 
as it is often amazing how much our 
fathers seem to have learned in the 
time between when we turned 14 and 
when we turned 21, it becomes easy to 
admire what Schorre accomplished as 
we follow in his footsteps.

Digression: In examining medi-
eval texts on horses, it is very clear 
that while equitation has changed 
very little in the intervening centu-
ries, veterinary science has made 
giant strides. With this distinction 
between art and technique in mind—
and being thankful that Schorre’s 
text is, albeit in a typewriter font, nei-
ther in medieval French nor, worse, 
handwritten Fraktur—we can take 
advantage of hindsight to separate 
the informatics from the technical ar-
tifacts of having run on an IBM 1401 
(end of digression).

Here is a smattering of the more 
striking passages to be found:

 ˲ “Although sequences can be de-
fined recursively, it is more convenient 
and efficient to have a special opera-
tor for this purpose.” With hindsight, 
we smile and nod as we recognize the 
Kleene star (cf. the “Thompson con-
struction” infra).

 ˲ “These assemblers all have the 
same format, which is shown as:
LABEL CODE ADDRESS
1- -6        8- -10     12- -70.”

Having grown up after the popular-
ity of fixed column formats, I was intro-
duced to the concept that other people 
might compute in other ways during 
high school at a summer job: upon at-
tempting to write a PL/I “hello world”  
under CMS, I had to bring in older and 
wiser help who shook their heads, 
stroked their beards, and gravely in-
formed me all that needed to be done 
was to shift my code right one or two 
spaces, so it would no longer start in what 
was obviously the “comment” column.

 ˲ “Repeated executions, whether 
recursive or externally initiated, result 
in a continued sequence of generated 
labels. Thus all syntax equations con-
tribute to the one sequence.” In the 
modern style, or even in the late 1960s 
if you were Rod Burstall (his Cartesian 

META II is  
a fine example  
of a field-improvised 
lever: one can see 
how the beam 
has been roughly 
attached to  
the fulcrum  
and feel how  
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but in the end,  
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the job done with  
a minimum of fuss.
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glorified left-fold (mine was about 66 
lines of Python).

1. Hand-translate the META II pro-
ductions to the machine language (211 
lines of m2vm opcodes). 

follow in Schorre’s footsteps directly, 
using the traditional bootstrap: 

0. Hand-code the META II ma-
chine—this is basically an assembler-
like virtual machine: in other words, a 

product4), you might call this monad-
ic composition. In the days of small 
memories and essentially linear card 
decks, the flattened sequence was the 
norm rather than the exception, and in 
our times Rick Hehner’s bunches5 are 
a good example of a case where flatten-
ing can make the formulae of “formal 
methods” more easily manipulable 
than normally nestable sets.

Note that it has taken only two 
pages for Schorre to describe what we 
need for META II. The remainder of 
the article focuses on a description of 
VALGOL, which might make a suitable 
destination for another day. Let us take 
a brief pause, however, to examine a 
couple of points:

 ˲ “The omission of statement labels 
from the VALGOL I and VALGOL II 
seems strange to most programmers. 
This was not done because of any dif-
ficulty in their implementation, but 
because of a dislike for statement la-
bels on the part of the author. I have 
programmed for several years without 
using a single label, so I know they 
are superfluous from a practical, as 
well as from a theoretical, standpoint. 
Nevertheless it would be too much of 
a digression to try to justify this point 
here.” History agrees the digression 
would have been superfluous; indeed, 
now it seems strange that it then 
seemed strange. Tempora mutantur, 
nos et mutamur in illis (times change, 
and we change with them).

 ˲ Finally, Schorre discusses the 
problem of backup vs. no backup, 
which is still a current topic, as the 
recent popularity of the parsing ex-
pression grammar (PEG) and other 
parsers will attest. In our times, how-
ever, we are not so interested in avoid-
ing backup, but in avoiding the need 
to start at the beginning and process 
linearly until we reach the end. Luck-
ily for compiler writers, whether or not 
a production can be matched by an 
empty string is a property that can be 
determined by divide and conquer... 
but it is one of the few1 that are tackled 
so simply.

The heart of the matter comes in 
figures 5 and 6 in the original article, 
“The META II Compiler Written in its 
Own Language” (Figure 1 in this ar-
ticle) and “Order List of the META II 
Machine” (figures 2 through 4 here). 
Now, it would certainly be possible to 

Figure 1. The META II compiler written in its own language (Figure 5 from Schorre’s  
original paper).

.SYNTAX PROGRAM

OUT1 = '*1' .OUT('GN1') / '*2' .OUT('GN2') /
'*' .OUT ('CI') / .STRING .OUT('CL ' *).,

OUTPUT = ('.OUT' '('
$ OUT1 ')' / '.LABEL' .OUT ('LB') OUT1) .OUT('OUT').,

EX3 = .ID .OUT ('CLL' *) / .STRING
.OUT('TST' *) / '.ID' .OUT('ID') /
'.NUMBER' .OUT('NUM') /
'.STRING' .OUT('SR') / '(' EX1 ')' /
'.EMPTY' .OUT('SET') /
'$' .LABEL *1 EX3
.OUT ('BT ' *1) .OUT('SET').,

EX2 = (EX3 .OUT('BF ' *1) / OUTPUT)
$(EX3 .OUT('BE') / OUTPUT)
.LABEL *1 .,

EX1 = EX2 $('/' .OUT('BT' *1) EX2 )
.LABEL *1 .,

ST = .ID .LABEL * '=' EX1
'.,' .OUT('R').,

PROGRAM = '.SYNTAX' .ID .OUT ('ADR' *)
$ ST '.END' .OUT ('END').,

.END

Figure 2. Order list of the META II machine (Figure 6.1 in Schorre’s original paper).

Machine Codes

TST STRING TEST After deleting initial blanks in the input string, compare it to the string 
given as argument. If the comparison is met, delete the matched 
portion from the input and set switch. If not met, reset switch.

ID IDENTIFIER After deleting initial blanks in the input string, test if it begins with 
an identifier; that is, a letter followed by a sequence of letters and/or 
digits. If so, delete the identifier and set switch. If not, reset switch.

NUM NUMBER After deleting initial blanks in the input string, test if it begins with 
a number. A number is a string of digits which may contain imbeded 
periods, but may not begin or end with a period. Moreover, no two 
periods may be next to one another. If a number is found, delete it 
and set switch. If not, reset switch.

SR STRING After deleting initial blanks in the input string, test if it begins with a 
string; that is, single quote followed by a sequence of any characters 
other than a single quote followed by another single quote. If a string 
is found, delete it and set switch. If not, reset switch.

CLL AAA CALL Enter the subroutine beginning in location AAA. If the top two terms 
of the stack are blank, push the stack down by one cell. Otherwise, 
push it down by three cells. Set a flag in the stack to indicate 
whether it has been pushed by one or three cells. This flag and the 
exit address go into the third cell. Clear the top two cells to blanks to 
indicate they can accept addresses which may be generated within 
the subroutine.
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environment). Before condemning 
Pascal for excessive verbosity, you 
may wish to recall the Swiss keyboard 
has keycaps for the five English vow-
els, as well as the French accented 
vowels and German umlauted vow-
els, and hence does not offer so much 
punctuation. Before condemning Py-
thon and Haskell for whitespace sen-
sitivity, recall that Peter Landin came 
up with the “offside rule” in 1966,7 
which “is based on vertical align-
ment, not character width, and hence 
is equally appropriate in handwritten, 
typeset, or typed texts.” This was not 
only prescient with regard to the pre-
sentation of code in variable-width 
fonts, but presumably also catered 
to the then-common case of one per-
son keypunching code that had been 
handwritten on a coding sheet by a 
different person.

As Schorre himself notes, because 
of the fixpoint nature of this process, 
it can, if one is fortunate, be forgiving 
of human error: “Someone always asks 
if the compiler really produced exactly 
the program I had written by hand and 
I have to say that it was ‘almost’ the 
same program. I followed the syntax 
equations and tried to write just what 
the compiler was going to produce. Un-
fortunately I forgot one of the redun-
dant instructions, so the results were 
not quite the same. Of course, when 
the first machine-produced compiler 
compiled itself the second time, it re-
produced itself exactly.” 

Being lazy, however, I chose to take 
a switchback on the ascent, bootstrap-
ping via Python. Much as the Jungfrau-
joch or the Klein Matterhorn can now 
be approached via funicular and gon-
dola instead of on foot, we can take 
advantage of string and named tuple 
library facilities to approach the same 
viewpoint with little danger of arriving 
out of breath. The pipeline I first set up 
was structured as follows:

0. Lexical analysis (unfolding the 
character-by-character input string 
into a sequence of tokens and literal 
strings).

1. Syntax analysis (unfolding the lin-
ear lexical list into a syntax tree).

2. Code generation (in a traditional 
syntax-directed style).

Depending on your programming 
subculture, you may prefer to call this 
syntax-directed translation, a visitor 
pattern, or even an algebraic homomor-
phism. No matter what it is called, the 
essence of the matter is the mapping 
of a composition can be expressed as 
the composition of mappings, and we 
use this distributive property to divide 
and conquer (advice which was prob-
ably passed on to Alexander by Aristot-
le—showing that in certain things the 
ancients anticipated Hoare and Blel-
loch by at least a few millennia), push-
ing the problem of translation out to 
the leaves of our syntax tree and con-
catenating the results, thereby folding 
the tree back down to a sequence of 
output characters.

Each stage is motivated by a struc-
tural transformation: the first two 
steps take structure that was implicit 
in the input and make it explicit, while 
the final step uses this explicit struc-
ture to guide the translation but then 

2. Machine-translate the META II 
productions to the machine language 
(using the output from step 1).

Note that Schorre’s character set 
does not include “;” hence his quasi-
BNF (Backus-Naur Form) is written 
within the sequence “.,”. Those in 
search of verisimilitude may wish to 
use a keypunch simulator to create a 
“deck” from Figure 1. Type-ahead is 
anachronistic, however, so if you are 
going to wear the hairshirt, it may be 
better to try talking someone else into 
being your keypunch operator. 

Before condemning APL for ex-
cessive terseness, you may want to 
remember both that it was formed 
before standard character sets, and 
that at 110 baud, you have much more 
time to think about each character 
typed than you do with an autocom-
pleting IDE (integrated development 

Figure 4. This is Figure 6.3 from Schorre’s original paper.

Constant and Control Codes

ADR IDENT ADDRESS Produces the address that is assigned to the given identifier as a 
constant.

END END Denotes the end of the program.

Figure 3. This is Figure 6.2 in Schorre’s original paper.

R RETURN Return to the exit address, popping up the stack by one or three 
cells according to the flag. If the stack is popped by only one cell, 
then clear the top two cells to blanks, because they were blank 
when the subroutine was entered.

SET SET Set branch switch on.

B   AAA BRANCH Branch unconditionally to location AAA.

BT  AAA BRANCH IF TRUE Branch to location AAA if switch is on. Otherwise, continue in 
sequence.

BF  AAA BRANCH IF FALSE Branch to location AAA if switch is off. Otherwise, continue in 
sequence.

BE BRANCH TO ERROR 
IF FALSE

Halt if switch is off, otherwise, continue in sequence.

CL  STRING COPY LITERAL Output the variable length string given as the argument. A blank 
character will be inserted in the output following the string.

CI COPY INPUT Output the last sequence of characters deleted from the input 
string. This command may not function properly if the last 
command which could cause deletion failed to do so.

GN1 GENERATE 1 This concerns the current label 1 cell; that is, the next to top cell 
in the stack, which is either clear or contains a generated label. If 
clear, generate a label and put it into that cell. Whether the label 
has just been put into the cell or was already there, output it. 
Finally, insert a blank character in the output following the label.

GN2 GENERATE 2 Same as GN1, except that it concerns the current label 2 cell; that 
is, the top cell in the stack.

LB LABEL Set the output counter to card column 1.

OUT OUTPUT Punch card and reset output counter to card column 8.
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could trivially express META II’s se-
quential composition in Python as 
short-circuit conjunction (and) with 
identity (True), the Python-generating 
META II grammar grew to 33 lines 
instead of 30. Now I needed to imple-
ment the functionality of the META 
II VM in Python. The advantage was 
that by generating Python code, I 
could implement each piece using a 
full high-level language, essentially 
a form of “big step” semantics. This 
consisted of approximately 85 lines of 
code, developed largely by the mind-
less method of iteratively rerunning 
the program and implementing each 
operation as execution reached the 
point where it became necessary. De-
bugging the null program is not to ev-
eryone’s taste, but as A.N. Whitehead 
remarked: “Civilization advances by 
extending the number of important 
operations which we can perform 
without thinking about them. Opera-
tions of thought are like cavalry charg-
es in a battle—they are strictly limited 
in number, they require fresh horses, 
and must only be made at decisive mo-
ments.”14

At this point, I was able to use the 
Python-generating META II to regener-
ate itself. This was still a good deal lat-
erally removed from the direct route to 
the summit, but it gave me confidence 
that I was heading in the correct direc-
tion, and perhaps more importantly, I 
have far more frequent occasion to use 
generated Python code than code gen-
erated for Schorre’s META II VM.

Most importantly, I now had a good 
idea which data structures were nec-
essary and how they fit together. (The 
vocabulary of programming changes 
as frequently as hemlines rise and 
fall, but the importance of structured 
data remains constant; Frederick P. 
Brooks said, in the language of his 
times, “Show me your flowcharts and 
conceal your tables, and I shall con-
tinue to be mystified. Show me your 
tables, and I won’t usually need your 
flowcharts; they’ll be obvious.”3, and 
before him, John von Neumann not 
only delineated control flow, but also 
meticulously tracked representation 
changes, in his 1947 flow diagrams13.) 
With this structure, it was obvious 
how to take Schorre’s list of opcodes 
for his VM and create a Python ver-
sion. Having gained some experience, 

forgets it, leaving the structure implicit 
in the generated code string. Had we 
included a link phase (in which we 
would be concerned with flattening 
out the generated code into a word-by-
word sequence), the building up and 
breaking down of structure would be 
almost perfectly symmetrical.

Note that you can easily cut corners 
on the lexical analysis. Schorre notes, 
“In ALGOL, strings are surrounded by 
opening and closing quotation marks, 
making it possible to have quotes 
within a string. The single quotation 
mark on the keypunch is unique, im-
posing the restriction that a string in 
quotes can contain no other quotation 
marks.” Therefore, a single bit’s worth 
of parity suffices to determine if any 
given nonquote character is inside or 
outside of a string.

Schorre was even more frugal when 
it came to numeric literals: “The defi-
nition of number has been radically 
changed. The reason for this is to cut 
down on the space required by the 
machine subroutine which recog-
nizes numbers.” Compare Schorre’s 
decisions with those taken in Chuck 
Moore’s “Programming a Problem-
Oriented-Language”8 for an example 
of how much thought our forebears 
were prepared to put into their literal 
formats when they had to be imple-
mented on these, by current stan-
dards, minuscule machines. (Such 
frugality reminds one of the Romans, 
who supposedly, during the nego-
tiations to end the first Punic war, 
multiplexed a single set of silverware 
among everyone scheduled to host the 
Carthaginian delegation.)

The syntax analysis can also profit-
ably cut corners. In trying to arrive at 
a system that can process grammati-
cal input, you do not actually need the 
full machinery to analyze the grammar 
from which you start. In fact, if you are 
willing to ignore a little junk, the gram-
mar in Figure 5 can be parsed as an ex-
pression entirely via precedence climb-
ing, with “.,”, “=”, and “/” being the 
binary operators and “$” and “.OUT” 
being unary.

All of these cases are good examples 
of a general principle when bootstrap-
ping: because you are initially not cre-
ating the cathedral, but merely putting 
up ephemeral scaffolding, you can save 
a good deal of effort by doing the un-

avoidable work (while still at the lower 
level, where everything is relatively 
difficult) in a quick and dirty manner, 
allowing you to do the desired work 
later in the proper manner (presum-
ably much more easily, once you have 
a system operating at the higher level). 
Schorre’s paper takes two more steps 
in this manner, moving from META 
II to VALGOL I to VALGOL II all in the 
span of a few pages. 

Another reason I took this route, 
rather than Schorre’s direct ascent, 
is because I had the luxury (much like 
discovering a fixed line left in place 
by a previous expedition) of having 
the skeleton of a precedence-climb-
ing parser left over from a previous 
project; hence, parsing Schorre’s 
expressions was simply a matter of 
changing the operator tables. In this 
case, my luck was due to having been 
inspired by Martin Richard’s simple 
parsers9; Richards was a pioneer in 
the technique of porting and distri-
bution via virtual machine, and his 
expression parsers are often under a 
dozen lines each; mine was left over 
from a reimplementation in sed(1), 
and so (having eschewed integer 
arithmetic) is comparatively bloated: 
a score of lines.

At this point, I have climbed a bit 
and can look down with some satisfac-
tion at the valley below, but the switch-
back means I have moved a good deal 
sideways from the original line of as-
cent. I am parsing Schorre’s original 
file and generating code, but the code 
is for his VM (virtual machine), which 
I have not yet rewritten. Again, rather 
than aiming directly for the summit, I 
took another switchback. In this case, 
it was to rewrite Schorre’s grammar 
to generate Python code rather than 
META II. This is another invaluable 
property of good intermediate posi-
tions: I have not yet properly recon-
stituted Schorre’s system, but there is 
enough of the machinery in place to 
use it as intended, as a seed that can be 
unfolded in different ways to solve dif-
ferent sorts of compilation problems.

Sure enough, Schorre’s system was 
flexible enough to generate code in 
a language that would not even have 
been started until a quarter century 
later. Because of additional .LABELs 
for the import boilerplate, and an ex-
pansion of EX2 to EX2 and EX25 so I 
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this version was not only cleaner, but 
also shorter. Each of Schorre’s op-
codes turned out to be simply imple-
mentable in one to three lines of Py-
thon, so it was a relatively painless 
process. I had effectively implement-
ed small-step semantics instead of a 
big step. To the extent that one could 
have arrived here directly, by follow-
ing Schorre’s description immedi-
ately from the paper, the switchbacks 
have been a waste of time. I found the 
diversion useful, however, because 
instead of needing to work out small-
step semantics from scratch, or to 
read and understand what Schorre 
had written, the direction to take at 
each step (as if I were following a well-
blazed trail) was almost forced by the 
data given.

By this time, I appear to have 
reached a peak. In the distance, I can 
see the other peaks that Schorre dis-
cussed, VALGOL I, VALGOL II, as well 
as an entire chain of different peaks 
that might be more attractive to mod-
ern sensibilities. But how can I be sure 
(especially if the clouds have come in, 
and in the absence of a summit book) 
that I am standing where Schorre did 
half a century ago? This is the first time 
I might actually need to use some in-
tellect, and luckily for me it is known 
that self-reproducing systems are 
fixed points, and bootstrap processes 
should therefore converge. Little need 
for intellect then: you merely need to 
confirm that running Schorre’s pro-
gram in Figure 1 through a program 
for the machine given in figures 2–4 re-
produces12 itself. In fact, if you follow 
a similar set of switchbacks to mine, 
you will find that all of the possibilities 
converge: not only does META II via 
META II reproduce itself, but Python 
via Python (as noted supra) reproduces 
itself, and the two cross terms check as 
well: META II via Python produces the 
same output as META II via META II, 
and Python via META II is identical to 
Python via Python.

Note well the importance of self-
reproduction here. It is not difficult to 
find self-referential systems: We may 
take the 1839 Jacquard-woven por-
trait depicting inventor Joseph Ma-
rie Jacquard seated at his workbench 
with a bunch of punched cards, or the 
fictional Baron Münchhausen pull-
ing himself up by his pigtail (rather 

than by his bootstraps; having needed 
to lift his horse as well as himself, 
bootstraps were never an option—he 
sought a greatest rather than a least 
fixed point) as entertaining examples, 
but META II is a useful example of 
self-reference: it derives almost all 
of its power, both in ease of propaga-
tion and in ease of extension, from 
being self-applicable: from being the 
square-root of a compiler.

What has this exercise accom-
plished? It has resulted in a self-
reproducing system, executing both 
on the original META II VM (working 
from the original listing) and on Py-
thon or another modern language. 
Obviously, I could use the same pro-
cess I followed to bootstrap from the 
Python to the META II machine not 
only to port to yet another underly-
ing technology, but also to become 
self-hosting. Less obviously, the ba-
sic problem I have solved is to trans-
late (in a “nice” manner) one Kleene 
Algebra (consisting of sequences, 
alternations, and repetitions) to an-
other, which is a pattern that, if not 
ubiquitous in computing, is certainly 
common anytime we deal with some-
thing that has more structure than a 
linear “shopping list” of data. Com-
pare Thompson’s NFA (nondetermin-
istic finite automaton) construction11 
in which a search problem is solved 
by parsing a specification that is then 
executed on a virtual (nondetermin-
istic) machine, with the twist that the 
nondeterministic virtual code has 
been further compiled into actual de-
terministic machine code.

Finally, remember that META II 
lends itself well to this kind of exer-
cise precisely because it was designed 
to be bootstrapped. As Schorre says in 
his introduction: “META II is not in-
tended as a standard language which 
everyone will use to write compilers. 
Rather, it is an example of a simple 
working language which can give one 
a good start in designing a compiler-
writing compiler suited to his own 
needs. Indeed, the META II compiler 
is written in its own language, thus 
lending itself to modification.”

I hope the exercise of implement-
ing your own META II will have not 
only the short-term benefit of provid-
ing an easily modifiable “workbench” 
with which to solve your own prob-

lems better, but also a longer-term 
benefit, in that to the extent you can 
arrange for functionality to be easily 
bootstrappable, you can help mitigate 
the “perpetual palimpsest” of infor-
mation technology, in which the para-
dox of bitrot means many artifacts ef-
fectively have a shorter half-life than 
even oral history.

After all, barbarians may be perfect-
ly adapted to their environment, but to 
be part of a civilization is to be aware of 
how other people, in other places and 
times, have done things, and hence 
to know how much of what one does 
oneself is essential and how much 
accidental. More specifically, barbar-
ians must learn from their own mis-
takes; civilized people have the luxury 
of learning from other people’s mis-
takes. Very specifically, for engineers 
faced with ephemeral requirements, 
it is often helpful to avoid thinking of 
the code base at hand as a thing in it-
self, and instead consider it only a par-
ticular instantiation of the classes of 
related possible programs. 
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What was once centralized or federated 
technology governance is increasingly 
participatory. 

BY STEPHEN J. ANDRIOLE 

IN THE 20 TH CENTURY, technology governance was 
largely about standards and centralized management.  
Moving into the 21st century, things began to change,  
first from centralized to federated technology 
governance models, then to “participatory” models. 
Commoditization, consumerization, and alternative 
technology-delivery models changed the way 
governance is defined and managed in many, though 
not all, companies. For many of them, the number 
of technology stakeholders has increased as the 
importance of technology has expanded to include 
at least three categories of governance: operational, 
strategic, and emerging technology. For many 
companies, the governance mission is evolving toward 

a shared, participatory model that 
recognizes the roles of all internal 
and external stakeholders, espe-
cially as companies acquire, deploy, 
and support technology through the 
“cloud” and supply chains globalize 
and integrate. 

Our survey and interview data sug-
gests governance now involves more 
stakeholders than ever before, many 
living way beyond the corporate fire-
wall. The data reported here suggests 
participatory governance is emerging 
as a major technology governance 
model for the 21st century, and, for 
companies that increasingly sat-
isfy business requirements through 
adoption of cloud computing, the 
participatory governance model is 
accelerating. Conversely, the compa-
nies that avoid cloud deployment and 
other alternative deployment models 
will likely stay within more-tradition-
al centralized/federated governance 
structures. Our survey and interview 
data describes how technology gover-
nance is changing. As new technolo-
gies and technology-delivery models 
emerge, technology governance is 
evolving in ways quite different from 
the dominant models of the 20th and 
early 21st centuries. Based on the 
data, this article describes a new par-
ticipatory governance matrix that rec-
ognizes the role internal and external 
stakeholders play in the technology-
governance process. 

Technology Governance 
Peterson14 defined information tech-
nology governance this way: “IT gov-
ernance describes the distribution 
of IT decision-making rights and re-

Who 
Owns 
IT? 

 key insights

 ˽ Technology governance was often tightly 
controlled but is now loosening. 

 ˽ There are many internal and external 
technology “governors” today, something 
no one would have predicted five years ago. 

 ˽ Governance is now about productivity  
and partnerships, not just standardization 
and control. 
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Internet of things).2,14,17,19 Figure 1 out-
lines the differences among the three 
categories of technology, partly based 
on Weill and Broadbent,25 Weill and 
Ross,26 and Andriole.2,3 

In the 1970s and 1990s, infrastruc-
ture, in-house-developed applications, 
and databases were often centralized 
under the command of an enterprise 
chief information officer (CIO). Part 
of this command structure can be ex-
plained by the relative scarcity of hard-
ware and software diversity at the time, 
unlike today, when there are many more 
hardware, software, communications, 
and delivery options than the popular 
“command and control” approach to 
managing corporate assets. 

Over time, centralization yielded 
to decentralization and then federa-
tion. Enterprise CIOs countered with 
“technology standardization,” believing 
even if the lines of business had some 
control, so long as they controlled the 
technology standards around primary 
devices—servers, desktops, and com-
munications—they were still essentially 
in charge, even if they did not select ev-
ery one of the organization’s business 
applications. The centralization/decen-
tralization/federation game persisted 
until the Web arrived in the early 1990s, 
when control was influenced by technol-
ogy “consumers” who no longer viewed 
themselves only as end users. 

During the mid-to-late 1990s, gov-
ernance changed due largely to the “ir-
rational exuberance” of the dot-com 
era and temporary determination that 
technology was more strategic than 
tactical. Following the dot-com crash 
of 2000, governance returned to opera-
tional cost control, staying that way un-
til 2003 when technology budgets be-
gan to increase again. In the mid-2000s, 
governance changed again when it was 
shared by enterprise CIOs and busi-
ness-unit CIOs (assuming the structure 
recognized business-unit CIOs) or just 
“business-unit technology directors,” 
as they are sometimes called. Compa-
nies continued on this path until the 
financial world melted down again in 
2008, and governance changed again, 
when it was centralized in the hands 
of a few—or even just one—senior 
executive(s), the CFO, the COO, or, in-
frequently after 2008, the CEO. 

As more and more business proc-
esses and models were converted or 

sponsibilities among different stake-
holders in the enterprise, and defines 
the procedures and mechanisms for 
making and monitoring strategic IT 
decisions.” Technology governance, 
as in all aspects of corporate gov-
ernance, concerns decision rights 
often organized in responsible/ac-
countable/consultative/informed, or 
RACI, playbooks that describe who is 
allowed to acquire, deploy, and sup-
port business technology.12,20

In centralized IT organizations, 
decision rights involved in the acqui-
sition, deployment, and support of 
technology belong to a central group 
reporting to a corporate executive, 
increasingly the CFO. In decentral-
ized organizations, decision rights 
are shared across the enterprise and 
business units; in federated organi-
zations, rights are coordinated across 
the corporate IT group, the business 
units, and even specific corporate 
functions.1,5–8,11,18,21,23,25 The evolution 
of research about technology gover-
nance is instructive here. Years ago, 
researchers, including Brown and 
Magill,7 Rockart et al.,18 and Weill 
and Broadbent,25 discussed tech-
nology governance in the context of 
organizational realities and the re-
ality of choice, where hardware, soft-
ware, and communications options 
were limited. But as organizations 
changed, especially with the federa-
tion of business units, and technol-
ogy options increased, research on 
governance offered alternative in-
sights into how companies redefined 
governance, as well as the role of 
technology in all business processes 
and models.11,20,21,23 

Research on technology alignment 
and governance is extensive.3,6,13,24,28 
We also know a lot about structures 
and processes.26 We know differences 
across governance structures are of-
ten explained through the formaliza-
tion of arrangements. Historically, 
technology governance has been 
more explicit and formalized around 
operational technology (such as lap-
tops, desktops, networks, storage, 
and security) than strategic technol-
ogy (such as business applications 
and special-purpose hardware) or 
especially around emerging technol-
ogy (such as social media, location-
based services, wearables, and the 

The new  
cloud-based, 
technology-
delivery models 
and proliferation 
of “consumerized” 
devices have 
completely changed 
the governance 
equation. 
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augmented through digital technol-
ogy, technology also became more ac-
cessible through new delivery models, 
especially cloud-delivery models. This 
finalized the near-total dependence 
business has on the reliability, scal-
ability, and security of its digital tech-
nology, permanently changing the way 
companies acquire, deploy, and sup-
port technology. That is, businesses 
of all kinds discovered they could not 
function—or even exist—without IT 
and, by extension, the new technology-
delivery models. 

Old notions of governance are be-
ing challenged by technology com-
moditization, consumerization, and 
alternative technology-delivery mod-
els, along with other emerging tech-
nologies about to hit their problem-
solving stride. This challenge is not 
just about the nuances of centralized/
decentralized/federated but some 
very different governance structures 
that recognize the importance of out-
side participants. 

Business units aggressively pilot 
and adopt new technologies. Consum-
erized, cloud-delivered technology has 
changed the rules around technology 
acquisition, deployment, and support. 
Business units no longer ask corpo-
rate IT if they can rent software or buy 
iPads; they just rent and buy as they 
choose, often without telling IT what 
they have done. So-called “shadow IT” 
is more pervasive than ever. The ability 
to do what they please is fueled by the 
technology itself. Cloud computing, 
renting rather than buying technolo-
gy, and easily supported devices (such 
as smartphones and tablets) make it 
easy for anyone to acquire, deploy, and 
support digital technology. The new 
cloud-based-technology-delivery mod-
els and proliferation of consumerized 
devices have completely changed the 
governance equation. 

Each governance configuration 
comes with implications and conse-
quences. The allocation of decision 
and input rights is simultaneously 
political and practical. Companies 
must decide how they want to allo-
cate rights and how far they want to 
push their political processes. 

Challenges 
The very notion that operational 
technology is fully commoditized 

challenges governance in several 
important ways. For example, many 
companies outsource their operation-
al technology to local and/or offshore 
providers. Sharing outsourcing gover-
nance of even operational technology 
can make sense, especially as com-
panies globalize. Strategic technol-
ogy (technology facing customers and 
suppliers) is often “co-governed” by 
technology and business profession-
als, as the performance metrics are 
both technological and functional. 
Supply-chain partners represent an 
ongoing challenge to governance, as 
they often present their own integra-
tion and interoperability challenges 
that must be satisfied by the business 
units with which they do business.10 

Renting (versus buying and install-
ing) software calls for whole new gov-
ernance models. Vendor management 
has emerged as a core competency for 
many companies. Service-level agree-
ments must be managed for perfor-
mance; business units and central IT 
alike have roles to play here. Similarly, 
renting hardware through cloud de-
livery will emerge within the decade 
as a viable alternative to building and 
maintaining huge server farms. This 
trend will challenge governance as 
well, requiring cooperation between 
business and technology units, since 
“control” will now involve third par-
ties—the cloud and supply-chain pro-
viders—committed to providing sup-
port to the whole company, not just 
its central IT organization. 

Consumerization has changed the 
way technology is introduced. Tech-
nology adoption now often occurs 

before employees enter the building. 
Web 2.0 and social-media technolo-
gies (such as wikis, blogs, podcasts, 
RSS filters, virtual worlds, crowd-
sourcing, mashups, and social net-
works) are quickly making their way 
into companies. Corporate IT depart-
ments struggle to keep up with the use 
of these tools by employees, custom-
ers, and suppliers. Mashups are the 
creation of computing components 
inside and outside the corporate fire-
wall. Who controls the APIs, the com-
ponents and widgets that mash into 
new applications? How do companies 
prevent blogs and wikis from spring-
ing up on employees’ laptops? 

Web-based applications also pose 
a challenge to old governance models. 
They are built quickly and deployed 
almost instantly. Changes to existing 
transaction-oriented Web sites are 
immediate. If a business unit wants 
to roll out a revised global pricing 
schedule, does it need to go through 
corporate IT? We crossed that au-
thority chasm a decade ago when we 
invested in user-controlled rules en-
gines and other technologies intended 
to support real-time decision making. 
New applications are designed and 
developed by internal professionals 
and, increasingly, by outside devel-
opers accountable to business units, 
not to corporate IT. Application de-
velopment and all varieties of Web-
based applications are no longer 
governed by corporate IT, except, as 
suggested earlier, at the architectur-
al level (which should remain in the 
control of the enterprise technology 
organization). Participatory develop-

Figure 1. Technology categories. 

Operational Technology Strategic Technology Emerging Technology

Shared applications (such as 
accounting, budgeting, database 
management, and enterprise 
resource planning) 

Applications that connect to 
customers, suppliers, and partners 

Technologies to improve 
and disrupt operational 
effectiveness 

Shared services (such as networks, 
security, risk management,  
and email) 

Business unit applications that 
differentiate the business unit in  
the marketplace 

Technologies to improve—
and disrupt—business 
models and processes 

Shared databases (such as 
customer, manufacturing, and 
supplier databases) 

Applications and databases that are 
business unit and vertical-industry 
specific 

Big data analytics, social 
media, and wearables 

Shared “standard” devices  
(such as laptops, printers,  
and phones) 

Sourced or customized applications 
and databases with short expected 
life spans 

Operational and strategic 
digital trends and  
optimal pilots 
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Globalization calls for new gov-
ernance structures. “Headquarters” 
must decentralize. Standards must 
become architectural and proce-
dural, not based on brands, models, 
or vendors. Our data suggests enter-
prise CIOs and CTOs should focus 
on infrastructure optimization, al-
ternative technology-delivery mod-
els, and architecture—and not much 
else. Business units should focus 
on requirements, application devel-
opment (within architectural stan-
dards), and deployment of fast/cheap 
technologies like those in social me-
dia. If companies do not adjust their 
governance around these activities, 
the business-technology partnership 
will collapse. There will be major 
pushback from the business units 
that want to move quickly, cheaply, 
adaptively. If central IT organizations 
provide roadblocks to these operat-
ing principles, the lines of business 
will end run the IT organization. 

Participatory  
Technology Governance 
Consider this essential finding of 
our analysis: Where technology gov-
ernance was essentially something 
defined and implemented by technol-
ogy and business professionals in their 
own companies, the new participatory 
governance reflects the distribution of 
decision rights across multiple inter-
nal and external participants. 

The concept of “participatory gov-
ernance” emerged from informal dis-
cussions validated through formal 
interviews and surveys with business-
technology managers and business 
executives across the globe (for the 
surveys) and the U.S. locally/region-
ally/nationally (for the interviews) on 
the state of technology governance. 
The data was collected from both 
the technology and business sides of 
multiple companies. Segmenting the 
groups indicates technology profes-
sionals are somewhat less likely to 
endorse participatory governance, 
while business professionals are 
much more likely to endorse it. There 
is, however, general agreement that 
cloud and supply-chain computing 
are the major drivers of participatory 
governance and that technology ven-
dors and business suppliers should be 
part of the governance process. 

ment is a change from the past, but 
the prominence of the Web as the 
emerging dominant transaction plat-
form has changed everything. 

Globalization is another major driver 
of new governance models. As more and 
more companies expand their global 
reach, they must adjust the author-
ity they exercise over the business units 
they encourage to grow. Decentraliza-
tion and federation are necessary to 

enable agile decision making; business 
units expanding around the globe need 
the authority to make local and regional 
decisions. Extending corporate IT from 
headquarters around the world makes 
sense infrequently. Servicing an army 
of technology ex-pats is expensive and 
inhibiting. Local talent, providers, and 
local/regional/country support makes 
sense as companies build sustainable 
footprints around the world. 

Figure 2. Governance participants. 

Internal Stakeholders External Stakeholders

The  
Enterprise

Corporate 
Functions

Business 
Units

Hardware, 
Software, 
and Service 
Providers

Partners  
and Supplies The Crowd

The corporate 
entity that 
defines the 
corporate 
mission and 
overarching 
reporting 
structure 
of the 
organization, 
including 
technology 
leaders 

Specific 
activities 
that define 
corporate 
organizations 
(such as 
marketing, 
finance, 
accounting, 
human 
resources, and 
information 
technology) 

Specific lines 
of business 
that focus 
on specific 
customer sets 
with products 
and services 
that generate 
sales and 
profits and 
that require 
information 
technology 

Vendors 
that provide 
hardware, 
software, 
networks, 
and other 
services to 
the enterprise 
and business 
units, 
increasingly 
delivered 
through 
cloud service 
providers 

Business partners 
and suppliers that 
enable business 
functions, as well 
as product and 
service definition, 
manufacturing, 
and delivery,  
along with  
other activities 

All those 
outside the 
enterprise, 
business 
units, 
providers, 
partners, and 
suppliers 
that might 
contribute in 
any way to the 
success of the 
company 

Figure 3. Findings from business (B) and technology (T) professionals. 

Questions for Business (B) and Technology (T) Professionals  

B T

% Yes % Yes

Do you have a governance policy? 71% 91%

Is your governance policy effective? 43% 61%

Are the lines of business active governance partners? 44% 15%

Is a central IT group in control of operational IT assets? 67% 82%

Is “Shadow IT” larger because of your governance policies? 89% 42%

Should central IT organizations own operational technology? 76% 86%

Should the lines of business own strategic technology? 89% 59%

Should the lines of business own emerging technology? 69% 44%

Is governance still about standardization and control? 54% 91%

Should the lines of business have more governance power? 88% 32%

Does the cloud represent a governance “game changer”? 92% 69%

Should vendors be part of the governance process? 87% 49%

Should consultants be part of the governance process? 89% 51%

Should suppliers be part of the governance process? 71% 47%

Should the crowd be part of the governance process? 86% 39%

Should the lines of business define governance processes? 87% 37%

Should corporate IT define governance processes? 41% 76%

Should technology governance be more “democratized”? 81% 58%

Is technology “governance” an obsolete concept? 43% 52%
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Segmenting  
the groups indicates 
technology 
professionals  
are somewhat less 
likely to endorse 
participatory 
governance, 
while business 
professionals  
are much more 
likely to endorse it.

The discussion here contrasts the 
way corporate leaders have governed 
technology in the past and where 
technology governance is likely to go. 
Participatory governance is a response 
to the relatively closed governance 
structures and processes prevalent 
in the 20th and early 21st centuries. It 
is also described by interviewees as a 
response to the general diffusion of 
digital technology within and beyond 
corporate firewalls. The whole notion 
of governance has expanded. Our data 
confirms emerging trends in the ac-
quisition and control of technology 
assets, as well as in the administration 
of technology processes and services. 

Companies routinely look outward 
to make technology decisions; that is, 
they find they must consult stakehold-
ers/participants outside their compa-
nies to make important technology 
acquisition, deployment, and support 
decisions. We consolidated the results 
from multiple surveys, supplemented 
by interviews used to (anecdotally) vali-
date/invalidate what the survey data 
told us. 

Figure 2 outlines the governance 
participants identified in our data. 
The survey and interview questions 
focused on governance participants, 
models, and processes. The result 
of the surveys and interviews filled a 
new RACI-based governance matrix 
presented here. The number of par-
ticipants in the emerging governance 
process has increased, and nearly 
all growth is outside the proverbial 
corporate firewall. Some new partici-
pants are the result of changes in the 
way technology is acquired, deployed, 
and supported (such as the vast num-
ber of cloud computing providers 
under contract today). Similarly, inte-
grated supply chains have increased 
dependency among technology pro-
viders. Finally, since many custom-
ers are glued to their social networks, 
companies today must engage them 
through communication and content 
networks they do not control in any 
way, shape, or form. How do they “gov-
ern” this activity? 

Survey and Interview Data 
The data was collected from surveys 
conducted by the author at Villanova 
University through the Cutter Consor-
tium (http://www.cutter.com) 2008–

2014 and from interviews the author 
conducted 2004–2014 with CIOs and 
CTOs who were part of the Villanova 
University CIO Technology Advisory 
Council, a rotating group of more 
than 50 local, regional, and national 
technology executives. The surveys 
and interviews involved more than 
500 technology managers and ex-
ecutives. Data was collected through 
surveys and face-to-face interviews 
repeated every two years. Survey in-
struments and questionnaires were 
developed for both data-collection 
processes. General technology-adop-
tion questions, as well as specific 
questions, were asked about tech-
nology governance and alternative 
organizational structures. The data 
reflects input from both the technol-
ogy and business sides of compa-
nies whose participants were asked 
to identify their roles in technology 
management. The data reported here 
represents the combined percentag-
es for the period 2008–2014. 

Figure 3 outlines very different gov-
ernance perceptions and attitudes from 
those expressed in surveys conducted 
in the late 20th and early 21st centuries. 
Note first the distinctions among oper-
ational technology, strategic technolo-
gy, and emerging technology. Note, too, 
the range of referenced stakeholders. 
There are the usual suspects—the cor-
porate and business-unit clients—but 
there is also a new cast of characters, 
including vendors, providers, partners, 
and even “the crowd,” or the random 
actors who gather on social-media 
sites. The full cast is why the range of 
governance and number of governance 
stakeholders is dramatically different 
today, and why the whole notion of con-
trol will yield to what might be called 
“participatory” or “shared” control. 

Also note the differences between 
technology and business profession-
als. While business professionals 
hold strong views about governance 
trends, the technology profession-
als also acknowledge the changes in 
technology management and acquisi-
tion, even though their opinions are 
measurably different from those of 
business professionals. 

Our interviews with CIOs, CTOs, 
and senior executives and managers 
from the business side say participa-
tory governance is inevitable, endors-

http://mags.acm.org/communications/march_2015/TrackLink.action?pageName=55&exitLink=http%3A%2F%2Fwww.cutter.com
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would be to give us what we wanted. 
Now we can go to the cloud and just 
rent the damn stuff.” —Sales manager 
of a financial services company 

“It’s about time that central IT asks 
us what we want. And now when we 
tell them they listen. I always wonder 
if they listen because they want to be 
more responsive or because they know 
we can just go buy it ourselves. Thank 
God for the cloud. It gives me the ul-
timate trump card.” —CIO of an insur-
ance company business unit 

The survey and interview data 
suggests business and technology 
professionals understand the gover-
nance process is changing and the 
number of participants in the gov-
ernance process is increasing. Ven-
dors, service providers, partners, and 
colleagues in the cloud are now gov-
ernance stakeholders. Vendors and 
service providers are special stake-
holders since the products and ser-
vices they offer define de facto gov-
ernance. Companies that outsource 
huge amounts of their operational 
infrastructures outsource many of 
their technology standards and the 
governance around those standards. 
While the standards themselves can 
be broad, they still define what the 
hardware, software, and service offer-
ings will be. 

Environments that outsource lots 
of technology and technology ser-
vices share governance with their 
providers. Similarly, suppliers and 
other partners frequently require spe-
cific technology-based transaction 
processing that also results in shared 
governance.9,22 The crowd is one of 
the most dramatic challenges to cor-
porate governance. The crowd is the 

ing the “recommendation” to adopt a 
more collaborative, participatory ap-
proach to technology governance: 

Here are some insightful quotes 
from some of our technology executives: 

“It was only a matter of time before 
the businesses demanded more con-
trol of technology. I mean, we sort of 
kept them at arm’s length for years. 
Once Apple started making stuff that 
everyone really really wanted, we were 
toast. So we had to give up some con-
trol.” —CIO of a chemicals company 

“The world really is flat. We sell 
products all over the world and have 
databases and applications every-
where, including the cloud. It is im-
possible to control everything from 
one address. We had to rethink gov-
ernance, or there would be a revolu-
tion.” —CIO of a technology company 

“We will be 90% cloud-based in 
five years. Our vendors have as much 
to say about how we govern technol-
ogy as we do. Pretty soon, cloud ven-
dors will be telling us what we can 
and cannot do.” —CIO of a pharma-
ceuticals company 

“Gone are the days when IT calls 
the shots. And maybe that’s not a bad 
thing. For a long time, we owned all 
the technology and the processes for 
buying and implementing technology. 
But now we have to move faster and 
open up our standards to business-
es that need more technology faster 
and cheaper. I guess it’s about time.”  
—CIO of a financial services company 

“Working with the businesses is 
great. But they don’t always under-
stand how complicated IT is or how 
much work it takes to get technology 
to work. We have to work with our ven-
dors and consultants constantly to get 

all this right. The businesses worry 
much more about what technology can 
do for them now, especially for sales. 
That’s great, but it takes more than 
hand waving.” —CIO of a financial ser-
vices company 

“The lines of business get it. They 
understand that they need our infra-
structure but want more control over 
the applications they use. Makes sense 
to me, so long as their decisions keep 
the infrastructure viable. We can’t have 
a free-for-all. There have to be some 
rules, but I get that the rules need to be 
more flexible. I get that now.” —CTO of 
an insurance company 

Here are some quotes from our in-
terviews with business executives: 

“We need to move fast. We can’t wait 
for IT to decide what we should—or 
should not—be doing. Our problems 
need technology solutions. While stan-
dards are important, and all they bring 
to stability and security, we still need to 
solve problems quickly.” —President of 
a pharmaceutical business unit 

“IT is the group that tells me what 
I can’t do, not what I want to do with 
technology. That has to change or we 
will fall behind. When I ask for new 
technology, my question assumes 
that IT can make it work. Or I will 
find it somewhere else.” —CEO of a 
biotech company 

“Cloud computing has given us all 
hope. Not just because it represents a 
good alternative but because it frees us 
from corporate IT. It used to be that for 
us to get some new database or applica-
tion we had to ask IT, which then told 
us that it would be too hard to do. Since 
we depended on IT’s infrastructure to 
get things done, we had to accept their 
‘interpretation’ of how easy or hard it 

Figure 4. RACI participatory governance. 

Participants
Operational 
Technology

Strategic 
Technology

Emerging 
Technology

The Enterprise R/A/C/I R/A/C/I R/A/C/I

Corporate Functions R/A/C/I R/A/C/I R/A/C/I

Business Units R/A/C/I R/A/C/I R/A/C/I

Hardware, Software, and Services 
Providers 

R/A/C/I R/A/C/I R/A/C/I

Partners and Suppliers R/A/C/I R/A/C/I R/A/C/I

The Crowd R/A/C/I R/A/C/I R/A/C/I

Technologies

Internal

External
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source of a variety of “extensions” to 
everyone’s technology capabilities. 
The best example of this is the appli-
cation programming interfaces (APIs) 
published by companies and indi-
viduals that make it possible for cli-
ents and their providers to extend the 
functionality of applications quickly 
and cheaply. But are all APIs OK to 
use? Governance must extend well be-
yond the corporate firewall to include 
policies and protocols for the use of 
externally developed—yet powerful—
APIs and other software widgets that 
can be used to enhance functional-
ity. In addition to APIs and widgets, 
the crowd can also provide expertise. 
We are moving quickly toward a free-
agent approach to selected corporate 
problem solving. What if a company 
must develop a dashboard, a process, 
a chemical, or a drug? Should it turn 
to the crowd? What if it moved its help 
desk to the cloud and paid specialists 
when they solved problems? Shared 
governance is at least partially as-
sumed by these trends. 

Finally, note in Figure 4 the responsible/ 
accountable/consultative/informed, or 
RACI, playbook informed by the sur-
vey and interview data. The data sug-
gests the participation scale—from 
responsible to informed—has shifted. 
Of special importance is the addition 
of external stakeholders to the gover-
nance process. 

The RACI playbook suggests the 
enterprise is responsible (R) and ac-
countable (A) for operational tech-
nology but less so for strategic and 
emerging technology. It also suggests 
providers are also accountable (A) for 
operational delivery because so much 
technology is now outsourced from 
cloud providers. Partners and sup-
pliers also play an important role in 
operational technology selection and 
deployment (As). 

Corporate functions and business 
units are accountable (A) and respon-
sible (R) for strategic and emerging 
technology. This is a major change 
from the governance of the 20th cen-
tury, when most if not all strategic and 
emerging technology was governed by 
the enterprise CIO. 

Providers, partners, and the crowd 
are now direct participants in tech-
nology acquisition, deployment, 
and support through their consulta-

tive (C) and informed (I) roles, with 
the exception of providers’ shared 
accountability (A) for strategic and 
emerging technology, due primarily 
to the implications of the integration 
and support of new technology. This 
structure is new. 

Conclusion 
These findings and analysis indicate 
governance is changing, “control” is a 
concept morphing into collaboration 
and participation, and participatory 
governance will replace both the rigid 
conventional governance structures 
and processes of the 20th century and 
even more-open “federated” struc-
tures of the early 21st century. Par-
ticipatory governance acknowledges 
expansion of the number of gover-
nance stakeholders, commoditiza-
tion of technology, consumerization, 
and the increasing practice of out-
sourcing operational, strategic, and 
emerging technology. The data also 
suggests the new business technol-
ogy alignment opportunity is through 
participatory governance.  
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Preparing data for public release  
requires significant attention to  
fundamental principles of privacy. 

BY ASHWIN MACHANAVAJJHALA AND DANIEL KIFER 

IN  2 006,  AOL RELEASED a file containing search queries 
posed by many of its users. The user names were 
replaced with random hashes, though the query text 
was not modified. It turns out some users had queried 
their own names, or “vanity queries,” and nearby 
locations like local businesses. As a result, it was not 
difficult for reporters to find and interview an AOL 
user1 then learn personal details about her (such as 
age and medical history) from the rest of her queries. 

Could AOL have protected all its users by also 
replacing each word in the search queries with a 
random hash? Probably not; Kumar et al.27 showed 
that word co-occurrence patterns would provide clues 
about which hashes correspond to which words,  
thus allowing an attacker to partially reconstruct  
the original queries. Such privacy concerns are not 
unique to Web-search data. Businesses, government 

agencies, and research groups routine-
ly collect data about individuals and 
need to release some form of it for a va-
riety of reasons (such as meeting legal 
requirements, satisfying business ob-
ligations, and encouraging reproduc-
ible scientific research). However, they 
must also protect sensitive informa-
tion, including identities, facts about 
individuals, trade secrets, and other 
application-specific considerations, 
in the raw data. The privacy challenge 
is that sensitive information can be 
inferred in many ways from the data 
releases. Homer et al.20 showed par-
ticipants in genomic research studies 
may be identified from publication of 
aggregated research results. Greveler 
et al.17 showed smart meter readings 
can be used to identify the TV shows 
and movies being watched in a target 
household. Coull et al.6 showed web-
pages viewed by users can be deduced 
from metadata about network flows, 
even when server IP addresses are re-
placed with pseudonyms. And Goljan 
and Fridrich16 showed how cameras 
can be identified from noise in the im-
ages they produce. 

Naive aggregation and perturbation 
of the raw data often leave exposed 
channels for making inferences about 
sensitive information;6,20,32,35 for in-
stance, simply perturbing energy read-
ings from a smart meter independently 
does not hide trends in energy use. 
"Privacy mechanisms," or algorithms 
that transform the data to ensure pri-
vacy, must be designed carefully ac-
cording to guidelines set by a privacy 
definition. If a privacy definition is 
chosen wisely by the data curator, the 
sensitive information will be protected. 

Designing 
Statistical 
Privacy for 
Your Data 

 key insights
 ˽ Data snoopers are highly motivated  

to publicize or take advantage of  
private information they can deduce  
from public data. 

 ˽ History shows simple data anonymization 
and perturbation methods frequently leak 
sensitive information. 

 ˽ Focusing on privacy design principles  
can help mitigate this risk. 

http://mags.acm.org/communications/march_2015/TrackLink.action?pageName=58&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F2660766
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There is a long history of proposed 
privacy definitions, new vulnerabilities 
discovered, and amended privacy defi-
nitions developed only to be broken 
once again. As privacy concerns spread, 
parallel copies of this process are 
spawned in many research areas. Fortu-
nately, current research has identified 
many best practices for engineering 
robust privacy protections for sensitive 
data. Although they can be formalized 
in a mathematically rigorous way, we 
present them at a more intuitive level, 
leveraging the following privacy defini-
tions as sources of examples. 

Definition 1 (∈-differential pri-
vacy9,11). An algorithm M satisfies 
ε-differential privacy if for each of its 
possible outputs ω and for every pair 

Unfortunately, privacy definitions are 
not one-size-fits-all. Each application 
could have its own unique privacy re-
quirements. Working independently, 
researchers from disparate fields redis-
cover similar privacy technologies, along 
with their weaknesses, new fixes, and 
other vulnerabilities. Our goal here is 
to synthesize some of the latest find-
ings in the science of data privacy in 
order to explain considerations and 
best practices important for the design 
of robust privacy definitions for new 
applications. We begin by describing 
best practices, then explain how they 
lead to a generic template for privacy 
definitions, explore various semantic 
privacy guarantees achievable with 
this template, and end with an exam-

ple of a recent privacy definition based 
on the template and apply it to privacy-
preserving k-means clustering. 

Desiderata of Privacy Definitions 
When data is collected, the curator, 
with the aid of a privacy definition, 
puts it in a form that is safe to release. 
A privacy definition is a specification 
for the behavior of randomized and 
deterministic algorithms. Algorithms 
that satisfy the spec are called privacy 
mechanisms. The curator first choos-
es a privacy definition, then a privacy 
mechanism M satisfying the defini-
tion. The curator will run M on the 
sensitive data, then grant external us-
ers access to the output of M, or the 
“sanitized output.” 
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Likewise, privacy-mechanism de-
signers should always assume at-
tackers are smarter than they are. 
Just because the designer of a privacy 
mechanism cannot deduce sensitive 
information from the output of a piece 
of software, an adversary will also fail. 
A well-engineered privacy definition 
will overcome these disadvantages, 
protecting sensitive information from 
clever attackers who know how M op-
erates. We explain how in subsequent 
sections. 

Post-processing. A privacy defini-
tion determines the mechanisms that 
data curators can trust to not leak sen-
sitive information. Let M be one such 
mechanism, and suppose A is some 
algorithm that can be applied to the 
output of M; for example, suppose M 
creates synthetic data from its inputs, 
and A builds a decision tree. Let the 
notation A ° M denote the composite 
algorithm that first applies M to the 
sensitive data and then runs A on the 
sanitized output of M. 

If M is trusted, should this compos-
ite algorithm A ° M also be trusted? In-
tuitively, the answer is yes. It would be 
very strange if a data curator released 
privacy-preserving synthetic data but 
then claimed building statistical models 
from this data is a violation of privacy. 

A privacy definition is closed un-
der post-processing if A ° M satisfies 
the constraints defining the privacy 
definition whenever M does. Differ-
ential privacy11 satisfies this property, 
but k-anonymity does not.23 Closure 
under post-processing has two impor-
tant consequences: First, it ensures 
compatibility between a privacy defi-
nition and Kerckhoffs’s principle; for 
example, some algorithms that satisfy 
k-anonymity are susceptible to a so-
called minimality attack.13,36 For each 
such k-anonymity mechanism M, it 
is possible to craft a post-processing 
algorithm A that takes the output of 
M, undoes some of its data transfor-
mations, and outputs a new dataset 
having records with possibly unique 
quasi-identifier values that are vulner-
able to linkage attacks with external 
data. That is, the composite algorithm 
A ° M does not satisfy the same condi-
tions as M, or k-anonymity, and often 
reveals sensitive records. 

By contrast, suppose an ε-differentially 
private algorithm M is applied to the 

of databases D1, D2 that differ on the 
addition or removal of a single record, 

. 
Intuitively, ε-differential privacy 

guarantees that adding or removing a 
record from the data will have little ef-
fect on the output of a privacy mecha-
nism M. For small ε, it means M will 
probably produce the same sanitized 
output regardless of whether or not 
Bob’s record is in the data. 

How should a data curator choose ε?  
Consider a highly targeted query about 
an individual (such as asking if Bob’s 
record is in the data). For ∈-differen-
tial privacy, the most revealing privacy 
mechanism answers truthfully with 
probability eε/(1 + eε) and falsely with 
probability 1/(1 + eε).24 When ε is close 
to 0, both these probabilities are close 
to ½, and little information is provided; 
the mechanism is almost as likely to 
lie as respond truthfully; for example, 
when ε = 0.1, the true answer probabil-
ity is ≈ 0.525, and when ε = 0.01, the 
probability is ≈ 0.502. We recommend 
choosing ε based on how close the cura-
tor wants this value to be to ½. 

The Laplace mechanism is a popular 
mechanism for ε-differential privacy. 
Let f be a function that computes a vec-
tor of query answers on the data. To 

each query answer, the Laplace mech-
anism adds an independent Laplace 
random variable with mean 0 and 
standard deviation , where 
S(f) is the global sensitivity of f − the 
largest possible change in f due to the 
addition of one record, or the maxi-
mum of  over pairs of 
databases D1, D2 that differ in one rec-
ord. Intuitively, the noise masks the 
influence of any single record on the 
result of f. Now consider: 

Definition 2 (k-anonymity.34,35) Given 
a set Q of attributes, known as the 
quasi-identifier, a table is k-anonymous 
if every record in it has the same quasi-
identifier values as k−1 other records. 
An algorithm satisfies k-anonymity if it 
outputs only k-anonymous tables. 

K-anonymity defends against one 
type of attack called a “linkage attack”—
joining an external dataset that associ-
ates an identity (such as name) with the 
quasi-identifier (such as ZIP code and 
age) to a k-anonymous table containing 
this publicly available quasi-identifier. 
Its goal is to prevent the matching of an 
identity to a single tuple in the k-anony-
mous table; clearly, there will always be 
at least k candidates in the join result. K-
anonymity mechanisms usually operate 
by coarsening attributes (such as drop-
ping digits from ZIP codes and changing 
ages to age ranges); see Figure 1 for two 
examples of k-anonymous tables. 

Security Without Obscurity 
The process of sanitizing sensitive data 
through a privacy mechanism M must 
follow Kerckhoffs’s principle21 and en-
sure privacy even against adversaries 
who might know the details of M, ex-
cept for the specific random bits it may 
have used. Better yet, the mechanism 
M must be revealed along with the san-
itized output.

The reasons for making the mecha-
nism M publicly known are twofold: 
First, history shows “security through 
obscurity” is unreliable in many appli-
cations; and, second, the output of M 
must be useful. This sanitized output 
often takes the form of a dataset or sta-
tistical model and could be intended to 
support scientific research. In such a 
case, statistical validity is an important 
concern, and statistically valid conclu-
sions can be drawn only when scientists 
know precisely what transformations 
were applied to the base sensitive data. 

Figure 1. Examples of k-anonymity:  
(a) 4-anonymous table; (b) 3-anonymous 
table. 

Zip Code Age Disease

130** 25–30 None

130** 25–30 Stroke

130** 25–30 Flu

130** 25–30 Cancer

902** 60–70 Flu

902** 60–70 Stroke

902** 60–70 Flu

902** 60–70 Cancer

Zip Code Age Disease

130**  < 40 Cold

130**  < 40 Stroke

130**  < 40 Rash

1485*  ≥ 40 Cancer

1485*  ≥ 40 Flu

1485*  ≥ 40 Cancer

(a)

(b)
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The privacy 
challenge is 
that sensitive 
information can be 
inferred in many 
ways from the data 
releases. 

data D, and the result M(D) is pub-
lished. Given knowledge of M, a clever 
adversary can design an attack algo-
rithm A and run it on the published 
data to obtain the result A(M(D)). 
Note A(M(D)) is the result of apply-
ing the composite algorithm A ° M to 
the data D. Since ε-differential privacy 
is closed under post-processing, the 
composite algorithm A ° M still sat-
isfies ε-differential privacy and hence 
has the same semantics; the output of 
A ° M is barely affected by the pres-
ence or absence of Bob’s (or any other 
individual’s) record in the database. 

The second important consequence 
of closure under post-processing is 
how a data curator must express priva-
cy definitions. Consider k-anonymity 
and ε-differential privacy. By analogy 
to database-query languages, the defi-
nition of k-anonymity is declarative; 
that is, it specifies what we want from 
the output but not how to produce this 
output. On the other hand, differen-
tial privacy is more procedural, speci-
fying constraints on the input/out-
put behaviors of algorithms through 
constraints on probabilities (such as 
P(M(D) = ω)). This is no coincidence; 
in order to achieve closure under post-
processing, it is necessary that the 
privacy definition impose conditions 
on the probabilities (even when M is 
deterministic) rather than on the syn-
tactic form of the outputs.22 

Composition. We introduce the 
concept of composition with an exam-
ple. Suppose the 4-anonymous table in 
Figure 1 was generated from data from 
Hospital A, while the 3-anonymous 
table in Figure 1 was generated by Hos-
pital B. Suppose Alice knows her neigh-
bor Bob was treated by both hospitals 
for the same condition. What can Alice 
infer about, say, Bob’s private records? 
Bob corresponds to an anonymized 
record in each table. By matching ZIP 
code, age, and disease, Alice can de-
duce that Bob must have had a stroke. 
Each anonymized table individually 
might have afforded Bob some privacy, 
but the combination of the two tables 
together resulted in a privacy breach. 
The degradation in privacy that results 
from combining multiple sanitized 
outputs is known as “composition.”14 

Self-composition. “Self-composi-
tion” refers to the scenario where the 
sanitized outputs are all produced 

from privacy mechanisms that satisfy 
the same privacy definition. Funda-
mental limits on a privacy definition’s 
ability to withstand composition are 
part of a growing literature inspired 
by the results of Dinur and Nissim7 
who showed that the vast majority of 
records in a database of size n can be 
reconstructed when n log(n)2 statisti-
cal queries are answered, even if each 
answer has been arbitrarily altered to 
have up to o( n ) error; that is, a distor-
tion that is less than the natural varia-
tion of query answers that an adversary 
would get from collecting a sample of 
size n from a much larger population. 

Despite such negative results that 
limit the number of times a private 
database can be queried safely, there 
can be a graceful degradation of pri-
vacy protections, as in the case of 
ε-differential privacy. If M1, M2, …, Mk  
are algorithms such that each Mi sat-
isfies εi-differential privacy, then the 
combination of their sensitive out-
puts satisfies ε-differential privacy 
with ε = ε + … + ε;30 more formally, 
this privacy level is achieved by the 
algorithm M running mechanisms 
M1, M2, …, Mk on the input data and 
releases all their outputs. The end re-
sult thus does not reveal any record 
deterministically while still satisfying 
differential privacy but with a linear 
degradation in the privacy parameter. 

Self-composition has another prac-
tical benefit—simplifying the design 
of privacy-preserving algorithms. Com-
plicated mechanisms can be built 
modularly from simpler mechanisms 
in the same way software is built from 
functions. By controlling the informa-
tion leakage of each component indi-
vidually, a privacy-mechanism design-
er can control the information leakage 
of the entire system. In the case of 
ε-differential privacy, the privacy pa-
rameter ε of the final mechanism is 
at most the sum of the privacy param-
eters of its components.4,30 

Composition with other mechanisms. 
The data curator must also consider 
the effect on privacy when the mecha-
nisms do not satisfy the same privacy 
definition. As an example,24,26 con-
sider a database where each record 
takes one of k values. Let x1, x2,…, xk 
denote the number of times each of 
these values appears in the database; 
they are histogram counts. Let M1 be 
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privacy-preserving 
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not satisfy the 
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of a chosen  
privacy definition. 

has cancer and 0 otherwise. We add 
noise from a standard Gaussian dis-
tribution and release the result, which 
happens to be 10. If Bob’s bit is 1, then 
we are 13,000 times more likely to ob-
serve a noisy value of 10 than if Bob’s 
bit is 0. We have thus almost certainly 
discovered the value of Bob’s bit. 

One can argue that observing a noisy 
value this large is so unlikely (regard-
less of the value of Bob’s bit) that such 
a privacy breach is very rare and hence 
can be ignored. Such reasoning has led 
to relaxations of privacy definitions 
that allow guarantees to fail with a 
small probability δ.; one example is 
the relaxation (ε, δ)-differential privacy, 
which can produce more accurate data-
mining results. 

Definition 3 (ε, δ)-differential pri-
vacy.10,11 Let M be an algorithm and 
S be its set of possible outputs. 
M satisfies (ε, δ)-differential pri-
vacy if for all subsets B ⊂ S and for 
all pairs of databases D1, D2 differ-
ing on the value of a single record, 

.
The decision whether to always pro-

vide guarantees or allow privacy pro-
tections to fail with a small probabil-
ity is application-specific and depends 
on the stakes involved. It is a privacy/
utility trade-off having consequences 
with different levels of subtlety. For 
instance, let M be the algorithm that 
outputs ⊥ with probability 1−δ. and 
outputs the input dataset with prob-
ability δ. This M satisfies the more 
relaxed conditions of (ε, δ)-differential 
privacy. Similarly, consider an algo-
rithm M* that returns the record of a 
randomly selected individual from the 
input dataset. If the number of records 
is N and if N > 1/δ then M* satisfies 
(ε, δ)-differential privacy yet always vio-
lates the privacy of some individual. 

Worth noting is that ε-differential 
privacy and the relaxed (ε, δ)-differential 
privacy both offer the same high-level 
guarantee—the output distribution of 
a mechanism is barely affected by the 
value of any individual record. Still, 
privacy relaxation may consistently 
cause privacy violations, while the for-
mer will not. Reasoning about attack-
ers can help data curators set param-
eter values that limit such information 
leakages14 and (as we discuss later) 
provide new perspectives on achiev-
able guarantees. 

a mechanism that releases the sums x1 
+ x2, x2 + x3, …, xk−1 + xk. Note M1 does 
not satisfy ε-differential privacy. More-
over, the knowledge of any one count 
xi, combined with the output of M1, 
would reveal all the original counts. 
Now consider a mechanism M2 that 
adds noise drawn from a Laplace dis-
tribution, with variance 2/ε2, indepen-
dently, to each histogram count, so 
its output consists of k noisy counts 
x̃1, …, x̃2. Mechanism M2 does satisfy 
ε-differential privacy;9 it is the Laplace 
mechanism mentioned earlier. 

What is the effect of the combined 
release of the sanitized outputs of M1 
and M2? From x̃1, we have a noisy es-
timate of x1. From the quantity x1 + x2 
and the noisy value x̃2, we can obtain 
another independent estimate of x1. 
Combining x1 + x2, x2 + x3, and x̃3 we 
get yet another estimate. Overall, there 
are k independent noisy estimates of 
x1 that can be averaged together to get 
a final estimate with variance 2/(kε2), 
which is k times lower than what we 
could get from M2 alone. This example 
illustrates why there is a recent push 
for creating flexible privacy definitions 
that can account for prior releases of 
information (such as the output of M1) 
to control the overall inference.2,15,25 

Convexity. Consider a privacy defini-
tion satisfied by two mechanisms, M1 
and M2. We can create an algorithm 
M(p), or their “convex combination,” 
that randomly chooses among them; 
with probability p it applies M1 to its 
input and with probability 1−p it ap-
plies M2. Why consider mechanisms 
like M(p)? Convex combinations like 
M(p) could provide better worst-case er-
ror guarantees for some queries than 
either M1 or M2 for reasons similar to 
why mixed strategies may be preferred 
over pure strategies in game theory. 

Now, should we trust M(p) to protect 
privacy? It is reasonable to do so be-
cause the only thing M(p) does is add 
additional randomness into the sys-
tem.22,23 We say a privacy definition is 
convex if every convex combination of 
its mechanisms also happens to satisfy 
that privacy definition. Convex privacy 
definitions have useful semantic prop-
erties we discuss in more detail in the 
next section. 

Minimizing probabilistic failure. 
Consider a private record that can be 
expressed in one bit; that is, 1 if Bob 
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Implementation concerns. As with 
many aspects of security, moving from 
theory to practice requires great care. 
In particular, a naive implementation 
of a privacy-preserving algorithm may 
not ensure privacy even though the al-
gorithm is theoretically proven to satis-
fy the requirements of a chosen privacy 
definition. One problem arises from 
side-channels. Consider a program 
that processes a sensitive database and 
behaves as follows: If Bob’s record is in 
the database, it produces the output 1 
after one day; if Bob’s record is not in 
the database, it outputs 1 right away. 
The output is the same, no matter what 
the database is. But by observing the 
time taken for a result to be output, we 
learn something about the database.18 

Another concern arises when the 
theoretical algorithms base their secu-
rity properties on exact computation 
that may be beyond the limits of digi-
tal computers.5,31 The most common 
example is the addition of noise from 
continuous distributions (such as 
Gaussian and Laplace). For most float-
ing-point implementations, an analy-
sis of the bit patterns yields additional 
information about the input data.31 

Finally, many privacy mechanisms 
rely on a random number generator. A 
provably secure implementation of a 
privacy-preserving algorithm must be 
tailored to the quality of the random-
ness of the bits.8 

A Generic Recipe 
Privacy definitions that are convex, 
closed under post-processing, and re-
quire protections for all outputs of a 
mechanism M all have a similar for-
mat and can be written in terms of lin-
ear constraints,28 as in the following 
generic template: 

Definition 4 (a generic privacy defini-
tion). Let D1, D2,… be the collection of pos-
sible input datasets. For some fixed con-
stants  
an algorithm M must satisfy the follow-
ing conditions for every possible output   
the algorithm ω can produce:

 

To evaluate a proposed privacy defi-
nition, a good sanity check for current 
best practices is thus to verify whether 

or not the algorithm M can be ex-
pressed as linear constraints on the 
probabilistic behavior of algorithms, as 
in Definition 4; for example, k-anonym-
ity does not fit this template,28 but with 
ε-differential privacy, there is a linear 
constraint P(M(Dj1) = ω) – eεP(M(Dj2) 
= ω) ≤ 0 for every pair of datasets 
Dj1, Dj2 that differ on the presence of 
one rec-ord. We next discuss some 
semantic guarantees achievable 
through this template. 

Good and bad disclosures. Even 
when published data allows an analyst 
to make better inferences about Bob, 
Bob’s privacy has not necessarily been 
violated by this data. Consider Bob’s 
nosy but uninformed neighbor Char-
ley, who knows Bob is a life-long chain-
smoker and thinks cancer is unrelated 
to smoking. After seeing data from a 
smoking study, Charley learns smok-
ing causes cancer and now believes 
that Bob is very likely to suffer from 
it. This inference may be considered 
benign (or unavoidable) because it is 
based on a fact of nature. 

Now consider a more nuanced situ-
ation where Bob participates in the 
aforementioned smoking study, the 
data is processed by M, and the result  
ω (which shows that smoking causes 
cancer) is published. Charley’s beliefs 
about Bob can change as a result of 
the combination of two factors: by him 
learning that smoking causes cancer, 
and since Bob’s record may have af-
fected the output of the algorithm. 
This latter factor poses the privacy 
risks. There are two approaches to iso-
late and measure whether Charley’s 
change in belief is due to Bob’s record 
and not due to his knowledge of some 
law of nature—“counterfactuals”12,25,33 
and “simulatability.”2,15,29 

Privacy via counterfactuals. The first 
approach12,25,33 based on counterfactu-
al reasoning is rooted in the idea that 
learning the true distribution underly-
ing the private database is acceptable, 
but learning how a specific individual’s 
data deviates from this distribution is a 
privacy breach. 

Consider pairs of alternatives 
(such as “Bob has cancer” and “Bob is 
healthy”). If the true data-generating 
distribution θ is known, we could use 
it to understand how each alternative 
affects the output of M (taking into ac-
count uncertainty about the data) by 

considering the probabilities Pθ(M out-
puts ω | Bob has cancer) and Pθ(M out-
puts ω | Bob is healthy). Their ratio is 
known as the “odds ratio.” It is the mul-
tiplicative factor that converts the ini-
tial odds of Bob having cancer (before 
seeing ω) into the updated odds (after 
seeing ω). When the odds ratio is close 
to 1, there is little change in the odds, 
and Bob’s privacy is protected. 

Why does this work? If the rea-
soning is done using the true distri-
bution, then we have bypassed the 
change in beliefs due to learning 
about laws of nature. After seeing ω, 
the change in Charley’s beliefs de-
pends only on the extent to which ω 
is influenced by Bob (such as it was 
computed using Bob’s record). 

What if the true distribution is un-
known? To handle this scenario, the 
data curator can specify a set Ξ of plau-
sible distributions and ensure reason-
ing with any of them is harmless; the 
corresponding odds ratios are all close 
to 1. A counterfactual-based privacy def-
inition would thus enforce constraints 
like Pθ(M outputs ω | Bob has cancer) ≤ 
eεPθ(M outputs ω | Bob is healthy) for all 
possible ω, for various pairs of alterna-
tives and distributions θ. When written 
mathematically, these conditions turn 
into linear constraints, as in the generic 
template (Definition 4). 

Privacy via simulatability. The sec-
ond approach,2,15,29 based on simulat-
ability, is motivated by the idea that 
learning statistics about a large popu-
lation of individuals is acceptable, but 
learning how an individual differs from 
the population is a privacy breach. 
The main idea is to compare the be-
havior of an algorithm M with input 
D to another algorithm, often called 
a “simulator,” S with a safer input D′; 
for example, D′ could be a dataset that 
is obtained by removing Bob’s record 
from D. If the distribution of outputs of 
M and S are similar, then an attacker 
is essentially clueless about whether ω 
was produced by running M on D or by 
running S on D′. Now S does not know 
anything about Bob’s record except 
what it can predict from the rest of the 
records in D′ (such as a link between 
smoking and cancer). Bob’s record is 
thus protected. Similarly, Alice’s pri-
vacy can be tested by considering dif-
ferent alterations where Alice’s record 
is removed instead of Bob’s record. If 
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ing semantics for privacy definitions 
also provide two ways of interpreting 
ε-differential privacy. The simulatabil-
ity argument shows an algorithm satis-
fying ε-differential privacy provides the 
following protection: an attacker can-
not detect whether M was run on the 
original data or on altered data from 
which any given record was removed.2,14 
This is true no matter how knowledge-
able the attacker is, as long as the data 
alteration is consistent with what is 
known about the data; if not, addition-
al leakage can occur, as explained in 
the earlier discussion on composition 
with other mechanisms. From a dif-
ferent perspective, the counterfactual 
argument shows an algorithm M sat-
isfying ε-differential privacy prevents 
an attacker from learning how an indi-
vidual differs from the data-generating 
distribution precisely when all records 
are independent.25 

Example: Blowfish 
We illustrate this discussion with 
Blowfish,19 a new class of privacy defi-
nitions that follows the generic privacy 
template in Definition 4. Like differen-
tial privacy, Blowfish definitions sat-
isfy a number of desirable properties 
we outlined earlier, including Kerck-
hoffs’s principle, self-composition, 
convexity, and closure under post-pro-
cessing. The privacy goals of Blowfish 
definitions have both a counterfactual 
and a simulatability interpretation. In 
addition to satisfying these properties, 
Blowfish definitions improve on dif-
ferential privacy by including a gener-
alized and formal specification of what 
properties of an individual in the data 
are kept private and by accounting for 
external knowledge about constraints 
in the data. Blowfish thus captures 
part of the privacy design space. In the 
rest of this section, we describe how 
data owners can use Blowfish to cus-
tomize privacy protections for their 
applications. 

Blowfish definitions take two pa-
rameters: privacy ε (similar to differ-
ential privacy) and policy  P = (T, G, IQ) 
allowing data curators to customize 
privacy guarantees. Here, T is the set 
of possible record values, Q is a set 
of publicly known constraints on the 
data, and IQ is the set of all possible 
datasets consistent with Q. Specify-
ing IQ allows a data curator to create 

S can approximately simulate the be-
havior of M no matter what the true 
data D is and no matter what alteration 
was performed, then every individual 
record is protected. 

Privacy definitions based on simu-
latability are generally more complex 
than those based on counterfactuals. 
To check whether M satisfies the defi-
nitions, it is often necessary to find 
the appropriate simulator S. However, 
in some cases, the privacy definitions 
can also be expressed using linear con-
straints, as in the generic privacy defi-
nition template. 

Counterfactuals vs. simulatability. 
The differences between counterfactual 
and simulatability approaches depend 
on the nature of the data that must be 
protected. When the data records are 
independent of each other, properties 
of the data-generating distribution and 
properties of a population are essential-
ly the same (due to the law of large num-
bers), in which case both approaches 
provide similar protection. 

Data correlations. A difference arises 
when there is correlation between in-
dividuals. First, we consider a scenario 
when counterfactuals would be more 
appropriate. Suppose a database con-
tains records about Bob and his rela-
tives. Even if Bob’s record is removed, 
Bob’s susceptibility to various diseases 
can be predicted from the rest of the 
data because it contains his family’s 
medical history. The general goal of 
privacy definitions based on simulat-
ability is not to hide this inference 
but to hide how Bob’s actual record 
differs from this prediction. On the 
other hand, if we include probabilis-
tic models of how diseases are passed 
through genetics, then privacy defini-
tions based on counterfactuals will try 
to prevent predictions about Bob and 
his family. Intuitively, this happens be-
cause the actual family medical history 
is not a property of the data-generating 
distribution but of a sample from that 
distribution. Since the family medical 
history is correlated with Bob’s record, 
it would allow better predictions about 
how Bob deviates from the data-gen-
erating distribution; hence, it must be 
protected as well. 

Next, we examine a situation where 
simulatability-based privacy defini-
tions are more appropriate. Consider 
a social network where many profiles 

of individuals are public. Private in-
formation about individuals is often 
predictable directly from the public 
profiles of their friends and contacts.37 
Even if Bob’s profile is private, it is easy 
to collect information that is correlat-
ed with Bob. Here, privacy definitions 
based on simulatability are applicable, 
allowing data curators to process the 
social network data with algorithms M 
that create outputs from which it is dif-
ficult to tell if Bob’s record was used in 
the computation. 

Data constraints. One difficulty in 
designing privacy definitions is ac-
counting for public knowledge of 
constraints the input database must 
satisfy. Constraints may correlate the 
values of different records, arising 
due to, say, functional dependencies 
across attributes or prior exact releas-
es of histograms. Correlations arising 
from constraints provide inference 
channels attackers could use to learn 
sensitive information. A privacy defi-
nition must thus account for them; for 
example, while Census data records 
must be treated confidentially, certain 
coarse population statistics must, by 
law, be released exactly in order to de-
termine the number of Congressional 
Representatives for each state. More 
generally, if a histogram H of the data 
has been released exactly, how can a 
data curator choose a privacy defini-
tion, and hence constraints on M to 
account for the information in the 
histogram so any subsequent data re-
lease via M is able to ensure privacy? 
Complete solutions to this problem 
are open but appear to be easier for 
approaches based on counterfactu-
als if we use data-generating distribu-
tions that are conditioned on the his-
togram, or P(D|H).25 For approaches 
based on simulatability, there is more 
of a challenge since data-alteration 
techniques consistent with previously 
released information must be devel-
oped; recall, they provide the guar-
antee that an attacker would not be 
able to reliably determine whether the 
original dataset or altered dataset was 
used in the computation. It is impor-
tant to note, too, that constraints on 
the input data, and especially those 
arising from prior releases, can be ex-
ploited for better utility. 

Interpretations of differential pri-
vacy. These two approaches for defin-
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Learning population 
statistics is 
acceptable, but 
learning how an 
individual differs 
from the population 
is a privacy breach. 

privacy definitions that can compose 
with prior deterministic data releases, 
thus avoiding some of the difficulties 
discussed earlier in the section on de-
siderata. To simplify the discussion, 
we set Q to be the single constraint 
that the dataset has n records, in which 
case IQ = T n; for more complicated 
constraints, see He19 on Blowfish and 
Kifer and Machanavajjhala25 on Puffer-
fish frameworks. 

The final component of the policy is 
G = (T, E), or the “discriminative secret 
graph.” The vertices in G are the pos-
sible values a record can take. Every 
edge (x, y) ∈ E describes a privacy goal 
with both counterfactual and simulat-
ability interpretations. From the simu-
latability viewpoint, changing a single 
record from x to y (or vice versa) will 
not cause a significant change in the 
probability of any output. From the 
counterfactual viewpoint, if records 
are independent, an attacker could es-
timate the odds of a new record having 
value x vs. y, but estimated odds about 
any individual in the data would not 
differ significantly from this value. Us-
ing this graph G, we define the concept 
of neighboring databases, then formally 
define the Blowfish framework: 

Definition 5 (G-Neighbors). Let P = 
(T, G, T n) be a discriminative secret 
graph. Two datasets D1, D2 ∈ T n are 
called G-neighbors if for some edge (x, 
y) ∈ E and some dataset D ∈ T n–1, D1 = D 
∪ {x} and D2 = D ∪ {y}.

Definition 6 ((ε, P)-Blowfish Privacy). 
Let P = (T, G, T n) be a policy. An algo-
rithm M satisfies (ε, P)-Blowfish priva-
cy if for all outputs ω of the algorithm 
M and all G-neighbors D1, D2 we have 

. 
This privacy definition clearly 

matches the generic template of Defi-
nition 4. We now examine some poli-
cies and their applications.

Full domain. Consider a policy PK = (T, 
G, T n) where K is a complete graph, and 
every pair of values in the domain T are 
connected. The result is that two data-
sets are neighbors if they differ (arbi-
trarily) in any one record. (ε, PK)-Blowfish 
privacy is equivalent to a popular vari-
ant of differential privacy11 that requires 

 
for all ω and for all pairs of datasets D1, D2 
that differ (arbitrarily) in the value (rath-
er than presence/absence) of one record. 

Partitioned. Let us partition the do-

main T into p mutually exclusive sub-
sets, with P = {P1, …, Pp}. Consider a 
graph GP = (T, E), where any two values 
x, y are connected by an edge if and 
only if x and y appear in the same par-
tition. Each connected component of 
GP is thus a clique corresponding to 
one of the Pi. Now, two datasets D1 and 
D2 are neighbors if D2 can be obtained 
from D1 by replacing the value of one 
record with a new value belonging to 
the same partition. For example, let 
T be the set of all disease outcomes, 
partitioned into three subsets: healthy 
cases, communicable diseases, and 
non-communicable diseases. Let us 
use the graph GP corresponding to 
this partition in our Blowfish policy. 
An algorithm M satisfying Defini-
tion 6 comes with the guarantee that 
the probabilities of its outputs do not 
change substantially if one communi-
cable disease is replaced with another 
communicable disease or a healthy 
case with another healthy case, or a 
simulatability interpretation. 

What about replacing a noncom-
municable disease with a communi-
cable disease? Can the algorithm’s 
output probabilities be significantly 
different in such a case? The answer 
is yes. In fact, this policy allows algo-
rithms to publish the exact status of 
each individual—healthy, contagious, 
or noncontagious—and approximate 
histograms of each disease. However, 
specific details (such as which person 
has which contagious disease) are pro-
tected. Such behavior may be desirable 
in certain health-care applications 
where some facts must be disclosed 
but further details kept confidential. 

Distance threshold. Many applica-
tions involve a concept of distance 
between records; for instance, the dis-
tance between two age values can be 
the absolute difference, and the dis-
tance between two points on a plane 
can be the straightline Euclidean 
distance or the Manhattan distance 
along a grid. Given a distance metric d, 
one can define a discriminative secret 
graph Gd,θ in which only nearby points 
are connected. That is, (x, y) ∈ E only 
when d(x, y) < 0 for some threshold q; 
for example, if T is the set of all points 
on Earth, and d is the orthodromic dis-
tance between pairs of points, we can 
set θ = 10 miles, so valid record loca-
tions are connected to other valid rec-
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values range from 0 to 100. The global 
sensitivity of qsum is 100. The policy-
specific sensitivity of qsum under GL1,5 
is only 5. If, instead, the policy used a 
partition graph GP that partitions age 
into ranges (such as {0 – 10, 11 – 20, 
21 – 30,…,91 – 100}), then the policy- 
specific global sensitivity is only 10. 
Finally, with the attribute policy, S(qsum, 
Gattr, 1) = max

i
(ai – bi). 

K-means clustering. For a specific 
data-mining result, consider an applica-
tion of Blowfish to k-means clustering. 

Definition 7 (K-means clustering). 
Given a set of n vectors {x1, …, xn}, the 
k-means clustering problem is to di-
vide these n records among k clusters S 
= {S1, …, Sk}, where k ≤ n, so as to mini-
mize the objective function 

  (1)

where  is the mean of 
cluster Si. 

The iterative (non-private) k-means 
clustering algorithm initializes a set 
of k centroids {μ1, μ2,…, μk}, one for 
each cluster. These centroids are it-
eratively updated in two steps: assign 
each xj to the cluster with the nearest 
centroid, and set each centroid μi to 
be the mean of the vectors of its cor-
responding cluster. The algorithm 
terminates after a certain number of 
iterations or when the centroids do 
not change significantly. 

Each iteration (the two steps) are 
easily modified to satisfy ε-differential 
privacy4,30 and Blowfish.19 These steps 
require access to the answers to two 
queries: qhist, which returns the num-
ber of points in each cluster, and qsum, 
or the sum of the points in each clus-
ter. As discussed earlier, qsum can be 
answered through the Laplace mech-
anism. Analogously, qhist can be an-
swered with the Laplace mechanism 
because it has global sensitivity S(qhist) 
= 1 (for differential privacy) and policy-
specific global sensitivity S(f, G) = 2 for 
all Blowfish policies discussed here. 
The policy-specific sensitivity of the 
qsum query under Blowfish policies is 
typically much smaller than its global 
sensitivity so we would thus expect 
more accurate clustering under the 
Blowfish privacy definitions. 

Figure 2 confirms this improve-
ment in utility. For the clustering task, 

ord locations that are within 10 miles 
of each other. In general, if an indi-
vidual’s location x (in dataset D1) was 
changed to another point y (resulting 
in a neighboring dataset D2), then an 
algorithm satisfying Blowfish with this 
policy will have the guarantee that for 
all outputs ω 

An adversary may thus be able to de-
tect the general geographic region of 
a target individual but unable to infer 
the location with a resolution better 
than 10 miles. Such a relaxed notion 
of privacy is reasonable when dealing 
with location data; individuals may 
not want disclosure of their precise lo-
cations but be less worried about dis-
closing their information at a coarser 
granularity (that may be obtained from 
other sources). As we show later, data 
output by mechanisms that satisfy 
such relaxed notions of privacy permit 
data mining results with greater ac-
curacy than if data is generated using 
mechanisms that satisfy the stricter 
notion of differential privacy. 

Attribute. Let T be a multi-attribute 
domain with m attributes T = A1 × A2 × 
…, × Am. Consider a graph Gattr,c connect-
ing any two values x and y that differ in 
at most c attribute values. A Blowfish 
policy with this graph is useful for lo-
cation traces and genome data. For 
the former, attributes correspond to 
locations of an individual at different 
times. Neighboring datasets thus dif-

fer in at most c locations of a person, 
hiding the specific details about every 
sequence of c consecutive locations 
of an individual. In the genome case, 
an attribute corresponds to a specific 
position on the genome. Under this 
policy, an algorithm’s output would be 
insensitive to changes to a block of up 
to c positions on the genome. 

Answering queries with Blowfish. 
Recall that adding Laplace noise with 
0 mean and  standard devia-
tion to a function f (where S(f) is the sen-
sitivity of f) ensures ε-differential privacy. 
Blowfish, with a policy P = (T, G, T n) is 
also compatible with additive Laplace 
noise and requires an often smaller 
standard deviation of  
where S(f, G) is the policy-specific 
global sensitivity of f—the largest dif-
ference  over all data-
sets D1, D2 that are G-neighbors. 

Consider a multidimensional rec-
ord domain T = A1 × A2 × …, × Am where 
each attribute is numeric. Let qsum de-
note the function that sums all the 
records together; that is, for each at-
tribute, it computes the sum of the val-
ues that appear in the data. Let ai and 
bi denote the maximum and minimum 
values in attribute Ai. The global sensi-
tivity S(qsum) of qsum is . 
The policy-specific global sensitivity of 
qsum under Blowfish policies is usually 
much smaller. In the case of the dis-
tance threshold policy Gd,θ with d being 
the L1 Manhattan distance, S(qsum, Gd,θ) 
is only θ. Consider a single attribute do-
main Age and further suppose the age 

Figure 2. K-means under several Blowfish policies. 
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we used a small sample of the skin-
segmentation dataset,3 or 1%, which is 
approximately 2,500 instances, in or-
der to make the problem challenging. 
Each instance corresponds to the RGB 
intensities from face images, and each 
intensity ranges from 0 to 255. The x-axis 
is the privacy parameter ε, and on the 
y-axis (note the log scale) we report the 
error incurred by the privacy-preserving 
algorithms. We measure the error as 
the ratio between the squared error 
(Equation 1) attained by the privacy-
preserving algorithms to that achieved 
by the non-private k-means algorithm 
after 10 iterations that was sufficient 
for the convergence of the non-private 
algorithm. The Laplace mechanism for 
ε-differential privacy incurred the most 
error. Using the Gattr,1 policy already 
reduces the error by at least a factor of 
1.5. The error is further reduced when 
using GL1,θ, for θ ∈ {256, 128, 64, 32}. It 
is interesting to note the error does not 
increase monotonically as we increase 
θ – GL1,128—an improvement of 3x and 2x 
over differential privacy for ε ≤ 0.5 and 
ε > 0.5, respectively. One explanation is 
that small amounts of error can help 
avoid local minima while clustering. 

Conclusion 
Privacy definitions are formal specifi-
cations an algorithm must satisfy to 
protect sensitive information within 
data. Our experience shows that de-
signing robust privacy definitions of-
ten requires a great deal of subtlety. 
Our goal is to present some of the major 
considerations in this design process, 
along with example privacy definitions 
and resulting privacy mechanisms. We 
hope this discussion inspires addition-
al curiosity about the technical nature 
of privacy. 
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A revealing picture of how personal health 
information searches become the property  
of private corporations.

BY TIMOTHY LIBERT

P RIVACY ONLINE IS  an increasingly popular field of 
study, yet it remains poorly defined. “Privacy” itself is 
a word that changes according to location, context, 
and culture. Additionally, the Web is a vast landscape 
of specialized sites and activities that may only apply 
to a minority of users—making defining widely shared 
privacy concerns difficult. Likewise, as technologies 
and services proliferate, the line between on- and  
offline is increasingly blurred. Researchers attempting 
to make sense of this rapidly changing environment 
are frequently stymied by such factors. 

Privacy 
Implications 
of Health 
Information 
Seeking  
on the Web

Therefore, the ideal object of study is 
one that is inherently sensitive in na-
ture, applies to the majority of users, 
and readily lends itself to analysis. 
The study of health privacy on the Web 
meets all of these criteria.

Health information has been regard-
ed as sensitive since the time of the an-
cient Greeks. In the 5th century B.C., phy-
sicians taking the Hippocratic Oath were 
required to swear that: Whatever I see 
or hear in the lives of my patients...I 
will keep secret, as considering all 
such things to be private.21 This oath is 
still in use today, and the importance 
of health privacy remains universally 
recognized. However, as health-infor-
mation seeking has moved online, the 
privacy of a doctor’s office has been 
traded in for the silent intrusion of be-
havioral tracking. This tracking pro-
vides a valuable vantage point from 
which to observe how established cul-
tural norms and technological innova-
tions are at odds.

Online health privacy is an issue 
that affects the majority of Internet 
users. According to the Pew Research 
Center, 72% of adult Internet users in 
the U.S. go online to learn about medi-
cal conditions.9 Yet only 13% of these 
begin their search at health-specific 
sites. In fact, health information may 
be found on a wide spectrum of sites 
ranging from newspapers, discussion 
forums, to research institutions. In 
order to discover the full range of sites 
users may visit when seeking health 
information, I used a search engine to 

 key insights
 ˽ Over 90% of the 80,142 health-related 

Web pages initiate HTTP requests  
to third-parties, oftentimes outside  
the view of the user.

 ˽ Some 70% of third-party requests transmit 
information on specific symptoms, 
treatments, and diseases in the URI string.

 ˽ Page visitors are at risk of their health 
interests being publicly identified as well 
as being blindly discriminated against by 
marketers.

 ˽ Extant policy and legal protections 
are few in number and weak in effect, 
demonstrating a need for interventions.
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of browser and computer the user is 
on. In this case, the user employs the 
Mozilla Firefox browser on a Macintosh 
computer. Such information is helpful 
when loading specially optimized pag-
es for smartphones or tablets.

Once this request has been made, 
the CDC Web server sends the user an 
HTML file. This file contains the text 
of the page as well as a set of instruc-
tions that tells the Web browser how 
to download and style additional ele-
ments such as images (Figure 1.2). In 
order to get the CDC logo, the follow-
ing HTTP request is made:

GET /TemplatePackage/images/ 
cdcHeaderLogo.gif
Host: www.cdc.gov
User-Agent: Mozilla/5.0 (Macintosh...
Referer: http://www.cdc.gov/hiv/

This request introduces a new piece 
of information called the Referer, 
which contains the address of the page 
the user is currently viewing. The CDC 
Web server may keep records of all 
HTTP requests in order to determine 
what pages and content are being re-
quested most often.

Because the “Host” for both requests 
is identical (www.cdc.gov), the user is 
only interacting with a single party and 
such requests are called “first-party re-
quests.” The only two parties who know 
the user is looking up information 
about HIV are the user and the CDC. 
However, the HTML file also contains 
code that makes requests to outside par-
ties. These types of third-party requests 
typically download third-party elements 
such as images and JavaScript. Due to 
the fact that users are often unaware of 
such requests, they form the basis of the 
so-called “Invisible Web.”

On the CDC’s HIV page, third-par-
ty requests are made to the servers 
of Facebook, Pinterest, Twitter, and 
Google. In the case of the first three 
companies, the requested elements 
are all social media buttons, which al-
low for the sharing of content via the 
“Recommend,” “Tweet,” or  “Pin It” 
icons (Figure 1.3). It is unlikely that 
many users would understand the 
presence of these buttons indicates 
that their data is sent to these compa-
nies. In contrast, the Google elements 
on the page are entirely invisible and 
there is no Google logo present. One of 

identify 80,142 unique health-related 
Web pages by compiling responses to 
queries for 1,986 common diseases. 
This selection of pages represents what 
users are actually visiting, rather than a 
handful of specific health portals.

Having identified a population of 
health-related Web pages, I created a 
custom software platform to monitor 
the HTTP requests initiated to third 
parties. I discovered that 91% of pages 
make requests to additional parties, 
potentially putting user privacy at risk. 
Given that HTTP requests often include 
the URI of the page currently being 
viewed (known as the “Referer” [sic]), 
information about specific symptoms, 
treatments, and diseases may be trans-
mitted. My analysis shows 70% of URIs 
contains such sensitive information.

This proliferation of third-party re-
quests makes it possible for corpora-
tions to assemble dossiers on the health 
conditions of unwitting users. In or-
der to identify which corporations are 
the recipients of this data I have also 
analyzed the ownership of the most re-
quested third-party domains. This has 
produced a revealing picture of how 
personal health information becomes 
the property of private corporations.

This article begins with a short prim-
er on how third-party HTTP requests 

work, reviews previous research in this 
area, details methodology and findings, 
and concludes with suggestions for pro-
tecting health privacy online.

Background: Third-Party 
HTTP Requests
A real-world example is the best way 
to understand how the information 
is leaked to third parties on a typical 
Web page. When a user searches on-
line for “HIV” one of the top results is 
for the U.S. Centers for Disease Con-
trol and Prevention (CDC) page with 
the address http://www.cdc.gov/hiv/.a  
Clicking on this result initiates what 
is known as a “first-party” Hypertext 
Transfer Protocol (HTTP) request to 
the CDC Web server (Figure 1.1). A por-
tion of such a request is as follows:

GET /hiv/
Host: www.cdc.gov
User-Agent: Mozilla/5.0 (Macintosh...

This request is sent to the CDC Web 
server (“Host: www.cdc.gov”) and is an 
instruction to return (“GET”) the page 
with the address “/hiv/.” This request 
also includes “User-Agent” informa-
tion that tells the server what kind 

a As of April, 2014

Figure 1. First- and third-party requests on the CDC Web page for HIV/AIDS.
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The proliferation  
of third-party 
requests makes 
it possible for 
corporations to 
assemble dossiers 
on the health 
conditions of 
unwitting users.

these requests is sent to Google’s Ana-
lytics service (Figure 1.4) to download a 
file containing JavaScript code:

GET /ga.js
Host: www.google-analytics.com
User-Agent: Mozilla/5.0 (Macintosh...
Referer: http://www.cdc.gov/hiv/

Again, the Referer field reveals the 
user is visiting a page about HIV. By 
pairing information about the User-
Agent, Referer, and user’s IP address, 
it is possible for companies like Google 
and Facebook to identify people who 
are concerned with HIV.34 Those visiting 
this page likely are unaware of this fact, 
and would not be happy to find out.

Prior Research
Prior research has demonstrated that 
while users are uncomfortable with 
this type of tracking, it is performed in 
a number of highly sophisticated ways, 
and it is increasingly widespread.

Attitudes. There has long been anxi-
ety about how personal data will be 
used on the Web. A 1999 study deter-
mined that “only 13% of respondents 
reported they were ‘not very’ or ‘not 
at all’ concerned” about their privacy 
online.2 Such anxiety remained in 
2003 when 70% of survey respondents 
reported they were nervous that web-
sites had information about them.29 A 
2009 follow-up study revealed that 67% 
of respondents agreed with the state-
ment they had “lost all control over 
how personal information is collected 
and used by companies.”30 These sur-
veys demonstrate the activities of many 
businesses run directly counter to pub-
lic preferences.

As with general concerns with 
online privacy, there is excellent re-
search exploring attitudes toward 
health information. In 2012, Hoof-
nagle et al. determined that only 36% 
of survey respondents knew that ad-
vertisers are allowed to track their 
visits to health-related websites.12 An 
extensive study from the year 2000 
found that 85% of Internet users in 
poor health were concerned that 
websites would share their data, and 
only 3% were comfortable with web-
sites sharing their data with other 
sites, companies, and advertisers.10 
Despite these fears, 44% of respon-
dents felt their information was safe 

with institutions such as the National 
Institutes of Health (NIH).10 The CDC 
example detailed earlier indicates 
this trust is potentially misplaced.

Mechanisms. Once a third-party re-
quest is made, a user may be tracked 
using a number of ever-evolving tech-
nical mechanisms. Researchers have 
been tracing the development of such 
mechanisms for years, often analyzing 
the code and behaviors that take place 
within the Web browser. These are of-
ten called “client-side” techniques for 
they take place on the user’s comput-
er. Traditional client-side techniques 
typically involve storing data on the 
user’s computer in small text files 
known as cookies—this functions as 
a sort of digital name tag.3 Users are 
getting more adept at evading such 
practices, therefore newer techniques 
often employ so-called “browser fin-
gerprinting” to identify users based 
on characteristics of their comput-
ers. This area of research has proven 
very popular of late with numerous 
studies investigating fingerprinting 
techniques.1,7,13,14,23 In addition, Miller 
et al. have recently demonstrated so-
phisticated attacks on HTTPS that 
are able to reveal “personal details in-
cluding medical conditions.”20

Turning attention to the server-
side, Yen et al. have recently dem-
onstrated a tracking technique that 
utilizes a combination of IP address, 
User-Agent string, and time intervals 
when HTTP requests were made. This 
team was able to identify users 80% of 
the time, which is on par with what is 
typically accomplished with client-
side cookies.34 Furthermore, identi-
fication rates remained essentially  
static even when removing the final 
octet of the IP address, which is a 
common technique by which major 
advertisers claim to anonymize data. 
Yen et al.’s findings indicate that 
while novel techniques may be need-
ed on the client-side, the lowly HTTP 
request is sufficient for advanced 
server-side techniques.

Measurement. The final area of relat-
ed research is measurement. Measure-
ment of Web tracking generally entails 
two steps: selecting a population of pag-
es, and performing automated analysis 
of how user data is transmitted to third 
parties. Many studies have relied on 
popular site lists provided by the Alexa 
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are most likely to visit, irrespective of if 
the site is health-centric.

Third-party request detection. To 
detect third-party HTTP requests, my 
methodology employs a “headless” 
Web browser named PhantomJS.24 
PhantomJS requires no GUI, has very 
low resource utilization, and is there-
fore well suited for large-scale analy-
ses. Due to the fact it is built on Web-
Kit, PhantomJS’s underlying rendering 
engine is capable of executing Java 
Script, setting and storing cookies, and 
producing screen captures. Most im-
portant for this project, PhantomJS al-
lows for the direct monitoring of HTTP 
requests without the need to resort to 
browser hacks or network proxies.

It should be noted that the most re-
cent versions of PhantomJS (1.5+) do 
not support the Adobe Flash browser 
plug-in. To address this potential 
limitation, I conducted testing with 
an older version of PhantomJS (1.4) 
and Flash. The inclusion of Flash led 
to much higher resource utilization, 
instability, and introduced a large per-
formance penalty. While this method 
successfully analyzed Flash requests, 
I determined that Flash elements 
were comparatively rare and had neg-
ligible effect on the top-level trends 
presented below. Therefore, I made 
the decision to forgo analysis of Flash 
requests in favor of greater software 
reliability by using the most recent 
version of PhantomJS (1.9).

In order to fully leverage the power 
of PhantomJS, I created a custom soft-
ware platform named WebXray that 
drives PhantonJS, collects and ana-
lyzes the output in Python, and stores 
results in MySQL. The workflow begins 
with a predefined list of Web page ad-
dresses that are ingested by a Python 
script. PhantomJS then loads the given 
Web address, waits 30 seconds to allow 
for all redirects and content loading to 
complete, and sends back JSON-for-
matted output to Python for analysis. 
This technique represents an improve-
ment over methods such as search-
ing for known advertising elements 
detected by popular programs such 
as Ghostery or AdBlock.4 As of March 
2014, Ghostery reports the WebMD 
Web page for “HIV/AIDS” contains four 
trackers. In contrast, WebXray detects 
the same page initiating requests to 
thirteen distinct third-party domains. 

company,4,17,18,25 but often utilize their 
own methodologies for analysis. Krish-
namurthy and Wills have conducted 
many of the most important studies in 
this area18 and developed the idea of a 
privacy footprint17 based upon the num-
ber of nodes a given user is exposed to 
as they surf the Web. This team has con-
sistently found there are high levels of 
tracking on the Web, including on sites 
dealing with sensitive personal infor-
mation such as health.17 Other teams 
have performed comparative analyses 
between countries4 as well as explored 
general trends in tracking mecha-
nisms.19,25 A common theme among all 
measurement research is the amount 
of tracking on the Web is increasing, 
and shows no signs of abating. The data 
presented in this article updates and ad-
vances extant findings with a focus on 
how users are tracked when they seek 
health information online.

Methodology
In order to quickly and accurately re-
veal third-party HTTP requests on 
health-related Web pages, my method-
ology has four main components: page 
selection, third-party request detec-
tion, request analysis, and corporate 
ownership analysis.

Page selection. A variety of websites 
such as newspapers, government agen-
cies, and academic institutions provide 
health information online. Thus, limit-
ing analysis to popular health-centric 
sites fails to reach many of the sites 
users actually visit.16 To wit, the Pew 
Internet and American Life Project 
found “77% of online health seekers say 
they began at a search engine such as 
Google, Bing, or Yahoo”9 as opposed to 
a health portal like WebMD.com. In or-
der to best model the pages a user would 
visit after receiving a medical diagnosis, 
I first compiled a list of 1,986 diseases 
and conditions based on data from the 
Centers for Disease Control, the Mayo 
Clinic, and Wikipedia. Next, I used the 
Bing search API in order to find the top 
50 search results for each term.b Once 
duplicates and binary files (pdf, doc, xls) 
were filtered out, a set of 80,142 unique 
Web pages remained. A major contribu-
tion of this study to prior work is the fact 
that my analysis is focused on the pages 
that users seeking medical information 

b Search results were localized to U.S./English.

Prior research  
has demonstrated 
that while users  
are uncomfortable 
with this type  
of tracking,  
it is performed in  
a number of highly 
sophisticated ways, 
and it is increasingly 
widespread.

http://mags.acm.org/communications/march_2015/TrackLink.action?pageName=72&exitLink=http%3A%2F%2FWebMD.com


MARCH 2015  |   VOL.  58  |   NO.  3  |   COMMUNICATIONS OF THE ACM     73

review articles

This is due to the fact that Ghostery 
and AdBlock rely on curated blacklists 
of known trackers, rather than report-
ing all requests.

Request analysis. The primary goal 
of WebXray is to identify third-party re-
quests by comparing the domain of the 
Web page being visited to the domains 
of requests being made. For example, 
the address “http://example.com” and 
the request “http://images.example.
com/logo.png” both share the domain 
“example.com,” thus constituting a 
first-party request.

Alternately, a request from the same 
page to “http://www.googleanalytics.
com/ga.js,” which has the domain 
“google-analytics.com,” is recognized 
as a third-party request. The same tech-
nique for HTTP requests is also ap-
plied toward evaluating the presence 
of third-party cookies. The method is 
not flawless, as a given site may actu-
ally use many domains, or a subdomain 
may point to an outside party. However, 
when evaluating these types of requests 
in aggregate, such problems constitute 
the statistical noise that is present in 
any large dataset.

Finally, in order to evaluate larg-
er trends in tracking mechanisms, 
third-party requests are dissected to 
extract arguments (for example, “?SIT-
EID=123”) and file extensions such as 
.js (JavaScript), .jpg (image), and .css 
(cascading style sheet).

Removing arguments also allows 
for a more robust analysis of which el-
ements are the most prevalent, as ar-
gument strings often have specific site 
identifiers, making them appear unique 
when they are not.

Corporate ownership. A specific fo-
cus of this investigation is to determine 
which corporate bodies are receiving 
information from health-related Web 
pages. While it is possible to program-
matically detect requests to third-party 
domains, it is not always clear who be-
longs to the requested domains. By ex-
amining domain registration records, 
I have been able to pair seemingly ob-
scure domain names (for example, 
“2mdn.net,”  “fbcdn.net”) with their 
corporate owners (for example, Google, 
Facebook). This process has allowed 
me to follow the data trail back to the 
corporations that are the recipients of 
user data. To date, the literature has 
given much more attention to technical 

mechanisms, and much less to the un-
derlying corporate dynamics. This fresh 
analytical focus highlights the power of 
a handful of corporate giants.

Limitations. While this methodol-
ogy is resource efficient and performs 
well at large scale, it comes with several 
potential limitations, many of which 
would produce an under-count of the 
number of third-party requests. First, 
given the rapid rate by which pages are 
accessed, it is possible that rate-limiting 
mechanisms on servers may be trig-
gered (that is, the requests generated by 
my IP would be identifiable as automat-
ed), and my IP address could be black-
listed, resulting in an under-count. 
Second, due to the fact I use PhantomJS 
without browser plugins such as Flash, 
Java, and Silverlight, some tracking 
mechanisms may not load or execute 
properly, resulting in an under-count. 
Third, many tracking mechanisms are 
designed to be difficult to detect by a 
user, and an under-count could result 
from a failure to detect particularly 
clever tracking mechanisms. Therefore, 
the findings presented here constitute a 
lower bound of the amount of requests 
being made.

Findings
In April 2014, I scanned 80,142 Web 
pages that were collected from search 
results for 1,986 common diseases with 
the intent of detecting the extent and 
the ways in which the sensitive health 
data of users was being leaked.

General trends. I have broken up my 
top-level findings into five general cat-
egories based on information gleaned 
from the TLDs used. They are: all pages, 

commercial pages (.com), non-profit 
pages (.org), government pages (.gov), 
and education-related pages (.edu). 
This information is illustrated in Figure 
2. Of all pages examined, 91% initiate 
some form of third-party HTTP request, 
86% download and execute third-party 
JavaScript, and 71% utilize cookies. Un-
surprisingly, commercial pages were 
above the global mean and had the most 
third-party requests (93%), JavaScript 
(91%), and cookies (82%). Education 
pages had the least third-party HTTP 
requests (76%) and JavaScript (73%), 
with a full quarter of the pages free of 
third-party requests. Government pages 
stood out for relatively low prevalence 
of third-party cookies, with only 21% of 
pages storing user data in this way. Fig-
ure 2 details these findings.

Mechanisms. Given that 91% of pag-
es make third-party HTTP requests, it 
is helpful to know what exactly is being 
requested. Many third-party requests 
lack extensions, and when viewed in a 
browser display only blank pages that 
generate HTTP requests and may also 
manipulate browser caches. Such re-
quests accounted for 47% of the top 100 
requests and may point toward emerg-
ing trends in the ongoing contest be-
tween user preferences and tracking 
techniques. The second most popular 
type of requested elements were JavaS-
cript files (33%). These files are able 
to execute arbitrary code in a user’s 
browser and may be used to perform 
fingerprinting techniques, manipulate 
caches and HTML5 storage, as well as 
initiate additional requests. The third 
most popular type of content is the 
tried-and-true image file, which ac-

Figure 2. Prevalence of third-party requests, JavaScript, and cookies by TLD.
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of this analysis along with the rankings 
of two data brokers. In second place is 
comScore who are found on 38% of pag-
es, followed by Facebook with 31%. It is 
striking that these two companies com-
bined still have less reach than Google.

Additionally, companies were cat-
egorized according to their type of rev-
enue model. Some 80% of the top 10 
companies are advertisers. The only 
exceptions to this rule are Adobe and 
Amazon. Adobe offers a mix of soft-
ware and services, including traffic 
analytics. Amazon is in the business 
of both consumer-retail sales as well 
as Web hosting with the Amazon Web 
Services (AWS) division. At present it is 
unclear if AWS data is integrated into 
Amazon product recommendations or 
deals, but the possibility exists.

While advertisers dominate online 
tracking, I was also able to detect two 
major data brokers: Experian (5% of 
pages), and Acxiom (3% of pages). The 
main business model of data brokers is 
to collect information about individu-
als and households in order to sell it to 
financial institutions, employers, mar-
keters, and other entities with such 
interest. Credit scores provided by 
Experian help determine if a given in-
dividual qualifies for a loan, and if so, 
at what interest rate. Given that a 2007 
study revealed that “62.1% of all bank-
ruptcies ... were medical,”11 it is pos-
sible that some data brokers not only 
know when a given person suffered a 
medical-related bankruptcy, but per-
haps even when they first searched 
for information on the ailment that 
caused their financial troubles.

Health information leakage. The 
HTTP 1.1 protocol specification warns 
the source of a link [URI] might be pri-
vate information or might reveal an 
otherwise private information source 
and advises that “[c]lients SHOULD 
NOT include a Referer header field in a 
(non-secure) HTTP request if the refer-
ring page was transferred with a secure 
protocol.”8 In simpler terms, Web pag-
es that include third-party elements, 
but do not use secure HTTP requests, 
risk leaking sensitive data via the Ref-
erer field. Of the pages analyzed, only 
3.24% used secure HTTP, the rest used 
non-encrypted HTTP connections and 
thereby potentially transmitted sensi-
tive information to third parties. Un-
surprisingly, a significant amount of 

counts for 8% of the top requested ele-
ments. Table 1 presents additional de-
tail into the file extensions found.

Given that tracking occurs on the 
so-called Invisible Web, it initially ap-
pears odd that so many mechanisms 
are images. However, when investigat-
ing the images themselves, it is clear 
they provide little indication as to 
whom they belong to, and thus users 
are kept in the dark as to their purpose 
or presence. An examination of the top 
100 requested images determined that 
only 24% contained information that 
would alert the user they had initiated 
contact with a third party. Many images 
were only a single pixel in size, and are 
often referred to as tracking pixels as 
their only purpose is to initiate HTTP 
requests. The most popular image, 
found on 45% of pages, was a single 
tracking pixel with the name utm.gif, 
which is part of the Google Analytics 
service. The second most popular im-
age is the clearly identifiable Facebook 
“Like” button that was found on 16% 
of pages. It is unclear how many users 
elect to “Like” an illness, but Facebook 
is able to record page visits regardless if 
a user clicks the “Like” button, or if they 

even have a Facebook account in the 
first place. Google and Facebook are 
not alone, however, there are a number 
of companies tracking users online.

Corporate ownership. While secu-
rity and privacy research has often fo-
cused on how user privacy is violated, 
insufficient attention has been given 
to who is collecting user information. 
The simple answer is that a variety 
of advertising companies have de-
veloped a massive data collection in-
frastructure that is designed to avoid 
detection, as well as ignore, counter-
act, or evade user attempts at limiting 
collection. Despite the wide range of 
entities collecting user data online, a 
handful of privately held U.S. advertis-
ing firms dominate the landscape of 
the Invisible Web.

Some 78% of pages analyzed in-
cluded elements that were owned by 
Google. Such elements represent a 
number of hosted services and use a 
variety of domain names: they range 
from traffic analytics (google-analytics.
com), advertisements (doubleclick.
net), hosted JavaScript (googleapis.
com), to videos (youtube.com). Regard-
less of the type of services provided, in 
some way all of these HTTP requests 
funnel information back to Google. 
This means a single company has the 
ability to record the Web activity of a 
huge number of individuals seeking 
sensitive health-related information 
without their knowledge or consent.

While Google is the elephant in the 
room, they are far from alone. Table 2 
details the top 10 firms found as part 

Table 1. Types of file extensions.

Type %

No Extension 47

JavaScript 33

Image 8

Dynamic Page 4

Other 8

Table 2. Corporate ownership and risk assessment (N=80,142).

Rank % Pages Company Revenue Identification Blind Discrimination

1 78 Google Advertising X X

2 38 comScore Advertising — X

3 31 Facebook Advertising X X

4 22 AppNexus Advertising — X

5 18 Add This Advertising — X

6 18 Twitter Advertising — X

7 16 Quantcast Advertising — X

8 16 Amazon Retail and Hosting — X

9 11 Adobe Software and Services — X

10 11 Yahoo! Advertising — X

... — — — — —

31 5 Experian Data Broker X —

... — — — — —

47 3 Acxiom Data Broker X —
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sensitive information was included in 
URI strings.

Based on a random sample of 500 
URIs taken from the population of pag-
es analyzed (N=80,142), 70% contained 
information related to a specific symp-
tom, treatment, or disease. An example 
of an URI containing specific symptom 
information is:

http://www.nhs.uk/conditions/breast-
lump/[...]

a URI containing no such information is:

http://www.ncbi.nlm.nih.gov/
pubmed/21722252

Given the former type of URI was by 
far the most prevalent, it may be seen 
that third parties are being sent a large 
volume of sensitive URI strings that 
may be analyzed for the presence of 
specific diseases, symptoms, and treat-
ments. This type of leakage is a clear 
risk for those who wish to keep this in-
formation out of the hands of third par-
ties who may use it for unknown ends.

Discussion
Defining privacy harms is a peren-
nially difficult proposition. Health 
information, however, presents two 
main privacy risks that are interre-
lated. The first is personal identifica-
tion, where an individual’s name is 
publicly associated with their medi-
cal history. The second is blind dis-
crimination, where an individual’s 
name is not necessarily revealed, but 
they may be treated differently based 
on perceived medical conditions.

Personal identification. While most 
people would probably consider de-
tails of their health lives to be of little 
interest or value to others, such details 
form the basis of a lucrative industry. 
In 2013, the U.S. Senate Committee on 
Commerce, Science and Transporta-
tion released a highly critical review of 
the current state of the so-called data 
broker industry. Data brokers collect, 
package, and sell information about 
specific individuals and households 
with virtually no oversight. This data 
includes demographic information 
(ages, names, and addresses), financial 
records, social media activity, as well 
as information on those who may be 
suffering from “particular ailments, in-

cluding Attention Deficit Hyperactivity 
Disorder, anxiety, depression ... among 
others.”26 One company, Medbase200, 
was reported as using proprietary mod-
els to generate and sell lists with classi-
fications such as rape victims, domestic 
abuse victims, and HIV/AIDS patients.6

It should also be noted that such 
models are not always accurate. For ex-
ample, individuals looking for informa-
tion on the condition of a loved one may 
be falsely tagged as having the condi-
tion themselves. This expands the scope 
of risk beyond the patient to include 
family and friends. In other cases, an 
individual may be searching for health 
information out of general interest and 
end up on a data broker’s list of suffer-
ers or patients. Common clerical and 
software errors may also tag individuals 
with conditions they do not have. The 
high potential for such errors also high-
lights the need for privacy protections.

Furthermore, criminals may abuse 
poorly protected health information. 
The retailer Target has used datamining 
techniques to analyze customers’ pur-
chase history in order to predict which 
women may be pregnant in order to 
offer them special discounts on infant-
related products.5 Even if shoppers and 
surfers are comfortable with companies 
collecting this data, that is no guarantee 
it is safe from thieves. In 2013, 40 mil-
lion credit and debit card numbers were 
stolen from Target.15 While a stolen 
credit card may be reissued, if Target’s 
health-related data were leaked online, 
it could have a devastating impact on 
millions of people. Merely storing per-
sonally identifiable information on 
health conditions raises the potential 
for loss, theft, and abuse.

Blind discrimination. Advertisers 
regularly promise their methods are 
wholly anonymous and therefore be-
nign, yet identification is not always 
required for discriminatory behavior 
to occur. In 2013, Latanya Sweeney in-
vestigated the placement of online ad-
vertisements that implied a given name 
was associated with a criminal record.27 
She found the presence of such ads 
were not the result of particular names 
being those of criminals, but appeared 
based on the racial associations of the 
name, with African-American names 
more often resulting in an implication 
of criminal record. In this way, extant 
societal injustices may be replicated 

While security  
and privacy 
research has  
often focused on 
how user privacy  
is violated, 
insufficient 
attention  
has been given to  
who is collecting  
user information.
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overcoming such barriers and will al-
ways find creative ways to bypass user 
intent. Thus, on one hand we have us-
ers who are poorly equipped to defend 
themselves with available technical 
measures, and on the other, highly mo-
tivated and well-funded corporations 
with cutting-edge technologies.

In order to effectively tackle the is-
sue of tracking on health-related pag-
es, attention toward the underlying 
social dynamics is needed. Govern-
ment and corporate policies formalize 
these dynamics. By addressing policy 
issues directly, rather than combat-
ing obscure tracking techniques, we 
may produce durable solutions that 
outlast today’s technology cycle. Un-
fortunately, extant polices are few in 
number and weak in effect.

Extant policies and protections. 
Health information is one of the few 
types of personal information that has 
been granted special protections. The 
Health Insurance Portability and Ac-
countability Act (HIPAA)31 is a U.S. law 
that stipulates how medical informa-
tion may be handled, stored, and ac-
cessed. HIPAA is not meant to police 
business practices in general; rather 
it is tailored to those providing health-
specific services such as doctors, hospi-
tals, and insurance claims processors. 
Yet, even within this realm, HIPAA pro-
vides incomplete protections. Contrary 
to popular perceptions, HIPAA permits 
the disclosure of patient information 
between health providers and insur-
ance claims processors without patient 
notification or consent. HIPAA general-
ly does not allow patients to restrict the 
flow of their sensitive data; therefore, 
extending HIPAA in the online domain 
does not present an effective approach 
to privacy protection.

Nevertheless, the U.S. Federal Trade 
Commission (FTC) has established a 
Health Breach Notification Rule that 
requires entities holding personally 
identifiable health records to notify us-
ers if such records have been stolen.32 
However, merely providing health in-
formation (rather than storing doctor’s 
notes or prescription records) does 
not place a business under the juris-
diction of HIPAA or associated rules. 
Many businesses that handle health 
information are subject to virtually no 
oversight and the main source of policy 
regarding the use of health informa-

through advertising mechanisms on-
line. Discrimination against the ill may 
also be replicated through the collec-
tion and use of browsing behavior.

Data-mining techniques often 
rely on an eclectic approach to data 
analysis. In the same way a stew is the 
result of many varied ingredients be-
ing mixed in the same pot, behavioral 
advertising is the result of many types 
of browsing behavior being mixed to-
gether in order to detect trends. As 
with ingredients in a stew, no single 
piece of data has an overly determin-
istic impact on the outcome, but 
each has some impact. Adding a visit 
to a weather site in the data stew will 
have an outcome on the offers a user 
receives, but not in a particularly ne-
farious way. However, once health 
information is added to the mix, it 
becomes inevitable it will have some 
impact on the outcome. As medi-
cal expenses leave many with less to 
spend on luxuries, these users may be 
segregated into data silos28 of undesir-
ables who are then excluded from fa-
vorable offers and prices. This forms 
a subtle, but real, form of discrimina-
tion against those perceived to be ill.

Risk assessment. Having collected 
data on how much tracking is taking 
place, how it occurs, and who is doing 
it, it is necessary to explicate how this 
constitutes a risk to users. As noted ear-
lier, there are two main types of harm: 
identification and blind discrimina-
tion. Table 2 shows a breakdown of 
how data collection by 12 companies 
(top 10 and data brokers) impacts the 
two types of risk. The two data brokers 
most obviously entail a personal iden-
tification risk as their entire business 
model is devoted to selling personal in-
formation. It is unlikely they are selling 
raw Web tracking data directly, but it 
may be used as part of aggregate mea-
sures that are sold.

Despite the fact that Google does not 
sell user data, they do possess enough 
anonymous data to identify many users 
by name. Google offers a number of ser-
vices that collect detailed personal infor-
mation such as a user’s personal email 
(Gmail), work email (Apps for Business), 
and physical location (Google Maps). For 
those who use Google’s social media  
offering, Google+, a real name is 
forcefully encouraged. By combining 
the many types of information held by 

Google services, it would be fairly trivial 
for the company to match real identities 
to anonymous Web browsing data. Like-
wise, Facebook requires the use of real 
names for users, and as noted before, 
collects data on 31% of pages; there-
fore, Facebook’s collection of browsing 
data may also result in personal identi-
fication. In contrast, Twitter allows for 
pseudonyms as well as opting-out of 
tracking occurring off-site.

The potential for blind discrimina-
tion is most pronounced among adver-
tisers. As noted here, online advertisers 
use complex data models that combine 
many pieces of unrelated information 
to draw conclusions about anonymous 
individuals. Any advertiser collecting 
and processing health-browsing data 
will use it in some way unless it is fil-
tered and disposed of.

Policy Implications
The privacy issues raised by this re-
search are of a technical nature and 
invite technical solutions. These solu-
tions often come in the form of add-on 
software users may install in their Web 
browsers. Such browser add-ons have 
proven effective at blocking certain 
types of behavioral tracking.19,25 How-
ever, this type of solution places a bur-
den on users and has not been broadly 
effective. As measurement research 
has shown, tracking has only increased 
over the past decade despite technical 
efforts to rein it in.

Purely technical solutions are prob-
lematic, as they require a relatively 
high level of knowledge and technical 
expertise on the part of the user. The 
user must first understand the com-
plex nature of information flows on-
line in order to seek out technical rem-
edies. Next, the user must be proficient 
enough to install and configure the ap-
propriate browser additions. This may 
seem trivial for the well educated, but 
many who use the Internet have little 
education or training in computing. 
Despite this, these users deserve to 
have their health privacy protected.

Furthermore, add-ons are often 
unavailable on the default browsers 
of smartphones and tablets, making 
it difficult for even the highly skilled 
to protect their privacy. A final reason 
that browser add-ons provide insuf-
ficient remedy is the fact that adver-
tisers devote significant resources to 
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tion online comes in the form of self-
regulation by the parties that stand to 
benefit the most from capturing user 
data: online advertisers.

However, self-regulation has proven 
wholly insufficient. No lesser authority 
than the FTC determined that “indus-
try efforts to address privacy through 
self-regulation have been too slow, and 
up to now have failed to provide ad-
equate and meaningful protection.”33 
When self-regulations are present, 
there are no serious sanctions for vio-
lating the rules that advertisers draw 
up among themselves. Nevertheless, 
the Network Advertising Initiative (NAI) 
has produced a Code of Conduct that 
requires opt-in consent for advertisers 
to use precise information about health 
conditions such as cancer and mental-
health.22 Yet the same policy also states 
that “member companies may seek to 
target users on the basis of such gen-
eral health categories as headaches.”22 
Given the range of ailments between 
cancer and a headache is incredibly 
broad, this directive provides virtually 
no oversight. Likewise, the Digital Ad-
vertising Alliance (DAA) provides rules 
that also appear to protect health infor-
mation, but legal scholars have deter-
mined that “an Internet user searching 
for information about or discussing a 
specific medical condition may still be 
tracked under the DAA’s principles.”12

Potential interventions. Although 
this problem is complex, it is not in-
tractable and there are several ways 
health privacy risks may be mitigated. 
First, there is no reason for non-prof-
its, educational institutions, or gov-
ernment-operated sites to be leaking 
sensitive user information to commer-
cial parties. While advertising revenue 
keeps commercial sites running, non-
profits gain support from donors and 
grants. Fixing this situation could be as 
simple as an internal policy directive 
on a per-institution basis, or as expan-
sive as adopting language that would 
deny funding to institutions that leak 
user data.

As for commercial-oriented sites, it 
is true they rely on ad-tracking revenue. 
However, regulatory and legislative 
bodies have the authority to draft and 
implement policies that would require 
a mandatory limitation on how long 
information from health-related web-
sites could be retained and how it could 

be used. Such policy initiatives could 
have significant impact, and would re-
flect the preferences of the public.

Finally, talented engineers may de-
vote a portion of the time they spend 
analyzing data to developing intelli-
gent filters to keep sensitive data quar-
antined. The spark of change could be 
the result of a single engineer’s 20% 
time project. If the mad rush to in-
gest ever more data is tempered with 
a disciplined approach to filtering out 
potentially sensitive data, businesses 
and users may both benefit equally.

Conclusion
Proving privacy harms is always a dif-
ficult task. However, this study has 
demonstrated that data on health in-
formation seeking is being collected 
by an array of entities that are not sub-
ject to regulation or oversight. Health 
information may be inadvertently 
misused by some companies, sold by 
others, or even stolen by criminals. By 
recognizing that health information 
deserves to be treated with special 
care, we may mitigate what harm may 
already be occurring and proactively 
avoid future problems.
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they need it, but they have chosen to 
avoid it here. They want to rethink the 
problem from the ground up, setting 
out basic principles about the behav-
ior they desire with edges, textures, 
and smooth regions. 

Their new direction is quite unex-
pected. To make an analogy, it is almost 
as if some experts in 3D manufacturing 
decided to abandon their CAD systems 
and 3D printers in order to sculpt mar-
ble with a hammer and chisel. Some-
times the fancy tools get in the way, and 
the best thing is to get back in direct 
contact with the material.

The results in this case are stun-
ning. The authors are able to achieve 
extreme levels of detail enhancement 
and HDR range compression. There 
are almost no visible artifacts. It is dif-
ficult to believe anyone can do much 
better, and in that sense one could say 
the problems have been solved.

So, is this paper the last word? 
No, because beautiful pictures are 
not enough. It is still important to 
situate the work intellectually within 
the greater worlds of image process-
ing and computational photography. 
How do these techniques relate to the 
many other approaches to detail en-
hancement and HDR range compres-
sion? How can the insights from this 
paper be integrated into methods that 
are couched in other languages, such 
as wavelets or image statistics? More 
generally, what does this paper teach 
us about the underlying problems of 
edge-aware image processing? There 
is already progress on these ques-
tions, as noted in the revised research 
that Paris et al. present here. We can 
expect more insights to follow, as peo-
ple digest the results of this refresh-
ingly original paper. 

Edward Adelson (adelson@csail.mit.edu) is the John 
and Dorothy Wilson Professor of Vision Science in the 
Department of Brain and Cognitive Sciences at MIT, 
Cambridge, MA.
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I N  R E C E N T  Y E A R S ,  the image sensors 
in digital cameras have improved in 
many ways. The increases in spatial 
resolution are well known. Equally 
important, but less obvious, are im-
provements in noise level and dynam-
ic range. At this point digital cameras 
have gotten so good it is challenging 
to display the full richness of their 
image data. A low noise imager can 
capture subtly varying detail that can 
only be seen by turning up the display 
contrast unnaturally high. A high dy-
namic range (HDR) imager presents 
the opposite problem: its data cannot 
be displayed without making the con-
trast unnaturally low. To convey visu-
al information to a human observer, 
it is often necessary to present an im-
age that is not physically correct, but 
which reveals all the visually impor-
tant variations in color and intensity. 
A discipline known as computational 
photography has emerged at the inter-
section of photography, computer vi-
sion, and computer graphics, and the 
twin problems of detail enhancement 
and HDR range compression (also 
called tone mapping) have become 
recognized as important topics. 

Given an individual image patch, it 
is not difficult to find display param-
eters that will effectively convey the lo-
cal visual information. The problem 
is this patch must coexist with all the 
other image patches around it, and 
these must join into a single, glob-
ally coherent image. Many techniques 
have been proposed to find an image 
that simultaneously displays every-
thing clearly, while still looking like a 
natural image. In struggling to bring 
about a global compromise between 
all the local constraints, these tech-
niques tend to introduce visually dis-
turbing artifacts, such as halos around 
strong edges, or distortions of appar-
ent contrast, sharpness, and position 
of local features.

Performance has improved through  
the use of increasingly sophisticated 

image processing techniques, which 
can manipulate information smooth-
ly across multiple spatial scales, while 
preserving the integrity of sharp edg-
es. Recent progress in “edge-aware” 
processing builds on a foundation 
of work in such topics as anisotro-
pic diffusion, regularization, and 
sparse image coding. New classes of 
edge-aware filters have been devised, 
utilizing ideas from robust estima-
tion. Novel forms of wavelet decom-
position have been introduced, spe-
cifically to deal with the challenges 
of processing sharp edges within a 
multiscale representation. However, 
none of the methods has proven en-
tirely satisfactory, and some of them 
are quite complex.

In the following paper, Paris et al. 
made a surprising move. They chose 
to build a system on the Laplacian 
pyramid, which is a very simple mul-
tiscale representation that predates 
wavelets. It lacks an impressive math-
ematical pedigree, but is still widely 
used because of its simplicity and 
reliability; it serves as a basic build-
ing block for many image-processing 
schemes. At the same time, the Lapla-
cian pyramid seems ill suited to any 
tasks involving specialized process-
ing near edges. Its basic functions 
are smooth, overlapping, and non-
oriented, whereas edges are sharply 
localized and oriented.

The authors also eschew a wide 
range of modern techniques. Indeed, 
the most striking thing about the pa-
per is what is missing: There are no 
statistical image models, no machine 
learning, no PDEs, no fancy wavelets, 
and no objective functions. Instead, 
the authors return to an old-fashioned 
style rarely seen today: carefully con-
sidering a problem at the level of 
pixels and patches, and specifying 
the requirements in the most direct 
possible way. It should be noted that 
these authors are fully capable of de-
veloping elaborate machinery when 
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Abstract
The Laplacian pyramid is ubiquitous for decomposing 
images into multiple scales and is widely used for image 
analysis. However, because it is constructed with spatially 
invariant Gaussian kernels, the Laplacian pyramid is widely 
believed to be ill-suited for representing edges, as well as for 
edge-aware operations such as edge-preserving smoothing 
and tone mapping. To tackle these tasks, a wealth of alter-
native techniques and representations have been proposed, 
for example, anisotropic diffusion, neighborhood filtering, 
and specialized wavelet bases. While these methods have 
demonstrated successful results, they come at the price 
of additional complexity, often accompanied by higher 
computational cost or the need to postprocess the gener-
ated results. In this paper, we show state-of-the-art edge-
aware processing using standard Laplacian pyramids. We 
characterize edges with a simple threshold on pixel values 
that allow us to differentiate large-scale edges from small-
scale details. Building upon this result, we propose a set of 
image filters to achieve edge-preserving smoothing, detail 
enhancement, tone mapping, and inverse tone mapping. 
The advantage of our approach is its simplicity and flex-
ibility, relying only on simple point-wise nonlinearities and 
small Gaussian convolutions; no optimization or postpro-
cessing is required. As we demonstrate, our method pro-
duces consistently high-quality results, without degrading 
edges or introducing halos.

1. INTRODUCTION
Laplacian pyramids have been used to analyze images at 
multiple scales for a broad range of applications such as 
com pression,6 texture synthesis,18 and harmonization.32 How-
ever, these pyramids are commonly regarded as a poor 
choice for applications in which image edges play an 
important role, for example, edge-preserving smoothing 
or tone mapping. The isotropic, spatially invariant, smooth 
Gaussian kernels on which the pyramids are built are con-
sidered almost antithetical to edge discontinuities, which 
are precisely located and anisotropic by nature. Further, the 
decimation of the levels, that is, the successive reduction by 
factor 2 of the resolution, is often criticized for introducing 
aliasing artifacts, leading some researchers (e.g., Li et al.21) 
to recommend its omission. These arguments are often 
cited as a motivation for more sophisticated schemes such 
as anisotropic diffusion,1, 29 neighborhood filters,19, 34 edge-
preserving optimization,4, 11 and edge-aware wavelets.12

While Laplacian pyramids can be implemented using 
simple image-resizing routines, other methods rely on more 
sophisticated techniques. For instance, the bilateral filter 
relies on a spatially varying kernel,34 optimization-based 
methods (e.g., Fattal et al.,13 Farbman et al.,11 Subr et al.,31 and 
Bhat et al.4) minimize a spatially inhomogeneous energy, 
and other approaches build dedicated basis functions for 
each new image (e.g., Szeliski,33 Fattal,12 and Fattal et al.15). 
This additional level of sophistication is also often associ-
ated with practical shortcomings. The parameters of aniso-
tropic diffusion are difficult to set because of the iterative 
nature of the process, neighborhood filters tend to over-
sharpen edges,5 and methods based on optimization do 
not scale well due to the algorithmic complexity of the solv-
ers. While some of these shortcomings can be alleviated in 
postprocessing, for example, bilateral filtered edges can be 
smoothed,3, 10, 19 this induces additional computation and 
parameter setting, and a method producing good results 
directly is preferable. In this paper, we demonstrate that 
state-of-the-art edge-aware filters can be achieved with 
standard Laplacian pyramids. We formulate our approach 
as the construction of the Laplacian pyramid of the filtered 
output. For each output pyramid coefficient, we render a 
filtered version of the full-resolution image, processed to 
have the desired properties according to the corresponding 
local image value at the same scale, build a new Laplacian 
pyramid from the filtered image, and then copy the cor-
responding coefficient to the output pyramid. The advan-
tage of this approach is that while it may be nontrivial to 
produce an image with the desired property everywhere, it 
is often easier to obtain the property locally. For instance, 
global detail enhancement typically requires a nonlinear 
image decomposition (e.g., Fattal et al.,14 Farbman et al.,11 
and Subr et al.31), but enhancing details in the vicinity of 
a pixel can be done with a simple S-shaped contrast curve 
centered on the pixel intensity. This local transformation 
only achieves the desired effect in the neighborhood of a 
pixel, but is sufficient to estimate the fine-scale Laplacian 
coefficient of the output. We repeat this process for each 
coefficient independently and collapse the pyramid to 
produce the final output.

The original version of this paper was published in ACM 
Transactions on Graphics (Proceedings of ACM SIGGRAPH 
2011) 30, 4 (Aug. 2011), 68:1–68:12.
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We motivate this approach by analyzing its effect on 
step edges and show that edges can be differentiated 
from small-scale details with a simple threshold on color 
differences. We propose an algorithm that has a O(N log 
N) complexity for an image with N pixels. While our algo-
rithm is not as fast as other techniques, it can achieve visu-
ally compelling results hard to obtain with previous work. 
We demonstrate our approach by implementing a series 
of edge-aware filters such as edge-preserving smoothing, 
detail enhancement, tone mapping, and inverse tone 
mapping. We provide numerous results, including large-
amplitude image transformations. None of them exhibit 
halos, thereby showing that high-quality halo-free results 
can be indeed obtained using only the Laplacian pyramid, 
which was previously thought impossible.

Contributions. The main contribution of this work is a 
flexible approach to achieve edge-aware image process-
ing through simple point-wise manipulation of Laplacian 
pyramids. Our approach builds upon a new understanding 
of how image edges are represented in Laplacian pyramids 
and how to manipulate them in a local fashion. Based on 
this, we design a set of edge-aware filters that produce high-
quality halo-free results (Figure 1).

2. RELATED WORK
Edge-aware image processing. Edge-aware image manipu-
lation has already received a great deal of attention and we 
refer to books and surveys for an in-depth presentation.1, 20, 27 
Recently, several methods have demonstrated satisfying 
results with good performance (e.g., Chen et al.,7 Farbman 
et al.,11 Fattal,12 Subr et al.,31 Criminisi et al.,8 He et al.,17 
and Kass and Solomon19). Our practical contribution is to 
provide filters that consistently achieve results at least as 
good, have easy-to-set parameters, can be implemented 
with only basic image-resizing routines, are noniterative, 
and do not rely on optimization or postprocessing. In 
particular, unlike gradient-domain methods (e.g., Fattal 
et al.13), we do not need to solve the Poisson equation 
which may introduce artifacts with nonintegrable gradient 

fields. From a conceptual standpoint, our approach is 
based on image pyramids and is inherently multiscale, 
which differentiates it from methods that are expressed as 
a two-scale decomposition (e.g., Chen et al.,7 Subr et al.,31 
and He et al.17).

Pyramid-based edge-aware filtering. As described earlier, 
pyramids are not the typical representation of choice for fil-
tering an image in an edge-preserving way, and only a few 
techniques along these lines have been proposed. A first 
approach is to directly rescale the coefficients of a Laplacian 
pyramid; however, this typically produces halos.21 While 
halos may be tolerable in the context of medical imaging 
(e.g., Vuylsteke and Schoeters,36 and Dippel et al.9), they are 
unacceptable in photography.

Fattal et al.13 avoid halos by using a Gaussian pyramid 
to compute scaling factors applied to the image gradients. 
They reconstruct the final image by solving the Poisson 
equation. In comparison, our approach directly manipu-
lates the Laplacian pyramid of the image and does not 
require global optimization. Fattal et al.14 use a multiscale 
image decomposition to combine several images for detail 
enhancement. Their decomposition is based on repeated 
applications of the bilateral filter. Their approach is akin 
to building a Laplacian pyramid but without decimating 
the levels and with a spatially varying kernel instead of a 
Gaussian kernel. However, their study is significantly dif-
ferent from ours because it focuses on multi-image com-
bination and speed. In a similar spirit, Farbman et al.11 
compute a multiscale edge-preserving decomposition 
with a least-squares scheme instead of bilateral filtering. 
This work also differs from ours since its main concern is 
the definition and application of a new optimization-based 
filter. In the context of tone mapping, Mantiuk et al.23 
model human perception with a Gaussian pyramid. The 
final image is the result of an optimization process, which 
departs from our goal of working only with pyramids.

Fattal12 describes wavelet bases that are specific to each 
image. He takes edges explicitly into account to define the 
basis functions, thereby reducing the correlation between 

(a) Input HDR image tone-mapped with a simple
  gamma curve (details are compressed)

(b) Our pyramid-based tone mapping, set to
         preserve details without increasing them

(c) Our pyramid-based tone mapping, set to 
  strongly enhance the contrast of details

Figure 1. We demonstrate edge-aware image filters based on the manipulation of Laplacian pyramids. Our approach produces high-quality 
results, without degrading edges or introducing halos, even at extreme settings. Our approach builds upon standard image pyramids and 
enables a broad range of effects via simple point-wise nonlinearities (shown in corners). For an example image (a), we show results of 
tone mapping using our method, creating a natural rendition (b) and a more exaggerated look that enhances details as well (c). Laplacian 
pyramids have previously been considered unsuitable for such tasks, but our approach shows otherwise.
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pyramid levels. From a conceptual point of view, our work 
and Fattal’s are complementary. Whereas he designed pyra-
mids in which edges do not generate correlated coefficients, 
we seek to better understand this correlation to preserve it 
during filtering.

Li et al.21 demonstrate a tone-mapping operator based 
on a generic set of spatially invariant wavelets, countering 
the popular belief that such wavelets are not appropriate for 
edge-aware processing. Their method relies on a corrective 
scheme to preserve the spatial and intrascale correlation 
between coefficients, and they also advocate computing 
each level of the pyramid at full resolution to prevent alias-
ing. However, when applied to Laplacian pyramids, strong 
corrections are required to avoid halos, which prevents a 
large increase of the local contrast. In comparison, in this 
work, we show that Laplacian pyramids can produce a 
wide range of edge-aware effects, including extreme detail 
amplification, without introducing halos.

Gaussian pyramids are closely related to the concept of 
Gaussian scale-space defined by filtering an image with a 
series of Gaussian kernels of increasing size. While these 
approaches are also concerned with the correlation between 
scales created by edges, they are used mostly for purposes of 
analysis (e.g., Witkin37 and Witkin et al.38).

Background on Gaussian and Laplacian pyramids. Our 
approach is based on standard image pyramids, whose 
construction we summarize briefly (for more detail, see 
Burt and Adelson6). Given an image I, its Gaussian pyra-
mid is a set of images {Gl} called levels, representing 
progressively lower resolution versions of the image, in 
which high- frequency details progressively disappear. In 
the Gaussian pyramid, the bottom-most level is the origi-
nal image, G0 = I, and Gl+1 = downsample(Gl) is a low-pass 
version of Gl with half the width and height. The filtering 
and decimation process is iterated n times, typically until 
the level Gn has only a few pixels. The Laplacian pyramid 
is a closely related construct, whose levels {Ll} repre-
sent details at different spatial scales, decomposing the 
image into roughly separate frequency bands. Levels of 
the Laplacian pyramid are defined by the details that dis-
tinguish successive levels of the Gaussian pyramid, Ll = Gl 
− upsample(Gl + 1), where upsample(×) is an operator that 
doubles the image size in each dimension using a smooth 
kernel. The top-most level of the Laplacian pyramid, also 
called the residual, is defined as Ln = Gn and corresponds 
to a tiny version of the image. A Laplacian pyramid can be 
collapsed to reconstruct the original image by recursively 
applying Gl = Ll + upsample(Gl+1) until G0 = I is recovered.

3. DEALING WITH EDGES IN LAPLACIAN PYRAMIDS
The goal of edge-aware processing is to modify an input 
signal I to create an output I¢, such that the large discon-
tinuities of I, that is, its edges, remain in place, and such 
that their profiles retain the same overall shape. For exam-
ple, the amplitude of significant edges may be increased 
or reduced, but the edge transitions should not become 
smoother or sharper. The ability to process images in this 
edge-aware fashion is particularly important for techniques 
that manipulate the image in a spatially varying way, such 

as image enhancement or tone mapping. Failure to account 
for edges in these applications leads to distracting visual 
artifacts such as halos, shifted edges, or reversals of gradi-
ents. In the following discussion, for the sake of illustration, 
we focus on the case where we seek to reduce the edge 
amplitude—the argument when increasing the edge ampli-
tude is symmetric.

In this work, we characterize edges by the magnitude 
of the corresponding discontinuity in a color space that 
depends on the application; we assume that variations due 
to edges are larger than those produced by texture. This 
model is similar to many existing edge-aware filtering tech-
niques (e.g., Aubert and Kornprobst1 and Paris et al.27); we 
will discuss later the influence that this assumption has 
on our results. Because of this difference in magnitude, 
Laplacian coefficients representing an edge also tend to 
be larger than those due to texture. A naive approach to 
decrease the edge amplitude while preserving the texture 
is to truncate these large coefficients. While this creates an 
edge of smaller amplitude, it ignores the actual “shape” of 
these large coefficients and assigns the same lower value to 
all of them. This produces an overly smooth edge, as shown 
in Figure 2.

Intuitively, a better solution is to scale down the coeffi-
cients that correspond to edges, to preserve their profile, 
and to keep the other coefficients unchanged, so that 
only the edges are altered. However, it is unclear how to 
separate these two kinds of coefficients since edges with 
different profiles generate different coefficients across 
scales. On the other hand, according to our model, edges 

(a) Step edge (b) First pyramid level

(c) Second pyramid level

input
(sharp edge)

our approach
(sharp edge)

clipped 
Laplacian coeffs

(rounded edge)

ground truth
compressed edge

(sharp edge)

Figure 2. Range compression applied to a step edge with fine 
details (a). The different versions of the edge are offset vertically 
so that their profiles are clearly visible. Truncating the Laplacian 
coefficients smooths the edge (red), an issue which Li et al.21 have 
identified as a source of artifacts in tone mapping. In comparison, 
our approach (blue) preserves the edge sharpness and very 
closely reproduces the desired result (black). Observing the shape 
of the first two levels (b, c) shows that clipping the coefficients 
significantly alters the shape of the signal (red vs. orange). The 
truncated coefficients form wider lobes whereas our approach 
produces profiles nearly identical to the input (blue vs. orange).
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are easy to identify in image space; a threshold on color 
differences suffices to differentiate edges from varia-
tions due to texture. This is a key aspect of our approach: 
we generate new pyramid coefficients by working primar-
ily on the input image itself, rather than altering the pyra-
mid coefficients directly.

The overall design of our algorithm derives from this 
insight: we build an approximation of the desired out-
put image specific to each pyramid coefficient. This is a 
major difference with the existing literature. Whereas 
previous techniques are formulated in terms of optimization 
(e.g., Farbman et al.11), PDEs (e.g., Perona and Malik29), or 
local averaging (e.g., Tomasi and Manduchi34), we express 
our filter through the computation of these local image 
approximations together with standard image pyramid 
manipulations. In practice, we use locally processed ver-
sions of the input to recompute values for each pyramid 
coefficient, and combine all of these new coefficient val-
ues into the final result. For each coefficient at location (x, 
y) and level l, we first determine the region in the input 
image on which this coefficient depends. To reduce the 
amplitude of edges, for example, we clamp all the pixels 
values in that region so that the difference to the average 
value does not exceed a user-provided threshold. This pro-
cessed image has the desired property that edges are now 
limited in amplitude, to at most twice the threshold. This 
also has the side effect of flattening the details across the 
edge. As we discuss below, these details are not lost, they 
are actually captured by pyramid coefficients centered on 
the other side of the edge as illustrated in Figure 3. Then, 
we compute the Laplacian pyramid of this processed image 
to create coefficients that capture this property. In particular, 
this gives us the value of the coefficient (x, y, l) that we seek. 
Another way of interpreting our method is that we locally fil-
ter the image, for example, through a local contrast decrease, 
and then determine the corresponding coefficient in the 
Laplacian pyramid. We repeat this process, such that each 
coefficient in the pyramid is computed.

Detail preservation. As mentioned earlier, a reasonable 
concern at this point is that the clamped image has lost 

details in the thresholded regions, which in turn could 
induce a loss in the final output. However, the loss of 
details does not transfer to our final result. Intuitively, the 
clamped details are on “the other side of the edge” and are 
represented by other coefficients. Applying this scheme to 
all pyramid coefficients accurately represents the texture 
on each side of the edge, while capturing the reduction in 
edge amplitude (Figure 3). Further, clamping affects only 
half of the edge and, by combining coefficients on “both 
sides of the edge,” our approach reconstructs an edge pro-
file that closely resembles the input image, that is, the out-
put profiles do not suffer from oversmoothing. Examining 
the pyramid coefficients reveals that our scheme fulfills 
our initial objective, that is, that the edge coefficients are 
scaled down while the other coefficients representing the 
texture are preserved (Figure 2).

4. LOCAL LAPLACIAN FILTERING
We now formalize the intuition gained in the previous 
section and introduce Local Laplacian Filtering, our new 
method for edge-aware image processing based on the 
Laplacian pyramid. A visual overview is given in Figure 4 and 
the pseudo-code is provided in Algorithm 1.

In Local Laplacian Filtering, an input image is processed 
by constructing the Laplacian pyramid {L[I¢]} of the output, 
one coefficient at a time. For each coefficient (x, y, l), we 
generate an intermediate image  by applying a point-wise 
monotonic remapping function rg,s(×) to the original full-
resolution image. This remapping function, whose design 
we discuss later, depends on the local image value from 
the Gaussian pyramid g = Gl(x, y) and the user parameter s 
which is used to distinguish edges from details. We compute 
the pyramid for the intermediate image {L[ ]} and copy the 
corresponding coefficient to the output {L[I¢]}. After all coef-
ficients of the output pyramid have been computed, we col-
lapse the output pyramid to get the final result.

A direct implementation of this algorithm yields a com-
plexity in O(N2) with N being the number of pixels in the 
image, since each coefficient entails the construction of 
another pyramid with O(N) pixels. However, this cost can be 

Input signal Right clipped Left clipped Merged

I

L0

L1

sr

sr

Figure 3. Simple view of our range compression approach, which is 
based on thresholding and local processing. For a step-like signal 
similar to the one in Figure 2, our method effectively builds two 
Laplacian pyramids, corresponding to clipping the input based on 
the signal value to the left and right of the step edge, then merging 
their coefficients as indicated by the color coding.

Figure 4. Overview of the basic idea of our approach. For each pixel 
in the Gaussian pyramid of the input (red dot), we look up its value g. 
Based on g, we remap the input image using a point-wise function, 
build a Laplacian pyramid from this intermediate result, then copy 
the appropriate pixel into the output Laplacian pyramid. This process 
is repeated for each pixel over all scales until the output pyramid 
is filled, which is then collapsed to give the final result. For more 
efficient computation, only parts of the intermediate pyramid need to 
be generated.

Input image
Remapped
subimage

Gaussian
pyramid

Intermediate
Laplacian
pyramid

Output
Laplacian
pyramid
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variations smaller than s should be considered fine-scale 
details and larger variations are edges. As a center point for 
this function we use g = Gl(x, y), which represents the image 
intensity at the location and scale where we compute the out-
put pyramid coefficient. Intuitively, pixels closer than s to g 
should be processed as details and those farther than s away 
should be processed as edges. We differentiate their treat-
ment by defining two functions rd and re, such that r(i) = rd(i) 
if |i − g| £ s and r(i) = re(i) otherwise. Since we require r to 
be monotonically increasing, rd and re must have this prop-
erty as well. Furthermore, to avoid the creation of spurious 
discontinuities, we constrain rd and re to be continuous by 
requiring that rd( g ± s) = re( g ± s).

The function rd modifies the fine-scale details by altering the 
oscillations around the value g. In our applications we process 
positive and negative details symmetrically, letting us write:

 rd(i, g, s) = g + sign (i – g)s fd(|i − g|/s) (1)

where fd is a smooth function mapping from [0, 1] to [0, 1] 
that controls how details are modified. The advantage of this 
formulation is that it depends only on the amplitude of the 
detail |i − g| relative to the parameter s, that is, |i − g|/s = 1 
corresponds to a detail of maximum amplitude according 
to the user-defined parameter. Analogously, re is a function 
that modifies the amplitude of edges that we again formu-
late in a symmetric way:

 re(i, g, s) = g + sign (i – g)( fe(|i − g|−s) + s) (2)

where fe is a smooth nonnegative function defined over [0, ¥). 
In this formulation, re depends only on the amplitude above 
the user threshold s, that is, |i − g| − s. The function fe con-
trols how the edge amplitude is modified since an edge of 
amplitude s + fe(a) becomes an edge with amplitude s + fe(a). 
For our previous 1D range compression example, clipping 
edges corresponds to fe = 0, which limits the amplitude of all 
edges to s. Useful specific choices for rd and re are described 
in the next section and are illustrated in Figure 5.

The advantage of the functional forms defined in 
Equations (1) and (2) is that they ensure that r is continuous 
and increasing, and the design of a specific filter boils down 
to defining the two point-wise functions fd and fe that each 

reduced in a straightforward way by processing only the sub-
pyramid needed to evaluate Ll[ ](x, y), illustrated in Figure 4. 
The base of this subpyramid lies within a K × K subregion 
R of the input image I, where K = O(2l); for Laplacian pyra-
mids built using a standard 5-tap interpolation filter, it can 
be shown that K = 3(2l+2 − 1). Put together with the fact that 
level l contains O(N/2l) coefficients, each level requires the 
manipulation of O(N) coefficients in total. Since there are 
O(log N) levels in the pyramid, the overall complexity of our 
algorithm is O(N log N). Later we will see that some applica-
tions only require a fixed number of levels to be processed or 
limit the depth of the subpyramids to a fixed value, reducing 
the complexity of our algorithm further.

Remapping function for gray-scale images. We assume 
the user has provided a parameter s such that intensity 

Figure 5. Family of point-wise functions for edge-aware manipulation described in Sections 5.2 and 5.3. The parameters a and b let us control 
how detail and tone are processed respectively. To compute a given Laplacian coefficient in the output, we filter the original image point-wise 
using a nonlinear function r(i) of the form shown. This remapping function is parametrized by the Gaussian pyramid coefficient g, describing 
the local image content, and a threshold s used to distinguish fine details (red) from larger edges (blue).
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Algorithm 1 O(N log N) Version of Local Laplacian Filtering

input: image I, parameter s, remapping function r
output: image I¢
 1: compute input Gaussian pyramid {G[I ]}
 2: for all coefficients at position (x, y) and level l do
 3: g ¬ Gl(x, y)
 4: determine subregion R of I needed to evaluate Ll(x, y)
 5: create temporary buffer  of the same size
 6: for all pixels (u, v) of R do
 7:  apply remapping function: (u, v) ¬ r(R(u, v), g, s)
 8: end for
 9: compute subpyramid {L[ ]}
10: update output pyramid: Ll[I¢](x, y) ¬ Ll[ ](x, y)
11: end for
12: collapse output pyramid: I¢ ¬ collapse({Ll[I¢]})

Our algorithm considers the pyramid coefficients one by one 
(Step 2). Each of them is computed using the pixels from the 
finest resolution (Step 4) by applying the remapping func-
tion to them (Step 7) and building a Laplacian pyramid of the 
remapped data (Step 9). We copy the relevant coefficient into 
the output pyramid (Step 10) and once all the coefficients have 
been computed, we collapse pyramid the get the final result 
(Step 12).
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are visually indistinguishable from the full-pyramid pro-
cess with a PSNR on the order of 30 to 40 dB. While this 
performance is slower than previous work, our algorithm 
is highly data parallel and can easily exploit a multicore 
architecture. Using OpenMP, we obtain an 8× speed-up 
on an 8-core machine, bringing the running time down to 
4 seconds.

5.2. Detail manipulation
To modify the details of an image, we define an S-shaped 
point-wise function as is classically used for the local manip-
ulation of contrast. For this purpose, we use a power curve 
fd(D) = Da, where a > 0 is a user-defined parameter. Values 
larger than 1 smooth the details out, while values smaller 
than 1 increase their contrast (Figures 5 and 6). To restrict 
our attention to the details of an image, we set the edge-
modifying function to the identity fe(a) = a.

In the context of detail manipulation, the parameter s 
controls how at what magnitude signal variations should 
be considered edges and therefore be preserved. Large 
values allow the filter to alter larger portions of the sig-
nal and yield larger visual changes (Figure 7). In its basic 
form, detail manipulation is applied at all scales, but one 
can also control which scales are affected by limiting pro-
cessing to a subset of the pyramid levels (Figure 6c, d, e). 
While this control is discrete, the changes are gradual, 
and one can interpolate between the results from two 
subsets of levels if continuous control is desired. Our 
results from Figures 6 and 7 are comparable to results of 
Farbman et al.11; however, we do not require the complex 
machinery of a multiresolution preconditioned conju-
gate gradient solver. Note that our particular extension to 
color images allows us to boost the color contrast as well 
(Figures 6, 7, and 8).

Reducing noise amplification. As in other techniques for 
texture enhancement, increasing the contrast of the details 
may make noise and artifacts from lossy image compression 
more visible. We mitigate this issue by limiting the smallest 
D amplified. In our implementation, when a < 1, we com-
pute fd(D) = tDa + (1 − t)D, where t is a smooth step function 
equal to 0 if D is less than 1% of the maximum intensity, 1 if 
it is more than 2%, with a smooth transition in between. 
All the results in this paper and supplemental material are 
computed with this function.

have clear roles: fd controls the amplification or attenuation 
of details while fe controls the amplification or attenuation 
of edges.

Extension to color images. To handle color, it is possible 
to treat only the luminance channel and reintroduce chro-
minance after image processing (Section 5.3). However, our 
approach extends naturally to color images as well, letting 
us deal directly with 3D vectors representing, for example, 
the RGB or CIE-Lab channels. Algorithm 1 still applies, and 
we need only to update rd and re, using bold typeface to indi-
cate vectors:

 rd(i, g, s) = g + unit (i – g)s fd(i − g/s) (3a)

 re(i, g, s) = g + unit (i – g)[ fe(i − g−s) + s] (3b)

with unit(v) = v/v if v ¹ 0 and 0 otherwise. These equations 
define details as colors within a ball of radius s centered at 
g and edges as the colors outside it. They also do not change 
the roles of fd and fe, letting the same 1D functions that 
modify detail and edges in the gray-scale case be applied 
to generate similar effects in color. For images whose color 
channels are all equal, these formulas reduce to the gray-
scale formulas of Equations (1) and (2).

5. APPLICATIONS AND RESULTS
We now demonstrate how to realize practical image process-
ing applications using our approach and discuss implemen-
tation details. First we address edge-preserving smoothing 
and detail enhancement, followed by tone mapping and 
related tools. We validate our method with images used 
previously in the literature10–13, 27 and demonstrate that our 
method produces artifact-free results.

5.1. Implementation
We use the pyramids defined by Burt and Adelson,6 based 
on 5 × 5 kernels. On a 2.26 GHz Intel Xeon CPU, we process 
a one-megapixel image in about a minute using a single 
thread. This can be halved by limiting the depth of the 
intermediate pyramid to at most five levels, by applying the 
remapping to level max(0, l − 3) rather than always starting 
at the full-resolution image. This amounts to applying the 
remapping to a downsampled version of the image when 
processing coarse pyramid levels. The resulting images 

(a) Input (b) Reduced details (a = 4) (c) Increased details (all
 levels, a = 0.25)

(d) Increased details (lowest
 two levels, a = 0.25)

(e) Increased details (level 3
 and higher, a = 0.25)

Figure 6. Smoothing and enhancement of detail, while preserving edges (s = 0.3). Processing only a subset of the levels controls the 
frequency of the details that are manipulated (c, d, e). The images have been cropped to make the flower bigger and its details more visible.
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factor so that the output dynamic range is 100:1 for the 
linear intensities. Finally, we multiply the intensity by 
the color ratios (rr, rg, rb) to obtain the output RGB chan-
nels, then gamma correct with an exponent of 1/2.2 for 
display. We found that fixing the output dynamic range 
not only makes it easy to achieve a consistent look but 
also constrains the system. As a result, the s and b param-
eters have similar effects, both controlling the balance 
between local and global contrast in the rendered image 
(Figure 9). From a practical standpoint, we advise keeping 
s fixed and varying the slope b between 0, where the local 
contrast is responsible for most of the dynamic range, 
and 1, where the global contrast dominates. Unless oth-
erwise specified, we use s = log(2.5), which gave consis-
tently good results in our experiments. Since we work in 
the log domain, this value corresponds to a ratio between 
pixel intensities. It does not depend on the dynamic range 
of the scene, and assumes only that the input HDR image 
measures radiance up to scale.

Our tone mapping operator builds upon standard ele-
ments from previous work that could be substituted for oth-
ers. For instance, one could instead use a sigmoid to remap 
the intensities to the display range30 or use a different color 
management method (e.g., Mantiuk et al.24). Also, we did not 
apply any additional “beautifying curve” or increased satu-
ration as is commonly done in photo editing software. Our 
approach produces a clean output image that can be post-
processed in this way if desired.

Range compression is a good test case to demon-
strate the abilities of our pyramid-based filters because 
of the large modification involved. For high compres-
sion, even subtle inaccuracies can become visible, espe-
cially at high-contrast edges. In our experiments, we did 
not observe aliasing or oversharpening artifacts even on 
cases where other methods suffer from them (Figures 10 
and 11). We also stress-tested our operator by producing 

(a) s = 0.2 (b) s = 0.5

Figure 7. Effect of the s parameter for detail enhancement (a = 0.25). 
Same input as Figure 6.

(a) Input (b) Luminance only (c) RGB channels

(d) Close-up (e) Close-up (f) Close-up

Figure 8. Filtering only the luminance (b) preserves the original 
colors in (a), while filtering the RGB channels (c) also modifies the 
color contrast (a = 0.25, b = 1, s = 0.4).

(a) b = 0
s = log(2.5)

(b) b = 0
s = log(3.0)

(c) b = 0.75
s = log(2.5)

Figure 9. b and s have similar effects on tone mapping results, they 
control the balance between global and local contrast. a is set to 1 in 
all three images.

5.3. Tone manipulation
Our approach can also be used for reducing the intensity 
range of a high-dynamic-range (HDR) image, according 
to the standard tone mapping strategy of compressing the 
large-scale variations while preserving (or enhancing) the 
details.35 In our framework, we manipulate large-scale varia-
tions by defining a point-wise function modifying the edge 
amplitude,  fe(a) = ba, where b ³ 0 is a user-defined parameter 
(Figure 5).

In our implementation of tone manipulation, we pro-
cess the image intensity channel only and keep the 
color unchanged.10 We compute an intensity image 

 and color ratios ,  
where Ir, Ig, and Ib are the RGB channels. We apply our fil-
ter on the log intensities log(Ii),35 using the natural loga-
rithm. For tone mapping, we set our filter with a £ 1 so 
that details are preserved or enhanced, and b < 1 so that 
edges are compressed. This produces new values 
, which we must then map to the displayable range of 
[0, 1]. We remap the result  by first offsetting its 
values to make its maximum 0, then scaling them so that 
they cover a user-defined range.10, 21 In our implementa-
tion, we estimate a robust maximum and minimum with 
the 99.5th and 0.5th percentiles, and we set the scale 
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5.4. Discussion
While our method can fail in the presence of excessive 
noise or when extreme parameter settings are used (e.g., 
the lenna picture in supplemental material has a high 
level of noise), we found that our filters are very robust and 
behave well over a broad range of settings. Figure 15 shows 
a variety of parameters values applied to the same image 
and the results are consistently satisfying, high-quality, and 
halo-free; many more such examples are provided in sup-
plemental material. While the goal of edge-aware process-
ing can be ill-defined, the results that we obtain show that 
our approach allows us to realize many edge-aware effects 
with intuitive parameters and a simple implementation. 
The current shortcoming of our approach is its running 
time. We can mitigate this issue, thanks to the multiscale 
nature of our algorithm, allowing us to generate quick pre-
views that are faithful to the full-resolution results (Figure 
16). Furthermore, the algorithm is highly parallelizable and 
should lend itself to a fast GPU implementation. Beyond 
these practical aspects, our main contribution is a better 
characterization of the multiscale properties of images. 

(a) Edge-aware wavelets (b) Close-up

(c) Our result (d) Close-up

Figure 10. The extreme contrast near the light bulb is particularly 
challenging. Images (a) and (b) are reproduced from Fattal.12 The 
edge-aware wavelets suffer from aliasing and generate an irregular 
edge (b). In comparison, our approach (d) produces a clean edge. We 
set our method to approximately achieve the same level of details 
(s = log(3.5), a = 0.5, b = 0).

results with a low global contrast (b = 0) and high local 
details (a = 0.25). In general, the results produced by our 
method did not exhibit any particular problems (Figure 
12). We compare exaggerated renditions of our method 
with Farbman et al.11 and Li et al.21 Our method produces 
consistent results without halos, whereas the other 
methods either create halos or fail to exaggerate detail 
(Figure 13).

One typical difficulty we encountered is that some-
times the sky interacts with other elements to form high-
frequency textures that undesirably get amplified by our 
detail-enhancing filter (Figures 8b and 14). Such “mis-
interpretation” is common to all low-level filters with-
out semantic understanding of the scene, and typically 
requires user feedback to correct.22

We also experimented with inverse tone mapping, 
using slope values b larger than 1 to increase the dynamic 
range of a normal image. Since we operate on log inten-
sities, roughly speaking, the linear dynamic range gets 
exponentiated by b. Applying our tone-mapping opera-
tor on these range-expanded results gives images close to 
the originals, typically with a PSNR between 25 and 30 dB 
for b = 2.5. This shows that our inverse tone mapping pre-
serves the image content well. While a full-scale study on 
an HDR monitor is beyond the scope of this paper, we 
believe that our simple approach can complement other 
relevant techniques (e.g., Masia et al.25). Sample HDR 
results are provided in supplemental material.

(a) Uncorrected bilat. filter (b) Close-up

(c) Our result (d) Close-up

Figure 11. The bilateral filter sometimes oversharpens edges, 
which can leads to artifacts (b). We used code provided by Paris and 
Durand26 and multiplied the detail layer by 2.5 to generate these 
results. Although such artifacts can be fixed in postprocessing, 
this introduces more complexity to the system and requires new 
parameters. Our approach produces clean edges directly (d). We 
set our method to achieve approximately the same visual result 
(s = log(2.5), a = 0.5, b = 0).
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Figure 12. We stressed our approach by applying a strong range compression coupled with a large detail increase (a = 0.25, b = 0, s = log(2.5)). 
The results are dominated by local contrast and are reminiscent of the popular, exaggerated “HDR look” but without the unsightly halos 
associated with it. In terms of image quality, our results remain artifact-free in most cases. We explore further parameter variations in the 
supplemental material.

Figure 13. We compare exaggerated, tone-mapped renditions of an HDR image. The wavelet-based method by Li et al.21 is best suited for 
neutral renditions and generates halos when one increases the level of detail (a). The multiscale method by Farbman et al.11 performs better 
and produces satisfying results for intermediate levels of detail (b), but halos and edge artifacts sometimes appear for a larger increase, as in 
this image for instance; see the edge of the white square on the blue book cover and the edge of the open book (c). In comparison, our approach 
achieves highly detailed renditions without artifacts (d). These results as well as many others may be better seen in the supplemental material.

(a) Li et al.21 (detailed rendition 
       using parameters suggested
      by the authors)

(b) Farbman et al.11 (detailed
      rendition using parameters 
      suggested by the authors)

(d) Our result with exaggerated
  details (a = 0.25, b = 0)
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(c) Farbman et al.11 (exaggerated 
rendition using parameters
suggested by the authors)
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(a) No detail increase (a = 1) (b) Detail increased (a = 0.25)

Figure 14. Our approach is purely signal-based and its ignorance 
of scene semantics can lead to artifacts. For a large increase in 
local contrast (b), at a level similar to Figure 12, the sky gets locally 
darker behind clouds, because it forms a blue-0white texture 
amplified by our filter. Our result for this example is good elsewhere, 
and this issue does not appear with a more classical rendition (a).

Less detailsMore details
a = 0.25 a = 0.5 a = 2 a = 4

s 
= 

0
.1

s 
= 

0
.2

s 
= 

0
.4

Figure 15. Our filter to enhance and reduce details covers a large space of possible outputs without creating halos.

Many problems related to photo editing are grounded 
in these properties of images and we believe that a better 
understanding can have benefits beyond the applications 
demonstrated in this paper.

6. CONCLUSION
Link to recent work. We first presented this work at the 
ACM SIGGRAPH conference in 2011. The main difference 

with our original article is Section 3 that now focuses on 
qualitative properties of edges. A formal discussion of these 
properties can be found in Paris et al.28 Since then, we also 
extended this work with a fast algorithm that makes Local 
Laplacian Filters practical, an analysis that shows their rela-
tionship to the Bilateral Filter, an application to the transfer 
of gradient histograms applied to photographic style trans-
fer, and additional comparisons with existing techniques 
such as the Guided Filter.17 These results are described in 
Aubry et al.2

Although Local Laplacian Filters can reduce image 
details, Xu et al.39, 40 have shown that they do not fully 
remove them and have proposed filters that completely 
suppress details for applications such as cartoon ren-
dering and mosaic texture removal. By addressing the 
extreme detail removal problem, this work is comple-
mentary to Local Laplacian Filters that perform well at 
extreme detail increase. Hadwiger et al.16 have introduced 
a dedicated data structure to process very large images 
efficiently and have demonstrated its application to Local 
Laplacian Filtering.

Closing note. We have presented a new technique for 
edge-aware image processing based solely on the Laplacian 
pyramid. It is conceptually simple, allows for a wide range 
of edge-aware filters, and consistently produces artifact-free 
images. We demonstrate high-quality results over a large 
variety of images and parameter settings, confirming the 
method’s robustness. Our results open new perspectives on 
multiscale image analysis and editing since Laplacian pyra-
mids were previously considered as ill-suited for manipu-
lating edges. Given the wide use of pyramids and the need 
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for edge-aware processing, we believe our new insights can 
have a broad impact in the domain of image editing and its 
related applications.
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courses in their areas of expertise. Applicants 
must hold a PhD in Computer Science or closely 
related field at time of appointment, or have a 
solid track record of classroom instruction and 
curricular innovation. The initial appointment is 
for two years with possibility of longer contracts.

The Department of Computer Science has 
grown tremendously in the past decade in faculty 
and student size and in research expenditures. Lo-
cated in the Boston area, the department benefits 
from outstanding undergraduate and graduate stu-
dents, collaborative faculty, and cross-disciplinary 
research and educational opportunities. Tufts Uni-
versity is one of the smallest universities ranked as a 
Research 1 university, and it offers the best of a liber-
al arts college atmosphere, coupled with the intellec-
tual and technological resources of a major research 
university. Tufts University supports and encourages 
a culture of interdisciplinary research and there are 
numerous such opportunities within the School of 
Engineering, the School of Arts and Sciences, and 
through graduate and professional schools.

The Department of Computer Science at Virginia Tech seeks applications from creative and visionary leaders for the position of Department Head. The
Department Head’s principal responsibility is to provide leadership and management of the department’s programs, faculty, staff, and students. This entails
leadership of departmental programs and administrative responsibility for planning, fiscal management, human resources, and communication within the
department. The Department Head is expected to advance the research and teaching missions of this prominent department, nurture interdisciplinary
collaborations, and work to achieve strategic goals in both the department and university. The successful candidate will be located at the Blacksburg, VA
campus and lead a department with faculty there and in the National Capital Region campus (www.ncr.vt.edu). Faculty in NCR are located in Falls Church,
VA as well as in the Virginia Tech Research Center (www.ncr.vt.edu/arlington) in Arlington, VA.
Candidates should have a Doctoral degree in Computer Science or a closely related field; demonstrated intellectual leadership and administrative skills in
an academic/university environment or equivalent; a clear vision for the future of computing as a discipline; ability to communicate effectively, concisely,
and clearly at all levels; dedication to the instructional mission of the university; interest in the development and expansion of sponsored research programs;
an established record of professional activities and leadership in professional organizations; strong interpersonal skills; experience in enhancing the
representation and success of underrepresented populations; and credentials commensurate with appointment as full professor with tenure in the department.
The Department has 37 research oriented tenure-track faculty and ~10 postdocs/research faculty.  There are 12 NSF/DOE CAREER awardees in the
department. Research expenditures for FY2014 were $334 thousand per tenure-track faculty member (i.e., a total of $12.2 million); total research funding at
the beginning of FY2015 was $42.8 million. Research strengths and several world-class centers in the department span human-computer interaction, high-
performance computing, computational biology and bioinformatics, software engineering, data analytics, and computer science education. BS, MS, and PhD
degrees are offered, with a growing enrollment of over 610 undergraduate majors (14% women) and over 225 PhD/MS students. In 2010, CS@VT was
ranked 5th in the country in recruiting quality of CS undergrads by the Wall Street Journal. The Department is in the College of Engineering, the premier
engineering school in the Commonwealth of Virginia, whose undergraduate program was ranked 8th and graduate program was ranked 12th among public
engineering schools in 2014 by U.S. News & World Report.
Applications should include a curriculum vitae, a cover letter, a vision statement, a statement of leadership style and experience, and contact information for
at least five individuals providing references. References will only be contacted for those candidates who are selected for the short list/phone interviews.
Applications must be submitted online to http://jobs.vt.edu for posting TR0140155. Inquiries should be directed to Dr. Dennis Kafura, Search Committee
Chair ( kafura@cs.vt.edu, 540.231.5568).
Applicant screening will begin on February 1, 2015 and continue until the position is filled.  Early applications are encouraged. We welcome applications
from women or minorities. Salary for suitably qualified applicants is competitive and commensurate with experience. Selected candidates must pass a
criminal background check prior to employment..
About Blacksburg: Blacksburg is consistently ranked among the country’s best places to live and raise a family (http://www.liveinblacksburg.com/).
Educational and economic information, crime rates, amenities, air quality, and diversity are typical factors considered in the nationwide ranking. Blacksburg
is a high-tech hub located in a scenic and vibrant community in the New River Valley between Alleghany and Blue Ridge Mountains. The town is proximal
to state parks, trails, and other regional attractions of Southwest Virginia, renowned for their history and natural beauty. Virginia Tech has been recognized
as a Tree Campus USA from the Arbor Day Foundation for its dedication to campus forestry management and environmental stewardship.
Virginia Tech is an AA/EEO employer; applications from members of underrepresented groups are especially encouraged.

Computer Science – Department Head

ACM
1/2 page 7 x 4.625
$5,800 x 2 = $11,600
Next available March

Has space for 1/6 page in February
Cost is $2,700

Computer Science–Dept. Head
The Department of Computer Science at Virginia
Tech seeks applications from creative and
visionary leaders for the position of Department
Head. The Department Head’s principal
responsibility is to provide leadership and
management of the department’s programs,
faculty, staff, and students. This entails leadership
of departmental programs and administrative
responsibility for planning, fiscal management,
human resources, and communication within the
department. The Department Head is expected to
advance the research and teaching missions of
this prominent department, nurture inter-
disciplinary collaborations, and work to achieve
strategic goals in both the department and
university. The successful candidate will be
located at the Blacksburg, VA campus and lead a
department with faculty there and in the National
Capital Region campus (www.ncr.vt.edu).
Faculty in NCR are located in Falls Church, VA
as well as in the Virginia Tech Research Center
(www.ncr.vt.edu/arlington) in Arlington, VA.
Doctoral degree in Computer Science or a closely
related field; demonstrated intellectual leadership
and administrative skills in an academic/
university environment or equivalent.
For a full description and to apply, please see:
http://jobs.vt.edu for posting TR0140155.
Inquiries should be directed to Dr. Dennis Kafura,
Search Committee Chair (kafura@cs.vt.edu,
540.231.5568).
Virginia Tech is an AA/EEO employer;
applications from members of underrepresented
groups are especially encouraged.
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Tufts University is an Affirmative Action/
Equal Opportunity employer. We are committed 
to increasing the diversity of our faculty. Mem-
bers of underrepresented groups are strongly en-
couraged to apply.

University of Central Florida CRCV
UCF Center for Research in Computer Vision
Assistant Professor

CRCV is looking for multiple tenure-track faculty 
members in the Computer Vision area. Of particu-
lar interest are candidates with a strong track re-
cord of publications. CRCV will offer competitive 
salaries and start-up packages, along with a gener-
ous benefits package offered to employees at UCF. 

Faculty hired at CRCV will be tenured in the 
Electrical Engineering & Computer Science de-
partment and will be required to teach a maxi-
mum of two courses per academic year and are 
expected to bring in substantial external research 
funding. In addition, Center faculty are expected 
to have a vigorous program of graduate student 
mentoring and are encouraged to involve under-
graduates in their research. 

Applicants must have a Ph.D. in an area ap-
propriate to Computer Vision by the start of the 
appointment and a strong commitment to aca-
demic activities, including teaching, scholarly 
publications and sponsored research. Preferred 
applicants should have an exceptional record of 
scholarly research. In addition, successful candi-
dates must be strongly effective teachers. 

To submit an application, please go to: http://
www.jobswithucf.com/postings/34681 

Applicants must submit all required documents 
at the time of application which includes the follow-
ing: Research Statement; Teaching Statement; Cur-
riculum Vitae; and a list of at least three references 
with address, phone numbers and email address. 

Applicants for this position will also be con-
sidered for position numbers 38406 and 37361. 

UCF is an Equal Opportunity/Affirmative Ac-
tion employer. Women and minorities are par-
ticularly encouraged to apply.

University of the District of Columbia
Department of Computer Science and 
Information Technology
Assistant/Associate Professor

The Department of Computer Science and In-
formation Technology at the University of the 
District of Columbia seeks applications for one 
tenure-track position at the level of Assistant/As-
sociate Professor beginning in August 2015. We 
welcome all candidates in all areas of Computer 
Science and Information Technology to apply. 
Applicants must hold a Ph.D. in Computer Sci-
ence, IT, or closely related disciplines. We are par-
ticularly interested in candidates with research 
experiences in the following areas: networks, 
cyber-security, mobile computing, cloud comput-
ing, computer vision, robotics, artificial intelli-
gence or operating systems.

Candidates who have strong practical exper-
tise in Confidentiality, Integrity, and Availability 
in Technology, Policy & Practice, and Education 
& Awareness of information assurance and in-
corporating protection, detection, and reaction 
capabilities are encouraged to apply. Faculty du-
ties include teaching undergraduate and gradu-
ate students, conducting high-quality research 
by collaborating closely with the department’s 
established teams, participating in and develop-
ing externally funded research projects, and per-
forming academic duties, university services, and 
professional services.

The University of the District of Columbia is a 
comprehensive urban land-grant institution and 
is classified as a Historically Black College and 
University. It is the only public university in the 
District of Columbia, the U.S. Capital.

Applicants should submit a CV with three 
references (names and contact information) and 
teaching & research statement. All applicants 
should submit required materials, in electronic 
formats through UDC website: Click Here to Apply 
(http://udc.applicantstack.com/x/detail/a2hbyxh-
fiur3) Reviews will continue until position is filled. 
The University of the District of Columbia is an 
Equal Opportunity/ Affirmative Action Employer.

ADVERTISING IN CAREER 
OPPORTUNITIES

How to Submit a Classified Line Ad: Send an e-mail to acmmediasales@acm.
org. Please include text, and indicate the issue/or issues where the ad will 
appear, and a contact name and number.
Estimates: An insertion order will then be e-mailed back to you. The ad will by 
typeset according to CACM guidelines. NO PROOFS can be sent. Classified line 
ads are NOT commissionable.
Rates: $325.00 for six lines of text, 40 characters per line. $32.50 for each 
additional line after the first six. The MINIMUM is six lines.
Deadlines: 20th of the month/2 months prior to issue date. For latest deadline 
info, please contact:   acmmediasales@acm.org
Career Opportunities Online: Classified and recruitment display ads receive a 
free duplicate listing on our website at:

http://jobs.acm.org 
Ads are listed for a period of 30 days.

For More Information Contact: 
ACM Media Sales

at 212-626-0686 or 
acmmediasales@acm.org
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What are the best elements of Agile, in 
your opinion?

Among the best is the idea of devel-
oping in short iterations of two to six 
weeks. This has profoundly transformed 
the software industry for the better, and 
no one develops software anymore by 
assembling a few groups who tackle dif-
ferent parts of the program and will see 
each other in six months.

Another example is what I call the 
closed-window rule, an absolutely bril-
liant idea—that when you have an itera-
tion, you schedule a certain number of 
tasks, and absolutely no one, regardless 
of rank, is permitted to add anything dur-
ing that iteration. This rule has a num-
ber of benefits. It stabilizes the whole 
process and prevents bosses and man-
agers from interrupting the iteration. It 
also has the benefit of weeding out bad 
ideas, because many suggestions that 
seem brilliant don’t look so good when 
you wake up sober the next day. 

And the worst?
In the opposite camp, you have the 

general rejection of what’s derisively 
called “big upfront anything”—big up-
front requirements, big upfront design. 
The Agile credo is that you should start 
implementing part of the system right 
away and not engage in long, early phas-
es of architecture or investigation. The 
Agile world has this phobia of not pro-
ducing anything that’s not deliverable to 
the customer. And as is so often the case 
with Agile ideas, there’s a grain of truth 
in this rejection, because the customer 
does not need specifications. The cus-
tomer needs results. But the idea that 
it’s bad to spend an appropriate time 
at the beginning of the project to clarify 
the overall requirements and design is 
nonsense. You do need at some point to 
focus on the deliverables; but until then 
you should take all the time necessary 
to address the big issues of specifica-
tion and design. I’ve seen projects fail 
miserably for blindly applying the Agile 
catechism: we’re Agile, we don’t need 
to stop and think, we just go ahead and 
code! Not surprisingly, what they code is 
junk and they have to redo it, but maybe 
at that point the money has run out and 
the customer has lost faith. 

Leah Hoffmann is a technology writer based in Piermont, NY.

© 2015 ACM 0001-0782/15/03 $15.00

where to take the introductory pro-
gramming course offered at ETH.

Coming from industry, the last 
thing I expected to do was to teach 
bright-eyed 19-year-olds the rudiments 
of programming, let alone in German, 
or my imitation of it. Yet it has been 
one of the most exciting things I have 
done at ETH. I started looking in depth 
at how we can teach programming to-
day to kids who have been using smart-
phones and videogames all their lives, 
and need the competitive advantage of 
becoming true professionals. 

I use Eiffel and Design by Contract 
right from the start. The experience 
resulted in a textbook, Touch of Class, 
and more recently I dived head-on 
into MOOCs, first producing a kind of 
skunkworks MOOC outside of any or-
ganizational structure at the initiative 
of my colleague Marco Piccioni. Now 
we have redone it in a completely of-
ficial context and it’s an edX offering. 
It applies the same pedagogical prin-
ciples as our course and also benefits 
from our research on distributed soft-
ware development; students can com-
pile and run programming exercises 
online, as quizzes in the course, and 
see the results right away. 

You also recently published a book 
on Agile development methods with 
the subtitle “The Good, the Hype and 
the Ugly.” 

Usually, when you see a novel idea in 
software engineering, you can quickly 
recognize whether it’s good or bad. 
What’s special about Agile is that it’s a 
mix of the best and the worst. My book 
is a cool-headed attempt to separate 
the wheat from the chaff.

Wirth had 
retired from ETH and I received an 
invitation to take on a chair. It took 
me a year to organize the transfer, be-
cause I had my company to deal with, 
and I couldn’t just drop it overnight. 
And it’s a long flight from Santa Bar-
bara to Zurich. Nonetheless, I dived 
headfirst into the academic world. 

Yet you have remained involved with 
Eiffel Software.

The trick for me has been not to de-
velop a dual personality. I’m the same 
person whether I work as a professor or 
whether I’m devoting time to the com-
pany, and my research is still in the con-
text and philosophy of Eiffel. If you want 
to survive as a company, you have to do 
what the customers want. In academia, 
you can play with crazy ideas and experi-
ment without regard to what you can 
sell. You’re not going to hit the scientific 
jackpot every time. But once in a while, 
you are ahead of the game and do things 
that you cannot do in a company if you 
are focused on the bottom line.

What specific elements of EiffelStudio 
have evolved through your academic 
work?

Eiffel offers you the ability to test 
programs automatically—and it really 
is completely automatic in the sense 
that everything is generated by the soft-
ware, even the test cases. That started 
out in an academic context at ETH and 
was refined through several excellent 
Ph.D. theses. 

The much more ambitious goal, 
which has been made possible by a suc-
cession of Ph.D. theses, is the idea of 
fully verified software. For a long time, 
that looked like a purely intellectual 
pursuit, but it’s now becoming a real-
ity. We call it EVE, the Eiffel Verification 
Environment. There’s still a lot of work 
to be done, and we have benefited from 
tremendous advances in technology, in 
particular the Boogie tools from Micro-
soft Research. But it’s becoming realis-
tic to imagine that we can take large, re-
al-life programs and prove that they’re 
correct. And if they’re not correct, we 
can also—that’s another part of the EVE 
research—automatically suggest fixes.

On the teaching side, you helped pro-
duce a MOOC (Massive Open Online 
Course) that enables students any-

“The trick for me has 
been not to develop 
a dual personality. 
I’m the same person 
whether I work as  
a professor or 
whether I’m devoting 
time to the company.”

[CONT IN UE D  F ROM P.  96]
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we knew about program correctness. 
Design by Contract is a transposition 
to software of concepts that everyone 
is familiar with. If I want to buy some-
thing from you, I have a certain set of 
obligations to satisfy, and on your side, 
you also have obligations. Your obliga-
tions map into my benefits and con-
versely. So, too, with preconditions and 
postconditions in software.

Let’s talk about your move to ETH Zu-
rich, where you’ve been since 2001.

It was not planned, but it has 
worked out very nicely. In 2000, 
Niklaus 

actually ahead of the curve. So coming 
back from Portland, we refocused the 
company on Eiffel.

You are also known for the idea of “De-
sign by Contract,” a method of assur-
ing a program’s correctness by specify-
ing the conditions that each element 
must satisfy; there are preconditions, 
which state what an operation expects, 
and postconditions, which state what 
an operation guarantees. Did that idea 
evolve in tandem with Eiffel?

Yes. After reading the works of 
Hoare and Dijkstra, it seemed like a di-
rect, practical application of everything 

F R E N C H - B O R N  C O M P U T E R  S C I E N T I S T 

Bertrand Meyer—best known as an 
early advocate of object-oriented pro-
gramming techniques and creator of 
the programming language and envi-
ronment Eiffel—has enjoyed a varied 
career in industry and academia. Cur-
rently a professor of software engineer-
ing at ETH Zurich, the Swiss Federal 
Institute of Technology, he also has 
worked at Électricité de France (EDF) 
and at the University of California, 
Santa Barbara, and he continues to 
serve as CEO and chief architect at the 
California-based company he founded 
in 1985, Eiffel Software.

After receiving degrees from Stanford 
and the University of Nancy, you spent 
nearly 10 years in industry at Électricité 
de France (EDF). When did you begin 
working on Eiffel, the object-oriented 
language and environment that you 
continue to refine and develop?

In 1983, I got to spend a sabbatical 
at the University of California, Santa 
Barbara. A Japanese company got ex-
cited about a structured editor we had 
developed, and in 1985, we decided to 
found a company that’s now called Ei-
ffel Software.

We were looking for a program-
ming language. We didn’t like what 
was available, so I designed a notation 
that became Eiffel. Initially, I didn’t 
pay much attention to it. But in 1986, 
we attended the first OOPSLA (Object-
Oriented Programming, Systems, Lan-
guages, and Applications) conference 
in Portland, and that’s where we real-
ized that what I thought obvious was 

DOI:10.1145/2716347  Leah Hoffmann

Q&A  
Object Lessons
The creator of the Eiffel programming language discusses his career  
in industry and academia, “Design by Contract,” and his views on 
Agile software development.

[CONTINUED ON P.  95]

Bertrand Meyer, professor of software engineering at ETH Zurich, and CEO and chief 
architect of California-based Eiffel Software. 
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