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editor’s letter

T
ECHNO-OPTIMISM IS DEFINED as 
the belief that technology can 
improve the lives of people. 
It was famously satired in 
the U.S. television comedy 

series “Silicon Valley,” with a startup-
company’s founders pledging to “make 
the world a better place through Paxos 
algorithms for consensus protocols.” 
But some people take techno-optimism 
very seriously. Ray Kurzweil, an accom-
plished tech innovator, described his 
techno-optimistic vision in his books: 
The Age of Spiritual Machines, How to Cre-
ate a Mind: The Secret of Human Thought 
Revealed, and The Singularity Is Near.

In a keynote address (see https://goo.
gl/RwkwK1) at the 2016 meeting of the 
Computing Research Association, Ken-
taro Toyama argued that “In spite of the 
do-gooder rhetoric of Silicon Valley, it 
is no secret that computing technology 
in and of itself cannot solve systemic 
social problems.” Toyama’s argument, 
detailed at length in his 2015 book 
Geek Heresy: Rescuing Social Change 
from the Cult of Technology, is that per-
sistent societal challenges, such as 
socio-economic inequality, do not have 
technology-centric solutions. Indeed, 
over the past 50 years we have witnessed 
the development of the Internet, the 
personal computer, the cellphone, the 
Web, search engines, social media, and 
smartphones—a development often 
summarized as the “Information Revo-
lution.” During this period, the U.S. 
poverty rate oscillated in the 13%–15% 
range, completely impervious to devel-
opments in information technology. In 
view of the data on poverty, the quote 
attributed to Mark Zuckerberg, Face-
book’s founder and CEO—“The rich-
est 500 million [people] have way more 
money than the next six billion com-
bined. You solve that by getting every-

one online”—is either hopelessly naïve 
or utterly self-serving.

Over the past decade alone we have 
witnessed the demise of two prominent 
techno-optimist “solutions.” The One 
Laptop per Child (OLPC) project was 
launched in 2005 with the goal of trans-
forming education for the world’s dis-
advantaged schoolchildren. But within 
a few years “the vision was overwhelmed 
by the reality of business, politics, logis-
tics, and competing interests worldwide” 
(see https://goo.gl/xWj8OK). The MOOC 
(massive open online courses) movement 
was launched in 2011 with the rhetoric of 
dramatically reducing the cost of higher 
education while “reaching the quality of 
individual tutoring.” But by 2014, Sebas-
tian Thrun, a MOOC pioneer, concluded 
that “The basic MOOC is a great thing for 
the top 5% of the student body, but not a 
great thing for the bottom 95%.”

The central thesis of Toyama’s talk 
was that “Technology has positive im-
pact only when amplifying social trends 
or institutions that are already positively 
inclined.” As much as I sympathize with 
Toyama’s skeptical approach toward 
techno-optimism, I find this thesis hard 
to swallow. Consider, for example, Polio-
myelitis, often called polio, as an exam-
ple. Polio used to be a dreaded infectious 
childhood disease, as in a small fraction 
of cases the disease results in permanent 
severe muscle weakness. In 1952, Jonas 
Salk developed the first effective polio 
vaccine, which led to drastic reduction 
in polio infections (100 known cases 
worldwide in 2015). Surely this counts 
as technology with positive impact. Of 
course one could argue the worldwide 
adoption of polio vaccination required 
“social trends or institutions that are al-
ready positively inclined,” but that would 
make the thesis a tautology. Some social 
problems do have technical solutions!

But Toyama is right that using tech-
nology to solve societal challenges re-
quires a deep understanding of the so-
cietal context, an understanding that 
was not demonstrated by the OLPC 
and MOOC movements. Furthermore, 
deploying technology without under-
standing its societal context may have 
adverse societal consequences. Consid-
er “frictionless sharing” as an example. 
The concept first arose in the context of 
scholarly work, where the goal was to en-
able scholars to easily share resources 
with other scholars. In 2011, Zuckerberg 
announced developments to Facebook 
that would allow “real-time serendipity 
in a frictionless experience.” By 2016, 
however, frictionless sharing has given 
rise to the fake-news phenomenon, with 
the proliferation of websites that pub-
lish fraudulent misinformation, quickly 
spread via social media, intended to 
mislead readers. While it is difficult to 
gauge the impact of this phenomenon 
on the outcome of the 2016 U.S. presi-
dential election, the explosion of mis-
information surely counts as a negative 
consequence of technology. Frictionless 
sharing is technology, but to what end?

We, as computing professionals, are 
engaged in the development of infor-
mation technology. This technology is 
changing the world, but not always for 
the better. It is time for computing to 
emerge from its technological cocoon 
and engage vigorously with social sci-
ence. If we wish our technology to be 
developed “for the most effective use of 
mankind” (quoting from Ada Lovelace’s 
1843 letter to Charles Babbage), then we 
need to understand mankind better!

Follow me on Facebook, Google+, 
and Twitter.

Moshe Y. Vardi, EDITOR-IN-CHIEF

Copyright held by author.

Technology for the Most  
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passionate young computing professionals a collective voice that will help shape the 
future of our industry and its influence on our social and economic ecosystem.” 
– Vint Cerf, Google Chief Internet Evangelist and former ACM President

“The Future of Computing Academy will afford members an invaluable opportunity to 
expand their professional networks to include outstanding individuals with demonstrated 
excellence from across a breadth of computing disciplines.”
– Aaron Quigley, Chair of Human Computer Interaction, University of St. Andrews

“Members of the Academy will have opportunities to interact with computing pioneers 
whose foundational contributions influence innovation today.” 
– Matthias Kaiserswerth, Managing Director, Hasler Foundation

Apply at: http://www.acm.org/fca

The ACM Future of Computing Academy will bring together next-generation researchers, 
practitioners, educators and entrepreneurs from various disciplines of computing to define 
and launch new initiatives that will carry us into the future. Academy members will have 
the satisfaction of contributing to our field while enjoying the opportunity to grow their 
personal networks across regions, computing disciplines and computing professions. ACM 
invites accomplished professionals typically in their 20s and 30s to apply.

The inaugural meeting of the ACM Future of Computing Academy will be June 25, 2017 in 
San Francisco. Members of the Academy will be invited to attend ACM’s celebration of 50 
Years of the ACM Turing Award, June 23-24, at the Westin St. Francis, where they will have 
the opportunity to interact with ACM A.M. Turing Award laureates.
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from the president

One of my priorities as ACM president is 
to have our organization effectively engage 
with younger practitioners, researchers, 
educators, and entrepreneurs across 

the global computing community. In 
my first column last August, I noted 
that new supporting initiatives were 
being formulated. I am now pleased 
to announce the establishment of the 
ACM Future of Computing Academy 
(ACM-FCA), created to bring together 
talented young professionals from 
various computing disciplines to ad-
dress the most pressing challenges 
facing the field and society at large.

ACM’s longtime members and our 
traditional activities have helped grow 
our field and have contributed to the 
enormous impact computing has 
made on our lives. We will look to the 
ACM-FCA members to lead the way 
in showing us how we might develop 
new models for participation, collabo-
ration, and career support. In short, 
members of the Academy will engage 
in activity for the benefit of their own 
and future generations. 

When I took office in July, I asked 
Matthias Kaiserswerth (Hasler Stif-
tung, Switzerland) and Aaron Quigley 
(University of St. Andrews, Scotland) 
to consider how ACM might better en-
gage young computing professionals. 
They have taken on this challenge and 
conducted a wide-ranging consulta-
tion with existing academies, ACM 
executives, ACM Council, Europe 
Council, ACM SIGs, and others. Based 
on their recommendations, the ACM 
Council has voted to establish this 
new Future of Computing Academy. 

The FCA will seek to harness collec-
tive action to define and launch new 

ACM initiatives that will carry us into 
the future. Academy members will 
have the satisfaction of contributing 
to our field while enjoying the oppor-
tunity to grow their personal networks 
across all regions, computing disci-
plines, and computing professions. 
Academy members will be supported 
by an extended network of more senior 
mentors, ACM leadership, and recog-
nized thought leaders in computing. 

Given the FCA goals, we anticipate 
that members of the Academy will 
reflect the global diversity in com-
puting and typically be in their 20s 
to early 30s upon application to the 
Academy. Members will have already 
demonstrated great professional 
promise, and should be eager to 
come together to engage in this work. 
Members of the academy are expect-
ed to participate in activities for the 

benefit of their generation as they 
build and shape new experiences to 
advance computing. 

If you are a young computing pro-
fessional, you may recognize the op-
portunity that joining this Academy 
presents. Perhaps your current work 
as a researcher, practitioner, entre-
preneur, or educator has given you 
insights into what problems ACM 
should be tackling, how the field of 
computing should evolve, how ACM 
should adapt to the needs of future 
generations, and where computing 
can help address the global issues we 
all face. If so, and if you have the de-
sire to come together with like-mind-
ed individuals from around the world, 
then this Academy is for you. 

Or perhaps you are a more estab-
lished computing professional. If you 
wish to support this goal of developing 
fresh perspectives, then consider en-
couraging suitable candidates to apply. 

The ACM-FCA will be taking ap-
plications at http://www.acm.org/fca 
through 15 March of 2017, with Mat-
thias Kaiserswerth and Aaron Quigley 
serving as the initial convening com-
mittee. The Academy will be self-gov-
erning and will establish an elected 
executive committee. 

It is important to note that mem-
bership in the Academy is a service 
commitment, not an award. Active 
participation is essential to Academy 
membership. The inaugural meeting 
of the ACM-FCA will be on 25 June 2017 
in San Francisco. Members of the Acad-
emy will also be invited to attend the 
“50 Years of the ACM Turing Award” 
conference that precedes this meeting.

We look forward to the establish-
ment of the Academy and to welcoming 
its first cohort of members in 2017. 

Vicki L. Hanson (vlh@acm.org) is ACM President, 
Distinguished Professor at Rochester Institute of 
Technology, and a professor at the University of Dundee. 
Twitter: @ACM_President.
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Since its inauguration in 1966, the ACM A. M. Turing Award has 
recognized major contributions of lasting importance in computing. 
Through the years, it has become the most prestigious technical award in 
the field, often referred to as the “Nobel Prize of computing.” 

ACM will celebrate 50 years of the Turing Award and the visionaries 
who have received it with a conference on June 23 - 24, 2017 at the 
Westin St. Francis in San Francisco. ACM Turing laureates will join other ACM 
award recipients and experts in moderated panel discussions exploring how 
computing has evolved and where the field is headed. Topics include:

• Advances in Deep Neural Networks

•  Restoring Personal Privacy without Compromising  
National Security

• Moore’s Law Is Really Dead: What’s Next?

•  Quantum Computing: Far Away? Around the Corner?  
Or Maybe Both at the Same Time?

• Challenges in Ethics and Computing

• Preserving Our Past for the Future

• Augmented Reality: From Gaming to Cognitive Aids and Beyond

We hope you can join us in San Francisco, or via our live web stream, to look 
ahead to the future of technology and innovation, and to help inspire the 
next generation of computer scientists to invent and dream.

For more information and to reserve your spot, visit 
www.acm.org/turing-award-50
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cerf’s up

In June 2016, the U.K. held a referendum 
on its membership in the European Union.  
In November 2016, the U.S. held its  
national elections. In the run-up to both of 

these important decisional events, the 
Internet with its burgeoning collection 
of “information” dissemination appli-
cations, influenced the decisions of vot-
ers. The disturbing aspect of these (and 
many other decisional events) is the 
quantity of poor-quality content, the 
production of deliberately false infor-
mation, and the reinforcement of bad 
information through the social media. 

One reaction to bad information is 
to remove it. That’s sometimes called 
censorship although it may also be 
considered a responsible act in accor-
dance with appropriate use policies of 
the entities that support information 
dissemination and exchange. A differ-
ent reaction is to provide more informa-
tion to allow viewers/readers to decide 
for themselves what to accept or reject. 
Another reaction is to provide counter-
vailing information (fact checking) to 
help inform the public. Yet another re-
action is simply to ignore anything that 
you reject as counter to your worldview. 
That may lead to so-called echo chamber 
effects where the only information you 
really absorb is that which is consistent 
with your views, facts notwithstanding. 

The wealth (I use this word gingerly) 
of information found on the Internet is 
seemingly limitless. On the other hand, 
it is of such uneven quality that some of 
us feel compelled to exercise due dili-
gence before accepting anything in par-
ticular. That calls for critical thinking 
and, as I have written in the past, this is 
something that not everyone is prepared 
to or willing to expend energy on. That is 

not a good sign.  A society that operates 
on the basis of bad or biased informa-
tion may soon find itself in difficulties 
because decisions are being made on 
shaky ground. 

Unfortunately, we don’t seem to be 
able to guarantee that decision makers, 
including voters, will apply critical think-
ing, due diligence, and fact checking be-
fore taking decisions or propagating and 
reinforcing bad quality or deliberately 
counterfactual information. While the 
problem is more recognized now than 
ever, the proper response is far from 
agreed upon. It may even prove necessary 
to experiment with various alternatives. 
For example, rumors propagate rapidly 
through social media and recipients 
need tools to debunk them. The SNOPES 
website (www.snopes.com) provides in-
formation to expose false rumors or to 
confirm them using factual information 
and analysis. We can use more of this. 

Of course, in many cases, the situa-
tion is less clear-cut and differences of 
opinion illustrate that there can be con-
flicting views of truth or falseness. What 
seems important is to have access to as 
much factual information as possible 
and to distinguish that from the opin-
ions about the implications of these 
facts. U.S. politician Daniel Moynihan 
is credited with the observation that you 
are not entitled to your own facts, only to 
your opinions. Even here, of course, one 
can encounter differences of opinion 
about what is factual and what is not. 

This suggests to me that in the mod-
ern Internet environment, where any-

one can say pretty much anything and 
others can read it, we are in need of 
processes that will help readers/viewers 
who wish to evaluate for factual value 
what they see and hear. It is notable 
that in the waning period of the politi-
cal campaigns leading up to the U.S. 
presidential election, some media be-
gan providing fact-checking to go along 
with their reporting. The malleability of 
content on the Internet and its poten-
tially ephemeral nature reinforces my 
belief that history is important and that 
its preservation is an important part of 
democratic societies. 

This leads me to conclude that ways 
to preserve the content of the Internet 
in the interest of avoiding revisionist 
history may prove to be an important 
goal for technologists who worry about 
these things. This must be balanced 
against notions such as “the right to 
be forgotten” that are emerging in 
various jurisdictions, most notably in 
the European Union. There are legiti-
mate reasons to remove harmful in-
formation that makes its way onto the 
Internet, such as child pornography 
and information that leads to identity 
theft, for example. Finding a balance 
that preserves the value of historical 
record, corrects false or incorrect in-
formation, and supports due diligence 
and critical thinking is a challenge for 
our modern information era.  

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.
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them we have to discuss ways in which 
computing can contribute to the so-
cial good. 

Problem 2. Students from underrep-
resented minorities (URM) respond to 
culturally relevant examples, so when 
we teach them we have to incorporate 
these examples into course content.

This formulation of what we should 
be doing in the classroom is problem-
atic for a number of reasons: 

1. These statements are silent on 
the subject of white and Asian men, 
the groups that dominate in CS class-
rooms, effectively implying that these 
people are not interested in comput-
ing for the social good or culturally rel-
evant examples, that they are only mo-
tivated by the hard-core geeky techie 
parts of computing. 

2. This formulation paints all wom-
en with a single brush, and does the 
same for URM students. Some women 
are interested in the social relevance 
of computing, but are all women go-
ing to be motivated by this? Some URM 

students are motivated by culturally 
relevant examples, but are all URM stu-
dents going to be motivated by this?

3. While painting women and URM 
with a single brush, this formulation 
implies that members of these groups 
are not interested in computing for 
techie reasons, that members of these 
groups will not ever be excited about 
the technology in its own right.

4. Further, there is an implication 
that we need to discuss the social rel-
evance of computing only when there 
are women in the class, and we need 
to utilize culturally relevant examples 
only when there are URM students in 
the class.

5. The logical, and dangerous, fi-
nal conclusion is that if there are only 
Asian and white men in the room, then 
we do not need to make any changes at 
all to course content or pedagogy.

These assumptions about students 
can have a very negative impact on 
our teaching, causing us to poten-
tially drive away the very students we 
are hoping to recruit and retain. As 
we continue efforts to diversify com-
puting, we cannot afford to paint any 
group in a monochromatic way. We 
have to embrace the richness of to-
day’s student population by making 
what we teach meaningful and rel-
evant to them. There are women who 
want to geek out about hard-core tech, 
and there are men who care deeply 
about computing for the social good. 
There are students of all genders and 
ethnic and racial backgrounds who 
will be happy with an old-fashioned 
lecture, and those who will thrive on 

Valerie Barr 
How We Teach Should 
Be Independent of Who 
We Are Teaching
http://bit.ly/2eYnx0Z 
October 11, 2016

For many years I have been part of dis-
cussions about how to diversify com-
puting, particularly about how we re-
cruit and retain a more diverse cohort 
of computer science (CS) students. I 
wholeheartedly support this goal, and 
spend a considerable amount of my ef-
fort as chair of ACM-W helping to drive 
programs that focus on one aspect of 
this diversification, namely encouraging 
women students to stay in computing.

Of late I have become very con-
cerned about how some elements of 
the diversity argument are being ex-
pressed and then implemented in 
teaching practices. A shorthand has 
developed that often comes out as two 
problematic claims:

Problem 1. Women are motivated 
by social relevance, so when we teach 

How We Teach CS2All, 
and What to Do About 
Database Decay 
Valerie Barr considers how to make computer science education 
meaningful and relevant to all, while a team from the Massachusetts 
Institute of Technology Computer Science and Artificial Intelligence 
Laboratory offers strategies to counter database decay. 
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active learning with examples drawn 
from a range of cultures and appli-
cation areas. Many students will be 
motivated by knowing how the tech-
niques and subject matter they are 
learning fit into their future work-
place or life goals.

In order to change the toxic climate 
in tech, a climate that, for example, 
leads 45% of women to leave tech jobs 
within five years, we have to teach ev-
erybody differently. If we pretend that 
all women students are the same, and 
all URM students are the same, and all 
Asian and white male students are the 
same, then we will never adequately ad-
dress the blind spots and weaknesses 
in instruction and curriculum develop-
ment that have led to our current situ-
ation. A rich approach to curriculum 
and teaching pedagogy will maximize 
our ability to reach all kinds of learners, 
all parts of the student population. We 
have to use varied content and peda-
gogies regardless of whom we see in 
the room and work to connect to what 
students know or care about. This ap-
proach will guarantee that all students, 
including those from the groups that 
currently dominate computing, will be 
exposed to a rich, multifaceted, view of 
computing, be better equipped to ad-
dress the challenges of the field, and 
be better equipped to work collegially 
within a diverse workforce.

Thanks to several colleagues who 
gave me important feedback on prior 
versions of this post. 

Michael Stonebraker,  
Raul Castro Fernandez,  
Dong Deng, and 
Michael Brodie  
Database Decay and 
What To Do About It

http://bit.ly/2eDQArs
October 24, 2016
The traditional wisdom for design-
ing database schemas is to use a 
design tool (typically based on a 
UML (https://en.wikipedia.org/ 
wiki/Unified_Modeling_Language) or  
ER (https://en.wikipedia.org/wiki/
Entity-relationship_model) model) 
to construct an initial data model for 
one’s data. When one is satisfied with 
the result, the tool will automatically 
construct a collection of 3rd normal 
form relations for the model. Then, ap-
plications are coded against this rela-

tional schema. When business circum-
stances change (as they do frequently), 
one should run the tool again to produce 
a new data model and a new resulting 
collection of tables. The new schema is 
populated from the old schema, and the 
applications are altered to work on the 
new schema, using relational views 
whenever possible to ease the migra-
tion. In this way, the database remains 
in 3rd normal form, which represents a 
“good” schema, as defined by DBMS re-
searchers. “In the wild,” schemas often 
change once a quarter or more often, 
and the traditional wisdom is to repeat 
the above exercise for each alteration.

In a survey of 20 database adminis-
trators (DBAs) at three large companies 
in the Boston area, we found that this 
traditional wisdom is rarely-to-never fol-
lowed for large, multidepartment appli-
cations. Instead, DBAs try very hard not 
to change the schema when business 
conditions change, preferring to “make 
things work” without schema changes. 
If they must change the schema, they 
work directly from the relational tables 
in place. Using these tactics, the ER or 
UML model (if it ever existed) diverges 
quickly from reality. Moreover, over 
time, the actual semantics of the data 
tend to drift farther and farther from a 
3rd normal form data model. 

We term this divergence of reality 
from 3rd normal form principles data-
base decay. Over time, decay becomes 
worse and worse, leading to rotted da-
tabases and ultimately to databases 
that are so decayed that they cannot be 
further modified. Obviously, this is a 
very undesirable state of affairs. 

In our opinion, the reason for decay 
stems from the multidepartment or-
ganization of large implementations. 
Hence, various pieces of the overall 
application are coded by different 
organizations, typically using ODBC 
(https://en.wikipedia.org/wiki/Open_
Database_Connectivity) or JDBC 
(https://en.wikipedia.org/wiki/Java_ 
Database_Connectivity) to specify the 
SQL in transactions. If one business 
unit needs to change the semantics of 
the database, it is exceedingly difficult 
to figure out what code from other de-
partments needs to be changed and 
how extensive the required repairs 
are. In our opinion, this leads DBAs to 
change the schema in such a way that 
application maintenance is minimized, 

rather than making a change that maxi-
mizes the cleanliness of the data. Of 
course, the result of a different DBA cost 
function is database decay and rot.

Seemingly, database decay is a fact 
of life, which ultimately renders data-
bases unable to be modified. There are 
three strategies that can counter data-
base decay. 

The first one is to construct defen-
sive schemas in the first place. Such 
schemas are more resilient to subse-
quent changes than ones produced 
using the traditional wisdom. We have 
developed a methodology for such 
schemas, which will be addressed in 
an upcoming paper. 

The second tactic is to write defen-
sive application code. For example, 
one should never use Select * From  
Table-name, because it tends to make 
applications break if attributes are 
added or deleted downstream. 

Lastly, in our opinion, it is a bad 
practice to let application groups di-
rectly code against an ODBC/JDBC in-
terface. This is what is responsible for 
DBAs not knowing the impact of pos-
sible schema changes. Instead, we ad-
vocate requiring application groups to 
use a messaging interface to send high-
er-level commands to a DBMS. These 
messages are intercepted and turned 
into SQL in server-side code. Such an 
architecture localizes DBMS code that 
may need to be changed later on. More-
over, we have written a prototype sys-
tem that can examine such code and 
determine if it needs to be changed as a 
result of schema evolution. In this way, 
we expect to lower the cost of schema 
changes, and perhaps slow down or ar-
rest database decay. An upcoming pa-
per details our prototype.

We are looking for “in the wild” data- 
base projects that are dealing with 
schema evolution that would be ame-
nable to trying our prototype system. If 
you are interested, please contact Mi-
chael Brodie at mlbrodie@mit.edu. 

Valerie Barr is a professor in the Computer Science 
department of Union College, and serves as chair of 
ACM-W, the ACM Council on Women in Computing. 
Michael Stonebraker is an adjunct professor in the 
Massachusetts Institute of Technology Computer Science 
and Artificial Intelligence Laboratory (CSAIL), and 
recipient of the 2014 ACM A.M. Turing Award.  
Michael Brodie is a Research Affiliate in CSAIL,  
while Dong Deng and Raul Castro Fernandez are  
post-doctoral researchers at CSAIL. 
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critical for computing and 
cryptography. Although de-
terministic algorithms can 
generate numbers that seem 

random, critical applications depend 
upon truly unpredictable physical pro-
cesses. Unfortunately, the resulting 
sequences can still contain hidden reg-
ularities, so theoretical computer sci-
entists have long sought “extractors” 
that produce perfect randomness from 
these imperfect sources. 

It has been known for 30 years that 
there should be many ways to combine 
two imperfect sources to generate 
nearly perfectly random numbers, but 
only now have researchers shown ex-
plicitly how to create such “two-source 
extractors.” The work, which received a 
best-paper award at the 48th ACM Sym-
posium on Theory of Computing (STOC 
2016) last June, brought together de-
velopments from several disparate ar-
eas of computer science. “The search 
has been going on mainly in the past 
10 or 15 years, and this is the culmina-
tion of this effort,” said Avi Wigderson 
of the Institute for Advanced Study at 

Princeton University in Princeton, NJ. 
“It’s a huge jump, both technically and 
also quantitatively.” 

The practical implications may be 
modest for now, though. Security spe-
cialist Bruce Schneier, for one, does not 
see any urgent need for better random 
numbers. Schneier helped create the 
widely used Fortuna pseudorandom-
number generator, and says there are 

already many adequate sources. “In my 
world no one’s worried about this,” he 
said. “These systems already work” to 
provide secure communications when 
attention is paid to all of the other im-
plementation details. “We have lots of 
problems; this isn’t one of them.”

Wigderson’s enthusiasm is more 
fundamental. “The point of studying 
these things theoretically is you’d like 

Science  |  DOI:10.1145/3014386  Don Monroe

Pure Randomness 
Extracted from  
Two Poor Sources 
Developments from several disparate areas of computer science 
provide “a huge jump, both technically and also quantitatively.”

http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=13&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3014386
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every 1,000 times, a human observer 
would certainly not notice, unless the 
string itself was distinctive. Moreover, 
a statistical test could miss this rare 
violation of randomness unless it was 
told to test for the specific string. A 
malevolent adversary who knew about 
that special string, however, could use 
that knowledge to drastically reduce 
the computational challenge of deduc-
ing an encoded signal. 

Quantifying Randomness
Assessing deviations from randomness 
can be subtle. Theoretical computer 
scientists use a quantity called min-en-
tropy, which is the negative base-2 loga-
rithm of the highest probability of oc-
currence out of all possible sequences. 
(The more-familiar Shannon entropy 
quantifies the information in a message 
as the average of this logarithm over all 
sequences, which is always larger than 
this worst case.) In the one-in-a-thou-
sand example discussed earlier, the 
min-entropy would be log2(1,000), or 
about 10 bits, which is one-tenth of the 
100 bits of a truly random distribution.

One way to get sequences with near-
maximal min-entropy is to use pseu-
dorandom number generators, which 
use deterministic algorithms to create 
sequences that are mathematically 
assured of appearing random. For ex-
ample, some algorithms cycle irregu-
larly through all possible strings start-
ing from some “seed” sequence. For a 
particular seed, however, this pseudo-
random sequence will be the same. 
This repeatability can be convenient 
for debugging code, but creates vul-

nerabilities, so cryptography protocols 
like Fortuna spend a lot of effort on fre-
quently injecting new seeds.

To completely avoid pseudo- 
randomness, computer chips often 
come with physical random number 
generators based on the outcome of 
noisy electronic events. There are even 
companies that sell devices based on 
the outcome of quantum processes that 
are not predictable, even in principle. 

These physically derived sources may 
still contain hidden regularities, howev-
er, for example because of correlations 
between different events. The quality of 
the randomness also depends on how 
manufacturers have implemented all of 
the other details. Some researchers have 
even speculated, especially since the 
disclosures by Edward Snowden, that 
commercial hardware sources could be 
subtly manipulated to make the codes 
easier to break by the U.S. National Se-
curity Agency or others. Researchers, 
therefore, would like to have assured 
randomness even from these sources.

Harvesting Randomness
It turns out to be surprisingly difficult 
to extract guaranteed high-quality ran-
domness from a single source, if the 
source is even modestly non-random. 
For some 30 years, theoretical com-
puter scientists have recognized and 
pursued two related ways to circum-
vent this problem. Both cases had been 
proved to have appropriate algorithms; 
the problem has been to find them.

The first approach leverages a small, 
high-quality random seed to extract 
high-quality random bits from a poor 
source. For a decade now, research-
ers have known how to efficiently con-
struct such “seeded extractors” that are 
essentially as efficient in making use of 
low-quality sources as is theoretically 
possible; if the source is an n-bit string, 
for example, that string need only have 
a min-entropy of order log(n).

The second approach avoids the 
need for a perfect seed by combining 
two low-quality sources, which must be 
independent. Researchers had long ago 
proved that almost all possible extrac-
tion algorithms would work. “It’s like 
finding hay in a haystack,” Zuckerman 
joked. Yet in fact, for a decade now, the 
best-known two-source extractor still re-
quired that each n-bit source string have 
a min-entropy of almost n/2 bits.

guarantees about the behavior of a 
published algorithm or cryptographic 
protocol.” Moreover, other researchers 
have already built on the results to de-
vise even more efficient algorithms. As 
a side benefit, the two-source extractor 
also has implications for other math-
ematical issues, including solving a 
70-year-old problem in graph theory.

An Adversarial Approach
Random numbers are used in a wide 
variety of computational tasks. For ex-
ample, the outcome of complex pro-
cesses that cannot be calculated ex-
plicitly, such as climate change, can be 
modeled by averaging random samples 
from a probability distribution. Other 
problems are just easier to attack using 
random numbers. In fact, some prob-
lems have proven-efficient solutions 
based on random numbers, while the 
best deterministic algorithms known 
require impractically long calculations. 

Theoretically, assessment of these 
methods is only possible if the num-
bers are really random, meaning that 
every outcome is equally likely, no mat-
ter what has come before. Any hidden 
regularities could introduce biases that 
skew the results, and there are pub-
lished cases that suffer from such dis-
tortions, said David Zuckerman of the 
University of Texas, Austin, who coau-
thored the new work with graduate stu-
dent Eshan Chattopadhyay, now at the 
Institute for Advanced Study. 

To guard against such problems, “in 
the computer science setting you try to 
think as adversarially as possible,” said 
Henry Yuen of the University of Cali-
fornia, Berkeley. “You try to think that 
nature is conspiring against you.” This 
adversarial approach is particularly ap-
propriate in cryptography, where ran-
domly generated keys, shared between 
sender and legitimate recipient, are 
used to hide information from poten-
tial eavesdroppers. “What you’d really 
like to be sure is that there’s no other 
being in the universe that can predict 
the outcome,” Yuen said. “It might be 
uncertain to you, but how do you know 
it’s uncertain to someone else?”

For example, if strings of 100 bits 
were chosen randomly, any particular 
string would only occur about every 
2100 (about 1,000,000,000,000,000,000,
000,000,000,000) times. If a particular 
string occurred much more often, say 

It turns out to be 
surprisingly difficult 
to extract guaranteed 
high-quality 
randomness from  
a single source,  
if the source  
is even modestly  
non-random. 
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“A lot of problems in theoretical 
computer science are like this,” Zuck-
erman said, where the challenge is 
finding explicit examples of entities 
that are known to exist. Using a com-
plex procedure, Chattopadhyay and 
Zuckerman showed how to construct 
extractors that require only log(n) to a 
power, specifically the 74th power. 

An early draft of the paper was post-
ed online in the summer of 2015. “This 
was such a big result that all the experts 
immediately just started reading it. It 
quickly became clear that this was a 
breakthrough result and all the ideas 
were correct—and also quite clever,” said 
Yuen. Other researchers quickly extend-
ed the results, reducing the exponent 
from 74 to slightly over one. Zuckerman’s 
former student Xin Li, now at Johns Hop-
kins University, also adapted the method 
to generate multiple bits, as opposed to 
the single bit of the original paper. 

“Everyone has been waiting for 
this,” said Li, but he cautioned that 
“most of this work is still theoretical.” 
Li said he expects the work will eventu-
ally find its way into practical comput-
ing use, but “right now the running 
time is not very good, so it will take 
some time to improve this.”

Surprising Connections
To explicitly construct two-source ex-
tractors, Chattopadhyay and Zucker-
man brought together three sets of 
“tools that were lying around the ga-
rage,” but which had been developed 
for seemingly unrelated problems, 
Wigderson said. “The combination is 
really pretty amazing.”

The first tools, called “non-mallea-
ble extractors,” are similar to seeded 
extractors, and had been studied for 
cryptography. Xi Lin had recently high-
lighted their unexpected usefulness in 
the two-source problem. The second 
tool, drawing on decade-old work on 
pseudorandom generators for parallel 
computing, also had “seemed totally ir-
relevant” to the current problem, Wig-
derson said. Finally, Chattopadhyay 
and Zuckerman extended 30-year-old 
work to explicitly construct resilient 
functions, which can ensure that vot-
ing is not swayed by small coalitions of 
voters (or adversarially selected bits). 

“Part of our contribution was get-
ting a way to convert two low-quality 
sources and combine them in a certain 

way so that most of the bits are random 
but there are a few that are not,” Zuck-
erman said. The resilient function then 
ensures that the few non-random bits 
cannot prejudice the outcome.

An important by-product of the two-
source extractor design, Wigderson 
said, is an explicit solution of another 
longstanding challenge in graph theory. 
Specifically, it concerns Ramsey graphs, 
graphs that contain no large cliques of 
connected nodes or groups of uncon-
nected nodes larger than a certain size. 

“It’s amazing, but if you would like 
to build a large graph with this proper-
ty, it’s very hard,” Wigderson said, even 
though almost all randomly chosen 
graphs have it, as shown statistically by 
the prolific mathematician Paul Erdös 
in 1947. “People have struggled … for 
many, many decades” to construct 
them systematically, he said.

The tools developed by Chatto-
padhyay and Zuckerman show how to 
create such graphs systematically. (In-
dependently, Gil Cohen, now at Princ-
eton University, also presented a so-
lution to this problem at STOC 2016.) 
“The general quest” of dealing with 
randomness in combinatorial situa-
tions, Wigderson said, “is a big deal in 
many ways.” 

Further Reading
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How random is your randomness, and  
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Sept. 18, 2016, 
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Used for Random Bit Generation,  
(Second draft January 2016), National 
Institute of Standards and Technology 
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A WINDING ROAD TO 
SENTIMENT ANALYSIS

Bing Liu, a 
professor of 
computer 
science at the 
University of 
Illinois at 
Chicago, is a 

recognized expert in 
determining whether online 
reviews—a prime driver in the 
e-commerce world—are 
genuine. However, he did not 
follow a straight path in 
developing his expertise in 
opinion mining.

Lui earned an undergraduate 
degree in mechanical 
engineering from the Northwest 
Institute of Light Industry, 
Shaanxi, China. Growing more 
intrigued by artificial intelligence 
(AI), Bing went to the University 
of Edinburgh, U.K., earning 
his Ph.D. in that discipline in 
1989. He spent several years at 
the Information Technology 
Institute, the applied research 
and development arm of the 
National Computer Board (now 
the Infocomm Development 
Authority of Singapore), before 
becoming a research fellow 
at the National University of 
Singapore, where he became a 
professor in 1995. 

“I came to the U.S. in 2002, 
and have been at the University 
of Illinois in Chicago since then.” 

“Around 1996 I got into 
data mining, and mining 
text on the Web in 2001,” 
says Bing, “and that is the 
beginning of my interest 
in sentiment analysis,” 
extracting information on 
opinions, emotions, and 
sentiments from text. 

Bing cites online reviews 
as substantive sources of 
information on social media 
and the Internet. “When 
someone writes one, are they 
positive or negative? What is 
the sentiment? What emotions 
are being expressed? I got 
interested in analyzing these 
things from text.”

He is now particularly 
interested in machine 
learning research as applied to 
sentiment analysis and opinion 
mining, and sees chatbots as 
the next frontier in analyzing 
online sentiments. 

—John Delaney
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Shodan’s creator, John Matherly, 
first started work on the service as a 
teenager in the mid-2000s. “The idea 
for Shodan came to me during the age 
of peer-to-peer software such as Nap-
ster and E-mule. The original concept 
was to provide a tool that would let se-
curity researchers scan networks and 
share the data (via P2P) with others.”

Unlike Web browsers that traverse 
the Internet via the Hypertext Trans-
port Protocol (HTTP), Shodan surveys 
other TCP/IP-connected ports includ-
ing FTP, SSH, SNMP, SIP and RTSP ports 
in search of responsive servers. When 
it receives a welcome message (or any 
response), it retrieves what metadata it 
can find, and catalogs the information.

At first, Matherly envisioned collect-
ing data on the kinds of Internet-con-
nected products in use, and create a re-
pository of information about patches, 
site licenses, and other useful meta-

A
S MORE  AND  more physi-
cal objects get connected 
to the Internet—from 
consumer products like 
webcams and pacemakers 

to industrial equipment like wind tur-
bines and power plants—the contours 
of the Internet are shifting beyond the 
realm of screen-based devices to en-
compass a much broader swath of the 
world around us. 

Wherever the Internet goes, security 
risks seem to follow. As the Internet of 
Things (IoT) continues to expand, those 
risks are taking on new dimensions well 
beyond the familiar threats of stolen 
passwords and credit cards.

“When you say ‘Internet of Things,’ 
the first thing most people think of 
are Apple Watches or Fitbits,” says 
David O’Brien, a senior researcher at 
Harvard University’s Berkman-Klein 
Center for the Internet and Society. 

“They’re not thinking about program-
mable logic controllers or other infra-
structure devices.”

Industrial computing devices are a 
vast, largely invisible realm of the IoT, 
one that remains out of sight to most of 
us, yet plays a critical role in sustaining 
our everyday quality of life: power plants, 
water pumps, and oil rigs all rely on in-
dustrial computers connected to the In-
ternet, and these devices appear to be far 
less secure than we might assume.

The lack of security across the in-
dustrial IoT has come to light largely 
thanks to an experimental search en-
gine called Shodan. First launched in 
2009, the service now crawls nearly four 
billion devices over the IPv4 network, 
as well as a number of IPv6-connected 
devices. At any given time, it monitors 
about 700 million devices (depending 
on network connectivity, and whether 
the devices are turned off or on).

Mapping the  
Internet of Things
Researchers are discovering surprising  
new risks across the fast-growing IoT. 

Technology  |  DOI:10.1145/3014392 Alex Wright

Shodan founder John Matherly used the search engine to map all Internet-connected device in the world. 

http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=16&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3014392
http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=16&exitLink=http%3A%2F%2FWWW.SHODAN.IO
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data. Like many a project that started 
out as an interesting hack, however, 
Shodan has since taken on some inter-
esting, unexpected applications. 

Over the past few years, Shodan us-
ers have uncovered a series of alarming 
network vulnerabilities in Internet-
connected devices, including a nuclear 
reactor; the cyclotron at the Lawrence 
Livermore National Laboratory outside 
Berkeley, CA; a water treatment plant 
outside Houston; electric power gener-
ators; oil rigs; and even a crematorium.

Eireann Leverett, a researcher in the 
Centre for Risk Studies at the Univer-
sity of Cambridge, U.K., used Shodan to 
identify more than 100,000 vulnerable 
IoT devices in 2011, concluding these 
flaws left them vulnerable to attack by 
“malicious actors.” In a similar vein, Bil-
ly Rios at Google and Michael McCorkle 
of Boeing also have identified a series of 
serious security exposures across a wide 
range of connected industrial devices.

To Matherly’s surprise, many of 
these devices turned out to be special-
purpose industrial computers: control 
systems that perform highly specific 
tasks, like regulating the flow of water 
and other utilities, transportation sys-
tems, and even entire power grids—all 
controlled over the network by remote 
supervisory staff.

Unlike the consumer-facing Web-
sites that most of us can find readily 
using commercial search engines like 
Google, industrial control systems 
(ICS) have largely remained hidden in 
plain view, invisible to web crawlers. 
Since Shodan’s launch, however, it has 
shone an unforgiving light on some of 
these devices’ glaring security flaws.

“Industrial control systems have relied 
on security by obscurity,” says Mather, 
who now spends much of his time con-
sulting with organizations on strengthen-
ing the network security of these devices. 

Most of these devices rely on propri-
etary hardware and software protocols 
that tend to mask their vulnerabili-
ties—but also make it difficult for secu-
rity researchers to develop generalized 
and replicable approaches to security. 
“The more accessible the technology, 
the easier it is for people to find and fix 
vulnerabilities,” says Mather.

More troublingly, many vendors 
failed to treat these risks seriously, as-
suming these systems could only be 
addressed directly, rather than over 

an external network. As a result, many 
hardware makers have tended to treat 
potential vulnerabilities lightly. 

O’Brien feels these exposures stem 
not just from technical failures, but 
from a fundamental lack of industry 
focus on security. “It’s a technical prob-
lem, but it’s also closely tied to busi-
ness interests,” he says. “These days, 
the way companies tend to look at se-
curity is as a loss leader.” 

Moreover, customers for these sys-
tems—like, say, power plant opera-
tors—tend to resist adding layers of se-
curity, to ensure their ability to respond 
quickly in case of emergency. End-us-
ers within these organizations often 
see additional security controls—like 
layers of password prompts—as more 
of a burden than a benefit.

Given the lack of customer demand, 
product managers at hardware com-
panies often find it difficult to justify 
investing resources in preventive secu-
rity measures that do not add new func-
tionality. Complicating matters further 
is the difficulty of sending updates and 
patches to these devices without user-
initiated firmware updates—a common 
practice for Web-based software ap-
plications. As a result, these industrial 
devices can often remain vulnerable for 
extended periods of time.

“To be fair, many of these systems 
were designed before the age of ubiqui-
tous connectivity,” says Mather, “so the 
engineers didn’t worry about hardening 
their device against software attacks.”

Mather also points to economic fac-
tors at play: “There wasn’t a push by 
the ICS operators to demand better 
computer security from the manufac-

turers.” Instead, they tended to focus 
more on issues of availability and reli-
ability, and treated security as a sec-
ondary consideration.

That is now starting to change, 
thanks in part to the visibility that 
Shodan has brought to these vulner-
abilities. In a similar vein, an open 
source project called Onionscan has 
made considerable headway in expos-
ing the possible vulnerabilities of phys-
ical devices over the Internet.

Looking ahead, Shodan is focused 
on developing more sophisticated tools 
and visualizations to make the data 
more accessible to non-technical users.

Elsewhere, Nathan Freitas of the 
Guardian Project is spearheading an ef-
fort to use Tor—a free software package 
often used by hackers and journalists to 
protect their privacy via a worldwide net-
work of volunteer-run servers—to safe-
guard IoT devices by means of Home 
Assistant, a Python-based system that 
allows for Tor to be used for physical de-
vices. The system relies on a Raspberry 
Pi computer running Tor’s software to 
mask the location of smart home de-
vices by means of an authenticated hid-
den service that prevents anyone from 
locating and connecting to the devices 
without access to a passcode that the 
developers describe as a “cookie.”

While this technology remains in 
the experimental stage, Freitas hopes 
it will pave the way for more fully devel-
oped commercial IoT security applica-
tions in the figure.

Amid the rise of connected devices 
and growing public concern about 
Stuxnet-style attacks on major infra-
structure projects, the conditions seem 
ripe for IoT security applications to find 
more traction in the marketplace. Yet 
Mather feels the industry at large re-
mains too blithe about these dangers.

“We keep deploying new devices 
that are insecure-by-default,” he ex-
plains. “The vulnerable IoT devices 
of today that get installed are going to 
stick around a long time and they have 
access to the internal networks of many 
homes and businesses.”

That might seem like a borderline-
paranoid fantasy, but the rapidly ac-
celerating development of “smart 
hardware” devices may bring these 
risks closer to home—and soon. For 
example, some firms are develop-
ing light bulbs that serve as Internet 

“It’s a technical 
problem, but it’s 
also closely tied to 
business interests ... 
these days, the way 
companies tend  
to look at security  
is as a loss leader.”
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phistication of seemingly everyday 
devices like light bulbs or coffee ma-
chines that are fast becoming part of 
a deeply interconnected—and poten-
tially insecure—worldwide network 
of smart objects. “Those devices are 
full-fledged computers nowadays,” 
he explains, “and with the increasing 
number of IoT devices that are being 
deployed, those vulnerabilities be-
come a real concern.” 

Securing critical 
infrastructure 
remains an area  
of unclear 
jurisdictional 
ownership within 
the U.S. federal 
government.

hubs, relaying Wi-Fi signals, connect-
ing thermostats, or even interfacing 
with a home security system. As these 
everyday devices become increasingly 
interconnected, the security risks 
multiply exponentially.

O’Brien believes the long-term so-
lution to IoT security will require a 
balanced approach to technological 
innovation and public policy-making 
to create a more reliable physical com-
puting infrastructure. 

“We’re at a point where we’re re-
thinking what the role of government 
ought to be,” he says. Despite a num-
ber of high-profile cyberattacks in 
recent years, securing critical infra-
structure remains an area of unclear 
jurisdictional ownership within the 
federal government, partially involv-
ing the Federal Bureau of Investiga-
tion (FBI), Department of Home-
land Security, and other agencies. 
The White House recently released a 
statement clarifying the role of first 
responders in cybersecurity attacks, 
but there is plenty of work left to do 
on this front.

Meanwhile, Mather worries peo-
ple fail to recognize the growing so-

ACM is part of a committee of 
computer science organizations 
that has released a framework 
to inform implementation of 
computer science education in 
K–12 schools throughout the U.S. 

ACM, Code.org, the Computer 
Science Teachers Association, 
the Cyber Innovation Center, and 
the National Math and Science 
Initiative recently announced the 
launch of the K–12 Computer 
Science Framework, intended 
to inform the development of 
standards, curriculum, and 
computer science pathways, 
and also to help school systems 
build capacity for teaching 
computer science. 

Developed through 
partnerships with states, 
districts, and the computer 
science education community, 
the K–12 Computer Science 
Framework is a significant 
milestone for computer science 
in the U.S. It promotes a vision 
in which all students critically 

engage in computer science 
issues; approach problems in 
innovative ways; and create 
computational artifacts 
with a personal, practical, or 
community purpose. 

The framework is not a 
set of standards; it is a set of 
guidelines put forth by the 
community that can inform 
standards, curricula, and 
many other supports for 
computer science education. 
The framework’s learning 
progressions describe 
how students’ conceptual 
understanding and practice of 
computer science grow more 
sophisticated over time. The 
concepts and practices are 
designed to be integrated to 
provide authentic, meaningful 
experiences for students 
engaging in computer science. 

“The K–12 Computer Science 
Framework not only includes 
technical concepts about 
computing, but also stresses 

the importance of creating an 
inclusive culture in the field, 
promoting collaboration among 
students, and communicating 
effectively about technology,” 
said Mehran Sahami, Associate 
Chair for Education in the 
computer science department 
at Stanford University. “In this 
regard, the framework provides 
skills that generalize beyond 
computer science while also 
giving students an understanding 
of fundamental computing 
concepts that will serve them well 
in whatever career they choose to 
pursue.” Sahami also co-chairs 
ACM’s Education Board and 
Education Council.

ACM, CSTA, INFOSYS 
ANNOUNCE AWARDS FOR  
CS TEACHING EXCELLENCE 
Infosys Foundation USA, ACM, 
and CSTA, the Computer Science 
Teachers Association, recently 
announced the launch of the 
Awards for Teaching Excellence 

in Computer Science. Up to 10 
awards of $10,000 each will be 
awarded annually.

Funding for the awards 
is being provided by Infosys 
Foundation USA. Mark R. 
Nelson, CSTA’s Executive 
Director, said Infosys “is sending 
a powerful message to these 
computing educators worldwide 
that what they are doing is 
indeed important.”

“Great computer science 
education starts with great 
teachers,” explains ACM 
President Vicki L. Hanson. 
“This new award reinforces our 
long-held goals of recognizing 
the contributions of computer 
science teachers and building a 
framework that supports their 
professional development.”

Winners of the 2016 awards 
were announced in December 
(after press time). The prizes will 
be awarded at the 2017 CSTA 
Annual Conference in Baltimore 
in July.

Milestones

New CS Education Framework for U.S. Schools

Further Reading
Leverett, E. 
Quantitatively Assessing and Visualising 
Industrial System Attack Surfaces. 
University of Cambridge Computer 
Laboratory, Darwin College, June 2011.
http://www.cl.cam.ac.uk/~fms27/
papers/2011-Leverett-industrial.pdf

National Science and Technology Council, 
Federal Cybersecurity Research and 
Development Strategic Plan: Ensuring 
Prosperity and National Security, 2016.
https://www.whitehouse.gov/sites/
whitehouse.gov/files/documents/2016_
Federal_Cybersecurity_Research_and_
Development_Stratgeic_Plan.pdf

Olsen, M., Schneier, B., Zittrain, J. 
Don’t Panic: Making Progress on  
the ‘Going Dark’ Debate. Berkman Center 
for Internet and Society, Harvard University, 
February 1, 2016.
https://cyber.law.harvard.edu/pubrelease/
dont-panic/Dont_Panic_Making_Progress_
on_Going_Dark_Debate.pdf

Seitz, J. 
Dark Web OSINT With Python and OnionScan. 
Automating OSINT, July 28, 2016.
http://www.automatingosint.com/
blog/2016/07/dark-web-osint-with-python-
and-onionscan-part-one/

Alex Wright is a writer and researcher based  
in Brooklyn, NY.
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mouth College. “If you want to sell to 
everybody, you have to hire everybody.”

The Pipeline Problem
Last July, when Facebook revealed it 
had made little to no improvement in 
its diversity numbers relative to the 
prior year, the company attributed the 
shortfall in part to a pipeline problem. 
The statement prompted significant 
criticism, with many citing Taulbee 
Survey data as evidence that qualified 
students are being overlooked: if 4.6% 
of CS graduates are African-American, 
why are only 1% or 2% of new tech-re-
lated hires at some major companies 
African-American? “The students are 
out there,” says Ann Quiroz Gates, 
chair of the Department of Computer 
Science at the University of Texas at El 
Paso. “I don’t agree the talent is not 
there. The talent is there.”

Gates says many of the skills com-
panies look for in students can be 
acquired outside the classroom by 
competing in hackathons or building 
a GitHub profile. Unfortunately, her 
minority students often do not have 
the spare hours to participate in such 
extracurricular activities. “Finding the 
time to program beyond classroom 
assignments and experimenting with 
computers is really difficult because 
many of our students work full time 
while carrying a full course load,” she 
says. “They’re exhausted.” 

T
H E  T E C H N O L O G Y  W O R L D 
has a diversity problem. A 
recent U.S. Equal Employ-
ment Opportunity Commis-
sion (EEOC) report found 

that the high-tech industry employed 
far fewer African-Americans, Hispan-
ics, and women, relative to whites, 
Asian-Americans, and men. The dif-
ference is especially glaring in Silicon 
Valley. At Google and Facebook, Afri-
can-Americans represent just 1% of 
the tech work force. The numbers are 
slightly higher at some other leading 
technology firms, but still are hardly 
reflective of society at large. 

In academia, the figures are also 
discouraging. According to the 2015 
Taulbee Survey, conducted by the 
Computing Research Association, 
African-Americans represented only 
4.6% of the students awarded bache-
lor’s degrees in computer science (CS). 
Women represented 15.7% of the sur-
veyed population, but this is a signifi-
cant decrease from 1984–1985, when 
the National Center for Education Sta-
tistics found that women made up 37% 
of CS undergraduates.

Today, experts in both the corporate 
and academic worlds are working to 
understand the root of the imbalance 
and searching for ways to expand the 
number of women and minorities in 
technology—and keep them there. 

Diversity Is Good Business 
The necessity of a more diverse tech-
nology workforce is a matter of social 
equality, but there are other compelling 
factors as well. When groups are under-
represented on product development 
teams, for example, the resulting tech-
nology can be biased. “I always ask the 
question: Is it possible for you to invent 
or create anything in the absence of 
who you are?” asks University of Florida 
computer scientist Juan Gilbert. “You 
might say, ‘I write algorithms; there’s 
no bias in that.’ But we’ve seen exam-
ples where algorithms do have bias.”

In 2015, due to a quickly corrected 
flaw in its facial recognition software, 
Google Photos sorted images of one 
user and her African-American friend 
into an album labeled “Gorillas.” In an-
other 2015 incident, a white male and 
his African-American friend recorded 
video of themselves testing the elec-
tronic soap dispensers at an Atlanta 
hotel because the devices did not regis-
ter the presence of black skin. 

Gilbert and others argue that a more 
diverse group of employees on the prod-
uct development side could have pre-
vented these kinds of problems. But 
there are also indications that broader 
representation can lead to increased rev-
enue. Gilbert cites the story of the once-
popular Motorola Razr mobile phone. 
When the product team was brainstorm-
ing potential colors for the phone, one 
of the women in the group suggested a 
more feminine hue for one of the mod-
els. She was laughed at initially, Gilbert 
says, but eventually the men in the group 
conceded. “They created a pink phone 
and it became the number one seller,” 
Gilbert says. “If she hadn’t been in the 
room, that wouldn’t have happened.” 

Still, the business argument for in-
clusion may be simpler than that. “If 
you really want everyone in the world to 
use your products, then you need to have 
everyone working for you,” says Kaya 
Thomas, an African-American woman 
majoring in computer science at Dart-

Bias in Technology 
As leading companies release troubling  
diversity statistics, experts search for solutions.

Organizations like Code.org are working to expand access to computer science and increase 
participation by women and underrepresented students of color.
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The high-tech companies Gates 
has engaged with are starting to un-
derstand that, and she is working 
with several companies to set up paid 
positions at local firms, or university-
funded projects that would allow her 
students to acquire those outside-the-
classroom problem-solving skills and 
still earn the money they need to pay 
for their education. 

While these efforts may help exist-
ing students land sought-after posi-
tions, the Taulbee Survey indicates 
more needs to be done to encourage 
women and minorities to pursue CS 
in the first place—and to stick with the 
subject. Maja Mataric, a computer sci-
entist at the University of Southern Cal-
ifornia, began her career in the 1980s, 
when the participation of women in 
CS was on the upswing, so she has ob-
served the decline firsthand. “We did 
really well for a while, but we never 
reached equality at all,” she notes. 

In her view, several factors influ-
enced the drop. The culture of male-
dominated departments, for example, 
either ended up pushing women away 
or encouraging them to assimilate and 
sustain the very culture that was dis-
couraging others. Mataric also points 
to how departments often promote 
women-in-computing organizations 
such as the Anita Borg Institute as sup-
port groups. This suggests the women 
selected to attend need this support, 
and are somehow weak. Instead, Ma-
taric says, their selection should be 
presented as a sign of excellence. 

These subtle cues add up, accord-
ing to Mataric. “It is a very, very slant-
ed, un-level playing field,” she says, 
“and the only people who can survive 
are either so driven that they don’t 
care or they’re just bullheaded. But 
that’s a small subset.” 

Changing the academic culture can 
only solve part of the problem. Mataric 
believes the effort to increase the repre-
sentation of women in technology needs 
to begin at an early age. In her own out-
reach projects, she focuses on introduc-
ing elementary school students to com-
putational thinking through robotics. 
Part of her strategy is to show kids that 
software engineering is not just coding 
in the dark. “I really think the only way 
to fight it is from the very beginning, 
because so much of what we’re doing is 
just patching along the way.”

Kinnis Gosha, an assistant profes-
sor of computer science at Morehouse 
College, a private, all-male, liberal 
arts, historically black college in Atlan-
ta, lauds projects such as Black Girls 
Code for spiking interest in the field 
among middle school students, but 
he says such programs are just the first 
step. Gosha, who is also the director of 
the college’s Culturally Relevant Com-
puting Lab, calls for increased focus 
on improving high school-level com-
puter science education. If college stu-
dents want to compete for prestigious 
internships at the top technology com-
panies and then land the best jobs, 
he argues, they need to start building 
their skills in high school by taking 
classes such as Advanced Placement 
(A.P.) Computer Science. 

In his own courses at Morehouse, 
Gosha has seen firsthand that a stu-
dent with this experience has a tremen-
dous head start. “A student able to take 
that class and do well is a year or more 
ahead of the others,” he says. Unfor-
tunately, the program is not always an 
option for kids. “In the Atlanta public 
school system,” Gosha notes, “there 
are only two high schools that offer the 
A.P. Computer Science course.”

If You See It, You Can Be It
Still, a student who starts late can en-
joy a bright future. Kaya Thomas, the 
Dartmouth undergraduate, was not 
interested in computer science in high 
school. Then, during the winter break 
of her freshman year, Thomas started 
reading about the lack of women, and 
particularly women of color, in com-
puter science. She took an online cod-
ing course during the break, fell in love 
with the work, and switched her major 
when she returned to school. Now, as 
a Fellow of CODE2040, the nonprofit 
that helps African-American and Latino 
computer science majors, she’s part of 
a community of woman and minorities 
like her, and she has already interned at 
three major technology companies. 

She is the only African-American 
woman in her class of approximately 
90 computer science majors at Dart-
mouth, but she is mentoring younger 
students, and encouraging them to 
stay in the field. “There are a lot of 
black girls—and by a lot I mean five or 
six—majoring in computer science in 
the sophomore class,” she says with 

pride. But such small examples of suc-
cess could continue to build on one 
another. “If you never see anyone who 
looks like you in a space, it’s a challenge 
for you to be in that space,” says Gilbert. 
“If you see it, you can be it.”

Of course, successful minority or fe-
male software engineers and developers 
cannot spend all their time mentoring. 
With that in mind, Gosha and several 
colleagues have been working on a vir-
tual mentoring program that would fea-
ture interactive avatars of minority tech 
workers and executives responding to 
common questions. The avatars would 
not replace face-to-face mentoring; they 
would complement it, or even offer a 
young person their first exposure to a suc-
cessful minority tech worker. “The idea 
is to virtualize the experience of meeting 
another black person who actually has a 
computing job, because African-Ameri-
can youths might not be in places where 
those people are visible,” he explains. 

Overall, experts and insiders believe 
improving diversity in the technol-
ogy world will require continued effort 
from academia, corporations, non- 
profits, universities, and others, but 
Gilbert says the impact of these proj-
ects will reach beyond the business 
world. “We can’t be as great as we can 
be as a country unless we increase the 
participation of everyone,” he says. “Di-
verse minds will give us the best solu-
tions to problems.”  
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Technology Strategy 
and Management  
Is Google’s Alphabet  
a Good Bet? 
A relatively simple query raises myriad complicated issues.  

successful than others. Google+, intro-
duced in 2011 to compete with Face-
book, has struggled. But Gmail, intro-
duced between 2004 and 2007, Google 
Maps, introduced in 2005, and You-
Tube, acquired in 2006 (for $1.65 bil-
lion), have greatly expanded Google’s 
Internet platform. In 2005, Google 
really hit a homerun when it bought 
a small company called Android for 
an estimated $50 million.9 In 2007, it 
used the technology to launch a new 
mobile operating system to compete 
with Apple’s iOS. Google Android now 
leads the industry with over 80% mar-
ket share.a Largely on the strength of 
mobile searches from Android phones 
and tablets, Alphabet’s revenues in 
2015 were nearly $75 billion, with op-
erating profits of over $19.3 billion—a 
profit rate of 26%, compared to 30% for 
Apple and 19% for Microsoft and IBM. 

Let’s look more closely at how and 
why Google reorganized. The new struc-
ture created a holding company that 

a See http://bit.ly/2d7iCPb.

G
OOGLE  IN C .,  FOUNDED  in 
1997 by Larry Page and 
Sergey Brin, went public 
in 2004 to a great deal of 
fanfare (see “Google: What 

It Is and What It is Not,” Communica-
tions, February 2005). It reached an-
other milestone in October 2015 when 
it reorganized as Alphabet Inc. The 
company was the second most valu-
able firm in the world as of November 
2016, worth around $528 billion, not 
far behind Apple ($589 billion) and 
ahead of Microsoft ($468 billion). The 
Google Internet business still centers 
on a unique search technology based 
on page-rank algorithms and gener-
ates enormous revenues from tar-
geted advertisements and sponsored 
ads. Scale economies and network ef-
fects (that is, the more users of Google 
search, the more accurate the searches 
and ads become) also have contributed 
to Google’s success. But is Google’s 
transformation into Alphabet Inc. a 
good bet—for Google investors and 
users, and society more broadly? That 

simple question raises big issues, such 
as how much should we expect large 
corporations to invest in research that 
might benefit society but not their bot-
tom lines, and how might large corpo-
rations better use the money they do 
invest in research and new ventures?

It was never the case that Google’s 
founders saw their future as limited to 
search. Google has always experiment-
ed with new product and service ideas 
as well as acquisitions, some more 

DOI:10.1145/3018990 Michael A. Cusumano

Google has always 
experimented with 
new product and 
service ideas as well as 
acquisitions, some more 
successful than others.
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tors should not expect them to gener-
ate profits now—but what about in the 
future? After all, Alphabet is a for-profit 
company, supposedly focused on or-
ganizing the world’s information and 
then providing various Internet-based 
services. Some new ventures don’t fit 
this vision at all. For example, Google 
established Calico (https://www.calico-
labs.com/) in 2013 to tackle aging and 
related diseases, with the primary goal 
of extending life. It has not announced 
any drugs or therapies, but has hired 
prominent scientists with backgrounds 
in cellular biology, genetics, synthetic 
biology, opto-genetics (using light to 
manipulate cells in living tissue), and 
cancer research.1 By contrast, Verily  
(https://www.verily.com/) dates back to a 
Google X project launched in 2012 to put 
computing inside contact lenses. This 
effort led to the Verily spinoff in 2015. 
With about 400 employees in 2016, Ver-
ily has continued to work on contact 
lenses that can do tasks such as mea-
sure glucose levels for diabetics. Other 
Verily projects include a health-tracking 

breaks out the core and non-core opera-
tions (including research) into separate 
subsidiaries (internal divisions). This 
change clarifies which operations make 
money and which do not. The largest 
subsidiary retains the name Google. 
Now headed by Sundar Pichai, this divi-
sion controls the related Internet busi-
nesses such as Search, Gmail, Android, 
Chrome, YouTube, Maps, Google Play, 
and Ads. Alphabet lumps the other sub-
sidiaries into a single category called 
“Other Bets.” These consist of Nest, 
Google Access (formerly Google Fiber), 
Calico, Verily, Google Ventures, Google 
Capital, Jigsaw, Sidewalk Labs, and the 
Google X research labs.

Some Other Bets, such as Nest and 
Fiber, are real, albeit modest, business-
es. Like Android, Google Maps, and 
YouTube, they are not all the results 
of in-house research projects. Google 
bought Nest Labs (https://nest.com) 
in 2014 for $3.2 billion—now seen as 
a high price given current revenues es-
timated to be a few hundred million 
dollars per year.6 Nest sells smart ther-

mostats and smoke detectors, as well as 
indoor and outdoor webcams (from an-
other acquisition). It is developing oth-
er devices for the “smart home” and the 
Internet of Things that may someday 
sell in volume. Google Fiber, started in 
2010 as a research project, brings very-
high broadband speeds to millions of 
subscribers. Now called Access, the 
company sells a 1Gbps connection for 
$70 a month, the fastest in the industry, 
but still has relatively few subscribers 
due to limited availability. It has also in-
curred enormous capital expenses—$6 
billion to lay cables in just six cities. 
One estimate is that it will take 40 years 
to recoup the investment simply on the 
first six cities, yet Access has plans for 
16 more cities. Not surprisingly, Alpha-
bet CEO Larry Page recently ordered 
that employee numbers be cut in half 
and other expenses reduced.7

Other Bets subsidiaries are all early-
stage ventures or research organiza-
tions, mostly intended to benefit society 
and not necessarily become great new 
businesses in the short term. So inves-

http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=23&exitLink=https%3A%2F%2Fwww.calicolabs.com%2F
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can see that the Other Bets subsidiaries 
have grown revenues from $12 million 
in 2013 to $448 million in 2015. If we 
read the fine print in the annual report, 
we also learn that the revenue increase 
comes largely from the sale of Nest de-
vices. At the same time, Other Bets’ op-
erating losses grew from $527 million in 
2013 to a staggering $3.6 billion in 2015. 

Meanwhile, Alphabet increased 
overall R&D expenses in 2015 (these in-
clude Other Bets as well as Google) to 
over $12 billion. This sum represented 
16.3% of total revenues, up from the 
12.8% of revenues that Google averaged 
from 2006 to 2013. Without the nearly 
$3.6 billion loss from Other Bets, in 
2015 Alphabet would have had an op-
erating profit of about 36% of sales, 
rather than 26%. Maybe this money is 
being well spent—but maybe not. The 
latest Alphabet R&D expenditures are 
especially high compared to Apple, 
which, in 2015, spent only 3% of its 
revenues on R&D. Amazon, Microsoft, 
Cisco, and Oracle all invested between 
12% and 14%, much closer to Alphabet. 
IBM spent 6%. Among other large tech-
nology firms, the leaders in R&D spend-
ing in 2015 were Intel (22%), Facebook 
(27%), and ARM (29%), though most 
of these expenditures appear directed 

wristband, surgical robots, and health-
related “baseline” databases. The goal 
of transforming healthcare with tech-
nology remains core to the company and 
does fit, more or less, with Google’s orig-
inal vision, though many key research-
ers have recently left due to vague objec-
tives and leadership conflicts.10

 Larry Page made it clear years ago 
that he intended to use Google’s prof-
its to invest in “moonshots”—new 
product and service experiments 
that promised revolutionary innova-
tions and “10x” performance break-
throughs.8 These goals motivated him 
to create Google X in 2010 as a research 
organization that has since worked on 
everything from self-driving cars and 
wearable computers to machine trans-
lation, artificial intelligence, and quan-
tum computing (see https://research.
google.com/). The labs sometimes 
launch initiatives that help the core 
businesses, such as machine transla-
tion or use of AI in search. But the stat-
ed mission is really to tackle bold new 
projects that potentially could change 
the lives of billions of people. Although 
many proposals seem to border on sci-
ence fiction, to be approved, they must 
also put together technologies that al-
ready exist or nearly exist.5 The current 

set of initiatives include the self-driv-
ing car, more development on Google 
Glass (the head-mounted display and 
wearable computer that, in beta re-
lease, had trouble generating third-
party applications and user adoption), 
Loon (using balloons to bring Inter-
net access to remote areas), and Wing 
(drones for package delivery, similar to 
the Amazon initiative). 

In 2012, Google also restructured its 
shareholding system into dual share 
classes in order to allow the company 
founders to control voting rights.11 So, in 
fact, Larry Page and other company lead-
ers do not have to worry too much about 
shareholder pressures for short-term 
profits. Nonetheless, analysts and inves-
tors have criticized him for spending 
so much money on projects that do not 
help Google’s core businesses.4 The Al-
phabet reorganization does nothing to 
address these criticisms except to clarify 
where money is going—but only in the 
aggregate. For example, Alphabet’s 2015 
Form 10-K annual report now breaks out 
the core Google operations from Other 
Bets (see the accompanying table).b We 

b Source: Alphabet Inc., Form 10-K (Washington 
D.C., United States Securities and Exchange Com-
mission), December 31, 2015, p. 95 (Note 16)

Google Alphabet’s annual report differentiates core Google operations from Google’s Other Bets subsidiary.

Year Ended December 31

2013 2014 2015

  REVENUES

       Google $55,507 $65,674 $74,541

       Other Bets           12         327         448

TOTAL REVENUES $55,519 $66,001 $74,989

SEGMENT OPERATING INCOME (LOSS)

       Google $16,260 $19,011 $23,425

       Other Bets       (527)   (1,942)  (3,567)

       Reconciling Items*       (330)      (573)     (498)

TOTAL OPERATING INCOME $15,403 $16,496 $19,360

CAPITAL EXPENDITURES

       Google $7,006 $11,173 $8,849

       Other Bets       187         501       869

       Reconciling Items**       165       (715)       197

TOTAL CAPITAL EXPENDITURES*** $7,358 $10,959 $9,915

* Reconciling items are primarily related to administrative costs not allocated to segments

** Reconciling items are primarily related to timing differences of payments as segment capital expenditures are on accrual basis  

while total capital expenditures shown on the Consolidated Statements of Cash Flow are on cash basis, capital expenditures  

of Motorola Mobile and Home, and other miscellaneous differences.

*** As presented in Consolidated Statements of Cash Flow.

http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=24&exitLink=https%3A%2F%2Fresearch.google.com%2F
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at incremental product development 
rather than moonshot-type research. 

Perhaps the biggest implication 
from the Alphabet reorganization is 
what it says about the company’s com-
mitment to experimentation. There 
was a time when major corporations 
like AT&T (with Bell Labs) and Xerox 
(with Xerox PARC) made bold invest-
ments that generated whole new in-
dustries like semiconductors, per-
sonal computers, and networking 
technologies. These innovations were 
only tangentially related to their core 
businesses and mostly benefitted oth-
er firms (Apple, Microsoft, Intel, and 
other chip manufacturers), as well as 
society. As a result, most big corpora-
tions over the past two decades have 
scaled back or even disbanded basic 
research that did not tie in to product 
divisions and the large, centralized 
research organizations needed to sus-
tain these efforts.2 Instead, we find re-
search universities taking the lead in 
searching for scientific breakthroughs 
and some new applications intended 
to benefit society, though often the 
universities work in partnerships with 
corporations, government labs and 
programs, and some venture funds. 

So is Google and now Alphabet a 
good bet for investors given its com-
mitment to “moonshot” research, 
related and unrelated to its core busi-
nesses? Most projects have not pro-
duced much revenue so far, and they 
are a growing drag on profits.3 Maybe 
this would not be an issue if a corpo-
ration has enough resources (people 
and money) to do both long-term re-
search and to keep improving its main 
products and services. However, we 
have not seen many breakthroughs 
from Google X in search technology, 
operating system design, application 
development environments, or related 
Internet services. 

It is worth noting that other technolo-
gy billionaires, such as Microsoft found-
ers Bill Gates and Paul Allen, as well as 
Amazon founder Jeff Bezos, also have in-
vested vast sums in bold initiatives unre-
lated to the businesses of their original 
companies. But they have done so most-
ly in separate ventures and mostly with 
personal funds, including donations to 
foundations, and other investor money. 
Elon Musk, with Tesla, SpaceX, and So-
lar City, is also a big personal investor in 

moonshot-type ventures, but he is also 
using funds from investors who should 
know what they are doing.

Here the transparency we see in the 
Alphabet restructuring is an improve-
ment. As long as Alphabet-Google has 
the money, and investors know what 
they are investing in, it is important for 
society that someone takes a chance on 
risky new ventures. We will never reach 
the moon again or make equivalent 
leaps forward in science and technolo-
gy if no one tries. AT&T Bell Labs is not 
what it once was and Xerox PARC no 
longer exists. IBM, Microsoft, General 
Electric, and a few other companies 
continue to do some basic research, 
but they are all under pressure to assist 
their product divisions and generate 
new billion-dollar businesses. 

Alphabet’s Other Bets may yet pro-
duce some great new businesses for the 
company as well as contribute to the 
betterment of humankind. In the mean-
time, though, shareholders need to un-
derstand that the money is coming out of 
their pockets, and so it would be useful 
for Alphabet to be even more transpar-
ent with details on the individual bets. 
In addition, Larry Page and other com-
pany leaders should acknowledge more 
openly that these expenditures may also 
be at the expense of innovations that 
could more directly benefit the billions 
of current Google users as well as ensure 
that the company remains healthy long 
into the future. 
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Law and Technology  
Why Less Is More 
When It Comes to 
Internet Jurisdiction 
Considering legal uncertainty in the online environment. 

for the law and better ensure enforce-
ment of judicial decisions.

Where It All Began:  
The Yahoo France Case
The Yahoo France case sparked nearly 
six years of litigation, numerous legal 
briefs, and much hand-wringing from 
the Internet community. The initial 
French court ruling sided with LICRA 
and ordered Yahoo to do what it reason-

I
N  T H E  D AY S  before widespread 
broadband, social networks, and 
online video, a French anti-rac-
ism group launched the Internet 
lawsuit heard round the world. 

In late 1999, the International League 
against Racism and Anti-Semitism—or 
Ligue Internationale Contre le Racisme 
et l’Antisémitisme (LICRA) in French—
filed suit against then-Internet giant Ya-
hoo, seeking a court order to compel the 
company to block French residents’ ac-
cess to postings displaying Nazi memo-
rabilia. While Yahoo already blocked ac-
cess to content on its local French site 
(http://www.yahoo.fr), the lawsuit tar-
geted the company’s primary site based 
in the U.S. (http://www.yahoo.com).

The case attracted immediate inter-
est since it struck at the heart of one 
of the Internet’s most challenging is-
sues—how to bring the seemingly bor-
derless Internet to a bordered world. 
Given that the Internet has little regard 
for conventional borders, the question 
of whose law applies, which court gets 
to apply it, and how it can be enforced 
is seemingly always a challenge. 

Striking the right balance can be 
exceptionally difficult: if courts are un-
able to assert jurisdiction, the Internet 
becomes a proverbial “wild west” with 
no applicable law. Conversely, if every 
court asserts jurisdiction, the Internet 
becomes overregulated with a myriad 
of potentially conflicting laws vying to 
govern online activities.

The temptation for politicians, 
courts, and regulators is invariably to 
assert jurisdiction over online activi-
ties regardless of the impact on other 
countries or the potential conflict with 
different rules. Yet experience suggests 
that when it comes to Internet jurisdic-
tion, less is often more. While few still 
argue the law does not apply online, ex-
ercising restraint in asserting jurisdic-
tion is likely to increase global respect 

DOI:10.1145/3018992 Michael Geist
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ably could to ensure that French users 
could not access content that was unlaw-
ful in France.a The judge was persuaded 
at that time that Yahoo was capable of 
identifying when French users accessed 
its site (it provided targeted ads to such 
users) and that his order would be lim-
ited to Yahoo’s activities in France. 

Yahoo was unsurprisingly critical of 
the decision, but rather than appealing 
the French decision, it chose to let the 
decision stand and to launch a lawsuit 
of its own in the U.S. courts, seeking an 
order that the French decision could 
not be enforced on its home turf.

The 9th Circuit Court of Appeals, 
a U.S. appellate court, ultimately is-
sued a 99-page split decision that as-
serted jurisdiction over the dispute 
but declined to provide Yahoo with its 
much-desired order.b b The U.S. deci-
sion turned on the fact that Yahoo had 
independently removed much of the 
offending content, suggesting that 
the company was not being forced to 
block legal materials.

On the question of jurisdiction, the 
majority of the court determined that it 
could assert jurisdiction over the case 
despite minimal connections to the 
U.S. Indeed, in this case the contacts 
were limited to a cease and desist let-
ter demanding that Yahoo comply with 
French law, the formal delivery of the 
lawsuit, and the mere existence of the 
French court order. 

The French and U.S. courts both 
demonstrated that the default in most 
Internet jurisdiction cases is to assert 
jurisdiction, even if doing so is likely 
to lead to conflicting decisions, thorny 
conflict of law issues, and regulatory 
uncertainty.

Is Internet Publication  
Anywhere or Everywhere?
The Yahoo France case may have been 
the first major Internet jurisdiction 
case to attract global attention but it 
was by no means the last. Several years 
after the Yahoo decision, the Washing-
ton Post found itself at the center of a 
Canadian case that combined Internet 

a UEJF and Licra v. Yahoo! Inc. and Yahoo France. 
Tribunal de Grande Instance de Paris (May 22, 
2000); http://bit.ly/2fJHokU

b Yahoo! Inc. a Delaware corporation v. La Ligue 
Contre Le Racisme et L’antisemitisme. L’Union 
Des Etudiants Juifs De France, 433 F.3d 1199 
(9th Cir. 2006); http://bit.ly/2f8Oi59

jurisdiction principles with the global 
availability of media publications.

The case concerned a defama-
tion suit launched against the Post by 
Cheickh Bangoura, a former U.N. offi-
cial. Bangoura had moved to the Prov-
ince of Ontario several years prior to 
the lawsuit, but was stationed in Kenya 
in 1997 in a U.N. Drug Control Program 
when the Washington Post featured sev-
eral articles accusing him of miscon-
duct and mismanagement.

Bangoura sued the Washington Post 
in the Ontario courts in 2003, claim-
ing the articles were untrue yet re-
mained available on the Washington 
Post website and therefore accessible 
to residents in Ontario. The newspaper 
sought to have the case dismissed, ar-
guing the Ontario courts should not as-
sert jurisdiction over the matter since 
there was no real and substantial con-
nection with the province.

In a surprise decision, an Ontario 
judge denied the Washington Post’s 
motion, ruling the paper “should 
have reasonably foreseen that the 
story would follow the plaintiff wher-
ever he resided.”c

Dozens of global media organiza-
tions banded together to support the 
Washington Post in its appeal. The On-
tario Court of Appeal sided with the 
newspaper, noting that “the connection 
between Ontario and Mr. Bangoura’s 
claim is minimal at best. In fact, there 
was no connection with Ontario until 
more than three years after the publica-
tion of the articles in question.”d

c Bangoura v. Washington Post, 2004 CanLII 
26633 (ON SC); http://bit.ly/2fllqnT

d Bangoura v. Washington Post, 2005 CanLII 
32906 (ON CA); http://bit.ly/2gl0K3v

Given that analysis, the court con-
cluded that “it was not reasonably fore-
seeable in January 1997 that Mr. Ban-
goura would end up as a resident of 
Ontario three years later. To hold other-
wise would mean that a defendant could 
be sued almost anywhere in the world 
based upon where a plaintiff may decide 
to establish his or her residence long af-
ter the publication of the defamation.”

The New Internet  
Jurisdiction Storm: Google
The Yahoo France and Bangoura cases 
provided early hints at the challenge of 
reconciling easy access of content from 
global media companies through the 
Internet with differing legal standards. 
Those cases foreshadowed an even 
larger legal battle: the ability for a sin-
gle country or jurisdiction to limit glob-
al access to search results from Google. 

Among the recent cases, perhaps 
the best known involves European pri-
vacy law. In 2014, the European Court of 
Justice ruled on the “right to be forgot-
ten,” which requires Google to remove 
links from its search index to certain 
content. The decision is grounded in 
European privacy law and was initially 
limited in application to the European 
Union. Yet in recent months, the global 
impact of the decision has become in-
creasingly apparent.

The decision arises from a 2010 
complaint by a Spanish man who was 
upset to find that searching his name 
in Google yielded links to a 1998 an-
nouncement in a newspaper on a real 
estate auction designed to generate 
proceeds to pay back social security 
debts. The information was both fac-
tual and readily accessible online, yet 
the man felt the now-outdated infor-
mation was a violation of his privacy.

The court ruled that it could assert 
jurisdiction over the search giant, de-
spite the fact that the processing of 
the data took place outside of Spain.e 
In addition to asserting jurisdiction 
over Google, privacy authorities ex-
panded the scope of the ruling by de-
manding the removal of links from all 
Google search indices, not just those 
in Europe. While Google initially re-
sisted, the company acquiesced in 

e Google Spain SL, Google Inc. v. Agencia Espa-
ñola de Protección de Datos, Case C131/12; 
http://bit.ly/2g04oeC

The broader 
implications  
of the ruling  
strike a chord with  
those concerned  
with legal overreach 
on the Internet.
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to legal conflicts online and potential 
suppression of freedom of speech on 
the Internet.

In Search of an Internet 
Jurisdiction Solution
The Internet is often characterized as a 
“wild west” where laws cannot be easily 
applied. Yet the danger of extra-territo-
rial application of court decisions such 
as those involving Google is that it en-
courages disregard for the rule of law 
online, placing Internet companies in 
the unenviable position of choosing 
the laws and court orders they wish to 
follow. Moreover, if courts or compa-
nies openly disregard foreign court or-
ders, legal certainty in the online envi-
ronment is undermined. 

Years of litigation starting with the 
Yahoo France case suggest there are no 
easy answers. However, any solution 
likely lies in developing standards that 
encourage comity and mutual respect 
for the applicability of the law on the 
Internet by ensuring that national sov-
ereignty is respected. Indeed, a recent 
2nd Circuit Court of Appeals decision 
denying a government demand that 
Microsoft disclose email messages and 
private information hosted on a server 
in Ireland points to the fact that courts 
may be awakening to the need to estab-
lish limits on the jurisdictional scope 
of their orders.

The emerging approach suggests 
that courts should only issue orders 
with substantial extra-territorial ef-
fect where it is clear that the underly-
ing right and remedy are also available 
in affected foreign countries. Global 
takedown orders or decisions with sub-
stantial impact in other jurisdictions is 
likely to enhance the perception of the 
Internet as a wild west where disregard 
for the law is common. 

For that reason, where there is un-
certainty about the legal rights in other 
jurisdictions, courts should exercise 
restraint, recognizing that less may be 
more. Indeed, respect for the law on-
line may depend as much on when not 
to apply it as do efforts to extend the 
reach of courts and court orders to a 
global Internet community. 

Michael Geist (mgeist@uottawa.ca) holds the Canada 
Research Chair in Internet and E-commerce Law at the 
University of Ottawa, Faculty of Law. 
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early 2016, announcing that it would 
block search results from all Google 
domains where the search originated 
in Europe. The extension of the ruling 
marks an expanded Internet jurisdic-
tion approach, with the effective ap-
plication of European law to search 
results around the world.

A similar question sits at the heart 
of a Canadian case involving Google 
that was heard by the Supreme Court 
of Canada in December 2016. The 
case started in the Province of British 
Columbia, where courts were asked to 
consider whether they could assert ju-
risdiction over Google and how far to 
extend an order to remove links from 
its search index. The Canadian court 
orders have thus far intentionally tar-
geted the entire Google database, re-
quiring the company to ensure that 
no one, anywhere in the world, can see 
the search results.f

The broader implications of the 
ruling strike a chord with those con-
cerned with legal overreach on the 
Internet since if a Canadian court has 
the power to limit access to informa-
tion for the globe, presumably other 
courts do as well. While the Canadian 
courts did not grapple with this possi-
bility, what happens if a Russian court 
orders Google to remove gay and les-
bian sites from its database? Or if a 
Saudi Arabian court orders it remove 
Israeli sites from the index? The pos-
sibilities are endless since local rules 
of freedom of expression often differ 
from country to country.

In fact, the lower court rulings pro-
vided the sense that the courts felt that 
their reach needed to match Google’s 
global footprint. While there is much 
to be said for asserting jurisdiction over 
Google—if it does business in Canada, 
then Canadian law should apply—at-
tempts to extend blocking orders to a 
global audience could lead to a run on 
court orders that target the company’s 
global search results. 

That would leave two possible prob-
lematic outcomes: Google would se-
lectively decide which court orders it 
wishes to follow or local courts would 
begin deciding what the rest of the 
world can access online. Either way, 
the overreach of the courts could lead 

f Equustek Solutions Inc. v. Google, 2015 BCCA 
265; http://bit.ly/1FiP15K
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ably comes from the Oscar-winning 
film The Imitation Game. This gives us 
a starting point: the film is a bad guide 
to reality but a useful summary of every-
thing that the popular imagination gets 
wrong about Bletchley Park.

One myth is that Alan Turing won  

M
AY 14, 2017, will be the 100th 
anniversary of the birth of 
someone you might not 
have heard of: William 
Thomas (“Bill”) Tutte. 

During the Second World War he made 
several crucial contributions to decrypt-
ing the Lorenz cipher used to protect 
the Nazi high command’s most cru-
cial radio communications. This work 
provided the statistical method imple-
mented electronically by Tommy Flow-
ers, a telecommunications engineer, 
in the Colossus machines, which pio-
neered many of the electronic engineer-
ing techniques later used to build digi-
tal computers and network equipment.a

Myths of Bletchley Park
The British code-breaking effort of the 
Second World War, formerly secret, is  
now one of the most celebrated aspects 
of modern British history, an inspiring 
story in which a free society mobilized 
its intellectual resources against a ter-
rible enemy. That’s a powerful source 
of nostalgic pride for a country whose 
national identity and relationship with 
its neighbors are increasingly uncertain. 
Tutte’s centennial gives a chance to con-
sider the broader history of Bletchley 
Park, where the codebreakers worked, 

a This column draws on a research project in 
progress I am conducting with Mark Priest-
ley, supported by L.D. Rope’s Second Chari-
table Settlement.

and the way in which it has been remem-
bered. Some kinds of people, and work, 
have become famous and others have 
not. 

Films reach more people than books. 
So statistically speaking, most of what 
you know about Bletchley Park prob-

Historical Reflections 
Colossal Genius:  
Tutte, Flowers, and  
a Bad Imitation of Turing 
Reflections on pioneering code-breaking efforts.   

DOI:10.1145/3018994  Thomas Haigh 

A scene from the 2014 film The Imitation Game with actor Benedict Cumberbatch 
portraying Alan Turing.

http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=29&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3018994
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when the correct settings have been 
found. Enigma is broken! In reality this 
was not something that occurred to 
Turing only after he had finished build-
ing a completely pointless machine, 
but basic cryptanalytic practice already 
used to break Enigma manually.

Even with the Bombe, breaking Enig-
ma continued to rely on a mix of human 
skill, manual methods, and machine 
power. Each Bombe was tended by a 
team of female operators, and in recent 
years a lot of attention has been paid to 
the experiences of these women. The 
Bombe operators and Enigma decryp-
ters worked in factory-like conditions, 
in a massive operation pioneered by 
Gordon Welchman for the group at-
tacking Air Force Enigma. Welchman 
had made his own vital contribution 
to the Bombe’s design, a “diagonal 
board,” but after the machines arrived 
shifted to overseeing their use. In con-
trast, once logistical challenges began 
to outweigh conceptual ones Turing 
drifted away from leadership of the 
corresponding group tackling Naval 
Enigma. There are many kinds of ge-
nius, and Turing’s was not of the mana-
gerial variety.

By early 1945 more than 10,000 peo-
ple worked directly on the British code-
breaking effort. Most of them were 
women. The film directs some heavy-
handed sexism at Joan Clarke, a rare 
female cryptanalyst, to give viewers a 
chance to feel superior to their grand-
parents. Word at Bletchley Park was 
indeed deeply stratified by class and 
gender, and cryptanalytic work of the 
kind done primarily by upper middle 
class men like Turing has traditionally 
been the most celebrated. Yet its own 
erasure of the work routinely done by 
women reflects a more modern sexism. 
A single giant machine, given by a su-
perman, clunks without human inter-
vention until the answer emerges. 

That’s silly. So is the myth that bril-
liant scientists need no help from engi-
neers. Cumberbatch drew up the engi-
neering blueprints for the one and only 
Bombe during a montage, then built it 
at Bletchley Park aided by a handful of 
briefly glimpsed assistants. In fact, ap-
proximately 200 Bombes were manufac-
tured, none of them at Bletchley Park, 
with design and production work done 
primarily by the British Tabulating Ma-
chine Company, under the direction of 

the war pretty much by himself. Bene-
dict Cumberbatch played Turing as 
television’s Sherlock: a humorless, asex-
ual loner whose superhuman mental 
powers are compromised only by an 
almost autistic indifference to social 
norms. This combines the traditional 
focus of popular science writing on 
the lone genius who changes the world 
with the modern movie superhero nar-
rative of a freak who must overcome 
his own flaws before he can save the 
world. (This is, I understand, exactly the 
same arc Cumberbatch follows in Doc-
tor Strange, a literal superhero movie). 
A team of six bright young men arrive 
at Bletchley Park and are given the job 
of breaking the German Enigma code. 
After introducing himself as “the best 
mathematician in the world,” Cumber-
batch dismisses his fellow codebreak-
ers, saying “I don’t have time to explain 
myself as I go along, and I’m afraid 
these men would only slow me down.” 
Over their objections, and the opposi-
tion of almost everyone else at Bletch-
ley Park, he designs a machine called 
Christopher to beat Enigma.

The film struggles to shoehorn a 
complicated, nuanced, and tragic sto-
ry into the generic template of a hero 
overcoming obstacles, facing disaster, 

and eventually triumphing. In reality, 
Turing was far from a marginal and de-
spised figure at Bletchley Park, moving 
quickly to a leadership role. The ob-
stacles Cumberbatch faces are mostly 
fictional and often absurd. His boss (in 
reality Turing’s subordinate) Hugh Alex-
ander tries to smash Christopher. Like 
all military men Alastair Denniston, the 
head of Bletchley Park, is a belligerent 
idiot. He smashes down the door, hop-
ing to have Christopher destroyed. A 
little later Cumberbatch is blackmailed 
into passing secrets to a Soviet spy. 
Cumberbatch’s growth is symbolized 
by his making friends with the other 
brilliant codebreakers, but they seem 
just as arrogant as he was. Fearful that 
Bletchley Park managers will get in the 
way, they pretend that Enigma is unbro-
ken and instead run the Battle of the At-
lantic from their machine room, decid-
ing which convoys to save and which the 
U-boats should be allowed to sink.

Another myth is that code-breaking 
machines eliminated human labor 
and code-breaking skill. At first Chris-
topher spins uselessly, producing 
dramatic tension but no Enigma set-
tings. At the last minute, Cumberbatch 
thinks of looking for the common 
phrases, such as “Heil Hitler,” to detect 

Figure 1. Logical representation of the action of the Lorenz machine, dubbed “Tunny” by the 
British. The gap of four characters shown between the chi and psi wheels is to symbolize 
the idea of two logically independent transformations applied to a five channel bitstream, 
rather than a representation of the actual inner working of the machine.

1 0 0 1 1 XOR χ1 1 0 1 1 XOR ψ1 0 0 0
0 1 0 1 0 XOR χ2 0 0 1 0 XOR ψ2 1 0 1
0 1 0 0 0 XOR χ3 1 1 0 1 XOR ψ3 0 1 0
1 0 1 1 0 XOR χ4 1 0 1 0 XOR ψ4 0 0 0
1 0 0 1 0 XOR χ5 1 0 0 0 XOR ψ5 1 0 1

plain text
(5 bit channels)

5 chi wheels
always
rotate

5 psi wheels
sometimes

rotate

2 motor 
wheels drive
psi wheels

µ1 µ2

radio
transmitter

  0
11
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11
01
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11
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01
01

cipher text
(5 bit channels)

serialized
ciper text

Lorenz Encoding Attachment

1 1 0 0 1 XOR χ1 1 0 1 1 XOR ψ1 0 1 1
0 1 0 1 0 XOR χ2 1 0 0 0 XOR ψ2 1 0 1   
0 0 0 1 0 XOR χ3 1 1  0 1 XOR ψ3 1 1 1   
0 1 1 0 1 XOR χ4 1 0 1 0 XOR ψ4 0 0 0   
0 1 0 0 1 XOR χ5 1 0 0 1 XOR ψ5 0 0 1  

plain text µ1 µ2 cipher text

Lorenz Decoding Attachment

radio
receiver

Same wheel start positions and bit patterns
 used on encoding and decoding machines

Source

(paper
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keyboard

entry)
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as received)
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before Tunny, with the result that early 
histories assumed that all intelligence 
delivered by Bletchley Park had come 
from Enigma.

The British knew nothing about the 
machine producing Tunny, working 
entirely on clues from the intercepted 
messages. In contrast, the team break-
ing Enigma had a number of resources 
to draw on. Enigma technology had 
been sold commercially since the 
1920s, so its architecture was pub-
lic. The German government speci-
fied modifications but Polish teams 
had broken earlier military versions. 
They passed their secrets, and the ini-
tial Bombe design, on to the British 
at the start of the war. Even the name 
“Bombe” came from the Polish “bom-
ba kryptologiczna.” Captured German 
personnel, code books, keys, and man-
uals provided more clues to changes in 
Enigma technology and practice. 

its chief engineer Harold Keen. BTM had 
licensed IBM punched card technology 
for sale throughout the British Empire, 
giving it command of the necessary 
technologies and engineering methods. 

In this way, and countless others, 
technology transcended, rather than 
supplemented, human labor and bu-
reaucracy. Perhaps nobody would pay 
to see a movie centered on heroic pro-
duction engineers, brilliant Bombe op-
erators, and inspirational government 
procurement specialists, but would 
it be so difficult to give walk-on parts 
to the people who actually designed, 
built, and operated the Bombes? It’s 
not like leaving them out makes the 
firm particularly entertaining: political 
comedian John Oliver recently likened 
a hellish commute requiring three bus-
es and two trains to “the length of the 
movie The Imitation Game—two wasted 
hours that feel like forever.”

Tunny
There’s another popular myth en-
dorsed by the The Imitation Game: that 
the Enigma was the only significant 
German cipher broken at Bletchley 
Park. In reality another cipher, code-
named Tunny, was just as important. 
Enigma was used by the German mili-
tary to communicate with forces in 
the field. Compact code boxes flashed 
up the appropriate letter of cipher-
text each time a key was pushed. The 
encrypted version of the message was 
transmitted by a human using Morse 
code. Tunny was used by the German 
High Command to communicate with 
generals outside the reach of wired 
communication links, such as the divi-
sions deep inside the USSR. Messages 
typed on a keyboard were encrypted, 
transmitted by radio, and automati-
cally decrypted and printed at the oth-
er end. Enigma was declassified long 

Figure 2. The overall Tunny interception and decryption workflow process as of late 1944. While Colossus machines could also be used to 
tackle the Psi wheels, the increased pressure of work after the Germans began daily changes to wheel patterns meant that this part of the 
job was usually done in the Testery without Colossus assistance.
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first set, known at Bletchley Park as 
the chi wheels, rotated to the next po-
sition each time a character was read, 
whereas the second set, the psi wheels, 
turned only when directed to do so by 
two “motor wheels.” Decrypting a Tun-
ny message posed two main challeng-
es. First to set the chi wheels, using this 
information to generate “dechi,” text 
encrypted only by the psi wheels. Then 
to set the psi and motor wheels, using 
this information to generate plain text. 

Because the psi wheels did not al-
ways rotate, their contribution to the ci-
pher text often repeated from one char-
acter to the next. This, Tutte realized, 
gave a statistical method to set the chi 
wheels without making any assump-
tions about the psi wheels. Whether 
the wheels moved or not they still 
masked the distinctive character distri-
butions of German text. But whenever 
the psi wheels did not rotate, the deltas 
between successive characters would 
pass through them unchanged. 

Analyzing a sample of decrypted 
messages showed him that the distri-
bution of deltas was far from random. 
For example, in German “ei” is a very 
common string. E is (1,0,0,0,0) and I is 
(0,1,1,0,0). Their delta, (1,1,1,0,0) had 
a frequency of 5.9%—almost twice as 
common as in a random distribution. 
The delta between two repeated char-
acters, (0,0,0,0,0), occurred 4.6% of the 
time. German has many double “s” 
characters, and teleprinter operators 
often pushed the shift and unshift keys, 
encoded as their own characters, twice 
to make sure that they were received. 

When the distribution of deltas in 
successfully dechied text was plotted the 
same tell-tale “bulges” in the distribu-
tions of deltas appeared. If the psi wheels 
moved about half the time the peaks and 
valleys would be half as tall but follow 
the same pattern. However, if dechi was 
produced with the wrong wheel settings 
the distribution of deltas should be close 
to random, with all combinations occur-
ring about 3.1% of the time.

Setting chi wheels meant generat-
ing dechi with different wheel com-
binations and looking for a non-ran-
dom distribution of deltas. The five 
chi wheels could take 22 million com-
binations, but because each acted on 
only one of the five bit channels that 
encoded each character there was no 
need to consider all wheels simulta-

The first challenge was to figure out 
the structure of the machine that had 
produced the Tunny messages. This 
relied on operator error. In August 
1941 a long message was sent twice, 
with minor alterations, using the same 
machine settings. Comparing the two 
messages let Brigadier John Tiltman 
piece together the original (“plain”) 
text of each message and the encoding 
sequence (“key stream”) with which 
each had been combined to yield its 
cipher text (see Figure 2). This nicely 
disproves the idea that Bletchley Park’s 
experienced military men were there 
primarily to frustrate Turing.

Tutte’s Breakthroughs
Tutte used these sequences to make 
the breakthrough. Shortly after the 
outbreak of war he had joined Bletch-
ley Park’s “Research Section,” which 
had responsibility for investigating 
unfamiliar codes and devising meth-
ods that could be used to break them 
on a production basis. Like many of 
his colleagues he had a Cambridge de-
gree, though as the son of a gardener 
his social background was unusually 
humble. His first degrees were in phys-
ical chemistry, but his interests were 
already shifting to mathematics. 

Looking at the teleprinter tape five 
channels separately Tutte noticed a 
regularity every 41 characters in the 
key sequence. This gave the clue that a 
41-character code wheel was involved. 
Step by step, Tutte’s team worked out 
the full, complex structure of the Lo-
renz machine and its 12 code wheels 
(see Figure 1). Three kinds of informa-
tion were needed to decrypt a Tunny 
message. Tutte had provided the first, 
by reverse engineering the Tunny ma-
chine’s internal structure. From this 
the British built their own Tunny de-
crypting machines. 

Two challenges remained. The sec-
ond piece of information was the posi-
tion of each of the wheels at the start 
of a message. Finding this was called 
“wheel setting,” and had to be done 
for each message. The third was the bit 
pattern set up on each of the wheels. 
These were regularly changed by flip-
ping tiny pins. Finding these sequenc-
es was called “wheel breaking,” and 
was performed less frequently as most 
changed only monthly or quarterly. 

After Tutte cracked the structure of 

the Tunny machine a new group, named 
the Testery after its head, Major Ralph 
Tester, went to work breaking its mes-
sages. While seconded to the research 
section, Turing came up with a method 
for figuring out the bit patterns on the 
coding wheels once the keystream had 
been successfully isolated. The crypt-
analyst formed and tested hypotheses 
to gradually extend the known portion 
of the wheel pattern. “Turingery,” de-
scribed by Tutte as “more artistic than 
mathematical” made wheel breaking 
feasible, if arduous. 

Both wheel setting and wheel break-
ing depended on luck, ingenuity, and 
German errors, but because wheel set-
ting had to be done for each message it 
proved the biggest constraint. Until Oc-
tober 1942 the German operators were 
kind enough to precede each message 
with a series of 12 unencrypted letters, 
each coding the position for one of the 
wheels. Clues of this kind made the 
work of the codebreakers much easi-
er, as hints obtained from decrypted 
messages were applied to others sent 
on the same link. Their results were 
sporadically impressive, but improve-
ments in German practice threatened 
to close the door entirely.

At this point Tutte made his sec-
ond huge contribution. When setting 
wheels it was easy to determine statisti-
cally whether a particular combination 
yielded natural language or random 
noise. Trying every possible combina-
tion of positions across the 12 wheels 
was clearly impossible: the war would 
be over, and the Earth swallowed up 
by the sun, long before the job was fin-
ished. But flaws in the design of the 
Lorenz machine made it possible to 
break the job into tractable steps. Each 
channel was encrypted by the succes-
sive action of two code wheels. The 

Another myth is 
that code-breaking 
machines eliminated 
human labor and 
code-breaking skill.



JANUARY 2017  |   VOL.  60  |   NO.  1   |   COMMUNICATIONS OF THE ACM     33

viewpoints

sages a day, but by March, with the first 
Colossus still not fully operational, this 
had already risen to 20. More machines 
were ordered. Here too work was seg-
regated: cryptographers (overwhelm-
ingly male and upper middle class) 
directed female Colossus operators. 
Once chi wheel settings were known 
then psi and motor wheel settings were 
usually performed in the Testery. Using 
linguistic knowledge and craft skills, 
rather than mechanical aids, it took 
about an hour to identify the correct 
settings for a message if things went 
well. Bletchley Park had, after all, delib-
erately recruited champion crossword 
solvers. Colossus could handle this job, 
but usually helped out only when spare 
machine time was available. Once all 
settings were known women, mostly 
from working class backgrounds, oper-
ated machines to decrypt the messag-
es. The Tunny messages were translat-
ed by a mixed-gender group of middle 
class university graduates, analyzed by 
male intelligence specialists, and filed 
by women in a massive repository in-
dexed with punched cards.b

Tutte realized that his statistical 
method could also, given a sufficiently 
long message, be used to break wheels. 
The technique was called “rectangling” 
because it involved making a large ta-
ble tabulating every possible position 
of two wheels. The first two chi wheels 
repeated themselves every 1,271 char-
acters, meaning a very long message 
might contain a dozen or more charac-
ters encoded with each possible wheel 
combination. Whenever the psi wheels 
did not rotate, the sum of the deltas 
from the encrypted message would be 
the same as the sum of the deltas on 
the corresponding channel of the chi 
wheel sequence and the plain text. Be-
cause the deltas of the first two chan-
nels of plain text were disproportion-
ately likely to sum to zero, this exposed 
information about the wheel patterns. 
The encrypted message deltas tallied in 
each cell of the table gave clues about 
the sum of the deltas of the two cor-
responding code wheels. A high score 

b The gender and class background of the dif-
ferent jobs is taken from Christopher Smith, 
The Hidden History of Bletchley Park, Palgrave, 
2015. The work of Colossus operators is dis-
cussed in Abbate, J. Recoding Gender: Women’s 
Changing Participation in Computing. MIT 
Press, Cambridge, MA, 2012.

neously. The five most common deltas 
were (1,1,0,1,1), (1,1,1,0,0), (0,0,0,1,0), 
(1,1,1,1,1), and (0,0,0,0,0). In each 
case first two channels were either 
(1,1) or (0,0) and so added to 0. May-
be your school didn’t teach you that 
1+1=0, but in this context “addition” 
meant the logical operator XOR. Tutte 
devised a very simple method: (a) use 
all 1,271 possible wheel start posi-
tions to generate dechi for channels 1 
and 2, (b) for each dechi stream count 
the number of positions where deltas 
for channels 1 and 2 add to 0, (c) take 
the wheel settings with the highest 
count. Once settings for the first two 
wheels were found the process was re-
peated to identify the others. If every-
thing went well, this would set all five 
wheels by processing the encrypted 
message about 2,400 times.

Here, at last, was a way of breaking 
Tunny messages that did not depend on 
German laxity. It was possible to verify 
Tutte’s method with hand calculation, 
but no manual method that involved 
comparing lengthy sequences so many 
times would ever be practical for pro-
duction use. The success of the Bombes 
against Enigma made mechanization 
the obvious solution. Max Newman, a 
Cambridge mathematics lecturer, was 
put in charge of a small group exploring 
machine methods for Tunny.

Flowers and Colossus
Enter our third major protagonist, Tom-
my Flowers. Flowers came from a work-
ing class background, earning a degree 
in night school while working as an ap-
prentice. He rose through the engineer-
ing ranks of the General Post Office, 
the government monopoly responsible 
for telephone and telegraph service as 
well as mail delivery. By the time the war 
began he was the leading electronics 
specialist at the Post Office’s Dollis Hill 
research station. In January or February 
1943, Newman arranged for a contract 
with Dollis Hill to build parts of a pro-
totype machine able to apply Tutte’s 
statistical method. Flowers, and others 
at Dollis Hill, had already been work-
ing with Bletchley Park to explore the 
application of electronic, rather than 
mechanical, sensing units to the next 
generation of Bombes. 

Nicknamed “Heath Robinson,” 
after a British cartoonist known for 
drawing improbably complex ma-

chines, the prototype read two looped 
paper tapes. When implementing 
Tutte’s method one would hold the 
message text and one the coding key 
series produced by a particular pair 
of chi wheels. Dollis Hill’s experi-
ence with telegraphic equipment, 
and Flowers’ personal enthusiasm 
for electronic signal processing, came 
together in an optical sensing sys-
tem, able to coordinate the two tapes 
at up to 2,000 characters per second. 
This allowed it to evaluate all possi-
ble combinations for the first two chi 
wheels in about half an hour. After the 
prototype proved itself, during testing 
in mid-1943, Dollis Hill built several 
more Robinsons.

Back in March 1943, Flowers had 
also persuaded Newman to endorse ex-
perimental work on a machine able to 
simulate Tunny code wheels electroni-
cally rather than read them from tape. 
With no need to synchronize two tapes 
the message could be run at 5,000 char-
acters per second. More importantly, 
it became much easier to change bit 
patterns or set new combinations of 
wheels. This reduced set up time be-
tween runs, and opened the door to 
new analytical tactics. As well as cram-
ming electronic vacuum tubes into the 
simulated code wheels, Flowers used 
them liberally in its counters and in the 
logic circuits used to combine inputs 
in different ways. The first Colossus, 
delivered to Bletchley Park in January 
1944, had approximately 1,500 tubes, 
a huge number by the standards of the 
day, but Flowers later said he knew it 
could run reliably because of his pre-
war experiments with a prototype elec-
tronic telephone exchange. 

Colossus delivered a huge produc-
tivity boost. In February Newman’s sec-
tion was setting only four or five mes-

Technology 
transcended, rather 
than supplemented, 
human labor  
and bureaucracy.
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than expected. The more I look at those 
other projects of the 1940s the more 
amazed I am that the Dollis Hill team 
had the first Colossus installed and 
working at Bletchely Park less than a 
year after pitching it to Newman.

Remembering and Forgetting
Back to The Imitation Game, which never 
mentions Tunny, Flowers, Colossus, or 
Tutte. The end of the movie takes place 
several years after the war. Cumber-
batch’s Turing is coming apart mentally 
after being sentenced to compulsory 
hormone treatments intended to con-
tain his homosexual urges. He bumbles 
around his house in a bathrobe, drifting 
toward suicide, distracting himself only 
by building another Christopher. To 
send the audience out on a more cheer-
ful note, Joan Clarke, his friend and for-
mer fiancée, visits to point out that she 
had “just taken a train through a city 
that would not exist if it wasn’t for you. 
I bought a ticket from a man who would 
likely be dead if it wasn’t for you.” 

When victory was declared, Cum-
berbatch boasted that “the war was 
really just a half-dozen crossword en-
thusiasts in a tiny village in the south 
of England. Was I God? No. Because 
God didn’t win the war.” I’m sure that 
the real Turing never dismissed the 
millions who fought and died in this 
way. He wasn’t an idiot. But beneath 
the film’s sepia nostalgia lies a very 
modern delusion: established insti-
tutions (such as government and the 
military) are so dysfunctional, and or-
dinary people so irrelevant, that tech 
geniuses must secretly seize power. 
To put that another way, Turing 
wasn’t Peter Thiel.

Tutte made the same kind of daz-
zling intellectual contributions as Tur-
ing to the success of Bletchley Park. 
But brilliance alone does not win one 
the kind of fame that culminates in a 
glossy scientific biopic—an extremely 
rare honor. After earning his Ph.D. in 
1948 Tutte followed the trajectory of 
his wartime work into a distinguished 
mathematical career focused on 
graphs and matroids. He is well re-
membered in those fields, and his war-
time contribution is documented, for 
those who care, in several histories of 
Bletchley Park. Tragedy and drama at-
tracted Hollywood to the lives of Alan 
Turing, Stephen Hawking (The Theory 

pointed to a delta total of one, a low 
score to a total of zero. Codebreakers 
worked from estimates of the delta to-
tals back to the separate deltas on each 
wheel, using a technique similar to the 
solving of a “magic rectangle.” These 
candidate wheel deltas were then set 
up on Colossus, and varied over many 
runs to maximize fit with other mes-
sages using the same wheel patterns. 
Later versions of Colossus included 
an extra control panel, making it eas-
ier to set up and test candidate wheel 
patterns without going around to the 
back of the machine. Once the deltas 
for each wheel were established deriv-
ing the raw wheel patterns was trivial 
in comparison. Wheel breaking, like 
wheel setting, no longer relied on slips 
by the German operators. This was just 
as well, because in July 1944 they start-
ed changing all wheel patterns daily.

Colossus in Context
Turing is often misidentified by 
journalists as the creator of Colos-
sus. As I discussed in a previous col-
umn, the “Matthew Effect” means 
that all the credit for any technical 
achievement tends to go to the most 
famous person tangentially asso-
ciated with it. The Imitation Game 
further confuses this: “I want Chris-
topher to be … a digital computer” 
Cumberbatch says of his Bombe, af-
ter being asked whether he is trying 
to build a Turing machine. 

This seems to deliberately blur the 
Bombe with Colossus, which has often 
been called “the first programmable 
electronic computer,” though Flowers 
himself was ambivalent about calling it 
a computer in his talks and articles. He 
saw it as a “processor,” part of the evolu-
tion of digital bit stream manipulation 
toward his dream of a fully electronic 
telephone exchange. After working with 
Mark Priestley on a detailed analysis of 
Colossus I agree with Flowers. Colos-
sus could be set up to combine input 
bitsteams from tape and the simulated 
code wheels in many different ways, 
running the selected inputs through a 
network of logic gates. This gave it the 
flexibility to carry out many different 
Tunny-related attacks. Because it did 
not include any hardware for arithmetic 
calling it a computer confuses things, 
whether we go by today’s meaning of 
the word or 1940s definitions. Its con-

figurable logic was stateless, used only 
to combine the current set of inputs to 
increment, or not increment, each of 
its five counters. The counters retained 
state from one tape character to the 
next, but the logic networks could not 
access this information. Neither was it 
programmable, as its basic sequence 
of operations was fixed (though many 
parameters could be set with switch-
es). Colossus was a milestone in the 
development of digital electronics, in-
corporating many of the circuits and 
hardware features later used to build 
computers. But it had a quite different 
purpose, and different architecture, 
from an electronic computer.

Newly declassified information 
gives us a better sense of just how im-
pressive Colossus was. During the war 
the U.S. commissioned dozens of dif-
ferent specialized code-breaking ma-
chines from prominent companies and 
research centers such as IBM, NCR, 
Bell Labs, and MIT. Almost without ex-
ception the most technologically am-
bitious projects, such as microfilm and 
electronic memories, were late, aban-
doned before completion, or proved so 
unreliable as to be useless. Even some 
of the more technologically conserva-
tive projects, such as a million-dollar 
giant Bombe built by Bell Labs, fizzled 
in use because they were constructed 
without a good grasp of code-breaking 
practice.c Likewise, pretty much all 
post-war electronic computers, which 
like Colossus depended on making 
thousands of vacuum tubes work 
together, were plagued by reliability 
problems and took far longer to finish 

c These projects are described in Burke, C.B. It 
Wasn’t All Magic: The Early Struggle to Automate 
Cryptanalysis, 1930s–1960s. National Security 
Agency, 2002.

Newly declassified 
information gives 
us a better sense of 
just how impressive 
Colossus was.
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of Everything), and John Nash (A Beau-
tiful Mind). Contentment is not as ex-
citing to watch as tragedy, but most of 
us would prefer it for ourselves. I don’t 
think Tutte minded this relative ne-
glect—he appears to have lived a long, 
happy, and active life full of scholarly 
accomplishments and recognition, 
including appointment as a Fellow of 
the Royal Society and even the posthu-
mous naming of an asteroid.

Flowers was less satisfied than Tutte 
with his career, never entirely realizing 
his vision for a fully electronic telephone 
exchange. His relative obscurity reflects 
a larger tendency to remember concep-
tual breakthroughs and ideas, which 
fit the stereotype of individual genius, 
rather than system building accomplish-
ments, which are inherently team based. 
He lived to experience a small measure 
of fame for his work on Colossus, but 
seemed bitter, complaining that his ca-
reer was over before he could benefit 
from this newfound respect. His reputa-
tion has continued to grow, and in the 
past few years a postage stamp and a dis-
play in the Science Museum in London 

have celebrated Colossus as a founding 
contribution to digital technology. 

The real story of Bletchley Park is 
one of teamwork on a massive scale, 
in which good management and ef-
fective procurement were just as im-
portant as individual scientific ge-
nius. Tutte and Flowers did not win 
the war by themselves, any more than 
Turing did. But, whether or not the 
Colossus story ever makes it to the 
big screen, each played an outsize 
role in the defeat of fascism. 

Further reading

Copeland, Jack. 
Colossus: The First Electronic Computer. 
Oxford University Press, New York, 2006. 
A compendium of analysis, reprinted 
historical documents and memoir. 
Contains Tutte’s own description of his 
breakthroughs against Tunny.

Gannon, Paul. 
Colossus: Bletchley Park’s Greatest Secret 
(Atlantic Books, 2006). The clearest overall 
history of Colossus.

Hodges, Andrew. 
Alan Turing: The Enigma. Princeton 
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as natural-sounding voices, facial ex-
pressions, and simulated displays of 
human emotions. Each of these tech-
niques has valuable application to 
human-computer interfaces, but not 
when their primary effect is to fool or 
mislead. Attempts to dress up signifi-
cant AI accomplishments with human-
oid flourishes does the field a disser-
vice by raising inappropriate questions 
and implying there is more there than 
meets the eye. Was IBM’s Watson 
pleased with its “Jeopardy!” win? It 
sure looked like it. This made for great 

T
HE  D OM IN A NT PUBLIC narra-
tive about artificial intelli-
gence is that we are building 
increasingly intelligent ma-
chines that will ultimately 

surpass human capabilities, steal our 
jobs, possibly even escape human 
control and kill us all. This misguided 
perception, not widely shared by AI 
researchers, runs a significant risk of 
delaying or derailing practical applica-
tions and influencing public policy in 
counterproductive ways. A more appro-
priate framing—better supported by 
historical progress and current devel-
opments—is that AI is simply a natural 
continuation of longstanding efforts to 
automate tasks, dating back at least to 
the start of the industrial revolution. 
Stripping the field of its gee-whiz apoc-
alyptic gloss makes it easier to evaluate 
the likely benefits and pitfalls of this 
important technology, not to mention 
dampen the self-destructive cycles of 
hype and disappointment that have 
plagued the field since its inception.

At the core of this problem is the 
tendency for respected public figures 
outside the field, and even a few within 
the field, to tolerate or sanction over-
blown press reports that herald each 
advance as startling and unexpected 
leaps toward general human-level in-
telligence (or beyond), fanning fears 
that “the robots” are coming to take 
over the world. Headlines often tout 
noteworthy engineering accomplish-
ments in a context suggesting they con-
stitute unwelcome assaults on human 

uniqueness and supremacy. If comput-
ers can trade stocks and drive cars, will 
they soon outperform our best sales 
people, replace court judges, win Os-
cars and Grammys, buy up and develop 
prime parcels of real estate for their 
own purposes? And what will “they” 
think of “us”? 

The plain fact is there is no “they.” 
This is an anthropomorphic conceit 
borne of endless Hollywood blockbust-
ers, reinforced by the gratuitous inclu-
sion of human-like features in public 
AI technology demonstrations, such 

Viewpoint 
Artificial Intelligence: 
Think Again 
Social and cultural conventions are an often-neglected  
aspect of intelligent-machine development.
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ket transitions can take considerable 
time, causing serious hardships for 
displaced workers. And if AI acceler-
ates the pace of automation, as many 
predict, this rapid transition may cause 
significant social disruption.

But which jobs are most at risk? To 
answer this question, its useful to ob-
serve that we don’t actually automate 
jobs, we automate tasks. So whether a 
worker will be replaced or made more 
productive depends on the nature of 
the tasks they perform. If their job in-
volves repetitive or well-defined proce-
dures and a clear-cut goal, then indeed 
their continued employment is at risk. 
But if it involves a variety of activities, 
solving novel challenges in chaotic or 
changing environments, or the authen-
tic expression of human emotions, 
they are at far lower risk. 

So what are the jobs of the future? 
While many people tend to think of 
jobs as transactional, there are plenty 
of professions that rely instead on 
building trust or rapport with other 
people. If your goal is to withdraw 
some spare cash for the weekend, an 
ATM is as effective as a teller. But if you 
want to secure an investor to help you 
build your new business, you won’t be 
pitching a machine anytime soon. 

This is not to say that machines 
will never sense or express emotions; 
indeed, work on affective computing 
is proceeding rapidly. The question 
is how these capabilities will be per-
ceived by users. If they are understood 
simply as aids to communication, they 
are likely to be broadly accepted. But if 
they are seen as attempts to fake sym-
pathy or allay legitimate concerns, they 
are likely to foster mistrust and rejec-
tion—as anyone can attest who has 
waited on hold listening to a recorded 
loop proclaim how important their call 
is. No one wants a robotic priest to take 
their confession, or a mechanical un-
dertaker to console them on the loss of 
a loved one.

Then there are the jobs that involve 
demonstrations of skill or convey the 
comforting feeling that someone is 
paying attention to your needs. Except 
as a novelty, who wants to watch a self-
driving racecar, or have a mechanical 
bartender ask about your day while 
it tops up your drink? Lots of profes-
sions require these more social skills, 
and the demand for them is only going 

television, but it also encouraged the 
audience to overinterpret the actual 
significance of this important achieve-
ment. Machines don’t have minds, and 
there is precious little evidence to sug-
gest they ever will.

The recent wave of public suc-
cesses, remarkable as they are, arise 
from the application of a growing col-
lection of tools and techniques that 
allow us to take better advantage of 
advances in computing power, stor-
age, and the wide availability of large 
datasets. This is certainly great com-
puter science, but it is not evidence 
of progress toward a superintelli-
gence that can outperform humans at 
any task it may choose to undertake. 
While some of the new tools—most 
notably in the field of machine learn-
ing—can be broadly applied to classes 
of tasks that may appear unrelated 
to the non-technical eye, in practice 
they often rely upon certain common 
attributes of the problem domains, 
such as enormous collections of ex-
amples in digital form. High-speed 
trading algorithms, tracking objects 
in videos, and predicting the spread 
of infectious diseases all rely on tech-
niques for finding subtle patterns in 
noisy streams of real-time data, and 
so many of the tools applied to these 
apparently diverse tasks are similar.

We are certainly using machines to 
perform all sorts of real-world tasks 
that people perform using their native 
intelligence, but this does not mean 
the computers are intelligent. It mere-
ly means there are other ways to solve 
these problems. People and computers 
can play chess, but it is far from clear 
that they do it the same way. Recent 
advances in machine translation are re-
markably successful, but they rely more 
on statistical correlations gleaned from 
large bodies of concorded texts than on 
fundamental advances in the under-
standing of natural language. 

Machines have always automated 
tasks that previously required human ef-
fort and attention—both physical and 
mental—usually by employing very dif-
ferent techniques. And they often do 
these tasks better than people can, at 
lower cost, or both—otherwise they 
would not be useful. Factory automation 
has replaced myriad highly skilled and 
highly trained workers, from sheet met-
al workers to coffee tasters. Arithmetic 

problems that used to be the exclusive 
domain of human “calculators” are now 
performed by tools so inexpensive they 
are given away as promotional trinkets 
at trade shows. It used to take an army of 
artists to animate Cinderella’s hair, but 
now CGI techniques render Rapunzel’s 
flowing locks. These advances do not de-
mean or challenge human capabilities; 
instead they liberate us to perform ever 
more ambitious tasks. 

Some pundits warn that computers 
in general, and AI in particular, will 
lead to widespread unemployment. 
What will we do for a living when ma-
chines can perform nearly all of to-
day’s jobs? A historical perspective re-
veals a potential flaw in this concern. 
The labor market constantly evolves 
in response to automation. Two hun-
dred years ago, more than 90% of the 
U.S. labor force worked on farms. Now, 
barely 2% produce far more food at a 
fraction of the cost. Yet, everyone isn’t 
out of work. In fact, more people are 
employed today than ever before, and 
most would agree their jobs are far less 
taxing and more rewarding than the 
backbreaking toil of their ancestors. 
This is because the benefits of automa-
tion make society wealthier, which in 
turn generates demand for all sorts of 
new products and services, ultimately 
expanding the need for workers. Our 
technology continually obsoletes pro-
fessions, but our economy eventually 
replaces them with new and different 
ones. It is certainly true that recent 
advances in AI are likely to enable the 
automation of many or most of today’s 
jobs, but there is no reason to believe 
the historical pattern of job creation 
will cease. 

That’s the good news. The bad news 
is that technology-driven labor mar-

Machines don’t  
have minds, and  
there is precious  
little evidence  
to suggest  
they ever will.
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sign problems, not the unpredictable 
consequences of tinkering with some 
presumed natural universal order. 
Good products, including increasingly 
autonomous machines and applica-
tions, don’t go haywire unless we de-
sign them poorly. If the HAL 9000 kills 
its crewmates to avoid being deactivat-
ed, it is because its designers failed to 
prioritize its goals properly. 

To address these challenges, we 
need to develop engineering stan-
dards for increasingly autonomous 
systems, perhaps by borrowing con-
cepts from other potentially hazard-
ous fields such as civil engineering. 
For instance, such systems could in-
corporate a model of their intended 
theater of operation, (known as a 
Standard Operating Environment, or 
SOE), and enter a well-defined “safe 
mode” when they drift out of bounds. 
We need to study how people naturally 
moderate their own goal-seeking be-
havior to accommodate the interests 
and rights of others. Systems should 
pass certification exams before de-
ployment, the behavioral equivalent 
of automotive crash tests. Finally, we 
need a programmatic notion of basic 
ethics to guide actions in unantici-
pated circumstances. This is not to 
say machines have to be moral, simply 
that they have to behave morally in rel-
evant situations. How do we prioritize 
human life, animal life, private prop-
erty, self-preservation? When is it ac-
ceptable to break the law? 

None of this matters when comput-
ers operate in limited, well-defined 
domains, but if we want AI systems 
to be broadly trusted and utilized, we 
should undertake a careful reassess-
ment of the purpose, goals, and po-
tential of the field, as least as it is per-
ceived by the general public. The plain 
fact is that AI has a public relations 
problem that may work against its own 
interests. We need to tamp down the 
hyperbolic rhetoric favored by the pop-
ular press, avoid fanning the flames of 
public hysteria, and focus on the chal-
lenge of building civilized machines 
for a human world.  

Jerry Kaplan (jerrykaplan@stanford.edu) is a visiting 
lecturer in computer science at Stanford University  
and a fellow at the Stanford Center for Legal Informatics. 
His latest book is Artificial Intelligence: What Everyone 
Needs to Know (Oxford University Press, 2016). 
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to grow as our disposable income in-
creases. There’s no reason in principle 
we can’t become a society of well-paid 
professional artisans, designers, per-
sonal shoppers, performers, caregiv-
ers, online gamers, concierges, cura-
tors, and advisors of every sort. And 
just as many of today’s jobs did not ex-
ist even a few decades ago, it is likely a 
new crop of professions will arise that 
we can’t quite envision today. 

So the robots are certainly com-
ing, but not quite in the way most 
people think. Concerns that they are 
going to obsolete us, rise up, and take 
over, are misguided at best. Worrying 
about superintelligent machines dis-
tracts us from the very real obstacles 
we will face as increasingly capable 
machines become more intricately 
intertwined with our lives and be-
gin to share our physical and public 
spaces. The difficult challenge is to 
ensure these machines respect our 
often-unstated social conventions. 
Should a robot be permitted to stand 
in line for you, put money in your 
parking meter to extend your time, 
use a crowded sidewalk to make de-
liveries, commit you to a purchase, 
enter into a contract, vote on your 
behalf, or take up a seat on a bus? 
Philosophers focus on the more ob-
vious and serious ethical concerns—
such as whether your autonomous 
vehicle should risk your life to save 
two pedestrians—but the practical 
questions are much broader. Most AI 
researchers naturally focus on solv-
ing some immediate problem, but in 
the coming decades a significant im-
pediment to widespread acceptance 
of their work will likely be how well 
their systems abide by our social and 
cultural customs. 

Science fiction is rife with stories 
of robots run amok, but seen from an 
engineering perspective, these are de-
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The ITAR changes have drawn no 
shortage of criticism7 with some argu-
ing, for example, that the regulations 
have made the U.S. uncompetitive in 
the space and aerospace industries. 
Others3 have asserted that they may 
violate freedom of speech protections 
embodied in the U.S. Constitution. 
Previous work5 has highlighted the im-
pact that these regulations may have 
on small businesses, academic institu-
tions, and individuals and proposed a 
safe harbor be created for these groups 
(with the space and aerospace indus-
tries specifically considered). 

W
HILE  IT IS  an old adage 
that the pen is mighti-
er than the sword, the 
U.S. Department of 
State may have taken 

this concept a bit far too in classifying 
your email client as a munition. On 
June 3, 2015, the U.S. Department of 
State released new proposed Interna-
tional Trafficking in Arms Regulations 
(ITAR) rules.8 Unlike many of the previ-
ous rulemaking releases that were part 
of this process, this release dealt with 
general terms that underlie the regula-
tions in many other sections. As part of 
these, seemingly innocuous, changes, 
they replaced several definitions. This 
Viewpoint considers the impact of 
these changes on the U.S. software in-
dustry and software education.

The U.S. has a very real need to pro-
tect certain information. Some of this 
information is so sensitive that it can 
be made available to only select indi-
viduals within or working for the gov-
ernment. A classification mechanism 
exists for this government-originated 
information that restricts it to only 
authorized users. The location, con-
figuration, and capabilities of mili-
tary assets and other similar infor-
mation fall under this regime. Other 
information and certain goods are 
also seen as providing the U.S. strate-
gic advantage and thus are restricted 
to only U.S. and authorized foreign 

use. Two regimes exist for controlling 
this information and these goods: the 
ITAR6 and the Export Administration 
Regulations (EAR).2 The former cov-
ers items that have a definitive mili-
tary use (or for which military use is 
likely); the later covers less harmful 
goods. ITAR items are regulated by 
the U.S. Department of State, while 
EAR items are regulated by the U.S. 
Department of Commerce. The two 
regimes have many similarities; how-
ever, the process, certain exemptions 
and the penalties for violation can dif-
fer significantly. 

Viewpoint 
Effects of International 
Trafficking in Arms 
Regulations Changes 
Considering the impact of recent ITAR changes to  
the U.S. software industry and software education. 
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This Viewpoint bypasses the often 
discussed question of what the role of 
export control should be in our society 
and whether current regulations meet 
this goal and instead focuses on the 
impact of several changes to the ITAR 
that have been recently proposed. It is 
important to note that these changes 
are simply being proposed at this point, 
precisely so that a dialog (like the one 
hopefully started here) can be conduct-
ed to inform the agency’s final actions.

The proposed changes8 were re-
leased as a proposed rule. The formal 
public comment period on this closed 
on August 3, 2015. The agency could, 
conceivably, still consider informal 
public comments. The next step in this 
process would, typically, be the release 
of a final rule (or the agency may opt 
to solicit feedback again before mak-
ing a final rule, depending on a variety 
of factors). Of course, further changes 
to these rules could be initiated by the 
agency (at the request of the public or 
at its own initiative) or be necessitated 
by congressional action.

What Changed
In the June 3, 2015 proposed rulemak-
ing,8 several critical aspects of ITAR 
were changed:

 ˲ Software was moved from falling 
under technical data to being a defense 
article. While the associated commen-
tary states that this is “not a substan-
tive change,” this may be incorrect as 
certain sections of ITAR (for example, 
defense service regulation) apply dif-
ferently to technical data versus de-
fense articles.9

 ˲ The definition of public domain 
was changed significantly. Specifically 
“technical data or software, whether or 
not developed with government fund-
ing, is not in the public domain if it 
has been made available to the public 
without authorization from” one of 
several enumerated federal agencies. 
This effectively curtails the ability of 
private-sector research firms to use the 
public domain exemption as a pathway 
to ITAR exemption.10

 ˲ Private entities conducting feder-
ally funded research can qualify under 
the fundamental research exemption.11

Analysis of the Impact and 
Importance of these Changes
The proposed changes will be analyzed 

from three perspectives: the U.S. soft-
ware industry (with a particular focus 
on small developers), computer sci-
ence educators, and the scientific en-
terprise in general. 

U.S. software industry. From the 
perspective of the U.S. software indus-
try, the changes are potentially prob-
lematic. Several sections are vague and 
could pull large segments of commer-
cial software under the control of ITAR 
(meaning that sales, even in the U.S., 
would have to be closely monitored to 
ensure they were only to U.S. persons or 
a license would need to be obtained). 
For example, Category IX includes:12

Software and associated databases 
not elsewhere enumerated in this sub-
chapter that can be used to model or 
simulate the following:

 ˲ Trainers enumerated in paragraph 
(a) of this category;

 ˲ Battle management;
 ˲ Military test scenarios/models

This would seem to encompass 
many battle-type games (notably, these 
types of games have been demonstrat-
ed to be usable for troop training4); 
however, the broad language “software 
… that can be used” could ensnare op-
erating systems and other benign ap-
plications that might have a supporting 
role in such modeling or simulation. 
Presumably, it is not the intent of the 
State Department to regulate the entire 
domestic software industry. However, 
fear and uncertainty could have a chill-
ing effect on domestic development, 
sales, and exports. This may be particu-
larly problematic for small firms that 
cannot afford to hire attorneys to ad-
vise them on ITAR compliance. Certain 
types of cyberphysical systems (for ex-
ample, “vehicle management comput-
ers”13 and security systems14) and their 
associated software may be particular-
ly difficult to find an exemption for.

Computer science educators. For-
tunately, a note15 carves out an exemp-
tion for many educational activities, 
exempting “instruction in general sci-
entific, mathematical, or engineering 
principles commonly taught in schools, 
colleges, and universities.” However, 
what may be implicated under the new 
regulations is the assistance that could 
otherwise be provided to students 
working on their own efforts (for ex-
ample, in the context of project-based 
learning.15 The new language may also 

impair faculty aid to student start-ups, 
spin-outs and industry collaboration. 
Because software is now defined as a 
defense article, much of this aid may 
qualify as a defense service.

For example, while a university fac-
ulty member might be able to provide 
foreign national students instruction 
on a topic, he or she could be precluded 
(absent application and approval) from 
providing feedback on an extracurricu-
lar project. Depending on how “instruc-
tion” is defined, this prohibition could 
even be taken to extend to providing 
feedback and guidance on class-relat-
ed project based learning activities. If 
these same foreign national students 
sought to start a small business related 
to the material they had learned, the 
faculty member would not be able to 
assist them without securing approval. 

The research enterprise. While 
research in academia enjoys similar 
protection to before (embodied in a 
new section 120.49), industry loses 
a key exemption that has allowed 
them to participate in scientific dis-
course: the public domain exemp-
tion. While the university exemption 
is now expanded to cover federally 
funded research in industry, materi-
als meeting the previous definition of 
being in the public domain (note that 
public domain is defined differently 
in ITAR than under copyright law) 
do not qualify for an exemption un-
less authorized. Authorizing agencies 
include the Directorate of Defense 
Trade Controls, The Department of 
Defense’s Office of Security Review, 
“relevant U.S. government contract-
ing” entities “with authority” or “an-
other U.S. government official with 
authority.”14 Making technical data 

The ITAR changes 
have drawn no 
shortage of criticism, 
with some arguing 
that the regulations 
have made the U.S. 
less competitive.
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proactive involvement will also facili-
tate the shaping of this important topic 
into the future. 
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the proposed rule to explicitly include 
anything previously meeting the pub-
lic domain definition under the cur-
rent language (before the change was 
made) in the public domain definition 
and anything substantially similar (in 
that it proposes no new export con-
trol concerns) to items currently in the 
public domain would eliminate some 
problems. More broadly, the notion of 
what information and software should 
and should not be controlled by the De-
partment of State should be a topic for 
greater debate, as there is clearly a bal-
ance that needs to be struck.

Finally, enacting a safe harbor (as 
proposed by Straub and Vacek5) could 
be an important step to keeping small 
businesses and individuals innovat-
ing. The safe harbor proposed suggest-
ed that in most cases the government 
must show actual harm (as opposed 
to just a, prospectively technical, rules 
violation) to be successful in a prosecu-
tion or civil claim.

Conclusion
This most recent set of proposed chang-
es to the ITAR attempt to clarify several 
topics. They better define the concept 
of what is and is not protected by the 
exemption related to fundamental re-
search (likely narrowing the definition 
somewhat from what it may be per-
ceived as, at present). They add addi-
tional sections codifying definitions for 
development, production, release and 
retransfer. Further, they add and ex-
pand several types of export definitions.

Problematically, however, they also 
regulate software development activi-
ties that are not defense directed. They 
raise consideration of whether certain 
instructional activities may constitute 
defense services, with regard to soft-
ware (now a defense article) develop-
ment and they prospectively impair the 
dissemination of research by corporate 
researchers (and, prospectively, harm 
collaboration between corporate scien-
tists and their university counterparts). 

The foregoing illustrates the neces-
sity for the computer science and the 
greater scientific community to get 
more involved with policy develop-
ment. In the short term, it is important 
to clarify the State Department’s intent 
with regards to the foregoing (much 
of which may be unanticipated or un-
intended consequences). Continued 

publically available (a key component 
of the public domain exemption) over 
the Internet is now defined as a type 
of export (irrespective of whether it 
reaches a foreign person), which may 
impair growth in Internet software 
delivery and cloud services.17 

This change could prospectively re-
duce the participation of industry in 
conferences and other (for example, 
journal) publications. The need for 
agency approval may increase the ex-
pense incurred by members of the pub-
lic and small and large businesses for 
participating in presentations and pub-
lications. This change, thus, may reduce 
privately funded research outside of the 
university environment. A small busi-
ness that has developed an innovative 
technology, for example, may decide 
that the risk created by non-review and 
the cost and delay of government review 
make publication of their work unten-
able. This firm may, thus, decide not to 
allow publication, impairing the use of 
the discovery by the broader scientific 
community and the career advancement 
of the scientist who made the discovery.

Pathway to Correction
A logical question, following from the 
foregoing identified problems, is how 
to prospectively correct these (possi-
bly unintended) impacts of the ITAR 
changes. This would seem to have sev-
eral prospective approaches. 

The first is to create a separate clas-
sification for software that is neither 
technical data nor a defense article. 
This would allow regulations to be cre-
ated and applied specifically to software 
(which is arguably different from both 
other categories and doesn’t fit perfect-
ly in either) after appropriate consider-
ation of the needs related specifically to 
defense versus general-use software.

The second issue is the change to the 
public domain definition. Setting up 
the government as the clearinghouse of 
what is and is not in the public domain 
(particularly without any consideration 
to items previously generally available) 
is inherently problematic. The old ap-
proach (which allowed a pathway for 
almost anything that wasn’t govern-
ment funded or classified to enter the 
public domain) was probably overly 
broad; however, the proposed approach 
is problematically burdensome and re-
strictive. In the short term, changing 
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R E CENTLY,  I  WAS  talking to one of my employees about 
one of my least/most favorite topics in the whole 
world: conflict.

I am conflicted about conflict. On one hand, I hate 
it. Hearing people disagree, even about minor things, 
makes me want to run through the nearest wall and 
curl up under my bed until it’s over.

On the other hand, when it happens, I always want 
to get into it.

I think that urge to jump in and get involved actually 
comes from my discomfort with conflict; I hate it so 
much that when it comes up, I just want to dive in so it 
can be over as soon as possible.

I have this need to help everyone understand each 
other’s point of view, show them what they have in 
common, and make it so the conflict is just over.

By leaning into conflict, rather than trying to avoid 
it, I think you can often actually get it over with faster. 
And it’s a pretty good thing to be known as a person 
who can help everyone get on the same page and get 
back to being productive.

How do you feel about conflict? Es-
pecially conflict at work?

In a perfect world, we would all get 
along with our coworkers and bosses 
all the time. Unfortunately, we don’t 
live in a perfect world.

While most of us make our best 
efforts to avoid conflict at work, oc-
casionally it is unavoidable. Here are 
some of my best tips on how to make 
all of your conflicts in the workplace 
healthy and (hopefully) productive, so 
you can move on and get back to what 
really matters.

1. Give Up on the Idea of “Winning”
The best way to win an argument is to 
let go of the idea that you actually have 
something to “win.”

Winning, in this case, doesn’t mean 
getting your way or showing the op-
position how they are wrong. Instead, 
it means being the person who helps 
everyone get on the same page so every-
one can move forward. 

With most technical decisions 
there aren’t “right answers;” there 
are only different approaches that all 
have pros and cons. Getting aligned 
in the decision-making process and 
determining which trade-offs are ac-
ceptable is better than trying to dem-
onstrate who is right.

If you want to be successful (wheth-
er as a leader or a senior engineer), you 
need to be someone who can look at 
the big picture, assess how to move for-
ward, and then get everyone working 
on the same page again. That is true 
leadership and what most managers 
value in great employees.

2. Start by Looking  
for Common Ground
At the heart of many workplace con-
flicts is often a common goal. Two 
people disagreeing over strategy 
might have the shared goal of want-
ing to execute a project at the highest 
quality possible. Their conflict isn’t 
as deep as it might look from the out-
side; really, they already agree on the 
important parts and are just fighting 
about details. 
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Conflict
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For example, this happens a lot 
when you have operations and soft-
ware development teams with compet-
ing priorities: the ops team wants to 
minimize change and risk (and thereby 
operations), and the dev team wants to 
ship their features as fast as possible. 
The reality is both teams should be 
focused on the best thing for the busi-
ness and the customer—which is likely 
somewhere in the middle.

When you can see what you have in 
common with the other side, then you 
can start to sort out the facts and deter-
mine the key priorities.

 ˲ Why does each person think what 
they think?

 ˲ Is there outside information that 
could influence or persuade them oth-
erwise?

 ˲ Why do you think what you think?
Finding common ground makes 

compromise easier, since the other 
person’s perspective can feel relat-
able and reasonable, and you realize 
that person is more like you than you 
thought.

3. Don’t Blow Up  
(And If You Do, Leave)
It’s really difficult to agree with or give 
in to someone you’re mad at. The more 
worked up you are, the more defensive 
you get and the less listening you do. 

Not only will you be damaging the 
relationship if you blow up at the other 
person, but you also won’t be getting 
any closer to a resolution. It is a waste 
of everyone’s time. It is easy to lose 
your temper when you get frustrated 
or feel like you aren’t being heard (or 
understood)—but this is such an im-
portant lesson to remember. You have 
to keep your cool.

If either you or the other person is 
losing it, walk away. Explain that you 
need to take a break, and come back 
later. If need be, apologize and then 
come back to the question when you 
have a cooler head and are more likely 
to be thinking logically.

4. Focus On the Facts 
(Not the Perceptions)
You might think you know why a per-
son has a certain opinion or why they 
do their work a certain way, but don’t 
assume. Chances are, you are wrong, 
and, besides, nobody takes kindly to 
hearing what other people think of 
them (especially if they are worked up 
and frustrated).

The best thing you can do during a 
conflict is to focus on the facts. Speak 
only for yourself. Avoid saying things 
like, “We all think … ” or “You’re just 
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the blowup was big enough or causes 
enough long-term damage.

One bad interaction can turn into a 
bad relationship, which can have wide-
reaching negative impacts on your ca-
reer. Better to get the situation resolved 
now, so you can all move on.

It might be tempting to throw 
up your hands and say, “We’ll never 
agree!” but it is better to seek a conclu-
sion to the conflict than just to accept 
it. Maybe you ultimately will decide 
you and this other person just have to 
“agree to disagree,” but it is better to 
have that be a mutual decision than for 
one of you to walk away.

Remember, It’s About 
Resolution, Not Winning
You don’t always have to agree 100% in 
order to perform well in your job. Don’t 
focus so much on winning that you turn 
into a sore loser if someone else appears 
to come out on top in the conflict.

Even if you don’t get your way, re-
member that at the end of the day, it is 
your job to be aligned with your team 
and do great work.

If you pout and phone in your work 
because you didn’t get your way, people 
will notice and they will remember—
and that will make it even more diffi-
cult to get your way in the future.

If, however, you can work through 
a conflict, be a great teammate, and 
still produce great work, then you 
will become a respected authority 
on your team. The longer your track 
record of successfully managing and 
negotiating conflict, the better it will 
serve you in the long run than win-
ning one fight. 
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saying that because … ” Instead, talk 
about your experience, your knowl-
edge, and the facts at hand.

Try to take as much emotion and 
projection out of it as possible, and just 
look at what is in front of you.

 ˲ What is the goal?
 ˲ What are the possible solutions?
 ˲ How can we measure each of them?
 ˲ Do we have any experiences or re-

sources we can draw on to get more in-
formation?

 ˲ How can we reach a compromise 
that acknowledges everyone’s needs?

5. Repeat the Other Person’s 
Words Back to Them
In an argument, it can be tempting 
to reiterate your position again and 
again. We all want to feel that we are 
being heard, and when emotions are 
hot, it is difficult to think beyond our 
own opinions.

The more you can listen to the oth-
er person, however, the more you will 
make them feel heard (which lowers 
the level of conflict) and the more 
you will understand their perspective 
(which will help you uncover what 
you need to know to find a workable 
resolution).

Repeating the other person’s words 
back to them is a great way to do this. 

When someone finishes making a 
point, you can acknowledge that you 
heard it by saying, “OK, that makes 
sense. Just to make sure I completely 
understand, you are saying … ” and re-
peat their key points. 

When people feel they are being 
heard, they are more likely to compro-
mise because they feel like their per-
spective is being taken into account 
in the decision. (And feeling like they 
weren’t being heard is likely what 
started the conflict in the first place.)

6. Stick With It and 
Seek a Conclusion
It can be tempting to implement the 
silent treatment or simply walk away 
when someone disagrees with you, 
but it’s important to see the conflict 
through to resolution.

As painful as that might sound, 
imagine the alternative: seething 
frustration that drags on for hours, 
days, or even years, and damages 
your relationships with coworkers—
and maybe even your reputation, if 

When people feel 
they are being 
heard, they are 
more likely  
to compromise 
because  
they feel like  
their perspective  
is being taken  
into account in  
the decision. 
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T H E  2 0 0 8  P U B L I C AT I O N  of “OpenFlow: Enabling 
Innovation in Campus Networks” introduced the 
idea that networks (originally campus and enterprise 
networks) can be treated more like flexible software 
rather than inflexible infrastructure, allowing new 
network services and bug fixes to be rapidly and 
safely deployed.7

Since then many have shared their ex-
periences using software-defined net-
working (SDN) and OpenFlow in wide 
area and data center networks, includ-
ing at Google.10 This article returns to 
enterprise and campus networks, pre-
senting an open source SDN controller 
for such networks: Faucet. The Faucet 
controller provides a “drop-in” replace-
ment for one of the most basic network 
elements—a switch—and was created 
to easily bring the benefits of SDN to 
today’s typical enterprise network.5

SDN enables such safe and rapid 
development and deployment of net-
work features through automated 

testing of both hardware and soft-
ware, without time-consuming man-
ual lab testing. As described here, a 
complete control-plane upgrade can 
be done, while the network is run-
ning, in a fraction of a second.

Security of networks is a concern 
for all network operators and users. A 
zero-day attack on the network itself 
is especially worrisome because it can 
impact the security of all users and ser-
vices on the network. Therefore, it is 
critical that network operators have a 
way of responding rapidly, both to de-
ploy new security features or mitigate 
vulnerabilities in advance of an attack 
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and to restore a network currently un-
dergoing an attack as quickly and com-
pletely as possible, with as little risk 
as possible. SDN builds this ability to 
change and respond into the network 
itself at a very low level, which is be-
yond the reach of an external security 
device such as a firewall.

Faucet has been tested, and it per-
forms. It has been deployed in various 
settings, including the Open Network-
ing Foundation, which runs an in-
stance of Faucet as its office network. 
Faucet delivers high forwarding perfor-
mance using switch hardware, while 
enabling operators to add features to 
their networks and deploy them quick-
ly, in many cases without needing to 
change (or even reboot) hardware. Fur-
thermore, it interoperates with neigh-
boring non SDN network devices.

Faucet was built on the OpenFlow 
1.3 standard.8 Without the availability 
of commercial hardware supporting 
this standard, it would not have been 
possible. Multiple vendors now ship 
hardware that supports OpenFlow 
1.3, specifically with support for mul-
tiple flow tables and IPv6. To minimize 
vendor-specific logic in the controller, 
vendors were encouraged to support 
key features in the OpenFlow 1.3 stan-
dard in a consistent way. This reduced 
initial development and support cost, 
and it simplified bug reporting and au-
tomated testing. 

While SDN as a technology contin-
ues to evolve and become even more 
programmable (for example, with the 
P4 programming language), Faucet 
and OpenFlow 1.3 hardware together 
are sufficient to realize benefits today. 
This article describes specifically how 
to take advantage of DevOps practices 
(“push on green”6) to develop and de-
ploy features rapidly. It also describes 
several practical deployment scenari-
os, including firewalling and network 
function virtualization.

Management of Enterprise 
Networks Today
Many enterprise networks consist of 
multiple layers of switches, often with 
VLANs to partition users into different 
administrative domains (for example, 
sales separated from engineering). 
Connected to these switches is a di-
verse range of appliances and devices9 
required to manage the network and 

Figure 1. Non-SDN and Faucet SDN comparison.
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Figure 3. Using Faucet and Grafana to construct dashboards and run queries.
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implement security policy, sometimes 
requiring complex and fragile forward-
ing policies to put them in the path of 
packets. Non SDN switches are not pro-
grammable (by definition), so their for-
warding and security policy is defined 
by what each vendor’s proprietary con-
figuration language provides. In some 
cases, an external system, such as an 
intrusion detection system (IDS), can 
make coarse changes to a network to 
implement dynamic security policy 
(for example, disable a host port if the 
IDS determines that a host on that port 
has been infected with malware).

Today’s network operators are re-
sponsible for administering and inte-
grating that wide range of appliances 
and devices, and it may be difficult to 
implement a specific security policy 
if the available devices do not have 
the necessary features to achieve the 
desired policy result. To operate and 
maintain a secure network with inflex-
ible tools requires considerable skill 
and effort, and since the network can-
not be programmed, opportunities to 
automate are limited. This is especially 
true when vendors either do not pro-
vide programmability or provide only 
proprietary automation technologies 
that operate best on a particular ven-
dor’s equipment.

Deploying Faucet in Today’s 
Enterprise Networks
To realize the benefit of SDN you have 
to be able to deploy it. Deployment has 
to be easy and, ideally, incremental. To 
fit these real-life requirements, Faucet 
was designed to replace a conventional 
non-SDN switch, one for one, as shown 
in Figure 1, realizing the benefits of 
SDN in that network without necessi-
tating notable infrastructure changes. 

Faucet is deployed as a unit of two 
systems: a controller host (typically a 
host running Ubuntu Linux, running 
the Faucet controller application) and 
an OpenFlow switch (for example, an 
Allied Telesis x930 series switch), which 
are directly connected. The controller 
takes one configuration file, which de-
scribes which ports are in which VLANs 
(or if a port is in a VLAN trunk). The en-
tire installation process, including cre-
ation of the configuration file (which 
resembles a non SDN switch configura-
tion file), has been reported to take only 
minutes in recent deployments.

Stopping at simple deployment, how-
ever, won’t realize meaningful benefits. 
In fact, replacing a single switch with 
a controller machine (note that one 
controller machine can control many 
switches) and a switch takes more 
space and power. The benefits come 
from having the controller and control 
software both separate from the switch 
hardware, and entirely within the net-
work operator’s control, rather than be-
ing a closed vendor-provided appliance 
that cannot be reprogrammed.

Controllers can be numerous for 
high availability—Faucet supports re-
dundant controllers—and as big or as 
small as required. Faucet is run in pro-
duction at one site using a Raspberry 
Pi as a controller, which is practical be-
cause with Faucet the switch hardware 
does the forwarding—the controller 
does not have to be very powerful, be-
cause it does not have to forward traf-
fic, leaving that to the higher-perfor-
mance switch hardware.

Push Code to the Network on Green
“Push on green” refers to a philosophy 
of being able to create and test soft-
ware in an automated fashion such 
that it is easy to detect a “green” condi-
tion of code—ready to roll out with as 
few bugs as possible.6 Google has pub-
lished some of its strategies for deploy-
ing and managing large reliable soft-
ware systems in the recent book, Site 
Reliability Engineering.3 SDN promises 
to help apply these strategies to net-
working software.

In keeping with this, the Faucet 
software stack includes a unit-testing 
framework,2 so that new features can 
be developed with unit tests, and tests 
can be run against both simulated 
(Mininet virtual network) and hard-
ware switches. Tests detect “green,” 
and the operator can “push on green” 
with confidence that the system will 
work as tested. This accomplishes both 
feature-level and system-level test-
ing—it is possible to catch system and 
integration problems at development 
time, well before deployment or even 
lab testing.

As an example, many non-SDN 
switches implement unicast flooding 
as part of the learning process,4 so that 
the switch can discover which hosts 
are connected to which ports. Learning 
works in this way: a host sends an Ether-

While SDN as 
a technology 
continues to 
evolve and 
become even more 
programmable, 
Faucet and 
OpenFlow 1.3 
hardware together 
are sufficient  
to realize  
benefits today. 
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When the hardware switch boots, it 
establishes an OpenFlow connection 
to the controller. The controller provi-
sions the initial pipeline, including ex-
pectations for VLAN tags and any ACLs 
if configured, and adds “default-deny” 
rules (all unknown traffic is explicitly 
dropped). When a new host is detected, 
the switch sends a copy of the Ethernet 
header to the controller and (if unicast 
flooding is enabled) floods it to all other 
ports on the same VLAN or (if unicast 
flooding is disabled) floods it only if 
the packet is an IPv6 neighbor discov-
ery or ARP packet. The controller then 
programs flows to cause future packets 
from this Ethernet source address to be 
forwarded by the switch. These flows 
periodically time out and are refreshed 
by the controller as necessary, which al-
lows the switch to conserve resources.

Role of the CPN and Security 
of the Control Plane
The control-plane network (CPN) con-
nects the controller machine and the 
switch on a dedicated port. In many de-
ployments this is simply a good-quality 
three-foot Ethernet cable, which has 
been observed in production to be no 
less reliable than the internal connec-
tion between the CPU and data plane 
in a non-SDN switch. Indeed, should 
that three-foot cable fail, it can eas-
ily be replaced. In larger deployments 
where one controller machine con-
trols several OpenFlow switches, the 
three-foot cable can be replaced by 
several Ethernet cables and a good-
quality non-SDN switch. The controller 
connection between the switch and the 
Faucet controller can be secured with 
certificates or even MACsec-capable in-
terfaces. (MACsec is the IEEE 802.1AE 
MAC security standard.)

Many switches allow configuration 
of the handling of the control con-
nection being lost: “fail secure” (keep 
forwarding and using currently pro-
grammed flows until they expire) or 
“fail standalone” (revert to being es-
sentially a nonprogrammable switch). 
Faucet implements expiry times on 
all flows, which causes forwarding to 
cease if no controller can be reached 
for a configurable period, so Faucet ex-
pects the switch to be in “fail secure” 
mode. It is possible to replace the CPN 
(and switch), and this has been done 
in production without interrupting 

net packet with a destination unknown 
to the switch, and the switch floods the 
packet to all ports in the hope that the 
intended destination host will respond. 
This may not be desirable for security 
reasons, and in many non-SDN switch-
es this behavior is hard-coded.

A Faucet feature that implements 
switch learning exclusively from Ad-
dress Resolution Protocol (ARP) and 
neighbor discovery packets relieves 
Faucet from the need to flood unicast 
packets. The feature was implement-
ed, tested with unit tests that included 
hardware and software, and pushed 
to github. On the controller machine, 
the operator ran “git pull” and then 
“service faucet restart,” accomplish-
ing a complete controller upgrade and 
restart. Forwarding was interrupted for 
less than one second. Other features 
involving changes to the controller, 
even more ambitious features, can be 
deployed the same way. 

As shown in Figure 2, Faucet imple-
ments all its features using OpenFlow 
1.3 and multiple tables, and imple-
ments VLAN switching, IPv4 and IPv6 
routing (both static and via the BGP 
routing protocol), access control lists 
(ACLs), port mirroring, and policy-
based forwarding. The switch does all 
the forwarding, and no “hybrid” mode 
functionality is used on the switch. Hy-
brid mode is where a switch uses a mix-
ture of nonprogrammable, non-SDN lo-
cal processing, together with OpenFlow 
control. Faucet does not need such 
switch-local processing, and in our ex-
perience hybrid mode increases com-
plexity and limits programmability by 
introducing the possibility of conflict 
between local and OpenFlow control.

A tiny fraction of traffic is copied 
to the controller so it can learn which 
hosts are on which ports and so the 
controller itself can resolve next hops 
(if routing is configured). The con-
troller is generally idle unless hosts 
are added or move between ports (in 
which case the controller reprograms 
the pipeline as appropriate). Faucet 
has basic protection against control-
plane attacks (for example, limiting 
spoofed Ethernet MAC addresses). 
Because the pipeline is entirely pro-
grammed by the controller, the net-
work operator is free to make arbitrary 
changes to forwarding behavior by 
changing the controller software. 

Faucet has basic  
protection against 
control-plane 
attacks. Because 
the pipeline 
is entirely 
programmed by 
the controller, the 
network operator 
is free to make 
arbitrary changes to 
forwarding behavior 
by changing the 
controller software. 



JANUARY 2017  |   VOL.  60  |   NO.  1   |   COMMUNICATIONS OF THE ACM     49

practice

forwarding if done within the flow ex-
piry time. (It is generally not possible, 
on the other hand, to replace the back 
plane in a standalone non-SDN switch 
without interrupting forwarding.)

Powerful Controllers 
Are Opportunities
In a non-SDN switch the embedded CPU 
is generally power- and cost-optimized. 
With Faucet, however, the controller 
can be a general-purpose computer or, 
indeed, a powerful server-class comput-
er. This represents an opportunity to use 
the controller machine hardware as an 
open source network coprocessor or an 
alternative to a firewall appliance—the 
Faucet switch effectively provides lots of 
extra ports to a powerful machine.

In the first author’s own deploy-
ment1 the controller machine also runs 
Ubuntu’s ufw (uncomplicated firewall) 
package, which implements NAT (net-
work address translation) and firewall-
ing; Bro (https://www.bro.org/), which 
is an IDS (intrusion detection system); 
and Internet Software Consortium’s dh-
cpd (Dynamic Host Configuration Pro-
tocol daemon) to assign addresses dy-
namically. All three VLANs are trunked 
to a dedicated port on the controller 
machine. Faucet has ACLs on the host 
ports, which prevent hosts from spoof-
ing the controller’s IP addresses in each 
VLAN (so that proxy ARP attacks are not 
possible). Faucet ACLs operate across 
layers, so it is possible for an ACL entry 
to match, for example, Ethernet type, as 
well as IP address and MAC address.

More complex configurations are 
possible; for example, it would be pos-
sible, via the controller’s trunk port, to 
assign a Linux container to each VLAN 
and run a separate iptables chain for 
every switch port. This achieves com-
plete isolation and complete security 
policy customization on a port-by-port 
basis, without requiring any changes to 
the switch. 

Faucet departs from common cur-
rent network management practice in 
that it does not implement Simple Net-
work Management Protocol (SNMP). 
Instead, the Faucet controller pushes 
statistics (bytes, packets, in and out 
from each port) to an external system. 
Faucet supports InfluxDB (https://
influxdata.com/), which is an open 
source time series database. Using 
Faucet together with an open source 

visualization system, Grafana (http://
grafana.org/), it is possible to construct 
dashboards and run queries on current 
and historical data, as shown in Figure 
3. Faucet can also produce a JSON (Ja-
vaScript Object Notation) log of statis-
tics that could be translated and input 
into another system.

Northbound API. The SDN com-
munity continues to debate APIs that 
business, security, or other applications 
external to the controller should use to 
control the controller (for example, to 
ask the controller to prioritize a given us-
er’s traffic on the network). Faucet does 
not have a “one true” northbound API, 
because a generic API is not required. 
An operator can develop an application 
on top of Faucet that delivers Faucet a 
new configuration file and asks Faucet 
to apply it (for example, to change a user 
VLAN). Or, an operator might directly 
modify the controller code to add the 
desired feature, or add some other API 
convenient to the operator’s needs (for 
example, to integrate the Bro IDS).

Relationship to Other  
SDN Controller Projects
The SDN community has several con-
troller projects. Two well-known ones 
are ODL (OpenDaylight, https://www.
opendaylight.org/) and ONOS (Open 
Network Operating System, http://
onosproject.org/). Both controllers 
have many ambitions and have already 
served as technology demonstrators. 
As operational experience with SDN 
in the wider industry is still in its early 
stages, however, it is important to pro-
vide low-risk, incremental migration 
paths between today’s networks and 
those aimed for by ODL and ONOS. 
Faucet could provide one such path 
and help inform the ongoing design 
of new network abstractions and pro-
gramming frameworks. Furthermore, 
today’s network operator community 
has traditionally not written its own 
software. While DevOps may be main-
stream for many service operators, it 
is not for network operators, and it is 
important to make the benefits of such 
practices directly relevant to them.

Conclusion
The benefits of SDN have been difficult 
to realize because of a lack of software 
that is accessible to today’s network 
operator community. While still a very 

simple system, Faucet could be useful 
enough to operators that they may take 
the next step toward migrating to SDN, 
enabling them to adopt and enjoy the 
specific benefits of the rapid feature 
development, deployment, and testing 
Faucet provides.

Downloading Faucet. Faucet’s 
source code for development can be 
found at https://github.com/REANNZ/
faucet, or can be downloaded at https://
pypi.python.org/pypi/ryu-faucet/ (in-
cluding Docker images) for easiest in-
stallation. 
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OU R  THIRD INSTALLMENT  of Research for Practice 
brings readings spanning programming languages, 
compilers, privacy, and the mobile Web.

First, Jean Yang provides an overview of how to use 
information flow techniques to build programs that 
are secure by construction. As Yang writes, information 
flow is a conceptually simple “clean idea”: the flow 
of sensitive information across program variables 
and control statements can be tracked to determine 
whether information may in fact leak. Making 
information flow practical is a major challenge, 
however. Instead of relying on programmers to track 
information flow, how can compilers and language 
runtimes be made to do the heavy lifting? How can 
application writers easily express their privacy policies 
and understand the implications of a given policy for 
the set of values that an application user may see? 
Yang’s set of papers directly addresses these questions

via a clever mix of techniques from 
compilers, systems, and language de-
sign. This focus on theory made practi-
cal is an excellent topic for RfP.

Second, Vijay Janapa Reddi and 
Yuhao Zhu provide an overview of the 
challenges for the future of the mobile 
Web. Mobile represents a major frontier 
in personal computing, with extreme 
growth in adoption and data volume. 
Accordingly, Reddi and Zhu outline 
three major ongoing challenges in mo-
bile Web computing: responsiveness 
of resource loading, energy efficiency 
of computing devices, and making effi-
cient use of data. In their citations, Red-
di and Zhu draw on a set of techniques 
spanning browsers, programming lan-
guages, and data proxying to illustrate 
the opportunity for “cross-layer optimi-
zation” in addressing these challenges. 
Specifically, by redesigning core compo-
nents of the Web stack, such as caches 
and resource-fetching logic, systems op-
erators can improve users’ mobile Web 
experience. This opportunity for co-de-
sign is not simply theoretical: Reddi and 
Zhu’s third citation describes a mobile-
optimized compression proxy that is al-
ready running in production at Google. 

As always, our goal in RfP is to al-
low readers to become experts in the 
latest, practically oriented topics in 
computer science research in a week-
end afternoon’s worth of reading time. 
I am grateful to this installment’s ex-
perts for generously contributing such 
a strong set of contributions, and, as 
always, we welcome your feedback! 
— Peter Bailis

Peter Bailis is assistant professor of computer science 
at Stanford University. His research in the Future Data 
Systems group (http://futuredata.stanford.edu/) focuses 
on the design and implementation of next-generation 
data-intensive systems.
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Practical Information 
Flow for Web Security
By Jean Yang
Information leaks have 
become so common that 
many have given up hope 

when it comes to information security.3 
Data breaches are inevitable anyway, 
some say.1 I don’t even go on the Inter-
net anymore, other (computers) say.6

This despair has led yet others to 
the Last Resort: Reasoning about 
what our programs actually do. For 
years, bugs didn’t matter as long as 
your robot could sing. If your pro-
gram can go twice the speed it did 
yesterday, who cares what outputs it 
gives you? But we are starting to learn 
the hard way that no amount of raz-
zle-dazzle can make up for Facebook 
leaking your phone number to the 
people you didn’t invite to the party.4 

This realization is leading us to 
a new age, one in which reasoning 
techniques that previously seemed 
unnecessarily baroque are coming 
into fashion. Growing pressure from 
regulators is finally making it increas-
ingly popular to use precise program 
analysis to ensure software security.5 
Growing demand for producing Web 
applications quickly makes it relevant 
to develop new paradigms—well-
specified ones, at that—for creating 
secure-by-construction software.

The construction of secure software 
means solving the important problem 
of information flow. Most of us have 
heard of trapdoor ways to access infor-
mation we should not see. For example, 
one researcher showed that it is pos-
sible to discover the phone numbers of 
thousands of Facebook users simply by 
searching for random phone numbers.2 
Many such leaks occur not because a 
system shows sensitive values directly, 
but because it shows the results of com-
putations—such as search—on sensi-
tive values. Preventing these leaks re-
quires implementing policies not only 
on sensitive values themselves, but also 
whenever computations may be affect-
ed by sensitive values. 

Enforcing policies correctly with 
respect to information flow means 
reasoning about sensitive values 
and policies as they flow through in-
creasingly complex programs, mak-
ing sure to reveal only information 
consistent with the privileges associ-

ated with each user. There is a body of 
work dedicated to compile-time and 
runtime techniques for tracking val-
ues through programs for ensuring 
correct information flow.

While information flow is a clean 
idea, getting it to work on real pro-
grams and systems requires solving 
many hard problems. The three pa-
pers presented here focus on solving 
the problem of secure information 
flow for Web applications. The first 
one describes an approach for tak-
ing trust out of Web applications and 
shifting it instead to the framework 
and compiler. The second describes a 
fully dynamic enforcement technique 
implemented in a Web framework 
that requires programmers to specify 
each policy only once. The third de-
scribes a Web framework that cus-
tomizes program behavior based on 
the policies and viewing context.

Shifting Trust to the Framework 
and Compiler through Language-
Based Enforcement

Chong, S., Vikram, K. and Myers, A.C.
SIF: Enforcing confidentiality and integrity in 
Web applications. Proceedings of the 16th Usenix 
Security Symposium, 2007. 
https://www.usenix.org/conference/16th-
usenix-security-symposium/sif-enforcing-
confidentiality-and-integrity-Web

In securing Web applications, a major 
source of the burden on programmers 
involves reasoning about how informa-
tion may be leaked through computa-
tions across different parts of an ap-
plication and across requests. Without 
additional checks and balances, the 
programmer must be fully trusted to do 
this correctly.

This first selection presents a frame-
work that shifts trust from the applica-
tion to the framework and compiler. 
The Servlet Information Flow (SIF) 
framework follows a line of work in 
language-based information flow fo-
cused on checking programs against 
specifications of security policies. Built 
using the Java servlet framework, SIF 
prevents many common sources of 
information flow—for example, those 
across multiple requests. SIF appli-
cations are written in Jif, a language 
that extends Java with programmer-
provided labels specifying policies for 
information flow. SIF uses a combina-

tion of compile-time and runtime en-
forcement to ensure security policies 
are enforced from the time a request is 
submitted to when it is returned, with 
modest enforcement overhead. The 
major contribution of the SIF work is 
in showing how to provide assurance 
(much of it at compile time) about in-
formation flow guarantees in complex, 
dynamic Web applications.

Mitigating Annotation Burden 
through Principled Containment

Giffin, D.B. et al.
Hails: Protecting data privacy in untrusted  
Web applications. Proceedings of the 10th Usenix 
Symposium on Operating Systems Design and 
Implementation, 2012.
https://www.usenix.org/node/170829

While compile-time checking ap-
proaches are great for providing assur-
ance about program security, they often 
require nontrivial programmer effort. 
The programmer must not only cor-
rectly construct programs with respect 
to information flow, but also annotate 
the program with the desired policies.

An alternative approach is confine-
ment: running untrusted code in a re-
stricted way to prevent the code from 
exhibiting undesired behavior. For in-
formation flow, confinement takes the 
form of tagging sensitive values, track-
ing them through computations, and 
checking tags at application endpoints. 
Such dynamic approaches are often 
more popular because they require little 
input from the programmer.

This paper presents Hails, a Web 
framework for principled contain-
ment. Hails extends the standard MVC 
(model-view-controller) paradigm to 
include policies, implementing the 
MPVC (model-policy-view-controller) 
paradigm where the programmer may 
specify label-based policies separately 
from the rest of the program. Built in 
Haskell, Hails uses the LIO (labeled 
IO) library to enforce security policies 
at the thread/context level and MAC 
(mandatory access control) to medi-
ate access to resources such as the 
database. It has good performance for 
an information flow control frame-
work, handling approximately 47.8K 
requests per second. 

Hails has been used to build several 
Web applications, and the startup Intrin-
sic is using a commercial version of Hails. 
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major challenge is the responsiveness of 
Web applications. It is estimated that 
a one-second delay in Web page load 
time costs Amazon $1.6 billion in annual 
sales lost, since mobile users abandon a 
Web service altogether if the Web page 
takes too long to load. Google loses eight 
million searches from a four-tenths-of-a-
second slowdown in search-results gen-
eration. A key bottleneck of mobile Web 
responsiveness is resource loading. The 
number of objects in today’s Web pages 
is already on the order of hundreds, and 
it continues to grow steadily. Future 
mobile Web computing systems must 
improve resource-loading performance, 
which is the focus of the first paper.

The second major challenge is energy 
efficiency. Mobile devices are severely 
constrained by the battery. While com-
puting capability driven by Moore’s Law 
advances approximately every two years, 
battery capacity doubles every 10 years—
creating a widening gap between com-
putational horsepower and the energy 
needed to power the device. Therefore, 
future mobile Web computing must be 
energy efficient. The second paper in our 
selection proposes Web programming 
language support for energy efficiency.

The third major challenge is data us-
age. A significant amount of future mo-
bile Web usage will come from emerging 
markets in developing countries where 
the cost of mobile data is prohibitively 
large. To accelerate the Web’s growth 
in emerging markets, future mobile 
Web computing infrastructure must 
serve data consciously. The final paper 
discusses how to design a practical and 
efficient HTTP data compression proxy 
service that operates at Google’s scale.

Developers and system architects 
must optimize for RED (responsive-
ness, energy efficiency, and data us-
age), ideally together, to usher in a new 
generation of mobile Web computing.

Intelligent Resource Loading  
For Responsiveness

Netravali et al. 
Polaris: Faster page loads using fine-grained 
dependency tracking. Proceedings of the 13th 
Usenix Symposium on Networked Systems 
Design and Implementation, 2016.
https://www.usenix.org/conference/nsdi16/
technical-sessions/presentation/netravali

A key bottleneck for mobile Web re-
sponsiveness is resource loading. The 

The Hails work shows it is possible to en-
force information flow in Web applica-
tions with negligible overhead, without 
requiring programmers to change how 
they have been programming.

Shifting Implementation  
Burden to the Framework

Yang, J., et al. 
Precise, dynamic information flow for 
database-backed applications. Proceedings 
of the 37th ACM SIGPLAN Conference 
on Programming Language Design and 
Implementation, 2016, 631–647.
http://dl.acm.org/citation.cfm?id=2908098

With the previous two approaches, the 
programmer remains burdened with 
constructing programs correctly with 
respect to information flow. Without 
a change in the underlying execution 
model, the most any framework can do 
is raise exceptions or silently fail when 
policies are violated.

This paper looks at what the Web 
programming model might look like 
if information flow policies could be 
factored out of programs the way mem-
ory-managed languages factor out allo-
cation and deallocation. The paper pres-
ents Jacqueline, an MPVC framework 
that allows programmers to specify how 
to compute an alternative default for 
each data value; and high-level policies 
about when to show each value that may 
contain database queries and/or depend 
on sensitive values. 

A plausible default for a sensitive lo-
cation value is the corresponding city. 
A valid policy is allowing a viewer to see 
the location only if the viewer is within 
some radius of the location. This paper 
presents an implementation strategy 
for Jacqueline that works with existing 
SQL databases. While the paper focuses 
more on demonstrating feasibility than 
on the nuts and bolts of Web security, it 
de-risks the approach for practitioners 
who may want to adopt it.

Final Thoughts
The past few years have seen a gradual 
movement toward the adoption of prac-
tical information flow: first with con-
tainment, then with microcontainers 
and microsegmentation. These tech-
niques control which devices and ser-
vices can interact with policies for soft-
ware-defined infrastructures such as 
iptables and software-defined network-

ing. Illumio, vArmour, and GuardiCore 
are three among the many startups in 
the microsegmentation space. This evo-
lution toward finer-grained approaches 
shows that people are becoming more 
open to the system re-architecting and 
runtime overheads that come with in-
formation flow control approaches. As 
security becomes even more important 
and information flow techniques be-
come more practical, the shift toward 
more adoption will continue.

Acknowledgments. Thanks to A. Au-
frichtig, S. Chong, V. Iozzo, L. Meyerov-
ich, and D. Stefan. 
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The Red Future of  
Mobile Web Computing
By Vijay Janapa Reddi 
and Yuhao Zhu
The Web is on the cusp of a new evolu-
tion, driven by today’s most pervasive 
personal computing platform—mobile 
devices. At present, there are more than 
three billion Web-connected mobile 
devices. By 2020, there will be 50 billion 
such devices. In many markets around 
the world mobile Web traffic volume 
exceeds desktop Web traffic, and it con-
tinues to grow in double digits.

Three significant challenges stand in 
the way of the future mobile Web. The 
papers selected here focus on carefully 
addressing these challenges. The first 
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bottleneck stems from the increasing 
number of objects (for example, im-
ages and Cascading Style Sheets files) 
on a Web page. According to the HTTP 
Archive, over the past three years alone, 
Web pages have doubled in size. There-
fore, improving resource-loading per-
formance is crucial for improving the 
overall mobile Web experience.

Resource loading is largely deter-
mined by the critical path of the resourc-
es that Web browsers load to render a 
page. This critical path, in the form of 
a resource-dependency graph, is not re-
vealed to Web browsers statically. There-
fore, today’s browsers make conserva-
tive decisions during resource loading. 
To avoid resource-dependency viola-
tions, a Web browser typically constrains 
its resource-loading concurrency, which 
results in reduced performance.

Polaris is a system for speeding up the 
loading of Web page resources, an impor-
tant step in coping with the surge in mo-
bile Web resources. Polaris constructs a 
precise resource-dependency graph of-
fline, and it uses the graph at runtime to 
determine an optimal resource-loading 
schedule. The resulting schedule maxi-
mizes concurrency and, therefore, dras-
tically improves mobile Web perfor-
mance. Polaris also stands out because 
of its transparent design. It runs on top 
of unmodified Web browsers without 
the intervention of either Web applica-
tion or browser developers. Such a de-
sign minimizes the deployment incon-
venience and increases its chances of 
adoption, two factors that are essential 
for deploying the Web effectively.

Web Language Support  
for Energy Efficiency

Zhu, Y., Reddi, J.
GreenWeb: Language extensions for energy-
efficient mobile Web computing. 
Proceedings of the 37th ACM SIGPLAN 
Conference on Programming Language Design 
and Implementation, 2016, 145–160.
http://dl.acm.org/citation.cfm?id=2908082

Energy efficiency is the single most criti-
cal constraint on mobile devices that 
lack an external power supply. Web 
runtimes (typically the browser engine) 
must start to budget Web application 
energy usage wisely, informed by user 
QoS constraints. End-user QoS informa-
tion, however, is largely unaccounted for 
in today’s Web programming languages.

The philosophy behind GreenWeb 
is that application developers provide 
minimal yet vital QoS information to 
guide the browser’s runtime energy 
optimizations. Empowering a new 
generation of energy-conscious Web 
application developers necessitates 
new programming abstractions at the 
language level. GreenWeb proposes 
two new language constructs, QoS type 
and QoS target, to capture the critical 
aspects of user QoS experience. With 
the developer-assisted QoS informa-
tion, a GreenWeb browser determines 
how to deliver the specified user QoS 
expectation while minimizing the de-
vice’s energy consumption.

GreenWeb does not enforce any par-
ticular runtime implementation. As an 
example, the authors demonstrate one 
implementation using ACMP (asym-
metric chip-multiprocessor) hardware. 
ACMP is an energy-efficient heteroge-
neous architecture that mobile hard-
ware vendors such as ARM, Samsung, 
and Qualcomm have widely adopted—
you probably have one in your pocket. 
Leveraging the language annotations 
as hints, the GreenWeb browser dy-
namically schedules execution on the 
ACMP hardware to achieve energy sav-
ings and prolong battery life.

Data Consciousness  
in Emerging Markets

Agababov, V. et al.
Flywheel: Google’s data compression proxy  
for the mobile Web. Proceedings of the 12th  
Usenix Symposium on Networked Systems 
Design and Implementation, 2015;
http://research.google.com/pubs/pub43447.html

The mobile Web is crucial in emerging 
markets. The first order of impedance 
for the mobile Web in emerging mar-
kets is the high cost of data, more so 
than performance or energy efficiency. 
It is not uncommon for spending on 
mobile data to be more than half of an 
individual’s income in developing coun-
tries. Therefore, reducing the amount 
of data transmitted is essential.

Flywheel from Google is a com-
pression proxy system to make the 
mobile Web conscious of data us-
age. Compression proxies to reduce 
data usage (and to improve latency) 
are not a new idea. Flywheel, howev-
er, demonstrates that while the core 
of the proxy server is compression, 

there are many design concerns to 
consider that demand a significant 
amount of engineering effort, espe-
cially to make such a system practical 
at Google scale. Examples of the de-
sign concerns include fault tolerance 
and availability upon request anoma-
lies, safe browsing, robustness against 
middlebox optimizations, and so on. 
Moreover, drawing from large-scale 
measurement results, the authors 
present interesting performance re-
sults that might not have been observ-
able from small-scale experiments. 
For example, the impact of data 
compression on latency reduction is 
highly dependent on the user popu-
lation, metric of interest, and Web 
page characteristics.

Conclusion
We advocate addressing the RED chal-
lenge holistically. This will entail opti-
mizations that span the different sys-
tem layers synergistically. The three 
papers in our selection are a first step 
toward such cross-layer optimization 
efforts. With additional synergy we will 
likely uncover more room for optimiza-
tion than if each of the layers worked 
in isolation. It is time that we as a com-
munity make the Web great again in the 
emerging era. 
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at the University of Texas at Austin. 

Yuhao Zhu is a Ph.D. candidate at the University of Texas 
at Austin. 
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“At present  
there are more  
than three billion 
Web-connected 
mobile devices.  
By 2020, there  
will be 50 billion  
such devices.”
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IN A FORECASTING exercise, Gordon Earle Moore, 
co-founder of Intel, plotted data on the number of 
components—transistors, resistors, and capacitors—
in chips made from 1959 to 1965. He saw an 
approximate straight line on log paper (see Figure 1). 
Extrapolating the line, he speculated that the number 
of components would grow from 26 in 1965 to 216 in 
1975, doubling every year. His 1965–1975 forecast 
came true. In 1975, with more data, he revised the 
estimate of the doubling period to two years. In those 
days, doubling components also doubled chip speed 
because the greater number of components could 
perform more powerful operations and smaller circuits 
allowed faster clock speeds. Later, Moore’s Intel 
colleague David House claimed the doubling time

for speed should be taken as 18 
months because of increasing clock 
speed, whereas Moore maintained that 
the doubling time for components was 
24 months. But clock speed stabilized 
around 2000 because faster speeds 
caused more heat dissipation than 
chips could withstand. Since then, the 
faster speeds are achieved with multi-
core chips at the same clock frequency. 

Moore’s Law is one of the most 
durable technology forecasts ever 
made.10,20,31,33 It is the emblem of the 
information age, the relentless march 
of the computer chip enabling a tech-
nical, economic, and social revolution 
never before experienced by humanity. 

The standard explanation for Moore’s 
Law is that the law is not really a law at 
all, but only an empirical, self-fulfill-
ing relationship driven by economic 
forces. This explanation is too weak, 
however, to explain why the law has 
worked for more than 50 years and why 
exponential growth works not only at 
the chip level but also at the system 
and market levels. Consider two prom-
inent cases of systems evolution. 

Supercomputers are complete sys-
tems, including massively parallel 
arrays of chips, interconnection net-
works, memory systems, caches, I/O 
systems, cooling systems, languages 
for expressing parallel computations, 
and compilers. Various groups have 
tracked these systems over the years. 
Figure 2 is a composite graph of data 
from these groups on the speeds of 
the fastest computers since 1940. 
The performance of these comput-
ers has grown exponentially. One of 
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Computing 
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in an exponentially growing planetary 
computing ecosystem. 
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 ˽ Exponential growth seems to be unique to 

computing and information technologies 
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computing ecosystem—chips, systems, 
adopting communities. 

 ˽ Technology jumping sustains exponential 
growth as companies switch to new 
technologies when the current ones reach 
their points of diminishing return. 
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ogy (see Figure 3).25 He projected that 
this remarkable exponential doubling 
trend would continue for another 100 
years, relying on jumps to new tech-
nologies every couple of decades. He 
also forecast a controversial claim—a 
“singularity” around 2040 when artifi-
cial intelligence will exceed human in-
telligence.25,32 The exponential growth 
in this case clearly does not depend on 
Moore’s Law at all. How do we explain 
the exponential growth in this case? 

The three kinds of exponential 
growth, as noted—doubling of compo-
nents, speeds, and technology adop-
tions—have all been lumped under the 
heading of Moore’s Law. Because the 

original Moore’s Law applies only to 
components on chips, not to systems 
or families of technologies, other phe-
nomena must be at work. We will use 
the term “Moore’s Law” for the com-
ponent-doubling rule Moore proposed 
and “exponential growth” for all the 
other performance measures that plot 
as straight lines on log paper. What 
drives the exponential growth effect? 
Can we continue to expect exponential 
growth in the computational power of 
our technologies? 

Exponential growth depends on 
three levels of adoption in the com-
puting ecosystem (see the table here). 
The chip level is the domain of Moore’s 
Law, as noted. However, the faster 
chips cannot realize their potential 
unless the host computer system sup-
ports the faster speeds and unless ap-
plication workloads provide sufficient 
parallel computational work to keep 
the chips busy. And the faster systems 
cannot reach their potential without 
rapid adoption by the user community. 
The improvement process at all three 
levels must be exponential; otherwise, 
the system or community level would 
be a bottleneck, and we would not ob-
serve the effects often described as 
Moore’s Law. 

With supporting mathematical mod-
els, we will show what enables exponen-
tial doubling at each level. Information 
technology may be unique in being 
able to sustain exponential growth at 

the tracking groups, TOP500 (https://
www.top500.org/), has used a Linpack 
benchmark since 1993 to compare the 
fastest machines at each point in time 
for mathematical software, noting that 
the growth rate may be slowing be-
cause the market for such machines is 
slowing. The speeds of supercomput-
ing systems depend on at least eight 
technologies besides the chips. How 
do we explain the exponential growth 
in this case? 

Ray Kurzweil, futurist and author of 
The Singularity Is Near: When Humans 
Transcend Biology, formulated a set of 
predictions about information tech-
nology by constructing a graph of the 
computational speed growth over five 
generations of information technol-

Figure 1. Moore’s original prediction graph 
showed component count followed a 
straight line when plotted on log paper.26 

Figure 2. Speeds of the fastest computers from 1940 show an exponential rise in speed. 
From 1965 to 2015, the growth was a factor of 12 orders of 10 over 50 years, or a doubling 
approximately every 1.3 years. 
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Three levels of exponential growth in the computing ecosystem.

Level Explanation

Chip Chip designers found technology paths for reducing compo-
nent dimensions using Dennard Scaling6 until around 2000, 
when heat-dissipation problems prevented clocks faster 
than about 3GHz. Since then, they have considered a host 
of methods, including multicore and clock distribution, to 
reduce power consumption and keep the components busy. 

System Improvements in chips, parallelism, cache, memory 
interconnects, networks, languages, compilers, and cooling 
enable a computer system to periodically double its speed 
and relieve performance bottlenecks in the system. Data-
intensive workloads present a wealth of parallel threads 
sufficient to keep any multicore system busy. 

Community New system generations are highly attractive innovation 
enablers, and their adoption spreads exponentially in user 
communities.
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quantum-limit argument offered by 
Nobel physicist Richard Feynman12 in 
1985 to conclude that this downward 
scaling process could continue until 

all three levels. We will conclude that 
Moore’s Law and exponential doubling 
have scientific bases. Moreover, the ex-
ponential doubling process is likely to 
continue across multiple technologies 
for decades to come. 

Self-Fulfillment 
The continuing achievement signified 
by Moore’s Law is critically important 
to the digital economy. Economist 
Richard G. Anderson said, “Numerous 
studies have traced the cause of the 
productivity acceleration to technolog-
ical innovations in the production of 
semiconductors that sharply reduced 
the prices of such components and of 
the products that contain them (as well 
as expanding the capabilities of such 
products).”1 Robert Colwell, Director 
of DARPA’s Microsystems Technology 
Office, echoes the same conclusion, 
which is why DARPA has invested in 
overcoming technology bottlenecks in 
post-Moore’s-Law technologies.5 If and 
when Moore’s Law ends, that end’s im-
pact on the economy will be profound. 

It is no wonder then that the stan-
dard explanation of the law is econom-
ic; it became a self-fulfilling prophesy 
of all chip companies to push the tech-
nology to meet the expected exponen-
tial growth and sustain their markets. 
A self-fulfilling prophecy is a predic-
tion that causes itself to become true. 
For most of the past 50-plus years of 
computing, designers have empha-
sized performance. Faster is better. To 
achieve greater speed, chip architects 
increased component density by add-
ing more registers, higher-level func-
tions, cache memory, and multiple 
cores to the same chip area and the 
same power dissipation. Moore’s Law 
became a design objective. 

Designers optimize placement of 
components on highly constrained 
real estate, seeking to fill every square 
nanometer of area. Doubling com-
ponent density—and therefore the 
number of components per nanome-
ter of area—was not an outrageous 
objective because it requires only 
a reduction of 30% in both dimen-
sions of 2D components. To achieve 
the next generation of Moore’s Law, 
designers halve the area of each com-
ponent, which means reducing each 
dimension to sqrt(1/2) = 0.71 of its 
former value; we call this the “square 

root reduction rule.” Figure 4 shows 
that the die size of chips has consis-
tently followed this rule over many 
generations. Wu et al.32 extended a 

Figure 4. Logarithm of actual versus predicted feature size since 1970 matches a straight 
line with regression coefficient R2 = 0.97. Future sizes are predicted by dividing the previous 
size by sqrt(2); see the open triangles and dotted line. Future sizes two generations into the 
future are close to half the current sizes; see the square dots.  
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Figure 3. Kurzweil’s graph of speed of information technologies since 1900 spans five 
families of technologies. From 1900 to 2000, the growth was 14 orders of 10 over 100 years, 
or a doubling approximately every 1.3 years. 

Source: http://www.kurzweilai.net
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in a chip generation is a feasible goal, 
as in Figure 2, and a method called 
“Dennard scaling” (described in the 
following paragraphs) was invented to 
accomplish it. Few other technologies 
(such as automobiles) feature complex 
systems composed of large numbers of 
identical parts. 

Component doubling every chip 
generation may be feasible but is not 
easy. The underlying silicon technol-
ogy, CMOS, cannot support the contin-
ued component reductions. What are 
the problems? And what options are 
available to overcome them? We cover 
three main ones: 

Path to the square root reduction rule. 
Dennard scaling, which defined a path 
to the square root reduction rule for 
nearly 30 years, why it came to an end, 
and what has been done to increase 
computational speed since then; 

Clock trees and clock distribution. 
Why do we have clocks? What is the 
problem with clocked circuits? Could 
it be solved with an additional clock 
distribution layer on the chip? Or by re-
placing clocked circuits with fast asyn-
chronous (unclocked) circuits?; and 

Taxonomy. A taxonomy of issues 
needed to keep Moore’s Law at chip 
level going for more generations. 

Dennard Scaling. In 1974, electri-
cal engineer and inventor Robert Den-
nard and his team at IBM proposed a 
method to scale down transistors while 
maintaining a constant power density.6 
The power density is energy dissipated 
in a square unit of chip area. It is pro-
portional to the switching speed and 

the number of transistors in a unit 
area. Greater power densities mean 
more heat to dissipate—and too much 
heat will burn up the chip. Dennard 
scaling says that power density stays 
constant as transistors get smaller so 
the power used is proportional to area. 

Reducing the size of a subsystem and 
its components can allow for the clock 
interval to be shortened because the 

device sizes approached the Compton 
wavelength of an electron, which will 
happen by approximately 2036. 

Motivated by the promise of enor-
mous economic payoffs, designers 
overcame many challenges to sustain 
this rule. Even so, we find self-fulfill-
ment to be an unsatisfying explanation 
of the persistence of Moore’s Law. Why 
does the law not work for other technol-
ogies? What if systems had too many 
bottlenecks or workloads contained in-
sufficient parallelism? What if people 
failed to adopt new technologies? 

Moore’s Law at the Chip Level 
What is special about information tech-
nologies that makes exponential growth 
a possibility? This possibility is not 
available for every technology. We might 
wish for automobiles that travel 1,600 
miles on a gallon of gasoline—approxi-
mately six doublings (26) better than to-
day’s most efficient automobiles—but 
wishing will not make it happen. There 
is no technology path leading to that 
level of automobile efficiency. What is 
different about chip technology? 

The answer is that the basic per-
formance measure of computing sys-
tems is computational steps per unit 
time (or energy). Twice as many com-
ponents enable twice as many com-
putational steps. And the regularity of 
components enables doubling them by 
scaling down size. 

A chip is made of a very large number 
of simple basic components, mostly 
transistors and interconnecting wires. 
Doubling the number of components 

Figure 5. Computer subsystems are organized as stateless logic circuits (AND, OR, NOT 
gates without feedback loops) driving flip-flops that record the subsystem’s state. Clock 
pulses trigger the flip-flops (x1,...,xk) to assume the states generated by the logic outputs. 
Too short a clock interval risks a metastable state because the logic outputs driving the 
flip-flops may not have settled since the last clock pulse. 

logic
circuit
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x2

xk 

••• 

clock  

external in  external out  

Figure 6. Four iterations of the space-filling 
H-tree fractal show how to quadruple the 
number of terminal nodes by halving the 
size of each “H.” Each iteration appends a 
half-size “H” to the terminal nodes of the 
previous “H.” A clock signal is injected at 
the center and arrives at all the terminal 
nodes simultaneously because the H-tree is 
balanced; see http://www.tamurajones.net/
FractalGenealogy.xhtml  
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other. Designers use special protocols 
(such as ready-acknowledge signaling) 
to minimize the risk of synchroniza-
tion failure in those cases.7 

A major design problem is trans-
mitting signals from a clock to all the 
components that need clock signals. 
The wires that do this take space on the 
chip, and there is a propagation delay 
along each wire. The term “clock skew” 
refers to the difference between the 
path with shortest delay and the path 
with longest delay. To avoid metasta-
bility, engineers must choose the clock 
time long enough to overcome skew. 

The ideal circuit to distribute clock 
signals is a balanced tree with the clock 
at its root and the components at its 
leaves. In a balanced tree, all paths are 
the same length, and there is no skew. 
Many designers considered the H-tree 
fractal, a mathematical model of a geo-
metric tree structure that replicates at 
ever-finer dimensions with each gen-
eration (see Figure 6). However, the 
H-fractal is space-filling, meaning that 
as the dimension of the tree gets larger 
the area occupied by the wires eventu-
ally fills the chip, leaving little room for 
active components. This forces chip 
designers to use more ad hoc meth-
ods that depend on unbalanced trees 
restricted to a portion of the area (see 
Figure 7). The unbalanced trees have a 
much larger number of leaf nodes than 
needed, so the designer can choose 
leaf nodes nearest the components 
needing signals and minimize clock 
skew. Some designers propose to put 

logic gates switch faster and the wires 
connecting them are shorter. As not-
ed, however, there is a limit to this ap-
proach because the increased number 
of state switches produces more heat. 
Engineers were able to increase clock 
speeds from approximately 5MHz in 
1981 (IBM PC) to approximately 2GHz 
in 2000, leveling off at approximately 
3.5GHz since 2002 (Intel Pentium 4). 
The cost of heat-sink technology to sup-
port greater clock speeds is prohibitive. 

Even when clock speeds were held 
constant, chip engineers started to 
discover in the 1990s that leakage and 
quantum-tunneling effects became 
significant at small dimensions and 
produced more heat than Dennard 
scaling predicted. Dennard scaling was 
no longer a reliable pathway to reduc-
ing component size. 

Multicore architectures were the 
response to the demise of Dennard 
scaling. The first two-core chips had 
twice as many components as the pre-
vious one-core chips. They were orga-
nized as two CPUs running in parallel 
at the same limiting clock speed (ap-
proximately 3.5GHz). Two cores could 
achieve twice the one-core speed if the 
computational workload had multiple 
computational threads. However, dou-
bling on-chip cores every generation 
has its own heat-dissipation problems 
that will limit how many cores can be 
usefully placed on a chip.11 Moreover, 
multicore architecture pushed some of 
the responsibility for speedup to multi-
threaded programming and paralleliz-
ing compilers. Multicore parallelism is 
a fine strategy but draws programmers 
into parallel programming, something 
many were never trained to do.2 

Metastability, clocks, and clock 
trees. Clocks became an integral fea-
ture of computer logic circuits in the 
1940s because engineers could quick-
ly and simply avoid a host of timing-
dependent failures that result from 
metastable behavior in computer cir-
cuits. If the clock interval is too short, 
the flip-flops recording a subsystem’s 
state can be triggered before their in-
puts have settled down, risking internal 
oscillations that freeze circuits or cause 
other malfunctions (see Figure 5).7 

Metastability is also an issue when 
asynchronous subsystems (no com-
mon clock) can sense unsettled signals 
in an attempt to synchronize with each 

Few other 
technologies  
(such as 
automobiles) 
feature complex 
systems composed 
of large numbers  
of identical parts. 

Figure 7. Design of an actual chip has 
approximately half its area devoted to 
the clock tree (dense lines) and half to its 
actual components (colored boxes). Image 
courtesy of Sung Kyu Lim at The Georgia 
Institute of Technology.27 
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a balanced H-tree on a new layer of the 
chip,27 but layering is controversial be-
cause putting other circuits (such as 
memory) on the new layer might ben-
efit computing capacity more. 

Due to these practical difficulties 
with clock-signal distribution, many 
designers have looked to asynchronous 
circuits. Two subsystems can exchange 
data by following a ready-acknowledge 
protocol. The sender signals that it has 
some data to send by setting a “ready” 
line to 1. On receipt of the signal, the re-
ceiver acknowledges by setting an “ac-
knowledge” line to 1. When the sender 
sees the acknowledge, it deposits the 
data in a buffer and signals completion 
by returning “ready” to 0. Finally, the 
receiver takes the data from the buffer 
and sets “acknowledge” to 0. One unit 
of data can be transmitted at each cycle 
of this protocol. 

Circuit designers have studied 
asynchronous signaling since the 
1960s and developed reliable asyn-
chronous circuits. Because these 
circuits are somewhat slower than 
clocked circuits, ready-acknowledge 
signaling is used only when there is no 
alternative (such as a CPU interacting 
with an I/O device). 

Modern chips sometimes use asyn-
chronous signaling (judiciously) to 
overcome clock distribution and skew 
problems. The chip is divided into 
modules, each with its own clock. 
Clocked circuits are used inside a mod-
ule with asynchronous signaling be-
tween modules. For example, the mod-
ule that displays a graphical image can 
be turned on just when a user wants to 
display the image and run at the clock 
speed necessary to render the image 
well; communication with the display 
module can be asynchronous. 

Designing an all-asynchronous com-
puter has been a holy grail among circuit 
designers for years. Intel is said to have 
demonstrated an asynchronous circuit 
for the fetch-execute control of a CPU 
but has not yet succeeded at creating an 
arithmetic-logic unit (ALU). The main 
research problem is finding a way for the 
ALU to report when it is done with an op-
eration, given that the time of the opera-
tion can vary significantly depending on 
the inputs. Computer graphics pioneer 
Ivan Sutherland has long advocated for 
all-asynchronous circuits and demon-
strated asynchronous pipeline chips.30 

Wu et al.33 conducted a study of possible directions for continuing the Moore’s Law 
effect, citing seven major barriers to the continuation of the current Moore’s Law with 
CMOS technology: 

Performance demand of the processor. Exponential growth cannot be 
sustained inside a single technology; 
Power consumption and heat dissipation. They grow worse per unit area as 
component size decreases; 
Communication costs of moving data through networks, interconnects, and 
caches. They grow with the number of cores served; 
Tunneling effect. Electrons jump narrow insulating barriers; 
Quantum limit to Moore’s Law. Compton wavelength is the fundamental limit 
to measuring the position of electrons; if component dimensions become 
that small, it will no longer be possible to tell where electrons are and whether 
they are being switched properly; 
Economic limit to Moore’s Law. Costs of R&D and manufacturing are rising 
exponentially, making it increasingly difficult for each next generation to be 
economically viable; 
On-board limits. As designers move more functions onto a chip, the chip’s 
performance depends on all the technologies, not just the logic circuits; for 
example, mixed-signal circuits (such as analog-digital converters and digital 
signal processors) are limited by sampling frequencies and sensitive to 
fabrication variations in transistors; and 
Mobile technologies. Smartphones and multimedia phones present a phalanx 
of barriers to performance improvement, including increasing demand for 
bandwidth, concern for power reduction and battery life, limits on size and 
weight, and limits on what consumers are willing to pay. 

Despite these barriers, Wu et al. saw eight ways new technology could address them: 
DNA scaffolding. Employ DNA scaffolding technologies to build (grow)  
circuit boards.
3D fabrication. Move to 3D fabrication; 
Carbon nanotubes and grapheme. Build components from carbon nanotubes  
and grapheme;
Single-atom transistor. Develop a single-atom transistor; 
Quantum dots. Design logic around quantum dots; 
Spintronics. Employ spintronics to represent and process data; 
DNA computing. Employ DNA computing to represent and process data; and 
Quantum computers. Employ quantum computers to represent and process data. 

Although the last three might produce benefits only in specialized cases (such as 
certain massively parallel search problems), some of them are so widespread that 
special processors may be economically viable. 

An IEEE group called “Rebooting Computing” (http://rebootingcomputing.ieee.
org/) is examining how to continue technology scaling in a post-Moore’s Law era.29 John 
Shalf of the National Energy Research Scientific Computing Center and Robert Leland 
of Sandia National Laboratory discussed a comprehensive study to form a taxonomy of 
possible CMOS-successor technologies,29 identifying five possible categories in which 
successors might be found: 

Architectures and software advances. Energy management, new kinds of 
circuits, system on a chip, neuronal chips,19 specialized chips, dark silicon, 
and near-threshold voltage operation; 
3D integration and packaging. Multiple tiered stacked chip, metal layers, and 
other types of active layers; 
Resistance reduction. Superconductors and crystalline metals; 
Millivolt switches (better transistors). Tunnel field-effect transistors, 
heterogeneous semiconductors, carbon nanotubes, graphene, and 
piezoelectric transistors; and 
New logic paradigms. Spintronics, topological insulators, nanophotonics, 
biological computing, and chemical computing. 

It is noteworthy that many of these directions involve technology jumping, a 
phenomenon observed in the Kurzweil charts,25 as in Figure 3. The search for CMOS 
successors aims to jump to a new technology and continue the exponential growth 
from there. 

Wu et al. are confident these lines of development will produce exponential growth 
advances for another 50 years. Shalf and Leland are more cautious but still show 
considerable optimism. Only time will tell, but you can be sure that some very good 
people are working each of these angles. 

Technology Jumping in 
Pursuit of Moore’s Law 
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computers from 1946 to 2009 and found 
exponential growth in two measures: 
computation speeds per computer and 
computations per kilowatt-hour (kwh); 
see Figure 8 for his graph of computa-
tions per kwh. The doubling times were 
about the same—1.57 years—in both 
graphs. The improvements relative to 
energy consumption, summarized as 
Koomey’s Law,10 have assumed great 
importance in an energy-constrained 
world, from large data centers with fixed 
power draw to mobile devices with fixed 
battery life. This trend could continue 
for at least another several decades. 

Even when systems are designed 
so no bottlenecks stand in the way of 

Perhaps the most complete design of a 
computer that has no clocks is the data-
flow architecture proposed by computer 
scientist Jack Dennis.9 It did not inspire 
sufficient commercial interest because 
its circuits ran slower than convention-
al clocked circuits; the machine got its 
throughput from massive data parallel-
ism, which was not common at the time. 
Because the number of data-intensive 
applications continues to grow, the mas-
sively parallel dataflow architecture may 
yet find acceptance. 

Potential technology directions. 
Many engineers have been studying 
how to enable the continued growth 
of Moore’s Law, given that the existing 
CMOS technology cannot be pushed 
much further; for more on the inten-
sive research in this area, see the side-
bar “Technology Jumping in Pursuit of 
Moore’s Law.” 

Exponential Growth  
at the System Level 
Users of computation are hungry for 
performance, measured as calcula-
tions per second or (more recently) 
calculations per watt-hour. But it does 
little good to embed faster chips in sys-
tems that are limited by other bottle-
necks (such as communication band-
width and cooling systems). 

Bottlenecks are the main barrier 
to performance in systems. Engineers 
spend a lot of time identifying bottle-
necks and speeding them up. Each 
generation of system improvement is 
more challenging because engineers 
must search multiple new technolo-
gies to resolve all bottlenecks. 

Colwell5 discussed bottlenecks gen-
erated by “neighboring technologies,” or 
technologies from other fields on which 
microchips depend. Wu et al.33 gave a 
nice example with ubiquitous modern 
analog-digital converters (ADC). ADCs 
sample a continuous input signal at 
twice its highest frequency, producing 
a series of digital snapshots; according 
to the Nyquist sampling theorem, no 
information is lost at this sampling rate 
because the continuous signal can be 
regenerated from the samples. As logic 
circuits get faster, the ADC sampling 
rate is itself eventually a bottleneck. 
Engineers are searching for new sam-
pling methods with higher rates. 

The memory system is another poten-
tial bottleneck. Caches are a critical driver 

of performance; modern chips rely exten-
sively on caches to position needed data 
near the processor, and poorly positioned 
data slows the cache and, in turn, the 
processor. Considerable research effort 
has gone into measuring locality of work-
loads and designing the caches for opti-
mal performance with those workloads. 
Cache designers are under constant 
pressure to produce memory improve-
ments matching CPU improvements. 

Despite these challenges, computer 
engineers have been very successful 
over the years at producing complete 
systems with performance that has 
grown exponentially. Koomey22,23 gath-
ered data for a large number of different 

Figure 8. Koomey’s Law graph illustrates the continuing success of designing systems that 
produce more computation for the same power consumption. Careful power management 
over the past decade has enabled the explosion of mobile devices that depend critically on 
technologies that minimize power use. 
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(1) 

For example, an application 10% se-
rial would run at most 10 times faster 
than its single-stream time, even with 
a large number of parallel processing 
cores. That is, even if a small part of 
the overall computation is serial, it is 
impossible to achieve much multicore 
speedup with control parallelism.18 

Amdahl’s Law would seem to limit 
the speedup to considerably less than 
the number of cores, because it as-
sumes parallelism comes from remod-
eling a serial algorithm into a parallel 
algorithm. However, Amdahl’s Law 
overlooks parallelism inherent in data. 
Data-parallel workloads are now com-
mon in data-intensive applications 
(such as MapReduce operations on the 
Web). In a data-intensive problem, the 
data space can be partitioned into many 
small subsets, each of which can be 
processed by its own thread. The finer 
the grain of the partition, the larger the 
number of threads. The same algorithm 
runs in each thread on the data subset 

belonging to that thread. Computer 
scientist John Gustafson observed that 
large data-intensive problems could al-
ways be partitioned into as many grains 
as could be supported by cores in the 
processors when there is sufficient data 
parallelism.16 In this case, the compu-
tational work completed on one core is 
W(1) = a+b, as outlined earlier. With n 
cores, it jumps to W(n) = a + bn because 
each of the n cores is performing the 
same operation on its thread’s (differ-
ent) data items. Gustafson’s Law says 
the speedup is linear in n 

(2) 

That is, for data-intensive applica-
tions with small serial fraction p, add-
ing cores increases the computational 
work in direct proportion to the num-
ber of cores. 

Rather than parallelizing the al-
gorithm, data-parallel programming 
parallelizes the data. Gustafson’s Law 
models data-parallel computing, where 
the speedup scales with the size of the 
data, not the number of control-paral-
lel paths specified in the algorithm. 

Parallelizing data instead of algo-
rithms was a paradigm shift that began 
in the 1980s.8 Today, it exploits mul-
ticore systems even when algorithms 
cannot be parallelized. It extends to het-
erogeneous data parallelism for com-
mon applications on the Internet (such 
as querying databases, serving email, 
and executing graphics-intensive appli-
cations, as in games). Peer-to-peer com-
puting is a form of loosely coupled data 
parallelism, and cloud computing with 
multicore servers is a form of tightly 
coupled data parallelism. 

Data parallelism and its variants is 
why multicore systems can continue to 
double output without increasing clock 
frequency. At the system level, as long 
as the applications contain many paral-
lel tasks, there is always work available 
for the new cores in next-generation 
systems. This paradigm is especially 
useful for processing big data now be-
ing routinely provided by users of prod-
ucts from companies like Google, Face-
book, Twitter, and LinkedIn. 

performance, it is possible that the 
workloads presented to those systems 
are not sufficient to use all the avail-
able computing power. In 1967, Gene 
Amdahl, a mainframe computer de-
signer at IBM, investigated whether 
it would be better to get faster speed 
through a faster CPU or through sev-
eral slower parallel CPUs. Based on 
his experience designing instruction-
lookahead CPUs, he realized that sub-
stantial parts of code must be execut-
ed sequentially in the given compiled 
sequence; only some of the instruc-
tions could be speeded up by parallel 
execution. He derived a formula that 
became known as Amdahl’s Law to 
express the speedup potential from a 
set of n processors (cores) working on 
a program. Amdahl’s idea—express-
ing the parallelizable part as a set of 
parallel instruction streams—was 
known in his time as “control parallel-
ism.” Suppose the time of the job us-
ing 1 stream is T(1) = a+b, where a is 
the time for the serial part, and b is the 
time for the parallelizable part. The 
serial fraction is p = a/(a+b), and par-
allelizable fraction is 1−p. The time to 
execute on n streams is T(n) = a + b/n 
because only the control-parallel por-
tion of the algorithm can benefit from 
n processors. Amdahl’s Law says the 
speedup is 

Figure 9. The logistics function—the mathematical model for growth of a population  
(such as adopters of a technology)—plots as an S-curve (black) over time. Initially,  
the curve follows an exponential (red) curve, but after an inflection point (here at time 6)  
it flattens out because of market saturation. 
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pose n(t) is the number of members of 
a population who have adopted a tech-
nology as of time t. Each adopter dem-
onstrates the value of the new technolo-
gy to the rest of the population. Let a be 
the rate at which one adopter influences 
a non-adopter to adopt. In a small time 
interval h, the probability that a new 
adopter comes on board is ah. At time 
t+h, there are thus ahn(t) new adopters, 
giving n(t+h)−n(t) = ahn(t). Rearranging 
this equation and letting h go to 0 yields 
the differential equation 

(3) 

The solution to this equation is 
n(t) = eat. The size of the adopting pop-
ulation increases exponentially and 
the mean time between adoptions is 
1/a. We can conclude from this sim-
ple equation that exponential growth 
happens when the rate of change also 
increases with current state. 

This model is also too simple be-
cause it does not account for diminish-
ing returns due to market saturation 
or technology reaching a limit where 
growth stops, when, for example, ev-
eryone in the population has adopted 
the technology. We can extend the 
model to account for the diminishing 
population of non-adopters. As before, 
let n(t) denote the number of members 

Technology Diffusion at 
the Community Level 
Moore spoke of a second law, also 
known as Rock’s Law, which is less well 
known than Moore’s own component-
doubling law. The second law says that 
the cost of the fabrication facility for 
new chips doubles approximately ev-
ery four years. This is due to the greater 
precision and ever-smaller size of li-
thography. An important implication is 
that the market for a new generation of 
chips at the same price must be at least 
double the market for the current gener-
ation, just to pay for the new fabrication 
facility. That is, Moore and Rock recog-
nized that the markets had to expand 
exponentially to support the continua-
tion of the basic Moore’s Law. Without 
exponential expansion of adoption at 
the community level, Moore’s Law at 
the chip level would be unsustainable. 

Many business strategists believe in 
the S-curve model whereby the num-
ber of people using a technology ini-
tially grows exponentially to an inflec-
tion point and then flattens out (see 
Figure 9). The flattening out is caused 
by the saturation of the market—no 
more new adopters. Businesses try to 
time their entry into new technologies 
whose new S-curves are in their expo-
nential growth stage when the older 
technology starts to flatten, or “tech-

nology jumping.” Businesses ride a se-
ries of S-waves and experience continu-
ous exponential growth as they hop 
from one wave to the next. 

Technology jumping is an integral, 
recurrent theme in computing. We 
noted earlier that Kurzweil explained 
exponential growth in the power of in-
formation technology by five massive 
switches to new technology that made 
older ones obsolete.25 He assumed that 
the process of technology jumping 
will continue well into the 21st century. 
Steve Jobs of Apple spoke frequently 
about his strategy of timing his jump 
to the next technology with the inflec-
tion point of the S-curve for the current 
technology. Andy Grove of Intel took 
the emergence of a new technology 
that did a job 10 times better than the 
current technology as a sign of an in-
flection point and built his company’s 
strategy around well-timed jumps.15 

Whether or not a new technology is 
adopted depends on whether people 
use it instead of something else to ac-
complish something they care about.13 
Innovators play an important role in 
this process by making products and 
services that influence community 
members to commit to adopt the new 
technology into their practice. 

A simple argument shows why initial 
growth of adoption is exponential. Sup-

Figure 10. Four different technology-adoption histories illustrate how versatile the Bass model is for accurately representing and 
forecasting technology adoptions. Data gleaned from Gentry,14 Jones,21 and Kumar.24 
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begins to slow as diminishing returns 
set in. Figure 10 depicts four differ-
ent technology adoptions since 1980. 
Bass’s model can be solved to find the 
inflection-point value of at, helping fit 
the model to data. 

No matter what, the initial growth 
up to the inflection point is exponen-
tial. Historically, information tech-
nologists have jumped from one tech-
nology to another when an incumbent 
technology nears its inflection point. 
After each jump, they are on a new 
curve growing exponentially toward a 
new inflection point. Moore’s Law, and 
others like it, are intrinsically exponen-
tial because their rate of change is pro-
portional to their current state. 

Conclusion 
The original 1965 Moore’s Law was an 
empirical observation that component 
density on a computer chip doubled 
every two years. Similar doubling rates 
have been observed in chip speeds, 
computer speeds, and computations 
per unit of energy. However, the dura-
bility of these technology forecasts sug-
gests deeper phenomena. 

We have argued that exponential 
growth would not have succeeded 
without sustained exponential growth 
at three levels of the computing eco-
system—chip, system, and adopting 
community. Growth (progress) feeds 
on itself up to the inflection point. Di-
minishing returns then set in, signaling 
the need to jump to another technology, 
system design, or class of application or 
community. 

At the chip level, there are strong 
economic motivations for chip com-
panies and their engineers to feed 
on previous improvements, building 
faster chips that grow exponentially 
up to the inflection point. The first sig-
nificant technology path for exponen-
tial chip growth appeared in the form 
of Dennard scaling, which showed 
how to reduce component dimension 
without increasing power density. 
Dennard scaling reached an inflection 
point in the 1990s due to heat-dissi-
pation problems that limited clock 
speed to approximately 3.5Ghz. En-
gineers responded with a technology 
jump to multicore chips, which gave 
speedup through parallelism. This 
jump has been enormously effective. 
Cloud platforms and supercomput-

in a population of size N who have ad-
opted a technology. The change in the 
number of adopters from time t to time 
t+h would then be proportional to two 
quantities: the number who have al-
ready adopted, as in equation 3, and 
the fraction who have not yet adopted. 
This gives the differential equation 

(4) 

which is called the “logistics equation” 
in the literature; its solution is 

(5) 

This function grows exponentially 
to its inflection point. Initially, when 
t=0, there is only one adopter, n(0) = 1, 
and after a long period of time there 
are N adopters. 

Reality is more complicated because 
individuals have their own adoption 
time constants. Sociologist Everett Rog-
ers discovered in 1962 that individuals 
fall into five groups according to the 
time they take to commit to an adop-
tion—innovator, early adopter, early 
majority, late majority, and laggard.28 
The histogram of adoption times fol-
lows a Bell curve. The five categories cor-
respond to five zones of standard devia-
tions. For example, innovators are 2.5% 
of the population, with adoption times 
at least two standard deviations below 
the mean; early adopters are 13.5% and 
are one to two standard deviations be-
low the mean; early majority are 34% and 
zero to one standard deviations below 
the mean. In 1969, professor of market-
ing Frank Bass modified the Rogers dif-
fusion model by quantifying the impact 
of early-adopter and word-of-mouth (all 
other) followers, inserting parameters p 
(early adoption rate), q (word-of-mouth 
follower rate), and N into the simple lo-
gistics curve.3,4 Ashish Kumar and others 
have since validated Bass’s extensions 
for real products by finding parameters 
p, q, and N for a number of technology 
products.14,24 Setting a=p+q and r=q/p, 
the Bass model then gives 

(6) 

Bass’s equation is still a logistics 
model that more accurately forecasts 
sales and also reaches an inflection 
point where the exponential growth 

Data parallelism 
and its variants 
is why multicore 
systems can 
continue to double 
output without 
increasing  
clock frequency. 
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ers achieve high computation rates 
through massive parallelism among 
many chips. 

A major technology barrier to chip 
growth has been the distribution of clock 
signals to all components on a chip. The 
theoretically most efficient distribution 
mechanism is the space-filling fractal 
H-tree that reaches diminishing returns 
when the tree itself starts to consume 
most of the physical space on the chip. 
Engineers are experimenting with hy-
brids that feature subsystems (such as 
cores) with their own clocks interacting 
via asynchronous signaling. Some en-
gineers have been exploring the design 
of all-asynchronous circuits (no clocks), 
but these systems cannot yet compete in 
speed with clocked systems. 

Engineers have been systematically 
examining the barriers that prevent the 
continuation of Moore’s Law for CMOS 
technologies. As alternatives mature, it 
will be feasible to jump to the new tech-
nologies and continue the exponential 
growth. Although there is controversy 
about how successful some of the alter-
natives may be, there is considerable 
optimism that some will work out and 
exponential growth can continue with 
new base technologies. 

When chips and other components 
are assembled into complete computer 
systems, engineers have located and 
relieved technology bottlenecks that 
would prevent the systems from scaling 
up in speed as fast as their component 
chips scale. Koomey’s Laws document 
exponential growth of computations per 
computer and per unit of energy from 
1946 to 2009. Koomey’s Law for compu-
tations per unit of energy is especially 
important throughout an energy-con-
strained industry. Additionally, the tech-
nology jump from algorithm parallelism 
to data parallelism further assures us we 
can grow systems performance as long 
as the workloads have sufficient parallel-
ism, which has turned out to be the case 
for cloud and supercomputing systems. 

Finally, we demonstrated that sim-
ple assumptions about adoption proc-
ess lead to the S-curve model in which 
adoptions grow exponentially until an 
inflection point and then slow down 
because of market saturation. Business 
leaders use the S-curve model to guide 
them in jumping to new technologies 
when the older ones start to encoun-
ter their limits. Exponential growth in 

sales through ever-expanding applica-
tions and communities provides the 
financial stimulus to advance the chip- 
and system-level technologies (Rock’s 
Law). It is a complete cycle. 

These analyses show that the con-
ditions exist at all three levels of the 
computing ecosystem to sustain expo-
nential growth. They support the op-
timism of many engineers that many 
additional years of exponential growth 
are likely. Moore’s Law was sustained 
for five decades. Exponential growth is 
likely to be sustained for many more. 
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CROSS-FUNCTIONAL,  ENTERPRISE,  AND  infrastructure 
systems integrate information across an organization 
for use by multiple stakeholders.14,22 Development 
or configuration of these large, multimillion-dollar 
projects is normally overseen by top management in 
conjunction with the central information technology 
(IT) department.21 There is, however, an increasing 
number of such systems arising from functional areas 
or departments in which users work, with central 

IT and top management being chal-
lenged to implement controls on these 
systems only after they go live.13 

Consider the following examples 
based on interviews conducted in re-
cent years. Half were with chief infor-
mation officers (CIOs). The other half 
were with their end users. Our aim 
was to understand the factors leading 
to bottom-up enterprise information 
systems. The first example is from a 
mid-size hospital in Auckland, New 
Zealand, where doctors had contract-
ed with a paging service. In the second, 
university faculty adopted the Moodle 
learning-management system instead 
of their locally supported system. 

CIO: “This guy … who built this 
thing and hosted it out of a literally 
a garage somewhere in London, and 
they said, ‘Well, we’d like to trial this.’ 
And he said ‘fine.’ So they set up a trial 
using that hosted environment … they 
actually implemented it into some-
thing like 12 or 16 wards. It was just so 
successful that after the first month it 
grew like wildfire.”

Another CIO: “Blackboard was the 
official system … People said, ‘We want 
to bring the Moodle environment test 
mode, and it will only be in test mode, 
and we will see how that goes… so they 
started using lectures on them, so it 
became a production environment. 
But it was under their control sit-
ting somewhere on some server, and 
they’ve got an organization function-
ally dependent on shadow IT.” 

Bottom-up enterprise information 
systems are not sanctioned by cen-
tral IT, the official group within an 

Bottom-Up 
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Roles of Central 
IT Departments 

DOI:10.1145/2950044 

Central IT needs to guide functional areas  
and departments toward effective  
operational and procurement practices. 
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 key insights

 ˽ Central IT must deal with the emerging 
reality of bottom-up enterprise 
information systems. 

 ˽ Bottom-up enterprise information systems 
are developed by employees when 
alternatives are not readily available. 

 ˽ Central IT and functional areas must 
work together to understand and 
maintain effective bottom-up enterprise 
information systems that support  
overall organizational strategy. 
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organization responsible for IT. Nev-
ertheless, they are implemented on 
an organizationwide or, minimally, a 
cross-functional basis. They exhibit 
three key characteristics. First, they 
are either enterprisewide, or function 
spanning, so the technology is used 
across multiple departments. Second, 
IT implementations are developed, 
configured, or procured by end users 
who do not necessarily have sophisti-
cated technology skills. Third, imple-

mentation decisions are made when 
top management and central IT exert 
little formal control and have no offi-
cial governance over the project. 

In this article, we investigate the 
emergent phenomenon of such bot-
tom-up enterprise information sys-
tems to identify causal factors and of-
fer recommendations for how to best 
manage it. Insights are derived from 
three sources. First and foremost, the 
paired CIO and end-user interviews 

provide concrete examples of how 
bottom-up enterprise information sys-
tems are emerging and being managed 
from which some general inferences 
can be made. Second, our interview 
data is complemented by the practitio-
ner literature from which we derive a 
framework for understanding the con-
text of bottom-up enterprise informa-
tion systems. Finally, the theoretical 
literature, specifically on distributed 
leadership, provides insights into how 
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so functional areas reallocate money 
from routine budgets to acquire new 
applications, thereby bypassing finan-
cial checks when procuring software. 

CIO: “They can reprioritize the defi-
nition of what’s an operational expen-
diture versus a capital expenditure, 
and, if they have some ‘underspend,’ 
they can get a developer in and pay just 
an hourly rate and get some developer 
time.” 

Accessible third-party technical sup-
port. One factor impeding the ability 
of functional areas to procure IT prod-
ucts and support independently has 
been their lack of IT expertise.12 How-
ever, contemporary applications (such 
as Microsoft’s Active Directory and 
TeamViewer) allow monitoring and 
control of remote computational de-
vices. Functional areas can outsource 
some IT to a vendor, thereby bypassing 
both central IT and top management. 

User: “… at the moment it’s hosted 
externally … it’s an Internet-based sys-
tem, which means that our staff can 
access it anywhere, it means … we can 
make changes quickly ... Stuff that 
doesn’t happen through our central-
ized IT group. Well, it happens, but 
over a very long period of time.” 

Standardization of interfaces. Many 
enterprise solutions are Web-based, 
so they work well on most devices. It 
is thus possible for users to bypass the 
physical organizational IT infrastruc-
ture. Even when organizations block 
bottom-up enterprise information 
systems on internal networks, users 
can still employ personal devices for 
access. 

Together, these external driv-
ers provide users access to complex, 
multi-function systems that were pre-
viously inaccessible. 

Internal drivers. There are two main 
internal organizational drivers: 

Inherent limitations of centrally 
managed governance. Centrally man-
aged governance systems usually fa-
vor large, highly visible projects with 
quantifiable bottom-line benefits. 
Smaller, possibly exploratory, projects 
may be neglected. Such projects may 
have intangible, difficult-to-quantify 
benefits. The following quote from a 
CIO illustrates a bias inherent in many 
centrally managed IT procurement 
processes. 

CIO: “[Person] said we need more 
e-learning. I said, absolutely, but fat 
chance that it’s going to make the pri-
ority list based on what we are doing. 
And he said, look I found this online 
company; it’s an open source product. 
All I need is $20,000 to get started.” 

This e-learning case highlights little 
“objective” basis for top management 
to support such an endeavor. Convinc-
ing top management to take notice 
may indeed be impossible. However, 
when projects are successful, they can 
spread quickly, as in the hospital pag-
ing service. 

Organizational processes. Some or-
ganizational processes are ineffective 
or dysfunctional, making them diffi-
cult or costly to work around;24 alter-
natively, processes may change fre-
quently in today’s dynamic business 
environment. Functional departments 
may thus implement bottom-up enter-
prise information systems because 
they do not perceive feasible alterna-
tives as being available. 

In one Moodle implementation, a 
particular university’s rules prevented 
users from enrolling students who at-
tended “short” courses (such as adult 
education and executive MBA). These 
students did not go through the com-
plete university student-enrollment 
process and were not issued univer-
sity student-identification cards and 
numbers, a prerequisite for using the 
existing learning-management sys-
tem. Users employed Moodle to enroll 
and manage these students. Here, the 
central IT system did not cater to a 
significant (and highly profitable) sub-
segment of the university’s customer 

the phenomenon should be managed. 
The result is a set of recommendations 
for rethinking the role of central IT to 
effectively manage bottom-up enter-
prise information systems. 

Drivers of Bottom-Up Systems 
The two types of main drivers of bot-
tom-up enterprise information sys-
tems are external and internal: 

External. The primary reason bot-
tom-up enterprise information sys-
tems are emerging today is changes in 
technology, especially since the mid-
2000s, including: 

Simpler/“standardized” application 
distribution models. Historically, enter-
prise information systems have been 
configured and installed by special-
ized vendors. Such applications are 
now available in downloadable form. 
For example, ADempiere (http://adem-
piere.org) is an open source enterprise 
resource planning system; Moodle is 
an open source learning-management 
system. Cloud versions of enterprise 
software are available; for example, 
SAP Business ByDesign (http://go.sap.
com/product/enterprise-manage-
ment/business-bydesign.html) is a 
cloud-based version of SAP. 

Changing IT application cost struc-
ture. Historically, new IT applications 
were expensive capital costs, requir-
ing central IT to secure large budgets 
in advance.6 In contrast, many modern 
software packages are paid for as on-
going, operational costs; for example, 
SAP Business ByDesign is accessed 
through a monthly subscription. Costs 
are amortized over a longer period, 

Changes caused by a bottom-up approach to central IT business processes. 

ITIL Process Group Changes

Service Strategy Central IT must dedicate more resources to all levels of service strat-
egy: lowest levels focus on functional areas; mid-levels focus on plan-
ning and projection; and highest levels focus on negotiation and strategic 
coordination. 

Service Design Central IT becomes a repository of organizational knowledge and 
requirements, helping align functional areas’ IT projects with the overall 
enterprise vision and architecture. 

Service Transition Central IT reminds functional areas to incorporate service transitions 
into their plans. 

Service Operations Central IT maintains enterprise infrastructure, coordinates across func-
tional areas to ensure operational continuity and quality, and consults 
with functional areas to facilitate service operations. 

Continual Service  
Improvement 

Central IT reminds functional areas to perform CSI, coordinates cross-
functional CSI, and advises functional areas on CSI best practices. 
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base. Functional areas serving that 
base independently supported them 
through their own local initiatives. 

IS researchers have argued enter-
prise information systems should not 
be built in a top-down manner but in-
stead facilitate bottom-up innovation.4 
Successful implementation of enter-
prisewide systems (such as enterprise 
architecture)8 will increasingly require 
negotiation and dialog rather than the 
imposition of ideas from central IT.25 
This bottom-up approach to building 
enterprise systems now occurs world-
wide, regardless of central IT desires. 
For corporate management, no longer 
is it an issue of whether bottom-up 
enterprise information systems are 
“right” or counterproductive but rath-
er how to deal with the reality of their 
existence. 

Rethinking Central IT 
The relevant challenges involve three 
questions for IT management: How 
will bottom-up enterprise informa-
tion systems change the way IT is man-
aged? What should central IT do about 
the phenomenon? And what is the 
right mind-set to manage the IT land-
scape under such change? 

Central IT’s role. To address the 
first two, we adopt concepts from 
the Information Technology Infra-
structure Library (ITIL, http://www.
itlibrary.org/),2,9,15,19,23 a “best prac-
tice” industry framework providing 
an overview of the responsibilities of 
an IT department. It is well accepted 
by the IT industry17 that central IT 
departments that follow ITIL gener-
ally perform better than those that do 
not.10,17 Consistent with the strategic 
information systems literature (such 
as in Zoet et al.25), ITIL views the IT 
function as concerned with services, 
categorizing IT functions into five 
groups. The accompanying table sum-
marizes how bottom-up enterprise in-
formation systems will change central 
IT’s practice with respect to these five 
process groups. 

Service strategy. Service strategy 
is concerned with articulating an IT 
strategy and aligning IT processes 
with the overall organizational vision 
and direction.2 Bottom-up enterprise 
information systems create greater 
unknowns and uncertainty for IT ser-
vice strategy; for example, part of the 

service strategy is projecting resource 
needs and ensuring an organization 
has sufficient capacity to run its future 
IT. When creating bottom-up enter-
prise information systems, functional 
areas may provide their own hard-
ware, databases, and other critical in-
frastructure. Alternatively, they may 
employ software-as-a-service in which 
software is licensed on a subscription 
basis. Regardless, bottom-up enter-
prise information systems still con-
sume central IT resources; for exam-
ple, network load may be increased. 
If central IT is not aware of bottom-
up enterprise information systems, it 
simply cannot plan for it. 

Bottom-up enterprise information 
systems make human resource plan-
ning difficult because service-desk re-
sponse becomes more complex. The 
support responsibility for bottom-up 
enterprise information systems can 
never wholly lie with functional areas 
because the infrastructure provided by 
central IT affects the performance of 
these systems; for example, an operat-
ing system or browser upgrade could 
be incompatible with a bottom-up 
enterprise information system, ren-
dering it non-functional. Solving this 
human-resource-planning problem 
requires central IT budget for and ded-
icate people and money to it. 

Finally, bottom-up enterprise in-
formation systems may not be aligned 
with an organization’s strategy. The 
Moodle example violates a strategy of 
providing students with a consistent 
experience across all courses. Some 
faculty members employ Blackboard 
(http://blackboard.com/) and others 
Moodle. Dealing with such conflicts 
is challenging for central IT due to 
difficulties leveraging organizational 
power to convince functional areas 
to cooperate. In the Moodle example, 
faculty members use it knowing Black-
board is the officially sanctioned sys-
tem. Discussion, understanding users’ 
constraints (such as when students 
cannot be registered in the official 
system), and compromise are all nec-
essary for resolving any ensuing ten-
sion.4

Dealing with bottom-up enterprise 
information systems thus requires 
central IT to devote a greater propor-
tion of its workforce at all levels to ser-
vice strategy. At the lowest level, IT per-

Central IT needs 
to transform itself 
from “geeks on  
the other floor”  
to “our IT support 
next door.”
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Second, central IT has a responsi-
bility in guiding and structuring the 
implementation or vendor-selection 
process. Vendors tend to have an ad-
vantage because they negotiate more 
contracts for their class of service than 
do clients.20 Central IT negotiates more 
IT contracts than users, resulting in 
greater competence in such matters. 
Also, central IT is generally more aware 
of the broader issues in implementa-
tion; for example, functions might 
neglect nonfunctional testing (such as 
load testing). In the case of the hospi-
tal using a paging service mentioned 
earlier, central IT struggled to ensure 
that the paging service was supported 
by reliable infrastructure, an issue us-
ers had not considered. 

In bottom-up enterprise informa-
tion systems, although central IT’s 
role in service design might appear 
diminished, that role remains impor-
tant. Specifically, central IT becomes 
the repository of shared organization-
al knowledge (such as policies for deal-
ing with vendors) and organizational-
level (as opposed to functional-level) 
requirements. Central IT must thus 
engage with functional areas and/
or vendors to ensure bottom-up en-
terprise information systems remain 
aligned with the overall enterprise vi-
sion and architecture. 

Service transition. Service transi-
tion includes processes associated 
with integrating a new service design 
with existing processes;19 typical ser-
vice-transition processes are change 
management and training. Because 
functional areas are more entrenched 
in their own operations, they tend to 
be competent in service transition. 
However, they also tend to underesti-
mate the cost and effort required; for 
example, one of the first ways central 
IT learns about bottom-up enterprise 
information systems is when function-
al areas request assistance to help with 
maintenance when the original devel-
oper leaves an organization. Here, the 
functional areas failed to adequately 
plan for training of maintenance per-
sonnel. 

Central IT’s role in service transi-
tion is thus to ensure that service tran-
sition is planned for and actually oc-
curs. This role is similar to central IT’s 
role in service delivery, in that central 
IT brings knowledge from previous 

sonnel must engage with functional 
areas to understand what they are do-
ing. Information is then transmitted 
to central IT, enabling better planning. 
At the middle levels, planning and pro-
jection require additional effort by IT 
personnel. At the highest levels, more 
effort is required to negotiate and co-
ordinate functional areas to ensure 
the IT landscape across the organiza-
tion is in alignment with overall enter-
prise strategy. 

Service design. Service design fo-
cuses on development of new services 
for an organization,9 including new 
software, applications, and infrastruc-
ture, as well as acquiring vendor IT 
products. With bottom-up enterprise 
information systems, central IT’s role 
in service design is diminished. Never-
theless, there remain two critical roles 
for IT. First, central IT is a repository 
of organizational-level requirements 
that functional areas often do not 
consider;8 for example, in one inter-
view we conducted with a government 
organization in New Zealand, a user 
described a contract with a vendor 
to provide citizen services. We asked 
how the New Zealand Privacy Act was 
being addressed, given a vendor had 
access to the data of private citizens. 
The interviewee declined to answer. 
Central IT may be aware of privacy, 
the regulatory environment, and other 
broader organizational issues, but the 
functional areas may not be. It then 
becomes the responsibility of central 
IT to educate functional areas about 
these requirements; for example, in 
one safety-critical manufacturing or-
ganization, the functional areas were 
reminded that improperly designed IT 
affecting the manufacturing process 
could cause the organization to lose 
its operating license. The organiza-
tion allows other forms of bottom-up 
enterprise information systems, as in 
bottom-up financial IT. However, due 
to legal requirements, user-developed 
IT in the manufacturing process is 
strictly forbidden. 

User: “We have to adhere stringent-
ly to what we call GMP [good manufac-
turing process] requirements … We get 
audited by [organization] and auditors 
come in and spend time talking to our 
IS manager about how those systems 
are managed and maintained and all 
that sort of stuff.” 

For bottom-up  
enterprise 
information 
systems to succeed, 
central IT must 
be willing to cede 
power to functional 
areas and  
vice versa. 
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projects (such as recognizing that ser-
vice transition is important) to the new 
bottom-up-enterprise-information-
system implementation. 

Service operation. Service opera-
tion focuses on ensuring continuity 
of service.23 The service desk, ongo-
ing maintenance, ensuring business 
continuity in the event of a fault, and 
disaster recovery are all elements of 
service operation. For bottom-up en-
terprise information systems, the role 
of central IT in service operation is 
complex. First, bottom-up enterprise 
information systems exist as just one 
interconnected part in an organiza-
tion’s IT landscape. For bottom-up 
enterprise information systems to per-
form well, they must connect to the 
corporate network, operating system, 
and firewall, each of which must func-
tion well. Furthermore, bottom-up 
enterprise information systems and 
these elements must be compatible. 
As a result, effective service operations 
for bottom-up enterprise information 
systems require coordination between 
central IT and the functional areas. 
Lack of coordination can indeed cre-
ate embarrassing situations for CIOs. 

CIO “… the guy in Sydney who ran 
the brand there saw an opportunity 
to improve on this customer service 
and he hired a young programmer to 
come in and build a system for him. 
… Eventually, we found out about it 
because our CEO went there, and he 
came back to NZ and said to me, ‘This 
is bloody good. Why don’t we have it 
everywhere?,’ and I said, ‘What is it?’” 

Furthermore, functional areas may 
be unaware of critical elements of ef-
fective service operations practices. 
In the hospital-paging example, the 
functional areas contracted for ser-
vice without considering the implica-
tions of network or hardware failure. 
Central IT eventually helped move the 
paging service onto a network provider 
that guaranteed a satisfactory level of 
availability. 

With regard to service operations, 
central IT has three roles. First, it con-
tinues to manage much of the enter-
prise infrastructure (such as networks, 
servers, and computers). Second, it 
coordinates with individual functional 
areas’ service desks to ensure continu-
ity of operations across the enterprise. 
And, finally, it is the repository of orga-

com/technology/home.jsp) has, since 
2013, suggested that marketing with-
in an organization may spend more 
on IT than central IT would spend.7 
Successful distributed leadership 
depends on four critical ingredients: 
balance of power, role blurring, trust, 
and trusteeship.1,5 

Balance of power. Balance of power 
is created by results from bottom-up 
enterprise information systems. Cen-
tral IT, the functional areas, and the 
vendor (if one exists) can all be the 
source of unsatisfactory outcomes. 
Balance of power means increasing-
ly informal, socially driven mecha-
nisms, or relational governance18 will 
be applied to manage IT issues. It is 
difficult for IT management to exert 
formal power over others who possess 
similar degrees of formal power or 
exercise it on those not in a direct re-
porting line (such as central IT to the 
functional areas). 

A promising foundation for effec-
tive relational governance is strong so-
cial capital consisting of three equally 
important ingredients:3,11 

Physical connection. Structural so-
cial capital is associated with one’s 
ability to physically connect with oth-
ers; for example, if central IT is physi-
cally located on a floor or building 
different from users, structural social 
capital is generally low; 

Shared language. Cognitive so-
cial capital is associated with shared 
language. Central IT thus has bet-
ter social capital with the accounting 
department if it can use accounting 
terms correctly. However, cognitive 
social capital is not simply associated 
with professional language; for exam-
ple, central IT personnel who gradu-
ate from the same university as the 
accountants are likely to facilitate cog-
nitive social capital; and 

Building bonds. Relational social 
capital focuses on building bonds 
through favor exchanges, positive in-
teractions (such as shared parties), 
and trust-building activities. 

Central IT must carefully weigh its 
social capital in this new landscape; 
for example, it may not want to isolate 
itself on a separate floor from the func-
tional areas. Similarly, it may want to 
consider whether the language it uses 
or the culture within central IT isolates 
it from other functional areas and 

nizational service-desk best practice 
and advises the functional areas. 

Continual service improvement. 
Continual service improvement ex-
plores how organizational IT service 
delivery can be improved.15 Manag-
ing continual service improvement 
becomes more complex for central IT 
because bottom-up enterprise infor-
mation systems increase the complex-
ity of the IT landscape. Also, because 
IT assets are owned by functional ar-
eas, these areas often must be given a 
place in planning for continual service 
improvement. Consider an attempt to 
rationalize an organization’s IT ven-
dors. In a traditional environment, 
central IT needs to engage only with 
central IT personnel to do so, because 
all vendors are managed by central IT. 
However, with bottom-up enterprise 
information systems, vendors contract 
with functional areas, rather than with 
central IT. 

From the perspective of continual 
service improvement, central IT’s 
role is thus to remind functional ar-
eas of the importance of reviewing 
their services from an improvement 
perspective, consult on best prac-
tices for improving service, and help 
coordinate improvements across 
the enterprise. By implication, in 
environments where bottom-up en-
terprise information systems are  
employed, central IT increasingly be-
comes a coordinating and advisory 
body, representing higher-level or-
ganizational interests.8 Operational 
concerns (such as design, implemen-
tation, maintenance and support, 
change management, training, and 
vendor management) devolve to func-
tional areas. Note that central IT con-
tinues to have an operational role, 
albeit a diminished one compared to 
traditional roles with no bottom-up de-
velopment. At the strategic level, cen-
tral IT transforms from a function that 
declares the appropriate technology 
platforms to a consultative function. 

Central IT Leadership 
This coordinating and advisory role  
requires a change of mind-set to suc-
ceed. IT leadership may no longer be 
the purview of the central IT func-
tion; rather, it will be distributed 
across functional areas. IT consult-
ing firm Gartner (http://www.gartner.

http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=71&exitLink=http%3A%2F%2Fwww.gartner.com%2Ftechnology%2Fhome.jsp
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formation systems must be open and 
transparent with central IT, ensuring 
this coordination occurs. 

User: “… this committee was [the 
CIO]’s idea. Let’s understand what 
[bottom-up enterprise information 
systems] are out there. Let’s gather all 
the information. We are not going to 
hit people on the head. We want them 
to be open to say, ‘What have you got? 
We are going to try and help you. We’ve 
got a better solution or support the so-
lution you’ve got.’” 

Conclusion 
This article has examined bottom-up 
enterprise information systems to un-
derstand why they are being developed 
and suggest how they might be man-
aged more effectively. Modern tech-
nology (such as open source software, 
outsourcing, and cloud computing) 
enable users to bypass central IT to 
procure or configure their own enter-
prise information systems. Coupled 
with inherent organizational limita-
tions, the result is bottom-up enter-
prise information systems becoming 
a new reality in many organizations. 
Managing such systems requires cen-
tral IT to be a collaborative partner 
that guides functional areas toward 
effective IT practices. Central IT’s op-
erational role may diminish as the 
functional areas assume increased 
duties. However, when IT roles are 
distributed across the organization, 
additional coordination is required by 
central IT, functional areas, and ven-
dors alike. Practices based on distrib-
uted leadership include establishing a 
balance of power across central IT and 
the functional areas, role blurring, or 
having both central IT and functional 
areas learn one another’s skills and 
concepts, develop trust, and assume 
trusteeship to help ensure success in 
contemporary organizational environ-
ments. 
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from senior management. Central IT 
needs to transform itself from “geeks 
on the other floor” to “our IT support 
next door.” 

Role blurring occurs when one 
party can replace others if required.1,5 
Role blurring requires personnel with-
in central IT to gain an accurate un-
derstanding of the nature of the func-
tional areas. They must have sufficient 
technical capability to understand the 
vendor. Likewise, IT personnel within 
the functional areas must expand their 
IT skills so they can carry out, say, sys-
tem design. Similarly, vendors must 
have a degree of understanding of the 
businesses with which they engage. 

An organization having bottom-
up enterprise information systems is 
likely to require IT professionals to ac-
quire a more “T-shaped” skill profile, 
with broad knowledge of a wide variety 
of skills and deep knowledge in one 
area.16 Role blurring is related to cog-
nitive social capital. Central IT person-
nel must understand the language of 
the functional areas, even as they com-
municate their concerns effectively. 

Trust. Trust is the degree to which 
each party believes the other will act 
in good faith. This requires central IT 
and the functional areas to build rap-
port. Interestingly, the IT personnel 
who often have the most contact with 
users work with service support, mak-
ing them best positioned to initiate the 
building of rapport. However, many 
central IT departments often treat ser-
vice support as strategically unimport-
ant, as evidenced, when, say, they out-
source it. Central IT might consider 
how doing so denies itself the oppor-
tunity to better engage with functional 
areas to build necessary rapport. 

Trusteeship. Trusteeship requires 
each party to have the ability to audit 
and veto actions of the other parties. 
For bottom-up enterprise information 
systems to succeed, central IT must 
be willing to cede power to functional 
areas and vice versa. Trusteeship is im-
portant due to the greater degree of co-
ordination required to make bottom-
up enterprise information systems 
truly successful. Functional areas and 
central IT must be able to see into each 
others’ processes to ensure IT systems 
are not duplicated and are able to work 
together. Functional areas in organiza-
tions with bottom-up enterprise in-
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THE STRUCTURE-FUNCTION RELATIONSHIP is fundamental  
to our understanding of biological systems at all 
levels, and drives most, if not all, techniques for 
detecting, diagnosing, and treating a disease. The 
predominant means of collecting structure/function 
data in biomedicine is reductionist and has thus led 
to a proliferation of complex data (for example, gene 
expression arrays, digital images) that captures only  
a fraction of the structure/function relationship.  
Gene sequence and expression data illustrates the 
structure and activities of individual genes but does not 
explain how these genes collaborate to control cellular 
and tissue-scale functions. As a result, despite the

abundance of molecular details 
known about wound healing, for ex-
ample, it is virtually impossible to ac-
curately predict the final functional 
state of a healing wound.36 This illus-
trates a need to build models that rep-
resent the structural organization at 
the organ, tissue, cellular, and molec-
ular levels. Furthermore, such models 
must capture relationships between 
these scales and relate them to the un-
derlying functional state.

Data-driven network/graph analysis 
is primed to decipher cellular interac-
tions in the intricate relationship be-
tween protein-protein interactions, 
genetic changes, metabolic pathways, 
and chemical secretions, which com-
prise cellular events. When extended to 
the organ level, the key challenge would 
be to link the local and global struc-
tural properties of tissues to the overall 
morphology and function of a tissue. 
Only a systems-level understanding of 
the various cellular processes encom-
passing multiple biological levels will 
take into account the multidimension-
al complexity of these processes. If the 
principles governing biological orga-
nization on a morphological, spectral, 
local, and global scale can be deduced, 
the correlation between structural and 
molecular signaling within the tissue 
can be understood and applied to in-
form and accelerate studies of organ 
development and tissue regeneration.

Cell-Graphs: 
Image-Driven  
Modeling  
of Structure-
Function 
Relationship 

DOI:10.1145/2960404

Cell-graph construction methods  
are best served when physics-driven and  
data-driven paradigms are joined.

BY BÜLENT YENER

 key insights
 ˽ Structural and spatial patterns of 

cell organizations in a tissue are 
not random but associated with the 
underlying functional state. Cell-
graphs combine techniques from image 
analysis, graph theory, data mining, 
and machine learning to identify 
such patterns to predict underlying 
functional state. Thus, understanding 
structure-function relationships can be 
used to predict malfunctioning when 
the patterns start changing.

 ˽ Advances in tissue staining and 
image processing permit capturing 
multichannel, multiscale information 
which in turn can be used by the state of 
the art machine learning algorithms to 
model structure-function relationships.
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The cell-graph technique11,12,20 aims 
to learn structure-function relationship 
by modeling structural organization 
of a tissue/organ sample using graph 
theory. Its main hypothesis is that cells 
in a tissue/organ organize to perform 
a specific function. For example, the 
spatial distribution and interaction of 
cells in a salivary gland tissue is differ-
ent than that of a brain tissue since they 
perform very different functions. Thus, 
if one can understand tissue organiza-
tion then one can successfully predict 
the corresponding function. The cell-
graph technique deploys image pro-
cessing, feature extraction and selec-

tion, and machine learning algorithms 
to establish a quantitative relationship 
between structure and function. 

As more sophisticated staining tech-
niques that provide information about 
different biological scales are deployed 
(as will be discussed), image-driven mod-
eling with cell-graphs provides a mul-
tiscale approach to modeling complex 
biological systems, as a complementary 
one to physics-based continuous mod-
els and methods (for example, finite ele-
ment method, fine difference method). 
While quite successful in various engi-
neering applications, these methods 
operate under computational scales 

that capture the macroscale behavior of 
a system by smaller (micro) scale consti-
tutive relations. For example, the Car-
Parrinello Molecular Dynamics (CPMD) 
model employs a “microscopic” model 
to formulate the “constitutive relations” 
based on a force field between the nu-
clei, with a “macroscopic” model that 
uses mechanics for the dynamics of the 
nuclei.7 However, complex biological 
systems have different scales, including 
molecular, cellular, tissue, and organ 
levels, than the computational ones. 
Furthermore, physics-based techniques 
are parametric and do not leverage the 
massive amounts of data available due 
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by the location of vertices. The Delau-
nay triangulation permits the exis-
tence of edges solely between adjacent 
vertices. Thus, only relationships 
between closely located nuclei are 
represented. This restriction makes 
it impossible to generate and test dif-
ferent biological hypotheses for cell-
to-cell interactions. Second, Voronoi 
graphs are restricted to planar graphs 
that are very limited in their structure 
and do not allow crossing of edges. 
There is no evidence to justify such a 
limitation in tissue structural organi-
zation. This constraint also presents 
difficulties with 3D images. Third, a 
Voronoi graph always has a single con-
nected component (that is, the tissue 
is represented by a connected graph), 
which may not be a valid assumption 
for sparse tissues (those with fewer 
numbers of cells). Finally, the graph 
features are limited and mainly com-
puted on minimum spanning trees 
over Voronoi graphs.

(Various modifications have been 
proposed to adapt Delaunay triangula-
tions to specific biological systems by 
changing the triangulation technique 
and resulting in different neighbor-
hood graphs.2,25,37 However, the feature 
sets constructed from these neighbor-
hood graphs are limited and mainly 
based on spanning tree properties.)

The cell-graph approach generalizes 
graph-based approaches by allowing 
an arbitrary edge function between a 
pair of nodes based on a biological hy-
pothesis on their pairwise relationship. 
In a cell-graph, cells or cell clusters of a 
sample tissue are the vertices. An edge 
is defined between a pair of cells or cell 
clusters based on an assumption that 
has a biological foundation (or hypothe-
sis). For example, if we believe that cells 
that are spatially close to each other are 
more likely to interact (for example, sig-
nal) with each other than more distant 
cells, then a link can be made between 
them with a probability that decays ex-
ponentially with increasing Euclidean 
distance between them. Thus, links of a 
cell-graph aim to capture the biological 
interactions in the underlying tissue. 
The cell-graphs provide a precise math-
ematical representation of cellular or-
ganization and the extracellular matrix 
(ECM) that surrounds cells. If the im-
ages carry multichannel information, 
by applying more sophisticated stain-

to advances in data acquisition, such 
as high throughput medical imaging 
techniques, which has been recognized 
as an important research direction (see 
https://datascience.nih.gov/bd2k).

In this article, I will illustrate vari-
ous cell-graph construction methods 
for different applications, explain the 
graph features used in tissue classifi-
cation, and suggest how to combine 
physics-driven and data-driven para-
digms toward a multiscale modeling 
for better prediction. The discussion 
starts from a simple graph model and 
progresses toward more sophisticated 
ones as a function of staining, and im-
aging techniques. This review includes 
both static data and time-evolving dy-
namic data as well.

Image-driven native tissue modeling. 
Several different approaches are used 
to extract features at the cellular and 
tissue levels to distinguish and classify 
distinct (mal)functional states such 
as tumor types in cancer. The features 
are used to quantify the information 
carried in the sample, and to distin-
guish the diseased structures from the 
healthy and damaged ones.

The first approach makes use of 
morphology to quantify the size and 
shape of a cell or its nucleus.40 At the 
cellular level, such features are used 
to classify a nucleus as belonging to a 
healthy or diseased cell. At the tissue 
level, the statistics of these features 
over the tissue are exploited in the clas-
sification of a tissue as diseased or not. 

The second approach employs inten-
sity, or the distribution of the color val-
ues of pixels to define features.43 Such 
features may include the mean, stan-
dard deviation, skewness, and kurtosis 
of the red, green, and blue components, 
as well as the difference between the red 
and blue components, and the propor-
tion of the blue component in RGB col-
or space. Given this approach directly 
derives features from the intensity val-
ues, these features are more sensitive to 
the noise that arises from stain artifacts 
and image acquiring conditions. 

The third approach exploits the 
textural descriptors as its features and 
considers spatial dependency of the 
intensity values to quantify the smooth-
ness, regularity or coarseness of the 
image. The two most popular models 
to compute these textural descriptors 
are those that use run-length matrices18 

and co-occurrence matrices.22 Fractals 
that describe the similarity levels of 
different structures found in a tissue 
image over a range of scales have been 
proposed in Einstein15 and Esgiar.16 We 
note that none of the approaches men-
tioned here can model the structure-
function relationship in tissue.

Prior work using graph theory to 
model a tissue is based on drawing 
a Voronoi graph of cells from a tissue 
image.26,42 In these studies the graph-
based features are defined on the De-
launay triangulation graph or its cor-
responding minimum spanning tree. 
There are several limitations of Vor-
onoi graphs that cell-graphs success-
fully remedy. First, the edge function 
in Voronoi graphs is fixed and dictated 

Figure 1. Different tissue types and  
states as well as their representations  
as cell-graphs.

Healthy

Bone

Brain

Breast

Cancer

Cell-graphs are constructed from H&E 
stained human tissue samples and provide 
precise metrics to capture the spatial organi-
zation of tissues. Using these graph metrics, 
machine learning algorithms can predict the 
functional state of underlying tissue samples. 
As shown in the figure, cell-graphs and corre-
sponding functional states of different tissue 
types quite different.  
Courtesy:doi:10.1371/journal.pone.0032227
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ing techniques (for example, multispec-
tral fluorescence imaging) it is possible 
to build cell-graphs that have different 
types of nodes, corresponding to differ-
ent types of cells that coexist (for exam-
ple, epithelial vs. fibroblast) and other 
ECM entities (for example, basal mem-
brane underlying epithelial cell layers 
and blood vessels). With 3D images and 
3D cell-graphs, such representation 
becomes more accurate and powerful. 
Cell-graphs bring the well-established 
principles of graph theory and provide a 
rich set of features defined precisely by 
these principles to be used as quantita-
tive descriptor features. These features 
could be defined and computed locally 
from a single node’s point of view (for 
example, number of its neighbors), or 
globally for the entire tissue sample 
(that is, the shortest or longest dis-
tance in the cell-graph between any two 
nodes). Cell-graphs can use cell level 
attributes such as convexity, size, physi-
cal contact, shape, and so on to define 
similarity metrics for establishing links 
between a pair of nodes. 

As an introductory example for 
application of the cell-graphs, con-
sider automated diagnosis of cancer 
from digital images (that is, digital 
pathology). The “gold standard” for 
cancer diagnosis remains the expert 
(qualitative) opinion of pathologists 
specially trained to recognize indica-
tive morphological signatures of 
different tumors in histopathology 
slides. This process is not only time 
consuming but also subject to inter-
observer variability. The cell-graph 
method can successfully assist diag-
nostics by automating this process. 
For example, consider the problem 
of predicting cancer for three mor-
phologically distinct tissues (brain, 
breast, and bone) from histopathol-
ogy images. Figure 1 shows the cell-
graphs of three different human 
tissue samples in two different func-
tional states: healthy and cancerous. 

Methodology
The cell-graph methodology is image-
driven and utilizes different technolo-
gies ranging from florescence micros-
copy to confocal microscopy. While 
most of the work we report is based 
on hematoxylin and eosin (H&E) 
stained image analysis, the cell-graph 
technique benefits from more sophis-

ticated staining techniques discussed 
later in this article. 

Formally, let G=(V, E) denote a cell-
graph with V and E being the set of 
nodes and edges of the graph, respec-
tively. The overall methodology is shown 
in Figure 2. It starts with image analysis 
and ends with checking the accuracy of 
the machine learning algorithms.

Identification of nodes for a cell-
graph. Nodes of a cell-graph are as-
sociated with individual cells, thus 
the first step is to distinguish the cells 
from their background based on the 
color information of the pixels. Stan-
dard imagining techniques can be 
used for this part of the process. We 
note that cell-graphs do not require 
precise cell segmentation and mor-
phology since determining cell loca-
tions are enough to identify node set. 
Cell segmentation is an active area of 
research and outside the scope of this 
work; we refer readers to many survey 
papers on this topic.21,29,44

 One earlier approach used for node 
identification is to have two control pa-
rameters: the size of the grid, and the 
threshold value.11 The grid size deter-
mines the down sampling rate, that is, 
the resolution of the resultant image. 
Consequently, a node can represent a 
single cell, a part of a cell, or a bunch of 
cells, depending on the grid size. The 
finer the grid size, the closer a node is 
to a single cell. For each grid entry, the 
average values of pixels located in this 
grid entry are computed and compared 
against a threshold value to determine 
the nodes of the cell-graph. Threshold-
ing eliminates the noise that arises 
from the staining artifacts and mis-
assignment of black pixels in the color 
quantization step. 

 There are more sophisticated ap-
proaches to cell segmentation and 
node identification depending on the 
type of the tissue and how much seg-
mentation accuracy is required. For 
example, cells can be identified by us-

Figure 2. Methodology for image-driven tissue modeling.
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Image segmentation and identification of 
objects of interest is followed by cell-graph 
construction and feature extraction.  
Selected features are used to train machine 
learning algorithms. The testing results  
are cross-validated, and hypotheses are  
verified by further experiments.
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probability function P(u,v) = ed(u,v)/(L) 
where d(u, v) is the Euclidean distance, 
and L is the largest Euclidean distance 
between two nodes of the grid. The 
model parameters α and β must be cho-
sen between 0 and 1. These parameters 
affect the number of the links and the 
connectivity of the graphs. Selecting 
smaller values of these parameters re-
sults in a smaller number of links. Dif-
ferent probability functions such as 
power law P(u,v) = d(u,v)–α can also be 
used based on a different hypothesis. 
Intuitively, the closer two cells are, 
the more likely that they share a rela-
tionship. This probability quantifies 
the possibility for one of these nodes 
to be grown from the other, thus aim-
ing to model the prevalence of the 
disease state in a tissue. 

An edge (u,v) can be established de-
terministically if the distance d(u,v) is 
less than a threshold (for example, two 
cells are physically touching each other). 
This edge function captures cell inter-
action through adhesion. When the 
dataset is large, cross-validation tech-
niques can be used to identify the op-
timal threshold that might signify cell-
cell communication. In cases when the 
dataset is limited in size, heuristics 
such as five times the average radius 
of a nucleus (for example, 20 microns) 
can be used.

Note that the presence of a link 
between nodes does not specify what 
kind of relationship exists between 
the nodes (cells); it simply indicates 
that a relationship of some sort is 
hypothesized to exist, and that it is 
dependent on the distance between 
cells. Surprisingly, the distance mea-
sure alone is sufficient to reveal im-
portant, diagnostic structural differ-
ences in human tissues (see sidebars 
1–3 in the online appendix). 

Feature extraction. After construct-
ing the cell-graphs, the next step is to de-
fine and extract graph features to train 
machine learning algorithms for clas-
sification of tissue functional states. 
We consider two types of features to be 
used by classification algorithms: local 
features at the individual cell level, and 
global features at the tissue level. Table 
1 (in an online appendix accompanying 
this article in the ACM Digital Library 
dl.acm.org) summarizes the graph fea-
tures to capture information from dif-
ferent scales.6 By computing the distri-

ing eigenvalues of the Hessian matrix 
of the image17,23 with two parameters of 
interest: RB=λ1/λ2, and S=||∇2f|| where 
S is the Frobenius matrix norm and is 
used to differentiate objects of interest 
from the background, whereas RB is a 
measure to differentiate between blob-
like structures and ridge-like struc-
tures. S will be low in background pix-
els as the eigenvalues for pixels lacking 
contrast will be small. In high-contrast 
regions however, at least one of the 
eigenvalues will be high and S will be 
large.4 For further details, we refer the 
reader to several excellent survey pa-
pers on this topic as cited above.

Establishing edges in a cell-graph. 
After determining the vertex set V, an 
edge (u,v) between a pair of nodes u 
and v can be defined by making use of 
the biological insight and knowledge 
of the interaction of the cells in a spe-

cific tissue type. For example, it may 
be more likely that physically adjacent 
cells signal each other than the ones 
far away. Such distance-based interac-
tion among the elements is well un-
derstood in physical systems based on 
energy minimization. In the absence of 
any other similarity measure between a 
pair of cells, one can adapt a simple Eu-
clidean distance measure for defining 
an edge between them. Therefore, we 
translate the pairwise spatial relation 
between every two nodes to the pos-
sible existence of links in a cell-graph. 

An edge (u,v) can be established 
probabilistically or deterministically 
or a combination of these two meth-
ods. For example, in probabilistic 
cell-graphs11 the probability of creat-
ing a link between any two nodes may 
decay exponentially with the Euclidean 
distance between them employing a 

Figure 3. Geometric interpretation of changes in cell-graph features. 

The clustering coefficient (CC) represents 
how well the neighbors of a node 
are connected to each other. In the 
corresponding graph (c) of tissue sample in 
(a), node 1 has 3 neighbors but only one pair 
of them are connected to each other. Thus 
the CC of node 1 is 1/3. This metric captures 
cliquishness property of the underlying tissue 
organization. The sample in (a) has three 
regions with clumps of cells where the CC of 
each node is higher than the rest of the cells 
(inside white dotted lines).

Graph metrics confirm and quantify the structural organization tissue samples.  
Courtesy: doi:10.1371/journal.pone.0032906.g006interest.

The diameter of a graph is the longest 
shortest path distance. For example, the 
shortest path in (d) between nodes 5 and 
8 has the maximum length in this graph. 
Increase diameter implies that nodes are 
separated from each other due to sparsity 
(fewer edges are established due to edge 
threshold). The tissue sample in (b) has 
two regions mesenchmal and epithelial 
(marked by “m” and “e”, respectively) where 
mesenchymal region has denser distribution 
of the cells.
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bution of local features, one can obtain 
some of the global features. However, 
some other global features, such as the 
ratio of the size of the giant connected 
component over the size of the entire 
graph, can only be computed over the 
entire graph. 

The spectrum of a graph, which is 
the set of graph eigenvalues computed 
from the adjacency matrix or from its 
Laplacian, also provides global fea-
tures such as the spectral radius and 
Eigen exponents. The eigenvalues of 
the Laplacian relate to the graph in-
variants better than the eigenvalues of 
the adjacency matrix.8 For example, the 
number of eigenvalues with a value of 
0 gives the number of connected com-
ponents in the graph. Moreover, as the 
eigenvalues of the Laplacian lies in the 
range [0,2], it is easier to compare the 
spectra of graphs with different sizes. 

Feature selection and machine 
learning. Feature selection helps to 
overcome the problem of curse of di-
mensionality and may increase classi-
fication accuracy. Note the importance 
of graph features vary from one type 
of tissue to another. For example, the 
most important features for bone tis-
sue classification (using f-scores for 
feature selection) are the number of 
nodes (fs=1.685), giant connected ra-
tio (fs=1.094), number of central points 
(fs=1.607), and clustering coefficient 
(fs=1.069) (the next f-score value cor-
responds to percentage of end points 
which is much smaller).4 Interestingly, 
while the number of nodes (that is; 
cell density) is an important feature 
for brain tissue analysis, it is not so for 
breast tissue.5 Some features such as 
clustering coefficient and number of cen-
tral points are important for bone tis-
sue, as well as for breast and brain tis-
sue. Other influential features include 
average effective eccentricity, number of 
links, and average path length. While 
there is a tremendous amount of work 
on it (for an online repository see http://
featureselection.asu.edu/), feature se-
lection is based on heuristics and dif-
ferent methods yield different subsets.

The selected graph features are in-
put to a classifier such as the Artificial 
Neural Networks, Bayesian Networks, 
or Support Vector Machines (SVM) for 
learning and predicting the functional 
state associated with the structure. The 
main challenge from learning perspec-

tive is the unbalanced class representa-
tion. For example, while there is abun-
dant data labeled as “cancer” class for 
almost all the tissue types we studied, 
much less data was available labeled as 
“healthy” class. Standard techniques 
such as under sampling and over sam-
pling of data are applied to cope with 
this problem, and in addition each data-
set is normalized and centered. In SVM 
the test data is classified by determining 
the side of the hyperplane they lie on in 
the kernel-mapped space. The radial ba-
sis function (RBF) kernel, also referred 
to as the Gaussian kernel (that is, K (xi, 
xj) = exp (−||xi−xj ||2 / 2σ2)), is commonly 
used as a kernel to map the data into 
an infinite dimensional Hilbert space. 
While there are some parameters in 
SVM that can be fine-tuned to increase 
learning accuracy, the default settings 
used in Matlab, LibSVM, and other 
packages have shown to be sufficient. 
In order to extend SVM for the classifica-
tion of three classes, one can employ the 
one-against-one approach24 where three 
two-class SVM classifiers are established 
for each pair of classes in the training da-
taset. Each sample in the test data is as-
signed to a class by these classifiers and 
the class with the majority vote is chosen 
as the final result. If there is equal voting 
for the three classes, the class that has 
the largest margin from the separating 
hyperplane is chosen. The Bayesian clas-
sifier maximizes the posterior probabil-
ity, which is a function of the likelihood 
and prior probability with the assump-
tion that the data points are drawn from 
Gaussian distributions. The KNN (K-
nearest neighborhood) classifies each 
data point to the class that is most com-
mon among its K-nearest neighbors de-
termined by a Euclidean distance-based 
difference. In this study, we test three 
values K=10, 11, and 12, and choose the 
values that achieve the highest grading 
accuracy. Both Bayesian and KNN classi-
fiers can readily handle multiclass clas-
sification problem. 

We note that classification accu-
racy of different machine learning 
algorithms may vary on the same 
feature set. For example, for histo-
pathological grading of follicular 
lymphoma (FL) images into one of 
three grades, a comparison of three 
classifiers (SVM, Bayesian, and KNN) 
show different accuracy results34 (see 
Table 3 in the online appendix).

The cell-graph 
technique 
aims to learn 
structure-function 
relationship by 
modeling structural 
organization of 
a tissue/organ 
sample using  
graph theory. 

http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Ffeatureselection.asu.edu%2F
http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Ffeatureselection.asu.edu%2F
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ROCK inhibitor-treated tissues were 
further apart from each other and thus, 
had fewer edges, or links, per unit area, 
measurable as a decreased clustering 
coefficient. The average path length, 
which measures the average shortest 
path between two cells, increases with 
ROCK inhibition and number of con-
nected components, which is the num-
ber of cell-linked cell clusters, decreas-
es. Less compact tissue should have a 
smaller number of linked cells, an in-
creased inter-cellular distance (that is, 
longer average path length) and, hence, 
a lower number of connected compo-
nents. Cell-graph features were thus 
able to predict known ROCK inhibitor-
induced global tissue changes.6

Enhanced Cell-Graph Models
This section explores how to go beyond 
simple cell-graphs without self-loops, 
multiple edges, and attributes to more 
complex ones.

Hierarchical cell-graphs. So far 
the cell-graphs discussed are used to 
model diffusive structural organiza-
tions such as the ones found in brain 
tissue samples. Other tissue types 
such as breast or prostate exhibit more 
complex structural organizations and 
require enhancing the cell-graph ap-
proach further5 (see comparison re-
sults in Sidebar 2 in the online appen-
dix). For example, to model the lobular 
structure of breast tissue, a 2-phase 
cell-graph construction is proposed5 
(see Figure 4). After cell segmentation, 
first, connected subgraphs have been 
built to capture the local structure of 
lobular/glandular architecture so that 
each connected component represents 
a lobular/glandular structure. A biolog-
ically meaningful hypothesis for this 
step is that within a glandular structure 
there is a high interaction among the 
cells as a function of physical contact. 
Second, the interactions among the 
connected components are modeled 
with the hypothesis that the likelihood 
of interglandular interaction through 
ECM may decrease as a function of the 
spatial distance between them. These 
two phases may admit different edge 
functions. For example, intra-glandu-
lar edges can be assigned deterministi-
cally while interglandular edges would 
be defined probabilistically.5 The hier-
archical cell-graphs enable us to model 
and test different biological hypoth-

Finally, the cell-graph features can 
be used to design specialized kernels as 
an alternative approach to RBF or poly-
nomial kernels for graph classification 
problems. Such kernel computation is 
based on feature-vectors constructed 
from different global topological attri-
butes, as well as global label features. 
The main idea24 is the graphs from the 
same class should have similar topo-
logical and label attributes. A detailed 
comparison on real benchmark da-
tasets shows that our topological and 
label feature-based approach delivers 
better or competitive classification ac-
curacy, and is also substantially faster 
than other graph kernels.27 It is the 
most effective method for large unla-
beled graphs.

Feature interpretation. There are 
three types of cell-graph features: 
cliqueness metrics (for example, 
clustering coefficient), compactness 
metrics (for example, number of cen-
tral points), and distance metrics 
(for example, diameter).

It is best to explain the meanings of 
graph features within an application 
domain. Recently, the cell-graph tech-
nique was used to quantify changes in 
the cellular dynamics of submandibu-
lar gland (SMG) morphogenesis as a 
function of ROCK1-mediated signaling 
in this process.6 The laboratory analy-
sis verified that the average diameter of 
the SMG increased and that the thick-
ness decreased following inhibitor 
treatment, which is consistent with the 
overall decrease in cellular contractil-
ity (see Figure 3). Additionally, the total 
number of cells is also decreased with 
inhibitor treatment. This implies the 
overall compactness of the explant de-
creases both at the tissue and at the cel-
lular level with ROCK inhibitor-treat-
ment. The values for certain cell-graph 
features captured this observation: the 
clustering coefficient in the control 
tissues was greater than in the ROCK 
inhibitor-treated tissues. The cluster-
ing coefficient gives a measure of com-
pactness of a tissue. That is, cells in the 

Figure 5. ECM aware cell-graphs.

Fractured bone tissue example where fracture cells exist in the middle of the original image and 
stem cells repairing fracture are colored in blue. Courtesy: doi:  10.1007/s10618-009-0153-2

Figure 4. Hierarchical cell-graphs for breast tissue modeling.

Each connected component of a hierarchical cell-graph corresponds  
to a lobular structure, which is modeled by using simple cell-graph approach.23  
Courtesy: Conf Proc IEEE Eng Med Biol Soc. 2007;2007:5311-4.
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esizes on the interaction of cells, and 
glands by changing the edge function.

ECM-aware cell-graphs. In a tissue 
sample, there is more than one type of 
cells of interest, including blood cells, 
cancerous cells, normal cells, stem 
cells repairing a damaged tissue (for ex-
ample, bone fracture), and so on. These 
cells are not only distinguishable from 
each other by their color and size, but 
also carry valuable information about 
the underlying functional state. ECM-
aware cell-graphs take advantage of the 
heterogeneity of tissue samples to en-
code more information. After image seg-
mentation, each cell is assigned a color-
code based on the ECM composition of 
its surroundings. For each color code, a 
dedicated cell-graph is constructed and 
graph features are extracted. As a result, 
multiple cell-graphs coexist for model-
ing the same tissue and their combined 
feature set can be used for tissue classi-
fication. Figure 5 shows a tissue sample 
from fractured bone and corresponding 
cell-graphs constructed from segmenta-
tion, which illustrates that ECM-aware 
cell-graphs result in high accuracy in 
bone tissue classification problems4 
(see Sidebar 3 online).

Similarly, Figure 6 captures the 
spatial organization of epithelial, and 
mesenchymal cells that coexist during 
the branching morphogenesis of sub-
mandibular gland.6

Cell-graphs with multiple staining. 
With immunohistochemical staining 
becoming more widely used in digi-
tal pathology practices, richer sets of 
biological information also become 
available to construct cell-graphs that 
are more realistic and relevant. These 
staining techniques indicate the ex-
pression level of various proteins and 
provide important information for 
learning the underlying functional 
state. For example, for the automated 
grading of breast cancer in 3D tissue 
sections, both the distribution and 
expression level of a lateral cell-mem-
brane protein integrin α3 has been 
used to hypothesize the interaction 
between cell pairs.35 The cell-graph 
edges have been established based on 
the integrin α3 densities between the 
nuclei pairs (see Figure 7). As the can-
cer progresses, reduced expression of 
integrin α3 is observed corresponding 
to the loss of interaction between the 
cells which is an important feature for 

Figure 6. Stitched images of submandibular gland were segmented using the active  
contour method to define epithelial (white) vs. mesenchymal tissue (black) in control (a) 
and ROCK inhibitor-treated explants (d).

These masks were used to identify the epithelial nuclei (b, e) and mesenchymal nuclei (c, f).  
Using each nucleus as a vertex, cell-graphs were constructed for control and ROCK  
inhibitor-treated tissues, respectively (g, h), where zoomed regions of cell graphs corresponding  
to regions of the original images (shown as red boxes in a and d) are shown in detail.  
Epithelial tissue is represented by the blue graph and the mesenchymal tissue is represented  
by the red graph. We discarded the sublingual tissues and only used the submandibular gland.  
Courtesy: doi: 10.1371/journal.pone.0032906.g002
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Figure 7. Non-invasive breast tissue sample. 

Non-invasive breast tissue sample with two stains is shown in (a). Corresponding  
cell-graph based on 3D distance is shown in (b) and the cell-graph that considers 
expression levels is shown in (c). Table 4 in appendix shows the improvement in 
classification by capturing the underlying biology more effectively.  
Courtesy: doi: 10.1109/ISBI.2013.6556431.

(a) (b) (c)
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mors (epithelial, connective, and neu-
ral) were studied in order to determine 
which structural properties (captured by 
graph metrics) dominate the differen-
tiation.28 The cell-lines include MCF10A: 
Precancerous Human, Breast Epithelial; 
AU565: Human Breast Cancer HER2+/
ER-; MCF7: Human Breast Cancer HER2-/
ER+; MDA- MB231: Human Breast Can-
cer HER2+/ER2+; hDFB: Human Dermal 
Fibroblasts; NHA: Normal Human Astro-
cytes; U118MG: Human Glioblastoma; 
NHOst: Normal Human Osteoblast; MG63: 
Human Osteosarcoma; RWPE-1: Non-
tumorigenic Human Prostate; DU145: 
Human Prostate Carcinoma.28 Although 
there are limitations to in vitro studies, 
the cell lines used in this study represent 
a range of tissue types allowing one to di-
rectly compare the structural profiles of 
various functional states through analy-
sis of cell-graph metrics as follows.

The structural features of underly-
ing tissue samples are calculated on 
each cell-graph using Gi = (Vi(t), Ei(t)), 
where Vi(t) and Ei(t) represent the list of 
vertices and nodes at time point t and i 
represents the index for the cell line. As 
a result, time series of tissue evolution 
can be represented by a 3rd order tensor 
with the modes: features × time × cell-
line whose dimensions are I, J, and K, 
respectively.30 An entry Tijk in this data 
cube corresponds to the value of met-
ric i at time point j for cell-line k where i 
= 1,..., 20; j = 1,..., 6; and k = 1,..., 11.

Two common models in multi-way 
data analysis are Tucker3 and Parallel 
Factor Analysis (PARAFAC).1 A Tucker3 
model with orthogonality constraints 
on component matrices is a generaliza-
tion of SVD from matrices to high-or-
der datasets and is also called Higher-
Order Singular Value Decomposition 
(HOSVD)10 or multilinear SVD. Using 
a Tucker3, a 3-way tensor T  RIxJxK is 
modeled as follows:

Tijk = ( R•r=1 Q•q=1  P•p=1 Gpqr AipBjqCkr = Eijk

where P, Q and R indicate the number 
of components extracted from first, 
second and third mode (P≤I, Q≤J, and 
R≤K), respectively. A RI×P, B RJ×Q, 
and C RK×R are the component matri-
ces.   G RP×Q×R is the core tensor and 
E RI×J×K represents the error term.5 

Three-mode tensor analysis in fea-
ture mode for outliers identified six 
features such as; average degree; clus-

grading. Table 4 in the online appendix 
illustrates that grading accuracy in-
creases by capturing this information.

Recently, a new technique called 
hyperplexed immunofluorescence tech-
nology has allowed unlimited stains on 
a single specimen.19 Molecular stains 
are quantified in single cells and sub-
cellular compartments, yielding un-
paralleled insights into the biology of 
intact tissues. Each stain reflects a dif-
ferent biological property—cell types, 
signaling processes, and so on. As an 
extension of ECM-aware cell-graphs, 
one can establish links based on spatial 
proximities of pairs of cells using the 
expression of each marker, thus build-
ing one cell graph for each marker. We 
expect the feature set of each cell-graph 
captures a different biological property. 
Figure 8 shows the cell-graphs for three 
different stains. Statistical analysis 
shows that feature sets obtained from 
these cell-graphs come from different 
probability distributions (see Table 5 in 
the online appendix).

3D tissue analysis with cell-graphs. 
3D confocal imaging techniques have 
been a powerful tool for cell biologists 
and engineers providing 3D spatial 
information regarding the location of 
specific structures within cells and tis-
sues. Some of the work discussed previ-
ously used 3D modeling.6,35 To capture 
the 3rd dimension, one needs to stich 
z-stack sequences with some overlap-
ping. This process requires defining a 
depth parameter k and then ensuring 
some overlap between stack i-1, stack 
i, and stack i+1. For example, in Oztan 
et al.35 z-stack sequences of 8 slices 
deep with 25% overlap with the preced-
ing and following z-stack sequences 

are constructed. It is straightforward 
to extend 2D Euclidean distance to 3D. 
Consider two vertices: u = (xu, yu, zu) and 
v = (xv, yv, zv) then the distance between 
them in 3D would be

(xu  xv)2 + (yu yv)2 +(zu zv)2√

Similarly, different distance metrics 
can be adapted such as the Lp distance: 

Lp = ( 3•i=1 |xi yi|p)1/p

The features defined on 2D cell-
graphs can be used in the 3D case with 
additional computational demand.

3D cell-graphs have been construct-
ed to model a 3D cellular environment 
and quantify type I collagen remodel-
ing and fibrillogenesis with respect to 
mesenchymal stem cell organization 
over time.3 In that work, an initial re-
sult on how to integrate a physics-
based mechanical model30 with the 
cell-graph approach is also shown. 
The results are verified on multiple ex-
periments and provide the first quan-
titative support to the hypothesis that 
continuity between extracellular and 
intracellular environments is required 
for stem cell fate determination (see 
Figure 9 in the online appendix).

Time Series of Tissue Evolution 
Up to this point, the discussion on cell-
graphs was confined to static histol-
ogy samples. Here, we are interested in 
modeling the evolution of time depen-
dent cell and tissue growth. 

Spatiotemporal cell differentiation. 
Recently, in vitro (3D hydrogel models) 
evolutions of 11 different cell-lines from 
different tissues that develop solid tu-

Figure 8. Cell-graphs overlaid on images of (a) E-Cadherin (b) Pan-Keratin (c) Keratin 15.

The cell-graphs reveal distinct spatial patterns showing  
orthogonal information can be obtained.

(a) (b) (c)
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tering coefficient; number of central 
points; number of connected com-
ponents; standard deviation of edge 
lengths; and number of isolated points 
that capture the compactness, cluster-
ing, and spatial uniformity of the 3D 
architectural changes for each cell type 
throughout the time course.28 Impor-
tantly, four of these metrics are also the 
discriminative features for our histopa-
thology data from the previous studies 
reviewed earlier.

Dynamic cell-graphs. Spatiotem-
poral development of tissues/organs 
requires modeling of cell-to-cell in-
teractions over time and has proven 
to be difficult. For example, while the 
branching processes in developing 
organs (lungs, pancreas, kidneys, sali-
vary, and mammary glands) have been 
studied in detail, we are still far from 
comprehending the integrated proc-
ess.9 Computational modeling of mor-
phogenesis starts with mathematical 
models for understanding the funda-
mental properties of cell clusters.14,41 
These theories were followed by con-
tinuum, physics-based models, which 
considered a tissue to be composed of 
cells and ECM and described the stress 
forces between these two structures.32,33 
Such models found a wide area of ap-
plications including modeling of epi-
thelial morphogenesis in 3D breast cul-
ture acini,38 as well as lung31 and kidney 
branching morphogenesis.39 However, 
these models are data agnostic and fo-
cus on optimization of the model pa-
rameters for the best outcome. 

Advanced imaging techniques pro-
vide a vast amount of image data that 
motivates data-driven modeling ap-
proaches. Data-driven techniques 
based on cell-tracking (identifying the 
same cell over different time points) are 
computationally challenging at the or-
gan level. The cell-graphs provide a scal-
able alternative by tracking the graph 
properties instead of individual cells. 
For example, dynamic cell-graphs have 
been constructed to model the growth 
and cleft formation in SMG branching 
morphogenesis.45 The model takes the 
initial gland morphology and nuclei 
locations from an initial image along 
with basic biological control param-
eters such as epithelial growth factor 
(EGF) concentration as input. The EGF 
concentration levels determine the mi-
tosis and cleft deepening rates. At each 

iteration of the algorithm, the cells are 
divided into two populations based on 
their distance from the gland boundary, 
namely internal (I) and periphery (P). 
Subsets I0 and P0 of I and P, respectively 
are chosen to undergo a proliferation 
attempt. Cells in P0 that successfully un-
dergo mitosis create new cells (or verti-
ces) V0 that are added to V. 

Cells with identical topology and 
growth are permitted only at the gland 
boundary, where a hypothesized “nu-
trient medium” provided by the mes-
enchyme is accessible. In the dynamic 
cell-graph model, this similarity is en-
forced via the local structural (graph) 
properties of cell-graphs that maintain 
consistency in the topology of the SMG 
throughout the development stages. 
When first created, potential daughter 
vertices are placed outside the initial 
gland boundary in a region within 20° 
of the surface normal from the parent 
vertex at a minimum distance of one 
cell diameter, but less than the speci-
fied maximum edge length. Some pa-
rameter K of possible candidate daugh-
ter vertices satisfying these spatial and 
angular constraints are chosen, and the 
daughter vertex with the closest local 
cell-graph features to the parent ver-
tex is selected as the optimal daughter 
vertex. These local structural features 
assess the spatial uniformity (cluster-
ing coefficient), connectedness (degree, 
closeness centrality, betweenness cen-
trality), and compactness (edge length 
statistics) of the cell-graph. New edges, 
E0, are also constructed based on the 
distances from the new cells to existing 
cells in G. Bud outgrowth is modeled by 
the annexation of new nodes into the 
gland boundary.33 However, the main 
difficulty with this approach is to derive 
the smooth shape formation from the 
cell-to-cell interactions as discussed in 
Dhulekar et al.13

Conclusion
This article explored various cell-graph 
constructions to model the informa-
tion encoded in the image of a complex 
structure like the human brain or bone 
tissue. The main assumption of the 
cell-graph approach is that cells in a 
tissue organize in a certain way to per-
form a specific function; thus, under-
standing structure would predict the 
function or malfunction. 

Graph theory implementation pro-

Data-driven 
techniques based 
on cell-tracking are 
computationally 
challenging at  
the organ level.  
Cell-graphs 
provide a scalable 
alternative by 
tracking the graph 
properties instead 
of individual cells. 



84    COMMUNICATIONS OF THE ACM    |   JANUARY 2017  |   VOL.  60  |   NO.  1

review articles

29. Meijering, E. Cell segmentation: 50 years down the 
road. IEEE Signal Processing Magazine 29, 5 (Sept. 
2012), 140–145.

30. Meineke, F., Potten, C. and Loeffler, M. Cell migration 
and organization in the intestinal crypt using a lattice-
free model. Cell Proliferation 34 (2001), 253–266.

31. Metzger, R., Klein, O., Martin, G. and Krasnow M. The 
branching programme of mouse lung development. 
Nature 453 (2008), 745–750.

32. Murray, J.D. and Oster, G.F. Generation of biological 
pattern and form. Math Med Biol. 1 (1984), 51–75.

33. Oster, G.F., Murray, J.D., and Harris, A.K. Mechanical 
aspects of mesenchymal morphogenesis. J. Embryol 
Exp Morphol 78 (1983), 83–125.

34. Oztan, B., Kong, H., Gürcan, M.N. and Yener, B. 
Follicular lymphoma grading using cell-graphs and 
multi-scale feature analysis. SPIE Medical Imaging. 
International Society for Optics and Photonics, 
831516–831516.

35. Oztan, B., Shubert, K.R., Bjornsson, C.S., Plopper, 
G.E. and Yener, B. Biologically-driven cell-graphs for 
breast tissue grading. In Proceedings of IEEE 10th 
International Symposium on Biomedical Imaging (Apr. 
2013), 137–140.

36. Plopper, G., Larsen, M. and Yener, B. Image-enhanced 
Systems Biology: A Multiscale, Multidimensional 
Approach to Modeling and Controlling Stem Cell 
Function in Computational Biology of Embryonic 
Stem Cells. Ming Zhan, ed. Bentham Science 
Publishers, 2012, 71–87.

37. Raymond, E., Raphael, M., Grimaud, M., Vincent, L., 
Binet, J.L., Meyer, F. Germinal center analysis with 
the tools of mathematical morphology on graphs. 
Cytometry 14 (1993), 848–861.

38. Rejniak, K.A. An immersed boundary framework for 
modeling the growth of individual cells: An application 
to early tumour development. J. Theor Biol 247, 1 
(2007), 186–204.

39. Srivathsan, A., Menshykau, D., Michos, O. and Iber, D. 
Dynamic image-based modelling of kidney branching 
morphogenesis. Computational Methods in Systems 
Biology, Lecture Notes in Computer Science 8130 
(2013), 106–119. Springer, Berlin Heidelberg.

40. Street W.N., Wolberg, W.H. and Mangasarian, O.L. 
Nuclear feature extraction for breast tumor diagnosis. 
IS&T/SPIE 1993 International Symposium on 
Electronic Imaging: Science and Technology. San Jose, 
CA, 1905:861–870.

41. Turing A.M. The chemical basis of morphogenesis. 
Philos Trans R Soc Lond B Biol Sci 237, 641 (1952). 
37–72.

42. Weyn, B. et al. Computer-assisted differential 
diagnosis of malignant mesothelioma based on 
syntactic structure analysis. Cytometry (1999), 
35:23–29.

43. Wiltgen M., Gerger, A. and Smolle, J. Tissue counter 
analysis of healthy common nevi and malignant 
melanoma. Int J Med Inform. 69(1), 17-28, 2003.

44. Xing, F. and Yang, L. Robust nucleus/cell detection 
and segmentation in digital pathology and 
microscopy images: A comprehensive review. IEEE 
Rev Biomed Eng. (Jan. 6, 2016).

45. Yener, B., Dhulekar, N., Ray, S., Yuan, D., Oztan, B., 
Baskaran, A. and Larsen, M. Prediction of growth 
factor dependent cleft formation during branching 
morphogenesis using a dynamic graph-based 
growth model. IEEE/ACM Trans. Computational 
Biology and Bioinformatics.

Bülent Yener (yener@cs.rpi.edu) is a professor in the 
Department of Computer Science and in the Department 
of Electrical, Computer and Systems Engineering at 
Rensselaer Polytechnic Institute, Troy, NY. He is the 
founding director of Data Science Research Center at 
RPI as well as co-director of Pervasive Computing and 
Networking Center. 

Copyright held by owner/author.

vides a rich and rigorous set of fea-
tures that are almost an order of mag-
nitude greater than prior methods, 
which were limited to a few features. 
Furthermore, it facilitates new ker-
nels and data mining algorithms such 
as subgraph mining. These features 
can then be used to train machine 
learning algorithms for predicting 
the functional class label, given the 
feature set for test data. We note that 
identifying graph metrics that help 
to predict long-term functionality by 
linking engineered tissue structure to 
function is an important step toward 
optimizing biomaterials for the pur-
poses of regenerative medicine.

Any interdisciplinary work re-
quires strong collaboration between 
biomedical experts and computa-
tional scientists, given that interpret-
ability of the results is crucial. It is 
particularly important to understand 
and relate the computational feature 
space back to the original problem 
domain to advance the knowledge 
there. Some of the cell-graph features 
are not intuitive while still useful for 
classification and prediction (while 
they remain effective, interpretability 
of features poses a specific challenge 
to the convoluted features obtained by 
deep learning algorithms).

Finally, we note that a coupling of 
continuum physics-based models with 
discrete data-driven models such as the 
cell-graphs may provide more accurate 
prediction as the complexity of the un-
derlying problem increases (for exam-
ple, organ morphogenesis). In Metzger 
et al.31 an initial attempt for such model 
combining is reported by replacing the 
“springs”32 with weighted cell-graph 
edges where weights are calculated di-
rectly from images of collagen fibers. 
However, much work needs to be done 
in this direction since as reported,45 the 
cell-graphs are agnostic to the physical 
laws that govern the underlying struc-
tural organization, and are sufficient to 
predict complex shape formation and 
need to be coupled with techniques 
such as the level set method.  

Additional background information, literature, and figures 
appear in an online appendix available with this article in 
the ACM Digital Library (http://dl.acm.org/citation.cfm?doi
d=2960404&picked=formats). 
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bands corresponding to the particular 
phenomenon of interest (vibration, 
swaying, breathing, and so on) are am-
plified, which both highlights the mo-
tions being studied and drastically re-
duces the amplification of video noise.

The resulting spatiotemporal mo-
tion magnification algorithms can be 
applied to a wide range of phenomena, 
including blood flow and breathing, the 
small motions of rigid man-made struc-
tures, and even biological (inner ear) 
membrane vibration.

The most surprising real-world re-
sult, however, is probably the ability to 
recover simple audio signals (musical 
notes or human speech) from the visual 
vibrations of a plant or bag placed in 
the same room as the audio source. The 
authors call this setup the visual micro-
phone. While this may sound similar to 
the kinds of optical microphones used 
to recover sound from vibrations of win-
dowpanes, these latter approaches use 
optical interferometry, while the visual 
microphone processes regular videos. 
A related approach can also be used to 
measure physical properties of other 
materials such as fabrics. Details on 
this and many of the other techniques 
discussed in the paper are provided in 
the ample citations.

Overall, Eulerian Motion Magnifica-
tion and Analysis is a delightful tour 
through one of the most surprising 
and useful developments in compu-
tational videography in the last de-
cade. The ability to both magnify and 
quantify subtle visual motions from 
video sequences is both a testament 
to the mathematical sophistication of 
today’s multi-scale video processing 
algorithms and to the tremendous po-
tential of computational photography 
to bring us a deeper and richer under-
standing of real-world phenomena. 

Richard Szeliski (szeliski@fb.com) is the director and 
a founding member of the Computational Photography 
group at Facebook, Seattle, WA. 
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THE ABILITY TO reliably amplify subtle 
motions in a video is a wonderful tool for 
investigating a wide range of phenom-
ena we see in the natural world. Such 
techniques enable us to visualize the 
subtle blood flow in a person’s face, the 
rise and fall of a sleeping infant’s chest, 
the vibrations of a bridge swaying in the 
wind, and even the almost imperceptible 
trembling of leaves due to musical notes.

The development of image process-
ing techniques to amplify such small mo-
tions is one of the recent breakthroughs 
in the computational photography field, 
which applies algorithmic enhancement 
techniques to photos and videos in order 
to create images that could not be cap-
tured with regular photography. Some of 
the earlier work on this topic (originating 
from the same research group at MIT) 
used motion estimation (optical flow) 
techniques to recover small motions, 
amplify them, and then digitally warp the 
images. Unfortunately, optical flow tech-
niques are very sensitive to noise, lack of 
texture, and discontinuities, which make 
this approach very brittle.

More recently, the idea of adding 
scaled amounts of temporal intensity dif-
ferences, which the authors call the Eule-
rian approach because of its connection 
to fluid dynamics (which also models 
motion), has produced a simpler—and 
in many cases more robust—approach. 
However, this technique also amplifies 
noise, and it breaks down for larger am-
plification factors.

To see why this is the case, think of 
a thin line (say a telephone wire) sway-
ing slightly in the wind. The main dif-
ference between two adjacent video 
frames is a darkening of the sky along 
one edge (where the wire is moving to) 
and a brightening of the pixels at the op-
posite edge (where the wire has moved 
away, revealing the brighter sky). Simply 
adding scaled versions of this temporal 
difference results in intensity clipping 
artifacts for large magnification factors, 
such as the 75x magnification the au-
thors apply to a video of a construction 

crane (which we would rightly assume 
to be quite rigid) swaying imperceptibly 
in the wind. Mathematically speaking, 
the phenomenon is due to the break-
down of a Taylor Series approximation 
of the signal for larger motions.

The solution to this dilemma, as de-
tailed in the following paper, is to think 
about amplifying the various phases in-
herent in a multi-scale decomposition 
of the image. Each phase difference at 
a given frequency band, which is due 
to the small motion, can be indepen-
dently amplified and added back into 
the original signal. The authors demon-
strate that this results in a perfect shift 
for pure sinusoids.

For a multi-scale decomposition, 
which groups adjacent frequencies 
into related sub-bands, the approxima-
tion of a shift through the addition of 
phase-shifted signals results in much 
better results than the simpler linear 
(all-scale) difference amplification.

While this analysis is valid for am-
plifying the motion seen in a single 
pair of video frames, improved results 
can be obtained by combining this 
analysis with selective temporal filter-
ing to only amplify particular vibra-
tion frequencies. The video signal is 
decomposed into “three-dimensional” 
spatio-temporal bands, and only those 
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Abstract
The world is filled with important, but visually subtle signals. 
A person’s pulse, the breathing of an infant, the sag and 
sway of a bridge—these all create visual patterns, which are 
too difficult to see with the naked eye. We present Eulerian 
Video Magnification, a computational technique for visu-
alizing subtle color and motion variations in ordinary vid-
eos by making the variations larger. It is a microscope for 
small changes that are hard or impossible for us to see by 
ourselves. In addition, these small changes can be quantita-
tively analyzed and used to recover sounds from vibrations 
in distant objects, characterize material properties, and 
remotely measure a person’s pulse.

1. INTRODUCTION
A traditional microscope takes a slide with details too small 
to see and optically magnifies it to reveal a rich world of 
bacteria, cells, crystals, and materials. We believe there is 
another invisible world to be visualized: that of tiny motions 
and small color changes. Blood flowing through one’s face 
makes it imperceptibly redder (Figure 1a), the wind can 
cause structures such as cranes to sway a small amount 
(Figure 1b), and the subtle pattern of a baby’s breathing can 
be too small to see. The world is full of such tiny, yet mean-
ingful, temporal variations. We have developed tools to visu-
alize these temporal variations in position or color, resulting 
in what we call a motion, or color, microscope. These new 
microscopes rely on computation, rather than optics, to 
amplify minuscule motions and color variations in ordi-
nary and high-speed videos. The visualization of these tiny 
changes has led to applications in biology, structural analy-
sis, and mechanical engineering, and may lead to applica-
tions in health care and other fields.

We process videos that may look static to the viewer, 
and output modified videos where motion or color changes 
have been magnified to become visible. In the input videos, 
objects may move by only 1/100th of a pixel, while in the 
magnified versions, motions can be amplified to span many 
pixels. We can also quantitatively analyze these subtle signals 
to enable other applications, such as extracting a person’s 
heart rate from video, or reconstructing sound from a dis-
tance by measuring the vibrations of an object in a high-speed 
video (Figure 1c).

The algorithms that make this work possible are sim-
ple, efficient, and robust. Through the processing of local 
color or phase changes, we can isolate and amplify signals 
of interest. This is in contrast with earlier work to amplify 
small motions13 by computing per-pixel motion vectors 
and then displacing pixel values by magnified motion 

This Research Highlight is a high-level overview of three 
papers about tiny changes in videos: Eulerian Video Mag-
nification for Revealing Subtle Changes in the World,24 
Phase-Based Video Motion Processing,22 and The Visual 
Microphone: Passive Recovery of Sound from Video.7

vectors. That technique yielded good results but it was 
computationally expensive, and errors in the motion anal-
ysis would generate artifacts in the motion magnified out-
put. As we will show, the secret to the simpler processing 
described in this article lies in the properties of the small 
motions themselves.

To compare our new work to the previous motion-vec-
tor work, we borrow terminology from fluid mechanics. 
In a Lagrangian perspective, the motion of fluid particles is 
tracked over time from the reference frame of the particles 
themselves, similar to observing a river flow from the mov-
ing perspective of a boat. This is the approach taken by 
the earlier work, tracking points in the scene and advect-
ing pixel colors across the frame. In contrast, an Eulerian 
perspective uses a fixed reference frame and characterizes 
fluid properties over time at each fixed location, akin to an 
observer watching the water from a bridge. The new tech-
niques we describe follow this approach by looking at tem-
poral signals at fixed image locations.

The most basic version of our processing looks at inten-
sity variations over time at each pixel and amplifies them. 
This simple processing reveals both subtle color varia-
tions and small motions because, for small sub-pixel 
motions or large structures, motion is linearly related 
to intensity change through a first-order Taylor series 
expansion (Section 2). This approach to motion magni-
fication breaks down when the amplification factor is 
large and the Taylor approximation is no longer accu-
rate. Thus, for most motion magnification applications 
we develop a different approach, transforming the image 
into a complex steerable pyramid, in which position is 
explicitly represented by the phase of spatially localized 
sinusoids. We exaggerate the phase variations observed 
over time, modifying the coefficients of the pyramid 
representation. Then, the pyramid representation is col-
lapsed to produce the frames of a new video sequence that 
shows amplified versions of the small motions (Section 3). 
Both Eulerian approaches lead to faster processing and 
fewer artifacts than the previous Lagrangian approach. 
However, the Eulerian approaches only work well for small 
motions, not arbitrary ones.

Making small color changes and motions visible adds 
a dimension to the analysis that goes beyond simply 
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measuring color and position changes. The visualization 
lets a viewer interpret the small changes, and find pat-
terns that simply measuring numbers would not reveal. 
It builds intuition and understanding of the motions 
and changes being revealed. We show results of Eulerian 
video magnification in a wide variety of fields, from med-
icine and civil engineering to analyzing subtle vibrations 
due to sound. Videos and all of our results are available 
on our project webpage (http://people.csail.mit.edu/
mrub/vidmag/).

2. LINEAR VIDEO MAGNIFICATION
The core idea of Eulerian video magnification is to inde-
pendently process the time series of color values at each 
pixel. We do this by applying standard 1D temporal sig-
nal processing to each time series to amplify a band of 
interesting temporal frequencies, for example, around 
1 Hz (60 beats per minute) for color changes and motions 
related to heart-rate. The new resulting time series at 
each pixel yield an output video where tiny changes that 
were impossible to see in the input, such as the redden-
ing of a person’s face with each heart beat or the subtle 
breathing motion of a baby, are magnified and become 
clearly visible.

The idea of applying temporal signal processing to 
each pixels’ color values is a straightforward idea, and has 
been explored in the past for regular videos.10, 16 However, 
the results have been limited because such processing 
cannot handle general spatial phenomena such as large 
motions that involve complicated space-time behavior 
across pixels. When a large motion occurs, color informa-
tion travels across many pixels and a Lagrangian perspec-
tive, in which motion vectors are computed, is required. 
One critical contribution of our work is the demonstra-
tion that in the special case of small motions, Eulerian 
processing can faithfully approximate their amplifica-
tion. Because the motions involved are small, we can 

make first-order Taylor arguments to show that linear, 
per-pixel amplification of color variations closely approx-
imates a larger version of the motion. We now formalize 
this for the special case of 1D translational motion of a 
diffuse object under constant lighting, but the argument 
applies to arbitrary phenomena such as 3D motion and 
shiny objects, as we discuss below.

2.1. 1D translation
Consider a translating 1D image with intensity denoted by 
I(x, t) at position x and time t. Because it is translating, we 
can express the image’s intensities with a displacement 
function δ(t), such that I(x, t) = f (x − δ(t) ) and I (x, 0) = f (x). 
Figure 2 shows the image at time 0 in black and at a later 
time translated to the right in blue. The goal of motion mag-
nification is to synthesize the signal

î (x, t) = f (x -(1+ α)δ (t)) (1)

for some amplification factor α.
We are interested in the time series of color changes at 

each pixel:

B(x, t) := I(x, t) -I (x, 0). (2)

Under the assumption that the displacement δ(t) is small, 
we can approximate the first term with a first-order Taylor 
series expansion about x, as

 (3)

Because I(x, 0) = f (x), the color changes at x are

 (4)

This is the first order approximation to the well known 
brightness constancy equation in optical flow12, 14: the 
intensity variation at a pixel x is the negative of the product 
between the displacement and the spatial gradient. This 

Figure 1. Apparently still videos of a face, a construction crane, and a houseplant have subtle changes that can be revealed using Eulerian video 
magnification and analysis. Blood flow in a man’s face is revealed when the color changes are amplified (a). The construction crane’s motions are 
revealed when amplified 75× (b). A houseplant subtly vibrates in tune with a loudspeaker playing “Mary had a little lamb.” The audio is recovered 
from a silent video of the house plant (c).
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 (8)

That is, each pixel in the video signal is linearly related to the 
deviation of the parameters θ from their initial value. If we 
amplify by α the difference between the image at time t and 
at time 0, we get

 (9)

By the same analysis as before, this is approximately equal to 
a new video in which the variations in θ are larger by a factor 
1 + α. This shows that linear Eulerian video magnification 
can be used to magnify many subtle, temporal phenomena. 
It is agnostic to the underlying imaging model and can even 
work in cases where brightness constancy is not true as long 
as the changes are small.

2.3. Limitations of the linear approach
Linear amplification relies on a first-order Taylor-
expansion, which breaks down when either the amplifica-
tion factor or the input motion is too large. For overly large 
amplification factors, the magnified video overshoots and 
undershoots the video’s white and black levels causing 
clipping artifacts near edges where the second derivative 

 is non-negligible (Figure 6a). When the input motion 
is too large, the initial Taylor expansion is inaccurate (Eq. 
3) and the output contains ghosting artifacts instead of 
magnified motions.

A second limitation is that noise in the video is ampli-
fied. For example, suppose the intensity value I(x, t) has an 
independent white Gaussian noise term n(x, t) of variance σ2 
added to it. The difference between the frame at time t and 
at time 0 then contains the noise term, n(x, t) − n(x, 0), with 
noise variance 2σ2. This noise term gets amplified by a factor 
α and the output video has noise of variance 2α2σ2, a much 
larger amount than in the input video (Figure 7b).

In Wu et al.,24 noise amplification was partially mitigated 
by reducing the amplification of high spatial-frequency tem-
poral variations, assuming that they are mostly noise rather 
than signal. This is done by constructing a Laplacian pyramid 
of the temporal variations and using a lower amplification 
factor for high spatial-frequency levels. Spatially lowpassing 
the temporal variations produces comparable results. A thor-
ough noise analysis of this approach is available in the appen-
dix of Wu et al.24 and more information about signal-to-noise 
ratios is given here in Section 4.

3. PHASE-BASED MAGNIFICATION
The appeal of the Eulerian approach to video magnification 
is that it independently processes the time series of color 
values at each pixel and does not need to explicitly com-
pute motions. However, its reliance on first-order approxi-
mations limits its scope, and its use of linear amplification 
increases noise power. In this section, we seek to continue 
using the Eulerian perspective of motion analysis—process-
ing independent time series at fixed reference locations. 
But, we want to do so in a representation that better handles 
motions and is less prone to noise.

can be seen as a right triangle in Figure 2, whose legs are the 
temporal intensity variation (vertical edge marked B(x, t) ) 
and the displacement (horizontal edge marked δ) and whose 
hypotenuse (blue curve between the legs) has slope equal to 
the image’s spatial derivative .

In our processing, we amplify the color change signal 
B(x, t) by α and add it back to I(x, t), resulting in the processed 
signal (red in Figure 2):

Ĩ (x, t) = I (x, t) + αB (x, t). (5)

Combining equations (3)–(5), we have

 (6)

As long as (1 + α)δ is small enough that a first-order Taylor 
expansion is valid, we can relate the previous equation to 
motion magnification (Eq. 1). It is simply

 (7)

This shows that this processing magnifies motions. The spa-
tial displacement δ(t) between frames of the video at times 0 
and t, has been amplified by a factor of (1 + α).

2.2. General case
Consider a subtle, temporal phenomenon, for example, 
3D translation, rotation, or the motion of light, parame-
terized by a vector θ (perhaps representing the position or 
orientation of objects or lights) that evolves over time as 
θ(t). These parameters can be mapped to image intensi-
ties I(x, t) via a function f (x, θ(t) ) for all spatial locations 
x. If f is a differentiable function of the parameters θ and 
the changes in the parameters are small, then the video 
I can be approximated by its first order Taylor expansion 
around θ(0)
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Figure 2. Amplifying per-pixel intensity variations can approximate 
spatial translation. The input signal is shown at two times: I(x, 0) = f(x) at 
time 0 (black) and I(x, t) = f(x − δ) at time t (blue). The first-order Taylor 
series expansion of I(x, t) around x approximates the translated 
signal (cyan). The pointwise difference between the frames (green) 
is amplified and added to the original signal to generate a larger 
translation (red). Here, the amplification factor α is 1, amplifying 
the motion by 100%.
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a new image sequence in which the translations have been 
exactly magnified.

Phase-based magnification works perfectly in this case 
because the motions are global and because the transform 
breaks the image into a representation consisting of exact 
sinusoids (formally, the Fourier transform diagonalizes the 
translation operator). In most cases, however, the motions 
are not global, but local. This is why we break the image into 
local sinusoids using the complex steerable pyramid.

3.2. Complex steerable pyramid
The complex steerable pyramid19, 20 is a complex, over-
complete linear transform. It decomposes an image into 
a set of coefficients corresponding to basis functions that 
are simultaneously localized in position, spatial scale and 
orientation. The image is reconstructed by multiplying 
the coefficients by the basis functions and summing the 
real parts.

The transform is best-described by its self-similar basis 
functions. Each one is a translation, dilation, or rotation of 
another. So, it is sufficient to look at just one, a 1D version 
of which is shown in Figure 4a. It resembles an oriented 
complex sinusoid windowed by a Gaussian envelope. The 
complex sinusoid provides locality in frequency while the 
windowing provides locality in space. Each basis function is 
complex, consisting of a real, even-symmetric part (cosine) 
and an imaginary, odd-symmetric part (sine). This gives rise 
to a notion of local amplitude and local phase as opposed to 
the global amplitude and phase of Fourier basis functions. 
We use only a half-circle of orientations because basis func-
tions at antipodal orientations (θ, θ + π) yield redundant, 
conjugate coefficients.

In the case of videos that are global translations of a frame 
over time, there is a representation, that is, exactly what we 
want: the Fourier series. Its basis functions are complex-
 valued sinusoids that, by the Fourier shift theorem, can 
be translated exactly by shifting their phase (Figure 3a,c). 
However, using the Fourier basis would limit us to only being 
able to handle the same translation across the entire frame, 
precluding the amplification of complicated spatially-varying 
motions. To handle such motions, we instead use spatially-
local complex sinusoids implemented by a wavelet-like rep-
resentation called the complex steerable pyramid.19, 20 This 
representation decomposes images into a sum of complex 
wavelets corresponding to different scales, orientations, and 
positions. Each wavelet has a notion of local amplitude and 
local phase, similar to the amplitude and phase of a complex 
sinusoid (Figure 4a). The key to our new approach is to perform 
the same 1D temporal signal processing and amplification 
described earlier on the local phase of each wavelet, which 
directly corresponds to local motion as we discuss below.

3.1. Simplified global case
To provide intuition for how phase can be used to magnify 
motion, we work through a simplified example in which a 
global 1D translation of an image is magnified using the phase 
of Fourier basis coefficients (Figure 3).

Let image intensity I(x, t) be given by f (x − δ(t) ) where 
δ(0) = 0. We decompose the profile f (x) into a sum of complex 
coefficients times sinusoids using the Fourier transform

 (10)

Because the frames of I are translations of f, their Fourier 
transform is given by a phase shift by ωδ(t):

 (11)

where the phase of these coefficients becomes φω + ωδ(t). If 
we subtract the phase at time 0 from the phase at time t, we 
get the phase difference

ωδ (t), (12)

which is proportional to the translation. Amplifying this 
phase difference by a factor α and using it to shift the Fourier 
coefficients of I(x, t) yields

 (13)

Figure 3. Phase-based motion magnification is perfect for Fourier 
basis functions (sinusoids). In these plots, the initial displacement is 
δ(t) = 1. (a) True Amplification. (b) Linear. (c) Phase-Based.
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The local phase of each element only depends on the argument 
to the complex exponential, and is −ωx in the first case and 
−ω (x − δ) in the second. The phase difference is then ωδ, which 
is directly proportional to the translation. Local phase shift 
can be used both to analyze tiny translations and synthesize 
larger ones.

3.4. Our method
The observation that local phase differences can be used to 
manipulate local motions motivates our pipeline. We take 
an image sequence, project each frame onto the complex 
steerable pyramid basis and then independently amplify 
the phase differences between all corresponding basis ele-
ments. This is identical to the linear amplification pipeline 
except that we have changed the representation from inten-
sities to local spatial phases.

To illustrate the pipeline, consider again an image sequence 
I(x, t), in which the frame at time 0 is f  (x) and the frames at 
time t are translations f (x − δ(t) ) (Figure 5a). In our first step, 
we project each frame onto the complex steerable pyramid 
basis (Figure 5b), which results in a complex coefficient 
for every scale r, orientation θ and spatial location x, y, and 
time t. Because the coefficients are complex, they can be 
expressed in terms of amplitude Ar, θ and phase φr, θ as

 (17)

In Figure 5c, we show coefficients at a specific location, scale, 
and orientation in the complex plane at times 0 and 1.

3.3. Local phase shift is local translation
The link between local phase shift and local translation has been 
studied before in papers about phase-based optical flow.9, 11 Here, 
we demonstrate how local phase shift approximates local trans-
lation for a single basis function in a manner similar to the global 
phase-shift theorem of Fourier bases. We model a basis function 
as a Gaussian window multiplied by a complex sinusoid

 (14)

where σ is the standard deviation of the Gaussian envelope 
and ω is the frequency of the complex sinusoid. In the com-
plex steerable pyramid, the ratio between σ and ω is fixed 
because the basis functions are self-similar. Low frequency 
wavelets have larger windows.

Changing the phase of the basis element by multiplying it 
by a complex coefficient eiφ results in

 (15)

The complex sinusoid under the window is translated, which 
is approximately a translation of the whole basis function by 

 (Figure 4b).
Conversely, the phase difference between two translated 

basis elements is proportional to translation. Specifically, 
suppose we have a basis element and its translation by δ:

 
(16)

Figure 5. A 1D example illustrating how the local phase of complex steerable pyramid coefficients is used to amplify the motion of a subtly 
translating step edge. Frames (two shown) from the video (a) are transformed to the complex steerable pyramid representation by 
projecting onto its basis functions (b), shown in several spatial scales. The phases of the resulting complex coefficients are computed (c) and 
the phase differences between corresponding coefficients are amplified (d). Only a coefficient corresponding to a single location and scale is 
shown; this processing is done to all coefficients. The new coefficients are used to shift the basis functions (e) and a reconstructed video is 
produced in which the motion of the step edge is magnified (f).
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3.5. Riesz pyramids
Using phase in the complex steerable pyramid to motion 
magnify videos can be slow because the representation is 
much larger than the input. We have developed another method 
that is similar in spirit and produces videos of almost the 
same quality. However, it is much faster and is capable of 
running in real-time on a laptop. More details about this can 
be found in this paper23 on Riesz Pyramids.

4. AMPLIFYING THE RIGHT SIGNAL
Maximizing the signal-to-noise ratio of the temporal variations 
we amplify, whether local phase changes or color changes, is 
the key to good performance. We improve SNR by temporally 
and spatially filtering the variations to remove components 
that correspond to noise and keep those that correspond 
to signal. The temporal filtering also gives a way to isolate 
a signal of interest as different motions often occur at differ-
ent temporal frequencies. A baby’s squirming might be at a 
lower temporal frequency than her breathing.

Temporal narrowband linear filters provide a good way to 
improve signal-to-noise ratios for motions that occur in a nar-
row range of frequencies, such as respiration and vibrations. 
To prevent phase-wrapping issues when using these filters, 
we first unwrap the phases in time. The filters can also be 
used to isolate motions in an object that correspond to dif-
ferent frequencies. For example, a pipe vibrates at a preferred 
set of modal frequencies, each of which has a different spa-
tial pattern of vibration. We can use video magnification to 
reveal these spatial patterns by amplifying the motions only 
corresponding to a range of temporal frequencies. A single 
frame from each motion magnified video is shown in Figure 8, 
along with the theoretically expected shape.21

Spatially smoothing the motion signal often improves 
signal-to-noise ratios. Objects tend to move coherently in 
local image patches and any deviation from this is likely 
noise. Because the phase signal is more reliable when the 
amplitude of the complex steerable pyramid coefficients is 
higher, we perform an amplitude-weighted Gaussian blur:

 (19)

where Kρ is a Gaussian convolution kernel given by exp . 
The indices of A and φ have been suppressed for readability. 

Because the two frames are slight translations of each 
other, each coefficient has a slight phase difference. This is 
illustrated in Figure 5c, in which the coefficients have roughly 
the same amplitude but different phases. The next step of 
our processing is to take the phase differences between the 
coefficients in the video and those of a reference frame, in 
this case the frame at time 0:

 (18)

These phase differences are amplified by a factor α (Figure 5d), 
which yields a new set of coefficients for each frame, in 
which the amplitudes are the same, but the phase differences 
from the reference frame are larger. We reconstruct the new 
frames using these coefficients by multiplying them by the 
basis functions (Figure 5e). Then, we sum the real part to get 
new frames, in which the translations—and therefore the 
motions in the video—are amplified (Figure 5f).

Amplifying phase differences rather than pixel intensity 
differences has two main advantages: (a) it can support larger 
amplification factors, and (b) noise amplitude does not get 
amplified. In Figure 6, we show the two different methods 
being used to amplify the motions of a 1D Gaussian bump. 
Both methods work well for small amplification factors 
(Figure 6a). For larger amplification factors, amplifying raw 
pixel differences results in the signal overshooting the white 
level and undershooting the black level resulting in intensity 
clipping. In contrast, amplifying phase differences allows us 
to push the Gaussian bump much farther (Figure 6b). At very 
high amplification levels, the different spatial scales of the 
bump break apart because the high frequency components 
cannot be pushed as far as the lower frequency components 
(Figure 6c).

In Figure 7, we show the effect of both methods on a video, 
which consists of independent and identically distributed (iid) 
Gaussian noise. Unlike the linear method which increases 
noise power, the phase based method preserves noise power 
preventing objectionable artifacts in the motion magnified 
output. For these reasons, we found that amplifying phase 
differences rather than pixel differences is a better approach 
for magnifying small motions.

Figure 6. For non-periodic structures, both methods work for 
small amplification, α = 1.5 (a). The phase-based method supports 
amplification factors four times as high as the linear method and 
does not suffer from intensity clipping artifacts, α = 6 (b). For large 
amplification, different frequency bands break up because the 
higher frequency bands have smaller windows, α = 14 (c).
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Figure 7. Comparison between linear and phase-based Eulerian 
motion magnification in handling noise. (a) A frame in a sequence of 
iid noise. In both (b) and (c), the motion is amplified by a factor of 
50, where (b) amplifies changes linearly, while (c) uses the phase-
based approach.
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produces a color-amplified video, in which the human pulse 
is visible (Figure 1a). In addition to visualizing the pulse, we 
can plot the filtered color changes at a point on the man’s 
forehead to get a quantitative measurement of pulse (Figure 
3.8 in Ref.17). The beating of the human heart also produces 
subtle motions throughout the body. We were able to visual-
ize the pulsing of the radial and ulnar arteries in a video of 
a wrist (Figure 7 in Ref.24). Amir-Khalili et al. and Mcleod et 
al. have also quantitatively analyzed subtle color and motion 
changes using methods inspired by the ones proposed here 
to identify faintly pulsing blood vessels in surgical videos,1, 15 
which may be clinically useful.

Our methods can also be used to reveal the invisible 
swaying of structures. We demonstrate this in a video of a 
crane taken by an ordinary DSLR camera (Figure 1b). The 
crane looks completely still in the input video. However, 
when the low-frequency (0.2–0.4 Hz) motions are magni-
fied 75×, the swaying of the crane’s mast and hook become 
apparent. In an extension to the work described here, Chen 
et al. quantitatively analyze structural motions in videos to 
non-destructively test their safety.3 They do this by recover-
ing modal shapes and frequencies of structures (similar to 
Figure 8) based on local phase changes in videos and use 
these as markers for structural damage.

Video magnification has also contributed to new scien-
tific discoveries in biology. Sellon et al. magnified the subtle 
motions of an in-vitro mammalian tectorial membrane,18 
a thin structure in the inner ear. This helped explain this 
membrane’s role in frequency selectivity during hearing.

6. THE VISUAL MICROPHONE
One interesting source of small motions is sound. When 
sound hits an object, it causes that object to vibrate. These 
vibrations are normally too subtle and too fast to be seen, 
but we can sometimes reveal them in motion magnified, 
high-speed videos of the object (Figure 9a). This shows that 
sound can produce a visual motion signal. Video magnifica-
tion gives us a way to visualize this signal, but we can also 

We applied this processing to all of our motion magnifica-
tion videos with ρ equal to 2 pixels in each pyramid level.

Because oversmoothing can shape even white noise into 
a plausible motion signal, it becomes important to verify 
whether the motions we are amplifying are indeed real. We 
have done many experiments comparing the visual motion 
signal with the signal recorded by accurate point-measurement 
devices, such as an acclerometer or laser vibrometer and the 
signals are always in agreement, validating that the motions 
are real.2–4, 22 In addition, there are many videos where the 
motion is spatially coherent at a scale beyond that imposed 
by spatial smoothing (e.g., the pipes in Figure 8). This is 
unlikely to happen by chance and provides further evidence 
for the correctness of the amplified videos.

We can only recover motions that occur at frequencies 
less than the temporal Nyquist frequency of the camera. If 
the motions are too fast, only an aliased version of them gets 
amplified. In the special case that the motions occur at a sin-
gle temporal frequency, aliasing can be useful. It makes such 
motions appear slower, which permits the visualization of 
fast vibrations in real-time, for example, the resonance of a 
wine glass.23 However, in general we cannot recover a mean-
ingful signal if the frames are temporally undersampled.

5. A BIG WORLD OF SMALL CHANGES
The world is full of subtle changes that are invisible to the 
naked eye. Video magnification allows us to reveal these 
changes by magnifying them. We present a selection of our 
magnification results and extensions of our techniques by 
us and other authors below.

As the heart beats, blood flows in and out of the face, 
changing its color slightly. This color change is very subtle, 
typically only half a gray-level. However, the human pulse 
occurs in a narrow band of temporal frequencies and is spa-
tially smooth. For the man in Figure 1a, we can isolate signal 
from noise by temporally filtering the color variations in a 
passband of 50–60 beats per minute (0.83–1 Hz) and then 
spatially lowpassing them. Amplifying the result by 100× 

(a) Input (24,100 FPS) (b) ×15 (366–566 Hz) (c) ×80 (1212–1412 Hz) (d) ×500 (2425–2625 Hz) (e) ×1000 (4000–4200 Hz) (f) ×2000 (5945–6115 Hz)

Theoretically-Derived
Modal Shapes

[Wachel et al. 1990]

Figure 8. Isolating different types of spatial motions with temporal filtering. We took a high-speed video of a pipe being struck with a hammer. 
A frame from this video is shown in (a). The motions at several frequencies were magnified to isolate different modal shapes of the pipe. 
In (b)–(f), a frame from each of the motion magnified videos is shown. Below, the theoretically-derived modal shapes are shown in red 
overlayed, for comparison, over a perfect circle in dotted black.
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A challenge is that the vibrations are incredibly small, on 
the order of micrometers for 80 dB sound, and noise in the 
video can easily overwhelm this signal. Narrowband tem-
poral filtering only works for narrowband sounds, not gen-
eral ones that contain all frequencies. However, we want to 
recover a 1D audio signal, not magnify the spatial pattern of 
the motions. This means we can spatially combine informa-
tion across the entire frame to attain intelligible SNR. This 
works because at most audible frequencies, the wavelength 
of the sound (10 cm–1.2 m for telephone-quality audio) is 
much larger than the visible portion of the object in a video. 
For lightweight objects, the motion caused by sound is 
largely coherent across each frame of the video.

Based on this observation, we seek to recover a global 
motion signal R(t) of the object. We measure local motions 
by using local phase variations. We project each frame of the 
input video on to the complex steerable pyramid basis 
and then compute the time series of local phase variations 
∆φr, θ(x, y, t) for all spatial scales r, orientations θ and posi-
tions x, y.

To place higher confidence in local motions that come 
from regions with localizable features, we weigh the local 
phase variations by the square of the amplitudes of the cor-
responding coefficients. We then take the average of these 
weighted local signals over the dimensions of the complex 
steerable pyramid:

 (20)

This signal measures the average motion of the object and 
is related to sound via an object-specific transfer function.7 
This signal can be played as intelligible sound and can be fur-
ther improved with standard audio denoising techniques.

We conducted a variety of experiments to explore when, 
and how well, this method was able to recover sound. In 
each experiment, an object was filmed with a high-speed 
camera while being exposed to sound from either a nearby 
loudspeaker or a person’s voice. Experiments were calibrated 
with a decibel meter and evaluated using perception-based 
metrics from the audio processing literature. We found that 
lightweight objects, which move readily with sound (e.g., a 
bag of chips, the leaves of a plant) yielded the best results. 
Heavier objects (e.g., bricks, an optical bench) produced 
much weaker results, suggesting that unintended motion, 
like camera shake, was not a significant factor. In our most 
ambitious experiment, we were able to recover human speech 
from a bag of chips 3–4 m away (Figure 10). More information 
about our experiments are in Ref.7

In one experiment, we played a pure-tone version (synthe-
sized from MIDI) of “Mary had a Little Lamb” at a chip bag. 
Because the sound contained only pure-tones, we were able 
to motion magnify the chip bag in narrow temporal bands 
corresponding to the tones to produce six processed videos 
that together form a visual spectrogram. We show slices in 
time of the motion magnified videos (Figure 9a) and display 
them next to the recovered sound’s spectrogram (Figure 9b).

Vibrations of an object can also be used to learn about its 
physical properties. In follow-up work, Davis and Bouman 
et al.5 use the same method to analyze small vibrations in 

quantitatively analyze it to recover sound from silent videos 
of the objects (Figure 9b). For example, we can recover intel-
ligible speech and music from high-speed videos of a vibrat-
ing potato chip bag or houseplant (Figures 1 and 10). We call 
this technique The Visual Microphone.

Figure 9. Revealing sound-induced vibrations using motion 
magnification and recovering audio using the visual microphone. 
A pure-tone version of “Mary Had a Little Lamb” is played at a chip 
bag and the motions corresponding to each note are magnified 
separately. Time slices of the resulting videos, in which the vertical 
dimension is space and the horizontal dimension is time, are used 
to produce a visual spectrogram (a), which closely matches the 
spectrogram of the recovered audio (b).
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Figure 10. Speech recovered from a 4 kHz silent video of a bag of 
chips filmed through soundproof glass. The chip bag (on the bottom 
right in (a) ) is lit by natural sunlight. The camera (on the left in (a) ) is 
outside behind sound-proof glass. A frame from the recorded video 
(400 × 480 pixels) is shown in the inset. The speech “Mary had a little 
lamb…Welcome to SIGGRAPH!” was spoken by a person near the 
bag of chips. (b) The spectrogram of the source sound recorded by a 
standard microphone near the chip bag and (c) the spectrogram of our 
recovered sound. The recovered sound is noisy but comprehensible 
(audio clips are available on the visual microphone project webpage).
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objects and discern the material properties (stiffness, area 
weight, and elasticity) of fabrics from videos. Davis et al.6 
also used tiny motions to learn an image-space model of 
how an object vibrates and used that to perform simulations 
of how it would behave if stimulated.

7. LIMITATIONS
The Eulerian approach to motion magnification is robust 
and fast, but works primarily when the motions are small. 
If the motions are large, this processing can introduce 
artifacts. However, one can detect when this happens and 
suppress magnification in this case.22 Elgharib et al.8 also 
demonstrate it is possible to magnify tiny motions in the 
presence of large ones by first stabilizing the video. There 
are limits to how well spatio-temporal filtering can remove 
noise and amplified noise can cause image structures to 
move incoherently.

8. CONCLUSION
Eulerian video magnification is a set of simple and robust 
algorithms that can reveal and analyze tiny motions. It is 
a new type of microscope, not made of optics, but of soft-
ware taking an ordinary video as input and producing one 
in which the temporal changes are larger. It reveals a new 
world of tiny motions and color changes showing us hidden 
vital signs, building movements and vibrations due to sound 
waves. Our visualization may have applications in a variety of 
fields such as healthcare, biology, mechanical engineering, 
and civil engineering.
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core connected to a number of simple 
accelerators. This new architecture at 
the time required a different program-
ming approach, and scientists—in-
cluding members of the HACC team—
started rewriting their code in order to 
handle architectural diversity. 

After Roadrunner, the team ran 
their code on two very different ma-
chines: on the BlueGene/Q—the third 
generation of the IBM Blue Gene su-
percomputer running on more than 
1.5 million compute cores, and on 
Cray’s Titan, a hybrid Cray XK7 sys-
tem with GPU accelerators. HACC 
demonstrated high performance and 
good scaling on these two different 
architectures.

The evolution of hardware archi-
tecture poses a number of challenges 
for software developers, and particu-
larly for scientific code developers. 
These are typically small communi-
ties that maintain their codes over 
many years. As access to supercom-
puters is typically limited, granted 
time on these machines needs to 
be spent wisely, by running perfor-
mance-optimized codes. This puts a 
requirement on domain scientists to 
adapt and optimize their code for the 
target machine.

In order to adapt their codes to 
new machines, the scientists must 
understand all levels of system ar-
chitecture of the target machine. 
The authors explore this topic. How 
does one code physical models for 
the vast variety of supercomputers, 
for very different architectures—ar-
chitectures with or without accelera-
tors, and with very different ratios 
of computing/memory/networking? 
And, maybe most importantly, how 
to make that code be both portable 
between these very different architec-
tures, and execute with high perfor-
mance on all of them?  

Valentina Salapura (salapura@us.ibm.com) is an IBM 
Master Inventor and System Architect at the IBM T.J. 
Watson Research Center, Yorktown Heights, NY.

Copyright held by author.

IF  PEOP LE  SAT outside and looked at the 
stars each night, I’ll bet they’d live a lot 
differently.”

—Bill Watterson, Calvin and Hobbes

Who has not been in awe and had their 
breath taken away while gazing at the 
star-studded night sky? Looking into 
infinity helps us realize the universe is 
more vast than we could ever contem-
plate and helps put our daily lives in 
perspective to a much larger cosmos. 

Dark energy and dark matter, the 
observable universe and its begin-
nings, the structure and formation of 
galaxies and stars—these are just some 
of the topics that computational cos-
mologists work on in order to under-
stand the universe. As the universe ex-
panded and temperatures cooled after 
the early hot phase, the present com-
plex structure of the universe started to 
form. The expansion of the universe is 
now accelerating due to a mysterious 
dark energy. The mass in the universe 
is dominated by dark matter; galaxies 
and stars are located within extended 
clumps of this form of matter, whose 
ultimate nature is unknown.

Modern cosmological simulations 
of ever-higher accuracy and larger 
complexity have an insatiable appe-
tite for computing resources—proces-
sors, memory, and high-performance 
networks. Simulating the universe will 
stretch the capabilities of the most ad-
vanced supercomputers for the fore-
seeable future. This demand is driven 
by the desire for increased realism and 
accuracy, and by the large amount of 
simulated and observed data that must 
be jointly analyzed.

The following paper describes the 
Hardware/Hybrid Accelerated Cos-
mology Code (HACC) framework. 
The architecture of the framework is 
organized around particle and grid 
methods. HACC uses a novel algorith-
mic structure to map code onto mul-
tiple supercomputer platforms, built 
around different node-level architec-
tures, whether heterogeneous CPU/
GPU or multi/many-core systems.

“ During the last decade, the man-
ner in which computers are built has 
changed drastically. Hardware evo-
lution embraced disruptive change 
as increasing clock frequency was 
no longer a viable path to increasing 
performance. Before, the approach 
to achieve increased performance 
was to follow Dennard scaling. Tran-
sistor sizes would be scaled down 
and a smaller feature size would 
result in higher circuit operational 
frequency. Computer chips would 
run at higher frequency, and would 
deliver higher performance. 

The frequency increase of comput-
er chips stopped due to power density 
constraints; at the same time shrink-
ing transistor sizes also hit a wall due 
to the eventual constraint set by the 
atomic nature of matter. Thus, com-
puter architects in pursuit of building 
high-performance computer systems 
turned toward increasing the num-
ber of cores, rather than increasing 
the performance of each core. In this 
brave new world, high performance 
was to be achieved through extreme 
parallelism rather than high fre-
quency. The most energy-efficient 
approach to reaching maximum per-
formance is to increase parallelism 
using efficient low-frequency pro-
cessors. For example, using a large 
number of very simple processors 
with limited capabilities—accelera-
tors—is very energy efficient. The 
ensuing revolution changed how 
computers are built. Accelerators are 
now common, making computing 
inexpensive, while memory and com-
munication remain relatively more 
expensive, thereby changing the bal-
ance of memory and communication 
per compute unit. 

Revolutionary new architectures 
appeared in the middle of the last de-
cade—such as the Roadrunner super-
computer with IBM’s Cell processor 
chip, the first supercomputer to cross 
the petaflop barrier. The Cell chip in-
troduced an asymmetric architecture, 
containing a general-purpose Power 
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Abstract
Supercomputing is evolving toward hybrid and accel-
erator-based architectures with millions of cores. The 
Hardware/Hybrid Accelerated Cosmology Code (HACC) 
framework exploits this diverse landscape at the larg-
est scales of problem size, obtaining high scalability and 
sustained performance. Developed to satisfy the science 
requirements of cosmological surveys, HACC melds par-
ticle and grid methods using a novel algorithmic structure 
that flexibly maps across architectures, including CPU/
GPU, multi/many-core, and Blue Gene systems. In this 
Research Highlight, we demonstrate the success of HACC 
on two very different machines, the CPU/GPU system 
Titan and the BG/Q systems Sequoia and Mira, attaining 
very high levels of scalable performance. We demonstrate 
strong and weak scaling on Titan, obtaining up to 99.2% 
parallel efficiency, evolving 1.1 trillion particles. On 
Sequoia, we reach 13.94 PFlops (69.2% of peak) and 90% 
parallel efficiency on 1,572,864 cores, with 3.6 trillion par-
ticles, the largest cosmological benchmark yet performed. 
HACC design concepts are applicable to several other 
supercomputer applications.

1. INTRODUCTION: SIMULATING THE SKY
Cosmological surveys are our windows to the grandest of 
all dynamical systems, the Universe itself. Scanning the sky 
over large areas and to great depths, modern surveys have 
brought us a remarkably simple, yet mysterious, model of 
the Universe, whose central pillars, dark matter and dark 
energy, point to new, and even more fundamental discover-
ies. The pace of progress continues unabated—the next gen-
eration of sky surveys demand tools for scientific inference 
that far exceed current capabilities to extract information 
from observations.

The already important role of cosmological simulations 
is expected to undergo a sea change as the analysis of sur-
veys moves over to an approach based entirely on forward 
models of the underlying physics, encompassing as well 
the complex details of survey measurements. Such an end-
to-end paradigm, based on the ability to produce realistic 
“universes” on demand, will stress the available supercom-
puting power to its limits.

The desired improvements for simulations over the 
next decade are often stated in terms of orders of mag-
nitude; high accuracy and robustness are central require-
ments to be met by this program. Because the simulations 

to be run are—and will continue to be—memory-limited 
on even the largest machines, stringent requirements 
must be simultaneously imposed on code performance 
and efficiency.

The rich structure of the current Universe—planets, stars, 
solar systems, galaxies, and yet larger collections of galax-
ies (clusters and filaments) all resulted from the growth of 
very small primordial fluctuations. These perturbations are 
observed today as very small temperature fluctuations in the 
cosmic microwave background, the fossil remnant radiation 
of an early hot phase of the Universe, which cooled as the 
Universe expanded. The primordial fluctuations grow due 
to the influence of gravitational attraction—this is known as 
the Jeans instability—although the growth is slowed by the 
expansion of the Universe.

A number of observations have convincingly demon-
strated that only roughly a fifth of the observed matter den-
sity arises from ordinary atomic matter, the rest being a form 
of matter that, while it behaves normally under gravity, has 
exceedingly weak interactions of any other kind. This “dark 
matter” dominates the formation of structure—galaxies 
and smaller units of structure such as stars, gas clouds, and 
planets, all live within much larger, extended clumps of dark 
matter.

Given the above picture, cosmic structure formation at 
large scales is well described by the gravitational Vlasov–
Poisson equation,17 a six-dimensional partial differen-
tial equation for the Liouville flow (1) of the phase space 
probability distribution function, where the gravitational 
potential arises self-consistently from the Poisson equa-
tion (2):

∂t f(x, p) + ẋ · ∂x  f (x, p) – ∇φ · ∂p f(x, p) = 0, (1)
∇2φ (x) = 4πGa2 (t) Ωmδm (x) ρc. (2)

The expansion history of the Universe is encoded in the time-
dependence of the scale factor a(t) governed by the cosmo-
logical model, the Hubble parameter, H = ȧ/a, G is Newton’s 
constant, ρc is the critical density (if the cosmic density is 
above ρc, the universe recollapses, if below, it expands for-
ever), Ωm, the average mass density as a fraction of ρc, ρm(x) is 

The original version of this paper was published  
in SC’13, Proceedings of the International Conference on 
High Performance Computing, Networking, Storage and 
Analysis (2013).
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the local mass density, and δm(x) is the dimensionless den-
sity contrast,

 (3)

p = a2 (t) x⋅ , ρm(x) = a(t)−3m ∫ d3 pf (x, p). (4)

The Vlasov–Poisson equation is hopeless to solve as a PDE 
because of its high dimensionality and the development of 
nonlinear structure—including complex multistreaming—  
on ever finer scales, driven by the Jeans instability. 
Consequently, N-body methods, using tracer particles to 
sample f (x, p) are used; the particles follow Newton’s equa-
tions, with the forces on the particles given by the gradient 
of the scalar potential φ(x).4

Initial conditions are set at early times using the known 
properties of the primordial fluctuations. These pertur-
bations, given by a smooth Gaussian random field, evolve 
into a “cosmic web” comprised of sheets, filaments, and 
mass concentrations called halos.21, 24 The first stars and 
galaxies form in halos and then evolve as the halo distri-
bution also evolves by a combination of dynamics, mass 
accretion and loss, and by halo mergers. In addition to 
gravity, gasdynamic, thermal, radiative, and other pro-
cesses must also be modeled. Large-volume simulations 
usually incorporate the latter effects via semi-analytic 
modeling, since the overall spatial and temporal dynamic 
range is too vast to be encompassed in an individual 
simulation.

Elementary arguments easily demonstrate the scale of 
the challenge to be overcome. Survey depths are of order 
several Gpc (1 pc = 3.26 light-years); to follow bright galax-
ies, halos with a minimum mass of ~1011 M (M = 1 solar 
mass) must be tracked. To properly resolve these halos, 
the tracer particle mass should be ~108 M and the force 
resolution should be small compared to the halo size, 
that is, ~kpc. This immediately implies a dynamic range 
(ratio of smallest resolved scale to box size) of a part in 
106 (~Gpc/kpc) everywhere in the entire simulation vol-
ume (Figure 1). In terms of the number of simulation par-
ticles required, counts range from hundreds of billions to 
many trillions. Time-stepping criteria follow from a joint 
consideration of the force and mass resolution.20 Finally, 
stringent requirements on accuracy are imposed by the 
very small statistical errors in the observations—some 
observables must be computed at accuracies of a fraction 
of a percent.

For a cosmological simulation to be considered “high-
resolution,” all of the above demands must be met. In 
addition, throughput is a significant concern. Scientific 
inference from cosmological observations defines a sta-
tistical inverse problem where many runs of the forward 
problem are needed to estimate cosmological parameters 
and associated errors. For such analyses, hundreds of large-
scale, state of the art simulations will be required.12 The 
Hardware/Hybrid Accelerated Cosmology Code (HACC) 
framework meets these exacting conditions in the realm of 
performance and scalability across a variety of node-level 
architectures. In this Research Highlight, we will describe 

the basic ideas behind the approach, and present some rep-
resentative results.

2. CURRENT STATE OF THE ART
N-body simulations in cosmology have a long history, start-
ing with Peebles’ simulations of 300 particles in 1969,16 to 
today’s largest simulations evolving more than a trillion par-
ticles. Initial N2 approaches gave way quickly to more efficient 
methods. Particle-mesh (PM) methods proved insufficient 
to obtain the required force resolution and were replaced by 
P3M (Particle–Particle PM) algorithms (e.g., Ref.3), and tree 
codes.18 Because of the high degree of clustering in cosmo-
logical simulations, P3M codes have been mostly displaced 
by tree codes (nevertheless, as demonstrated by HACC, P3M 
can be resurrected for CPU/GPU systems). To localize tree 
walks and make handling periodic boundary conditions 
easier, hybrid TreePM methods were introduced, and form 
the mainstay of gravity-only cosmology simulations. The 
most popular code used today, Gadget-2,22 is also a TreePM 
code.

At the same time as the tree-based methods were being 
developed, high-resolution grid-based PM approaches using 
Adaptive Mesh Refinement (AMR) also made their appearance, 
for example, Refs.2, 5, 23 In the case of large-volume survey simu-
lations, the efficiency of AMR methods is reduced because 
clustering occurs over the entire simulation volume, leading to 
high AMR computational and memory costs (in turn degrad-
ing the available force and mass resolution). Consequently, 
the most successful AMR applications have involved the study 
of a smaller number of objects such as clusters of galaxies at 
high resolution and with different physics modules employed. 
For a comparison and overview of ten different codes span-
ning all algorithms discussed above see Ref.13

Figure 1. Zoom-in visualization of the density field in a 1.07 trillion 
particle, 4.25 Gpc box-size HACC simulation with 6 kpc force 
resolution and particle mass, mp ~ 5 ~ 109 M. The image, taken 
during a late stage of the evolution, illustrates the global spatial 
dynamic range covered, ~106, although the finer details are not 
resolved by the visualization.
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Gas physics has been introduced into the structure forma-
tion codes either by using Eulerian methods following an AMR 
approach, or by using Smoothed Particle Hydrodynamics 
(SPH). Hybrid approaches are also being intensively explored. 
Physics at small scales (star formation, supernova feedback) 
is difficult to model self-consistently and is most often treated 
using phenomenological subgrid models. The parameters in 
these models are determined in part by fitting against obser-
vational data.

3. MULTI-ARCHITECTURE CHALLENGE

3.1. HACC architecture: two-level approach
A modern code framework must confront issues raised by 
diverse architectures and programming models, as well as 
be able to respond to potentially disruptive future evolution. 
It should be able to gracefully incorporate multiple algo-
rithms that interoperate with each other, to optimize them 
for the architecture at hand, and place minimal reliance 
on external resources that can potentially limit these abili-
ties. The above remarks are a concise statement of HACC’s 
design philosophy.

The strategy follows a two-level paradigm. As discussed in 
Section 2, the cosmological N-body problem is typically treated 
using both grid and particle-based approaches. Grid-based 
techniques are better suited to larger (“smooth”) length 
scales, with particle methods having the opposite property. 
This suggests that the higher level of code organization 
should be grid-based, interacting with particle information 
at a lower level of the computational hierarchy. Following 
this central idea, HACC uses a hybrid parallel algorithmic 
structure, splitting the gravitational force calculation into a 
specially designed grid-based long/medium range spectral 
PM component that is essentially architecture-independent, 
and an architecture-adaptive particle-based short-range 
solver (Figure 2). The grid is responsible for four orders of 
magnitude of dynamic range, while the particle methods 
handle the critical two orders of magnitude at the shortest 
scales where particle clustering is maximal and the bulk of 
the time-stepping computation takes place.

The flexibility to respond to different nodal architectures 
is built into the short-range solvers; these can use direct 
 particle–particle interactions, that is, a P3M algorithm,15 as on 
Roadrunner and Titan, or use both tree and particle–particle 
methods as on the IBM BG/Q (“PPTreePM”). Access to mul-
tiple algorithms within the HACC framework also enables 
careful error testing and validation, for example, the P3M and 
the PPTreePM versions agree to within 0.1% for the nonlinear 
power spectrum test in the code comparison suite of Ref.14

HACC’s multi-algorithmic structure attacks several com-
mon weaknesses of conventional particle codes including lim-
ited vectorization, indirection, complex data structures, lack 
of threading, and short interaction lists. It combines MPI with 
a variety of nodal programming models (e.g., CUDA, OpenCL, 
OpenMP) to readily adapt to different platforms. HACC has 
been ported to conventional and Cell or GPU-accelerated clus-
ters, Blue Gene systems, and Intel Xeon Phi systems. HACC can 
run at full scale on all available supercomputer architectures. 
To showcase this flexibility, we present scaling results for two 

very different cases in Section 4: the IBM BG/Q systems Mira at 
ALCF and Sequoia at LLNL, and Titan at Oak Ridge Leadership 
Computing Facility (OLCF).

3.2. HACC top level
The top level of HACC’s architecture consists of the domain 
decomposition, the medium/long-range force solver, and 
the interface to the short-range solver. All three aspects of 
this design involve new ideas to enhance flexibility and 
performance.

The spatial domain decomposition is in non-cubic 3-D 
blocks, but unlike guard zones in a typical PM method, full 
particle replication—“particle overloading”—is employed 
across domain boundaries. Overloading provides two crucial 
benefits. The first is that medium/long-range force calcula-
tions require no particle communication, and high-accuracy 
local force calculations require only sparse refreshes of the 
overloading zone (for details, see Refs.9, 19).

The second major advantage of overloading is that it frees 
the local force solver from handling communication tasks, 
which are taken care of completely at the top level. Thus new 
“on-node” local methods can be plugged in easily with guar-
anteed scalability, requiring only local optimizations. All 
short-range methods in HACC are local to the MPI-rank and 
the locality can be fine-grained further. This can be used to 
lower the number of levels in tree algorithms and to parallel-
ize across fine-grained particle interaction sub-volumes. The 
benefits bestowed by overloading come at only modest cost: 
the memory overhead for a large run is only ~10%.

The long/medium range algorithm is based on a fast, spec-
trally filtered PM method incorporating several sophisticated 
features. The density field is generated from the particles 
using a Cloud-In-Cell (CIC) scheme15 and is then smoothed 
with an isotropizing spectral filter. The spectral filter reduces 

Figure 2. Informal representation of the HACC force evaluation 
hierarchy—(1) long/medium-range contributions from a high-order  
grid-based, spectrally filtered particle-mesh (PM) solver, 
(2) medium/short-range contributions using a (rank-local) 
recursive coordinate bisection (RCB) tree algorithm (green region), 
(3) close-range contributions using direct particle–particle (PP) 
interactions (magenta). Parameters governing the cross-overs are 
discussed in the text.
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This memory partitioning, not only eliminates the limited 
memory problem of the GPU, but also drastically reduces 
the cost of memory movement between the CPU and the 
GPU, a pernicious performance chokepoint in GPU codes. 
In fact, each iteration (i.e., computation of the middle slab) 
takes longer then the simultaneous memory push, eliminat-
ing extra time spent on memory movement.

For a many-core system (e.g., BG/Q or Intel Xeon Phi), the 
GPU strategy is obviously not applicable, and it is more effi-
cient to change the short-range solver to a tree-based algo-
rithm. HACC uses a recursive coordinate bisection (RCB) tree 
in conjunction with a highly tuned short-range polynomial 
force kernel. The implementation of the RCB tree, although 
not the force evaluation scheme, generally follows the dis-
cussion in Ref.6 Two core principles underlie the high perfor-
mance of the RCB tree’s design.

Spatial Locality. The RCB tree is built by recursively divid-
ing particles into two groups, placing the dividing line at the 
center of mass coordinate perpendicular to the longest side 
of the box. Particles are then partitioned such that particles in 
each group occupy disjoint memory buffers. Local forces are 
computed one leaf node at a time. The particle data exhibits 
a high degree of spatial locality after the tree build; because 
the computation of the short-range force on the particles in 
any given leaf node, by construction, deals with particles only 
in nearby leaf nodes, the cache miss rate is extremely low.

Walk Minimization. In a traditional tree code, an interac-
tion list is built and evaluated for each particle. The tree 
walk necessary to build the list is relatively slow because it 
involves complex conditional statements and “pointer chas-
ing” operations. A direct N2 force calculation scales poorly 
as N grows, but for a small number of particles, a thought-
fully constructed kernel can still finish the computation in 
a small number of cycles. The RCB tree exploits our highly 
tuned force kernels to reduce the overall evaluation time by 
shifting workload away from the slow tree-walking and into 
the force kernel. On many systems, tens or hundreds of par-
ticles can be in each leaf node before the critical crossover 
point in computational efficiency is reached.

3.4. Other features
The time-stepping in HACC is based on a 2nd order split-
operator symplectic scheme that sub-cycles the short/close-
range evolution within long/medium-range “kick” maps 
where particle positions do not change but the velocities 
are updated. The number of sub-cycles can vary, depend-
ing on the force and mass resolution of the simulation, 
from nc = 5–10. Local density estimates automatically pro-
vided by the RCB tree are used to enable adaptive time-
stepping at the level of an individual leaf. HACC uses mixed 
precision computation—double precision is used for the 
spectral component of the code, whereas single precision 
is adequate for the short/close-range particle force evalua-
tions and particle time-stepping.

As emphasized above, HACC’s performance and flex-
ibility are not dependent on vendor-supplied or other high-
performance libraries or linear algebra packages; the 3-D 
parallel FFT implementation in HACC couples high per-
formance with a small memory footprint as compared to 

the anisotropy “noise” of the CIC scheme by over an order of 
magnitude without recourse to inflexible higher-order spa-
tial particle deposition methods that are more commonly 
used. The noise reduction allows matching of the short and 
longer-range forces at small scales and confers the ability 
to use higher-order methods, both of which have important 
ramifications for accuracy and performance.

The Poisson solver uses a sixth-order influence function 
(spectral representation of the inverse Laplacian). The gradient of 
the scalar potential is obtained using low-noise fourth-order 
Super-Lanczos spectral differencing.10 The “Poisson-solve” 
in HACC is the composition of all the kernels discussed 
above within one single discrete sum, each component of 
the potential gradient requiring an independent FFT. HACC 
uses its own scalable, high performance 3-D FFT routine 
implemented using a 2-D pencil decomposition (Section 4).

3.3. HACC short-range solvers
The form of the short-range force is given by subtracting the 
filtered grid force from the exact Newtonian force. The fil-
tered force was determined to high accuracy using randomly 
sampled particle pairs and then fitted to an expression with 
the correct large and small distance asymptotics. Thanks 
to the effective use of filtering (Section 3.2), this functional 
form is needed only over a small, compact region, and can 
be represented using a fifth-order polynomial expansion, 
resulting in the crucial ability to vectorize computations in 
the main force kernel.

For heterogeneous systems such as Titan, the long/medium-
range solver operates at the CPU layer. Depending on the CPU/
accelerator memory balance, two different modes may be 
used, (1) grids held on the CPU and particles on the accel-
erator, or, more commonly, (2) a streaming paradigm, with 
grid and particle information resident in CPU memory, and 
short-range computations streamed through the accelera-
tor. In both cases, the local force solve is a direct particle– 
particle interaction, resulting in a hardware-accelerated 
P3M code. The accelerated short-range algorithm on Titan 
outperforms the corresponding CPU-only TreePM version 
by more than an order of magnitude. We also have an imple-
mentation of the tree-based algorithm as used on the BG/Q, 
but with the tree-build and walk performed on the CPU, and 
the actual force evaluations performed on the GPU, leading 
to comparable performance as with the P3M code (currently 
it is a factor of two or so slower).

The streaming of particles is carried out by partitioning 
the 3-D particle domain into 2-D data slabs. The slab width is 
between 3 and 4 grid cells, as the force resolution of the top 
level PM solver suffices for larger scales. Therefore, the short 
range force calculation on one slab only requires data from 
adjacent slabs. We dynamically store four slabs in the GPU 
memory at any given time, performing the P3M algorithm on 
the middle slab. While the GPU performs its calculation on 
the chosen slab, the CPU host code simultaneously reads 
in the data results of the previous slab calculation, while 
writing the upcoming slab into GPU memory for later com-
putation. The latency of reading and writing memory to the 
GPU is absorbed primarily by the GPU computation time as 
such memory movement can be performed simultaneously. 
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available libraries. Unlike some other N-body codes that 
have been specially tuned for performance, no special hard-
ware use is associated with HACC, and assembly level pro-
gramming is not required.

To summarize, the HACC framework integrates multiple 
algorithms and optimizes them across architectures; it has 
several performance-enhancing features, for example, over-
loading, spectral filtering and differentiation, mixed preci-
sion, compact local trees, and locally adaptive time-stepping. 
Finally, weak scaling is a function only of the spectral solver; 
HACC’s 2-D domain decomposed FFT guarantees excellent 
performance and scaling properties (Section 4).

4. PERFORMANCE

4.1. Target architectures and environments
The defining characteristic of HACC, as already discussed, is 
its ability to run on diverse architectures (multi/many-core as 
well as heterogenous) without sacrificing performance or scal-
ability. We will showcase this on two very different architec-
tures: the GPU-accelerated system Titan and the BG/Q systems 
Sequoia and Mira. These machines currently occupy rank two, 
three, and five in the Top 500 list (http://www.top500.org/). 
These architectures represent two very different approaches 
to parallel supercomputing, a smaller number of “hot” nodes 
with a larger flops/bandwidth imbalance (Titan) versus a larger 
number of lower compute intensity nodes, with a more bal-
anced network configuration (Mira and Sequoia). It is impor-
tant to note that while code ports to Titan have involved a fair 
degree of effort (measured in man-years), the initial transition 
of HACC to Titan took less than a two-person month.

Titan, a hybrid Cray XK7 system, is the third generation of 
major capability computing systems at the OLCF. The initial 
configuration was accepted in February 2012 and consisted 
of 18,688 compute nodes for a total of 299,008 AMD Opteron 
6274 “Interlagos” processor cores and 960 NVIDIA X2090 
“Fermi” Graphical Processing Units (GPU). The peak perfor-
mance of the Opteron cores is 2.63 PFlops and the peak per-
formance of the GPUs is 638 TFlops in double precision. In 
late 2012, the 960 NVIDIA X2090 processors were removed 
and replaced with 18,688 of NVIDIA’s next generation Tesla 
K20X “Kepler” processors, with a total system peak perfor-
mance in excess of 27 PFlops in double precision.

The BG/Q is the third generation of the IBM Blue Gene 
line of supercomputers. The BG/Q Compute chip (BQC) 
combines CPUs, caches, network, and a messaging unit on a 
single chip; each BG/Q node contains the BQC and 16 GB of 
DDR3 memory. Each BQC uses 17 augmented 64-bit PowerPC 
A2 cores with specific enhancements: (1) 4 hardware threads 
and a SIMD quad floating point unit (Quad Processor eXten-
sion, QPX), (2) a sophisticated L1 prefetching unit with both 
stream and list prefetching, (3) a wake-up unit to reduce 
certain thread-to-thread interactions, and (4) transactional 
memory and speculative execution. Of the 17 BQC cores, 16 
are for user applications and one for system services. Each 
core has access to a private 16 KB L1 data cache and a shared 
32 MB multi-versioned L2 cache connected by a crossbar. 
The A2 core runs at 1.6 GHz and the QPX allows for 4 FMAs 
per cycle, translating to a peak performance of 204.8 GFlops 

for the BQC chip. The BG/Q network has a 5-D torus topol-
ogy; each node has 10 communication links with a peak total 
bandwidth of 40 GB/s. Our results have been obtained on 
Sequoia, a 96 rack system (1,572,864 cores) with ~20 PFlops 
peak performance and on Mira, a 48 rack system (786,432 
cores) with ~10 PFlops peak performance.

4.2. Performance results
The results are presented in three parts: performance and 
scaling of (i) the FFT and hence of the medium/long range 
solver, and of the full code on (ii) Titan, and (iii) on BG/Q sys-
tems. Weak and strong scaling results are shown for all cases. 
For the full code runs, the particle mass is ~5· 1010M and the 
force resolution, 6 kpc. All simulations are for a ΛCDM (Cold 
Dark Matter) model with Ωm = 0.265. Simulations of cosmo-
logical surveys focus on large problem sizes, therefore the 
weak scaling properties are of primary interest. The full code 
exhibits essentially perfect weak scaling out to 16,384 nodes 
of Titan (~90% of the system) at 92.2% parallel efficiency. It 
strong scales up to almost half of Titan on a problem with 
(only) 10243 particles.

On the BG/Q systems, HACC weak scales to the full 
machine size, achieving a performance of 13.94 PFlops on 96 
racks, at around 67–69% of peak in most cases (up to 69.37%) 
at an efficiency of 90%. We demonstrate strong scaling up 
to one rack on a 10243 particle problem. Finally, the biggest 
test run evolved more than 3.6 trillion particles (15,3603), 
exceeding by more than an order of magnitude the largest 
high-resolution cosmology run performed to date. Extensive 
details about the performance results on the BG/Q systems 
and how the high peak performance was achieved are given 
in Ref.7 Here we give a summary of those results.

FFT scaling and the Poisson solver. The weak scaling of 
HACC is controlled by the FFT that underlies the spectral 
Poisson solver (Section 3). To achieve extreme scalability, 
HACC has its own fast, portable, and memory-efficient 
pencil-decomposed, non-power-of-two FFT (data partitioned 
across a 2-D subgrid), allowing Nrank < N 2

FFT, sufficient for use 
in any supercomputer in the foreseeable future. The FFT is 
composed of interleaved transposition and sequential 1-D 
FFT steps, where each transposition only involves a subset 
of all tasks; the transposition and 1-D FFT steps are over-
lapped and pipelined, with a reduction in communication 
hotspots in the interconnect. Details of the implementation 
are rather complex, requiring careful scheduling of commu-
nication phases in order to avoid deadlock.

Detailed timing information for the FFT on the BG/Q and 
Titan is given in the original SC’13 paper. Both strong and 
weak scaling tests were performed. For the strong scaling 
test, as ranks increase from 256 to 8192 (8 ranks per node 
on the BG/Q and one rank per node on Titan), the scaling 
remains close to ideal, similar on both machines. In the sec-
ond set of scaling tests, the grid size per rank is held con-
stant, at approximately 2003 for the BG/Q and 3003 for Titan 
(the last Titan run was increased to 4003 particles per rank). 
FFT scaling is demonstrated on the BG/Q up to 16 racks and 
to a size of 10,2403. The performance is remarkably stable, 
predicting excellent FFT performance on the largest systems 
and, as shown in the next section, holding up to 96 racks. 

http://mags.acm.org/communications/january_2017/TrackLink.action?pageName=101&exitLink=http%3A%2F%2Fwww.top500.org%2F
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Strong Scaling: The problem set-up follows that on Titan, 
using 512 to 16,384 cores, and spanning a per node memory 
utilization of ~57%, a typical production run value, to as low 
as 7%. The actual utilization scales by a factor of 8, instead 
of 32, because on 16,384 nodes we are running a very small 
simulation volume per rank with high overloading memory 
and compute cost. Given that the algorithms are designed 
to run at >50% of per node memory utilization to a factor 
of 4 less (~15%), the strong scaling, as depicted in Figure 4 

For our final full runs we measured the overall timing only—
the excellent scaling of the full code is proof of the FFT scaling 
up to 15,3603 grid sizes on more than 1.5 million cores.

HACC scaling up to 16,384 nodes on Titan.We present 
performance data for two cases: (1) weak scaling on Titan 
with up to 16,384 nodes; and (2) strong scaling on up to 8,192 
nodes with a fixed-size simulation problem. Timing results 
are obtained by averaging over 15 substeps.

Weak Scaling: We ran with 32 million particles per node 
in a fixed (nodal) physical volume of (360 Mpc)3, representa-
tive of the particle loading in actual large-scale simulations 
(the GPU version of the code was run with one MPI rank per 
node). The results are shown in Figure 3, including timing 
results for a 1.1 trillion particle run, where we have kept the 
volume per node the same but increased the number of par-
ticles per node by a factor of two to 64.5 million. This bench-
mark demonstrates essentially perfect weak scaling with 
respect to time to solution.

Strong Scaling: Many-core based architectures are tend-
ing inexorably towards a large number of heterogeneous 
cores per node with a concomitant decrease in the byte/
flop ratio, a defining characteristic of exascale systems. 
For these future-looking reasons—anticipating the strong-
scaling barrier for large-scale codes—and for optimizing 
wall-clock at fixed problem size, it is important to establish 
the robustness of the strong scaling properties of the HACC 
algorithms.

We ran a fixed-size 10243 particle problem while increas-
ing the number of nodes from 32 to 8192, almost half of 
Titan. The results are shown in Figure 3. For the run with 
the smallest number of nodes, we utilize ~30% of the avail-
able CPU memory (32 GB per node), for the largest, we use 
less than 1%. Up to 512 nodes, HACC strong-scales almost 
perfectly, after which the scaling degrades somewhat. This 
is not surprising—at this low particle loading the GPUs lack 
the computational work to hide the particle transfer pen-
alty to the CPU. A utilization of less than 1% of the available 
memory is not a real-world scenario, yet even at this value, 
HACC performs extremely well.

HACC scaling up to 96 racks of the BG/Q. We present data 
for two cases: (1) weak scaling at 90% parallel efficiency with 
up to 1,572,864 cores (96 racks); (2) strong scaling with up 
to 16,384 cores with a fixed-size problem to explore future 
systems with lower memory per core. Timing results are 
obtained by averaging over 50 substeps.

Weak Scaling: We ran with 2 million particles per core, a 
typical particle loading in actual large-scale simulations on 
BG/Q systems. Tests with 4 million particles per core pro-
duce very similar results. As demonstrated in Figure 4, weak 
scaling is ideal up to 1,572,864 cores (96 racks), where HACC 
attains a peak performance of 13.94 PFlops and a time per 
particle per substep of ~0.06 ns for the full high-resolution 
code. This problem, with 3.6 trillion particles, is the largest 
cosmological benchmark ever performed. The time to solu-
tion is set by the science use requirement, that is, running 
massive high-precision HACC simulations on a production 
basis—within days rather than weeks. The performance 
achieved allows runs of 100 billion to trillions of particles in 
a day to a week of wall-clock time.
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Figure 4. Weak and strong scaling on the BG/Q; time per substep per 
particle (red) and overall performance (blue), as a function of the 
number of cores. The offset black lines indicate ideal scaling. Weak 
scaling (solid lines with crosses) is reported for ~2 million particles 
per core for up to 96 racks. Performance and time to solution 
demonstrate essentially perfect scaling. Strong scaling (dashed 
lines, boxes) follows the same set up as for Titan (Figure 3), the 
number of cores going from 512 to 16,384. The timing scales nearly 
perfectly to 8192 cores, then degrades slightly; performance stays 
high throughout.
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is impressive. It stays near-ideal throughout, slowing down 
at 16,384 cores, only because of extra computations in the 
overloaded regions. This test demonstrates that the HACC 
algorithms will work well in situations where the byte/flop 
ratio is significantly smaller than the optimal plateau for 
the BG/Q.

5. UPDATES AND FUTURE EVOLUTION

5.1. HACC updates
After the original SC’13 paper (on which this Research 
Highlight is based) appeared, a number of improvements 
have been implemented that further increase the efficiency of 
the short-range solvers. These include improved data stream-
ing to the GPU, a new task-based load-balancing scheme, 
multiple RCB trees/rank, and locally adaptive time-stepping.8

On Titan, we determined that PCI bus latencies were best 
avoided by pushing data in larger blocks, as opposed to asyn-
chronously pushing 2-D slabs. The new code calculates the 
maximum amount of memory that can be allocated on the 
GPU and pushes data of that size. With a larger data size, the 
calculation time is increased on the device, reducing the over-
all time spent moving data between the host CPU and GPU. 
The kernel itself was also updated and rewritten to lower the 
register pressure per thread, allowing for an occupancy of 
100%, maximally hiding latencies in memory fetching. Other 
improvements include further loop unrolling, and actual 
alterations in the assembly code. The particle interaction algo-
rithm itself was unaltered, but by analyzing various aspects of 
the PTX assembly, the compiled kernel was further optimized. 
This led to a three times to four times improvement.

The principle behind the load balancing technique is 
to partition each node volume into a set of overlapping data 
blocks, which contain “active” and “passive” particles—
analogous to the overloading particle scheme between nodes. 
Each block can independently perform the short-range force 
calculations on its data, where it correctly updates the inte-
rior active particles, and streams the bounding passive par-
ticles. In this form, one can picture each node as a separate 
HACC simulation, and the data blocks are the equivalent 
nodal volume decompositions with overloading zones. The 
scheme to perform a short-range force timestep is as follows: 
(1) Each node partitions itself into overlapping data blocks, 
(2) evolves the blocks independently, and (3) reconciles the 
active particles, whereby removing the unnecessary dupli-
cated passive ones. Once the simulation data has been sub-
divided into smaller independent work items, these blocks 
can be communicated to any nodes that have the available 
resources to handle the extra workload. Load-balancing can 
now be performed; more details are given in Ref.11

On the BG/Q, to increase the amount of parallel work in 
the short-range solver, HACC builds multiple RCB trees per 
rank. First, the particles are sorted into fixed bins, where 
each bin is roughly the length-scale of the short-range force. 
An RCB tree is constructed within each bin, and because this 
process is independent of all other bins, it can be done in 
parallel, providing a significant performance boost to the 
overall force computation. Note that when the force on the 
particles in each leaf node is computed, not only must the 

parent tree be searched, but so must the other 26 neighbor-
ing trees. Only nearest neighbors need to be considered 
because of the limited range of the short-range force. While 
searching neighboring trees adds computational expense, 
the trees are individually not as deep, and so the resulting 
walks are less expensive. Also, because we distribute “(leaf 
node, neighboring tree)” pairs among the threads, this scheme 
also increases the amount of available parallelism post-tree-
build (which helps with thread-level load balancing). Overall 
this technique provides a significant performance advan-
tage over using one large tree for the entire domain.8

5.2. HACC future evolution
HACC framework development is tightly coupled to future 
architectures; in particular the two-level design naturally 
maps the lower level (short-range solvers, and, in the very near 
future, particle-based hydro-solvers) to the individual node 
architecture. Because of this feature, architecture co-design 
with HACC kernels is particularly straight-forward. Conversely, 
knowledge of the nodal architecture allows for ease of optimi-
zation and algorithmic choices within the framework.

The choice of programming models is also connected 
to this two-level structure. It appears very likely that in the 
near future (“pre-exascale” systems), the number of nodes—
distinct pieces of hardware directly connected to the main 
system network—will not be too different from 100,000 (or 
smaller). HACC has already demonstrated running at more 
than 1.5 million MPI ranks, and it is very unlikely that a 
significant improvement in this number will be needed. 
Programming models at the node level will evolve, and, as 
already demonstrated, HACC can easily adapt to these.

Future nodes will express unprecedented levels of concur-
rency; possibly thousands of independent threads. The grand 
challenge for pre-exascale applications will be how to adapt 
to this change. In principle, HACC has the potential to utilize 
a large number of independent streams effectively; precisely 
how to do this is a key focus area. In terms of the bytes/flop 
ratio, given a pre-exascale system with notional numbers of 
100 PFlops and 10 PB of total memory, the results presented 
here show that HACC is ready for such a machine today.

There are a number of technical issues such as complex 
memory hierarchies (e.g., NVRAM) and bandwidth, power 
management, and resilience technologies that we con-
tinue to monitor. HACC is one of the benchmark codes for 
gathering information regarding future supercomputers 
at Argonne, Livermore, and Oak Ridge. This provides an 
opportunity to stay abreast of the latest advances; because 
HACC does not rely on “black box” libraries or packages, it 
retains the key advantage of allowing optimization to be a 
continuous process.

Many of the ideas and methods presented here are rela-
tively general and can be re-purposed to benefit other HPC 
applications, especially in areas such as accelerator beam 
dynamics and plasma simulations, particle transport codes, 
and for molecular dynamics simulations.

An important aspect of HACC not mentioned so far is an 
associated parallel in situ analysis and visualization frame-
work called CosmoTools that runs in tandem with HACC 
simulations to perform “on the fly” analysis (computation of 
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summary statistics, halo finding, halo merger trees, etc.) and 
data reduction tasks. The very large simulations undertaken 
by the HACC framework make having such a capability an 
absolute requirement, as extensive post-processing of the 
raw data outputs is almost impossible to carry out. Future 
development of HACC will also involve associated develop-
ment of CosmoTools.

Early science results from a number of HACC simulations 
include a suite of 64 billion particle runs for baryon acoustic 
oscillations predictions for Baryon Oscillation Spectroscopic 
Surveya (BOSS) carried out on Roadrunner25 and a high-statistics 
study of galaxy cluster halo profiles.1 This has been followed 
by some very large simulations, among them the largest high-
resolution N-body runs in cosmology to date. These include 
a 1.1 trillion particle simulation (Figure 1)8 run on Mira, a 
simulation with roughly half this number of particles, but 
an order of magnitude better mass resolution run on Titan,11 
and a suite of thirty 64 billion particle simulations for the 
BOSS survey spanning multiple cosmologies, and designed 
to construct full-sky synthetic catalogs out to a redshift depth 
of z ~ 0.8. The large Mira run has been used to generate syn-
thetic galaxy catalogs for the next-generation Dark Energy 
Spectroscopic Instrument (DESI)b and results from both of 
the large runs will be used to construct synthetic skies for 
the Large Synoptic Survey Telescope (LSST).c
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Bowling Green State University
Shantanu and Reni Narayen Professorship 
in Computer Science (Associate or Full 
Professor)

The Department of Computer Science is seeking 
an associate or full professor with expertise in the 
area of Software Engineering. Successful candi-
dates shall have a record of exceptional teaching, 
experience in developing extracurricular experi-
ences (internships, student groups), and ability to 
lead and mentor new faculty in educational activi-
ties. The Narayen Professorship was established to 
attract and retain distinguished educators and to 
encourage teaching excellence in the classroom.

Area of specialization is software engineer-
ing, including but not limited to: software test-
ing and quality assurance, software architecture 
and design, usability engineering, and software 
verification. Applicants must hold a Ph.D. in CS 
(or closely related field), and be committed to 
excellence in teaching, scholarly research, and 
external funding.

BGSU offers a small town atmosphere with 
easy access to Columbus, Detroit, and Ann Arbor. 
BGSU is an AA/EEO/Vet employer. We encourage 
applications from women, minorities, veterans, 
and individuals with disabilities regardless of 
age, gender identity, genetic information, reli-
gion, or sexual orientation. Email a letter of in-
terest, along with curriculum vitae, statement 
of teaching philosophy and research agenda, 
contact information for three professional ref-
erences, and selected examples of teaching and 
scholarly work by Sunday, January 8, 2017 to cs-
search@bgsu.edu.

We will contact your references. We will select 
a small number of finalists to come to campus for 
an interview. An official transcript of the terminal 
degree and a background check are also required 
for employment. For details, go to http://www.bgsu.
edu/arts-and-sciences/computer-science.html/jobs

California State University, Fullerton

The Department of Computer Science invites 
applications for tenure-track positions at the  
Assistant Professor level starting August 2017. 
For a complete description of the department, 
the position, desired specialization and other 
qualifications, please visit http://hr.fullerton.edu/
diversity/job-openings/ft/9172BR_computer_sci-
ence.asp

Carnegie Mellon University
School of Computer Science

The School of Computer Science at Carnegie 
Mellon University Carnegie Mellon University is 
seeking faculty candidates for teaching track po-
sitions. Individuals seeking this position will be 
responsible for leading the growth of our curricu-

The Institute for Software Research:
The Institute for Software Research is an academic 
department dedicated to the study of software engi-
neering and societal computing, with approximate-
ly thirty faculty members. Professional experience 
in software engineering and familiarity with current 
software engineering technologies and methods is 
desirable. For more information, please see: http://
www.isri.cmu.edu/jobs/teaching-track.html

Computer Science Department:
Teaching track faculty in the computer science 
department are able to work with some of the 
brightest undergraduate students in the nation 
and with leading faculty in the recently opened 
Gates Hillman Center. The department is com-
mitted to diversity in education, with the 2016 in-
coming undergraduate class including 48% wom-
en. For more information, please see: https://csd.
cs.cmu.edu/content/faculty-hiring

Carnegie Mellon University
Human-Computer Interaction Institute

The Human-Computer Interaction Institute at 
Carnegie Mellon University is hiring tenure-track 
faculty this year. We are looking for a wide range 
of expertise. More information can be found 
at:http://hcii.cmu.edu/careers/2016/carnegie-
mellon-hcii-hiring-tenure-track-faculty.

Concordia University

Concordia University’s Faculty of Engineering 
and Computer Science hosts over 7500 under-
graduate/graduate students, and prepares the 
next generation of technical leaders and entre-
preneurs to address complex real-world prob-
lems. We offer a multi-disciplinary and research-
engaged environment dedicated to incubating 
innovation, excellence and success. Our teaching 
and research is daring and transformative and 
contributes significantly to a sustainable intel-
lectual and economic development of our com-
munity. We connect ideas with people and we are 
redefining the university experience. The Faculty 
seeks outstanding candidates for:

Department of Computer Science and Software 
Engineering

 ˲ A Natural Sciences and Engineering Research 
Council (NSERC) Canada Research Chair Tier I (Full 
Professor) in the field of Software Engineering.

 ˲ One tenure-track position at the rank of Assistant 
Professor in the area of programming languages.

 ˲ One tenure-track position at the rank of Assis-
tant Professor in the area of big data analytics.

Concordia Institute for Information Systems 
Engineering

 ˲ One tenure-track position at the rank of Assistant 
Professor in the area of Smart Grid Security, Control 

lum, including improving educational outcomes 
and extending our reach.

Teaching track faculty are responsible for 
teaching courses as well as overseeing broader 
aspects of the educational program, includ-
ing curriculum development, student advising, 
outreach, undergraduate research, and depart-
mental service. You should have a Ph.D., a back-
ground of demonstrated excellence and dedica-
tion to teaching, and must be prepared to teach 
undergraduate lecture courses. You will also work 
with the existing faculty to improve and revise the 
curriculum. We seek candidates with demon-
strated excellence in teaching and commitment 
toward building an equitable and diverse schol-
arly community, and especially invite candidates 
with a demonstrated track record in mentoring 
and engaging students from groups traditionally 
underrepresented in computer science.

The School of Computer Science consists of 
seven departments, spanning a wide range of top-
ics in computer science and the application of 
computers to real-world systems. The positions 
are specific to each department, though in cer-
tain cases, joint positions are also possible.

Application Instructions:
https://webapps.cs.cmu.edu/FacultyApplication/
SCS-Teaching/Welcome

Deadline for Applications is January 3, 2017.
In your cover letter, please indicate clearly the 

department you are applying to.
For more information of the specific depart-

ments, please see below:

Machine Learning Department:
As the world’s only academic Machine Learning 
Department, we occupy a unique position in 
defining the standard curriculum for the field 
of machine learning – one that is used as a 
template by many other universities. With the 
increasing importance of machine learning over 
recent years, our course enrollments have more 
than doubled, and requests for us to service 
students beyond our local campus have grown 
significantly. For more information, please see: 
http://www.ml.cmu.edu/Faculty_Hiring.html

The Language Technologies Institute:
The Language Technologies Institute is an aca-
demic department dedicated to the study of hu-
man language and information technologies. 
Its faculty perform groundbreaking research in 
the areas of Natural Language Processing, Com-
putational Linguistics, Information Extraction, 
Summarization & Question Answering, Informa-
tion Retrieval, Text Mining & Analytics, Knowl-
edge Representation, Reasoning & Acquisition, 
Language Technologies for Education, Machine 
Learning, Machine Translation, Multimodal 
Computing and Interaction, Speech Processing, 
and Spoken Interfaces & Dialogue Processing. For 
more information, please see: http://lti.cs.cmu.
edu/teaching-track-faculty-position
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5.  contact information for at least three referees 
who can comment on the candidate’s peda-
gogical skills, among other attributes (provide 
referee name, title, address and email.

Fordham University
Department of Computer and Information 
Science- Multiple Openings  
Department Chair (Full Professor)
Two Tenure Track Assistant Professor Positions 
Lecturer & Postdoc Positions

The Department of Computer & Information Sci-
ence at Fordham University is undergoing a rapid 
expansion in both its undergraduate and gradu-
ate programs, and Fordham’s administration is 
committed to increasing the department’s local 
and national distinction in rese arch and science 
education. The department offers undergraduate 
programs at Fordham’s Rose Hill campus in the 
Bronx and Lincoln Center campus in Manhattan. 
The department also offers graduate degrees in 
Computer Science, Data Analytics, and Cyberse-
curity at its Manhattan campus.

The department invites applications for de-
partment chair, assistant professors, and lec-
turer/postdocs, to start fall 2017. The chair posi-
tion requires distinguished research, an excellent 
record of external funding, significant adminis-
trative experience, and strong experience in pro-
gram development, collaborative academic lead-
ership, and teaching. The tenure track positions 
require a Ph.D. in Computer Science or a related 
field, a commitment to teaching excellence, and 
an active program of research with the poten-
tial to attract external research funding. One of 
the assistant professor positions must be in the 
area of cybersecurity, but applications in all areas 
of CIS are encouraged for the second position, 
although applicants in the area of database sys-
tems are especially encouraged to apply. The de-
partment also has several positions for lecturers 
and postdocs. Lecturer positions (MS required, 
Ph.D. preferred) are one year renewable with a 4-4 
teaching load and postdoc positions are renew-
able for up to three years with a 3-3 teaching load.

Applications can be electronically submitted 
to Interfolio Scholar Services:

For Department Chair position: apply.
interfolio.com/39175.

For Cybersecurity Assistant Professor 
position: apply.interfolio.com/38909

For second Assistant Professor position: 
apply.interfolio.com/38910

For Lecturer and Postdoc positions: apply.
interfolio.com/39204.

Include (1) Cover letter with qualifications, 
(2) Curriculum vitae, (3) Teaching Statement, (4) 
at least three letters of recommendation, (5) Re-
search Statement, and (6) Sample scholarship 
(lecturer applicants may omit the last two items). 
Chair applicants should additionally include a 
brief statement of administrative philosophy. Ap-
plications will be accepted until the position is 
filled but preference will be given to applications 
received by January 1, 2017.

For more information about the department 
and the open positions, visit http://www.cis.
fordham.edu or contact Palma Hutter at hutter@
fordham.edu. Chair applicants may contact 
Dr. Gary Weiss at gaweiss@fordham.edu for 

Systems Security, Cyber-Physical Systems, Security 
and Critical Infrastructure Protection.

For detailed information about working at 
Concordia, these positions, and deadlines, visit 
http://www.concordia.ca/encs/about/jobs.html.

All qualified candidates are encouraged to ap-
ply; however, Canadians and Permanent Residents 
will be given priority. Concordia is strongly commit-
ted to employment equity within its community, and 
to recruiting a diverse faculty and staff. The Uni-
versity encourages applications from all qualified 
candidates, including women, members of visible  
minorities, Aboriginal persons, members of sexual 
minorities, persons with disabilities, and others who 
may contribute to diversification.

Duke University

The Department of Computer Science at Duke 
University in Durham, North Carolina, invites 
applications and nominations for a Professor of 
the Practice position starting in July 2017. The 
appointment will be made at the Assistant/Associ-
ate/Full Professor of the Practice rank depending 
on the candidate’s experience. Duke has a long 
history of supporting faculty with practice-of titles 
who are educators, practitioners, and scholars, 
and the Computer Science department has set 
high standards in providing a teaching and work 
environment in which practice-of faculty thrive.

The ideal candidate will have a strong 
commitment to and demonstrated excellence in 
teaching. Successful candidates at the Associate 
and Full Professor of the Practice level will 

show examples of academic, scholarly, and 
educational success outside the classroom that 
have resulted in, or have the potential to result in, 
significant advancements in computer science and 
engineering education. Successful candidates must 
show commitment to educating a broad and diverse 
group of students and in working to increase the 
participation and success of students from groups 
underrepresented in computer science.

The term of an initial appointment depends 
on the rank, but is typically four years for a junior 
position. Reappointment and promotion are 
governed by departmental and university bylaws 
and guidelines that encourage faculty to be in-
novative, to succeed locally and nationally, and 
to develop new courses and curricula that mesh 
with ongoing and new initiatives. Practice-of fac-
ulty typically teach two courses per semester with 
graduate and undergraduate TA support. We es-
pecially encourage faculty with interest and expe-
rience in mobile computing to apply.

Candidates should submit, via online applica-
tion to Academic Jobs Online:
1.  a short cover letter describing their background 

and interests in teaching undergraduates at 
Duke University and in promoting inclusion 
and diversity in computer science,

2. a curriculum vita,
3.  a statement regarding teaching philosophy 

and experience, including evidence of commit-
ment to promoting inclusion and diversity as 
well as teaching evaluations or other evidence 
of teaching effectiveness,

4.  a statement of scholarly activities (which may 
include research on pedagogical focus), and
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additional information.
Fordham is an independent, Catholic Univer-

sity in the Jesuit tradition that welcomes applica-
tions from all backgrounds. Fordham is an equal 
opportunity employer.

George Mason University

The George Mason University Department of 
Computer Science, in the Volgenau School of En-
gineering, invites applications for tenure-track 
faculty positions beginning Fall 2017.

Required Qualifications
Applicants must have received a Ph.D. in Com-
puter Science or a related field by the start date 
of the position, and should have demonstrated 
potential for excellence and productivity in re-
search, and a commitment to high quality teach-
ing. Exceptionally strong senior candidates may 
also be considered, and must have an established 
record of outstanding research and excellent 
teaching. Such candidates will be eligible for ten-
ured Associate Professor or Professor positions.

Preferred Qualifications
While applicants in all areas of computer science 
will be given serious consideration, we are par-
ticularly interested in candidates in the areas of 
machine learning, artificial intelligence, robot-
ics, databases, data analytics, and data-intensive 
computing.

About the Department
The department has over 40 faculty members 
with wide-ranging research interests including 
artificial intelligence, algorithms, autonomic 
computing, computational biology, computer 
graphics, computer vision, databases, data min-
ing, parallel and distributed systems, real-time 
systems, robotics, security, software engineering, 
and wireless and mobile computing. The CS de-
partment has over $6 Million in annual research 
funding and has 11 recipients of NSF’s presti-
gious CAREER awards.

In addition to BS, MS and PhD programs in 
Computer Science, the department offers MS 
programs in Information Systems, Information 
Security and Assurance, and Software Engineer-
ing. The department also participates in an inter-
disciplinary MS in Data Analytics Engineering of-
fered by the Volgenau School of Engineering. For 
more information on the department, visit our 
Web site: http://cs.gmu.edu/.??

George Mason University is the largest public 
research university in Virginia, with an enroll-
ment of over 35,000 students studying in over 200 
degree programs. Mason is an innovative, entre-
preneurial institution with national distinction 
in a range of academic fields. It was classified as 
an R1 research institution in 2016 by the Carnegie 
Classifications of Institutes of Higher Education, 
and was ranked number one in the 2013 U.S. 
News and World Report “Up-and-Coming” list of 
national universities. Mason is located in Fairfax 
in Northern Virginia at the doorstep of the Wash-
ington, D.C., metropolitan area, with unmatched 
geographical access to a number of federal agen-
cies and national laboratories. Northern Virginia 
is also home to one of the largest concentrations 
of high-tech firms in the nation, providing excel-
lent opportunities for interaction with industry. 

Please submit your application materials 
by January 1, 2017. However, the positions will  
remain open until filled.

Questions can be directed to Dr. Davide Bol-
chini at dbolchin@iupui.edu

The School of Informatics and Computing is 
eager to consider applications from women and mi-
norities. Indiana University is an Affirmative Action/
Equal Opportunity Employer. IUPUI is an Affirma-
tive Action/Equal Opportunity Institution M/F/D/V.

Indiana University School of 
Informatics and Computing
Department of BioHealth Informatics

The Indiana University School of Informatics and 
Computing at Indianapolis invites applications 
for an open-rank tenure-track or tenured faculty 
position in the Department of BioHealth Infor-
matics (BHI). The appointment will begin August 
1, 2017 at the Indiana University–Purdue Univer-
sity Indianapolis (IUPUI) campus. Exceptional re-
searchers are being sought to join our fast-grow-
ing department. We welcome applications from 
established researchers with collaborative re-
search teams. Candidates must demonstrate an 
outstanding scholarly record of research, exhib-
ited by high-impact peer-reviewed publications 
and a forward-looking, vigorous research agenda 
that will secure competitive, external funding.

We seek candidates in all areas of Health and 
Biomedical Informatics, but particularly those 
with strong research and teaching experience in:
1.  Community, consumer health and social infor-

matics;
2.  Health Information Technology and Health In-

formation Exchange;
3.  Learning healthcare system, including clini-

cal intelligence, translational biomedical and 
clinical informatics; and

4.  Big data, data analytics, text analytics, and data 
science in Health and Biomedical Informatics.

By strengthening or complementing the fac-
ulty research in the department, the ideal candi-
dates will use creative, innovative approaches and 
technologies to address fundamental BHI chal-
lenges with broader societal impact, and have the 
potential to leverage the strengths of the IUPUI 
campus, including its unique location in down-
town Indianapolis, interdisciplinary and collab-
orative environment and nation-wide leadership 
in the health and life sciences.

As tenure track faculty for BHI, the new fac-
ulty will have responsibility for developing their 
research programs and contributing to the edu-
cational and service roles of the department. The 
new faculty also will work closely with Depart-
ment Chair, Dr. Huanmei Wu, to develop and 
expand the new department over the next several 
years.

Visit https://indiana.peopleadmin.com/postings/ 
2754 for full application instructions. Questions 
pertaining to this position may be directed to the 
Assistant to the Chair, Robyn Hart at robhart@
iupui.edu.

The School of Informatics and Computing 
is eager to consider applications from women, 
veterans and minorities. Indiana University is an 
Affirmative Action/Equal Opportunity Employer. 
IUPUI is an Affirmative Action/Equal Opportunity 
Institution M/F/D/V.

Fairfax is consistently rated as being among the 
best places to live in the country, and has an out-
standing local public school system.

For full consideration please submit applica-
tion and application materials on-line at http://
jobs.gmu.edu for position number F105AZ. To 
apply, you will need a statement of professional 
goals including your perspective on teaching and 
research (to attach as ‘Other Doc’), a complete 
C.V. with publications, and the names of three 
professional references. The review of applica-
tions will begin February 1, 2017 and continue 
until the position is filled.

George Mason University is an equal oppor-
tunity/affirmative action employer, committed to 
promoting inclusion and equity in its community. 
All qualified applicants will receive consideration 
for employment without regard to race, color, re-
ligion, sex, gender identity, sexual orientation, na-
tional origin, disability, or protected veteran status.

Indiana University School of 
Informatics and Computing
Tenure-Track Assistant Professor

The Indiana University School of Informatics and 
Computing, Indianapolis, invites applications 
for a tenure-track assistant professor position in 
data science, beginning August, 2017 in the De-
partment of Human-Centered Computing. Can-
didates must demonstrate an outstanding schol-
arly record of research, exhibited by high-impact 
peer-reviewed publications and a research agen-
da that will secure competitive, external funding.

We seek an exceptional researcher in data sci-
ence. All areas of data science will be considered 
including data mining, statistical machine learn-
ing, descriptive, predictive, and prescriptive ana-
lytics, cloud computing, distributed databases, 
high performance computing, data visualization, 
or other areas involving the collection, organiza-
tion, management, and extraction of knowledge 
from massive, complex, heterogeneous datasets.

The department is home to a dynamic and in-
terdisciplinary group of faculty and students across 
its Data Science, Human-Computer Interaction, 
Informatics, and Media Arts and Science degree 
programs. The department has a strong emphasis 
on the human-centered aspects of data science, in-
cluding interactive and multimodal visualizations, 
usable information representation and data manip-
ulation, interactive tools for next-generation knowl-
edge discovery, interactive environments for big 
data, human factors in data science, and human-
computer interaction issues surrounding data sci-
ence applications and decision-making processes.

The Data Science program is uniquely posi-
tioned to drive research in big data around health 
information, both from the patient’s side and 
from the provider’s side. Two major growing areas 
include predictive population analytics for health 
monitoring and prevention and novel paradigms 
for health literacy and information delivery based 
on user’s data searches and online behavior. Fac-
ulty conduct groundbreaking, externally-funded 
research in a variety of areas, including emerging 
media technologies, human-computer interac-
tion design, ubiquitous computing, accessibility, 
human–robot interaction and android science, 
and healthcare user interfaces.

Visit http://indiana.peopleadmin.com/postings/ 
3077 for full application instructions.
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Iowa State University

The Department of Computer Science in the Col-
lege of Liberal Arts and Sciences at Iowa State 
University is seeking outstanding candidates for 
the endowed Lanh and Oanh Nguyen Chair in 
Software Engineering at the rank of Associate or 
Full Professor.

Responsibilities include teaching undergrad-
uate and graduate courses; mentoring students; 
sustaining a strong, externally funded research 
program in software engineering; publishing in 
top tier venues; and enhancing Iowa State Univer-
sity’s existing strengths through professional and 
institutional service.

Iowa State University is classified as a Carne-
gie Foundation Doctoral/Research University-Ex-
tensive, a member of the Association of American 
Universities (AAU), and ranked by U.S. News and 
World Report as one of the top public universities 
in the nation. 36,600 students are enrolled, and 
served by over 6,200 faculty and staff (see www.
iastate.edu). Ames, Iowa is a progressive commu-
nity of 60,000, located approximately 30 minutes 
north of Des Moines, and recently voted second 
best most livable small city in the nation (see 
www.amescvb.com).

Iowa State University is an equal opportunity 
employer committed to excellence through diver-
sity and strongly encourages applications from 
all qualified applicants, including women, under-
represented minorities, and veterans. ISU is highly 
responsive to the needs of dual career couples, has 
policies fostering work-life balance, and is an NSF 
ADVANCE institution.?All faculty members are ex-
pected to exhibit and convey good citizenship and 
collegiality within the program, the department, 
the college, and the university, and maintain the 
highest standards of integrity and ethical behavior.

For more information or to apply, please use 
this link:

http://www.iastatejobs.com/postings/22159.

King Abdullah University of Science 
and Technology (KAUST)
Professor (all levels) in Data Integration

King Abdullah University of Science and Technol-
ogy (KAUST) (http://www.kaust.edu.sa) is seeking 
a highly motivated and skilled faculty member for 
the Bioinformatics track whose research focuses 
on data integration. 

KAUST is an international, graduate-level 
research university dedicated to advancing sci-
ence and technology through interdisciplinary 
research, education, and innovation. Located 
on the shores of the Red Sea in Saudi Arabia, 
KAUST offers superb research facilities, generous 
assured research funding, and internationally 
competitive salaries, attracting top international 
faculty, scientists, engineers, and students to 
conduct fundamental and goal-oriented research 
to address the world’s pressing scientific and 
technological challenges in the areas of food, wa-
ter, energy, and the environment.

The successful applicant is expected to de-
velop world-leading research in domain of data 
integration with focus on novel approaches for ef-
ficient and accurate targeted information extrac-
tion. The faculty member will be part of the Com-
putational Bioscience Research Center (CBRC) 
within the Computer, Electrical and Mathemati-

curiosity-driven and goal-oriented research to 
address the world’s pressing scientific and tech-
nological challenges related sustainability in en-
ergy, water, food, and the environment.

Please apply via the http://cemse.kaust.edu.
sa employment site. Please include the names 
of three references for Assistant Professor posi-
tions and at least six for senior positions. Appli-
cations will be considered until the positions are 
filled but not later than April 15, 2017. Prospec-
tive candidates are advised to apply as soon as 
possible.

King Abdullah University of Science 
and Technology (KAUST)
Professor (all levels) in Bioinformatics and 
Computational Biology

King Abdullah University of Science and Technol-
ogy (KAUST) (http://www.kaust.edu.sa) is seeking 
a highly motivated and skilled faculty member for 
the Bioinformatics track whose research focuses 
on development of methods and tools for Bioin-
formatics and Computational Biology. 

KAUST is an international, graduate-level 
research university dedicated to advancing sci-
ence and technology through interdisciplinary 
research, education, and innovation. Located 
on the shores of the Red Sea in Saudi Arabia, 
KAUST offers superb research facilities, generous 
assured research funding, and internationally 
competitive salaries, attracting top international 
faculty, scientists, engineers, and students to 
conduct fundamental and goal-oriented research 
to address the world’s pressing scientific and 
technological challenges in the areas of food, wa-
ter, energy, and the environment.

The successful applicant is expected to de-
velop world-leading research in domain of bioin-
formatics/computational biology with focus on 
development of novel computational approaches 
for efficient and accurate methods of analyzing 
biological phenomena at molecular level. The 
faculty member will be part of the Computational 
Bioscience Research Center (CBRC) within the 
Computer, Electrical and Mathematical Sciences 
and Engineering (CEMSE) Division. The position 
will remain open until filled. 

Requirements:
PhD or equivalent in a Computer Science, Math-
ematics or Engineering discipline. Candidates 
should be well-established within the research 
field relevant to the position grade. They should 
demonstrate original research and experience at 
the highest international level.

Responsibilities and tasks:
Research competence in the following areas is 
preferred: 

 ˲ Analysis of next generation sequencing (NGS) 
and other ‘omics’ data (e.g. CAGE, ChIP-Seq, 
DHS, RNA-Seq, Ribo-Seq, proteomic, metabolic 
and NMR spectra, etc.).

 ˲ Signaling, regulatory and metabolic pathways 
analysis.

 ˲ Development of tools (web-based and stand-
alone) suited for efficient computational biology/
bioinformatics. 
Visit cemse.kaust.edu.sa to apply. 

Applications will be considered until the posi-
tions are filled but not later than April 15, 2017. 

cal Sciences and Engineering (CEMSE) Division. 
The position will remain open until filled. 

Requirements:
PhD or equivalent in a Computer Science, Math-
ematics or Engineering discipline. Candidates 
should be well-established within the research 
field relevant to the position grade. They should 
demonstrate original research and experience at 
the highest international level.

Responsibilities and tasks:
Research competence in the following areas is 
preferred: 

 ˲ New computational methods for analysis of 
and combining/integrating data and information 
from disparate existing biological repositories/
databases/sources including those containing 
experimental data.

 ˲ Analysis of biological networks.

Visit cemse.kaust.edu.sa to apply.
Applications will be considered until the posi-

tions are filled but not later than April 15, 2017. 
Prospective candidates are advised to apply as 

soon as possible.

King Abdullah University of Science 
and Technology (KAUST)
Faculty Positions in Visual Computing

The Computer, Electrical, and Mathematical Sci-
ences and Engineering Division at King Abdullah 
University of Science and Technology (KAUST) 
invites applications for faculty positions in visual 
computing. We particularly encourage applica-
tions by female candidates as well as applications 
for junior positions (Assistant professor rank), al-
though we will consider outstanding candidates 
of any demographic.

KAUST is seeking candidates with an es-
tablished track record of research in one of the 
subareas of visual computing, with visualization 
being a topic of particular interest. Successful 
candidates will have a PhD in Computer Science 
or related fields, as well as a strong publication 
record in top-tier conferences and journals. Se-
nior candidates must have demonstrated strong 
leadership in the field. Successful candidates will 
be appointed within the Computer Science pro-
gram, and are expected to engage with the KAUST 
Visual Computing Center (VCC).

The VCC is KAUST’s hub for research ac-
tivities spanning all areas of visual computing, 
ranging including imaging, computer vision, 
computer graphics, and visualization, as well as 
interdisciplinary applications of visual comput-
ing. The VCC offers a unique combination of an 
intellectually stimulating environment and ac-
cess to superb facilities, including large-scale 
virtual reality installations in the KAUST Visual-
ization Core Lab (KVL) and KAUST’s 5 Petaflop/s 
Shaheen-2 supercomputer.

KAUST is an international, graduate research 
university dedicated to advancing science and 
technology through interdisciplinary research, 
education, and innovation. Located on the 
shores of the Red Sea in Saudi Arabia, KAUST of-
fers superb research facilities, generous assured 
research funding, and internationally competi-
tive salaries, attracting top international faculty, 
scientists, engineers, and students to conduct 
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Prospective candidates are advised to apply as 
soon as possible.

Marist College

The Marist College Department of Computing 
Technology currently seeks applications for two 
tenure-track positions in Computer Science and 
Information Technology & Systems.

We welcome candidates who have the fol-
lowing teaching and research interests: software 
development, systems analysis and design, data 
management and information security, data sci-
ences and analytics, and cloud computing and 
networks. Applicants with the ability to teach 
in multiple areas across several disciplines will 
receive preference. Applicants must be willing 
to teach undergraduate and graduate courses in 
both traditional on-ground and on-line environ-
ments. Required duties outside the classroom 
include scholarly activities that result in peer-
reviewed publications as well as engagement in 
college and professional services such as advis-
ing/mentoring students, serving on department, 
school, or college committees.

Candidates must have a doctoral degree in 
Computer Science, Information Systems, or a 
closely related field. We will consider ABDs in an 
appropriate field who will complete their disserta-
tion within one year of hire. Evidence of excellence 
in teaching and scholarly work is required. Excel-
lent written and oral communication skills are 
required. Industry and/or consulting experience 
is highly desirable. As our programs host a diverse 
population, the proven ability to work effectively 
in a multicultural environment is highly regarded.

Marist College is an independent and com-
prehensive liberal arts institution located in New 
York’s historic Hudson River Valley. Situated on 
210 acres overlooking the Hudson River, it en-
rolls 4,791 traditional undergraduate, 898 full 
and part-time graduate and 460 continuing edu-
cation students. Marist also has a branch campus 
in Florence, Italy, and extension sites throughout 
New York. Marist has been recognized for excel-
lence by U.S. News & World Report, TIME Magazine, 
The Princeton Review’s Best 380 Colleges, and Bar-
ron’s Best Buys in College Education and is noted 
for being a pioneer in the area of online degree 
programs.

To learn more or to apply, please visit http://
jobs.marist.edu. Only online applications are ac-
cepted.

Marist College is strongly committed to the 
principle of diversity and is especially interested 
in receiving applications from members of ethnic 
and racial minority groups, women, individu-
als with disabilities, veterans, and persons from 
other under-represented groups.

AN EQUAL OPPORTUNITY/AFFIRMATIVE 
ACTION EMPLOYER

Max Planck Institute

The Max Planck Institute for Informatics, as the 
coordinator of the Max Planck Center for Visual 
Computing and Communication (MPC-VCC), in-
vites applications for
Junior Research Group Leaders  in the Max 
Planck Center for Visual Computing and Com-
munication

faculty_recruiting/ for submitting applications. 
The deadline is February 15, 2017. Contact Prof. 
Chih-Jen Lin at faculty_search@csie.ntu.edu.tw 
for any questions. An early submission is strongly 
encouraged.

North Dakota State University
Assistant/Associate Professor
Computer Science Department seeks to fill a 
tenure-track

Assistant/Associate Professor position in 
Computational Biology, Bioinformatics, Big 
Data, Data Mining, or a related area starting Fall, 
2017 or thereafter. This individual would become 
a member of an existing multi-disciplinary 
research group investigating cancer detection 
and treatment.

PhD required. NDSU offers degrees at all lev-
els in Computer Science and Software Engineer-
ing. Research and teaching excellence is expect-
ed, normal teaching load is three courses/year. 
The department has 16 Faculty; 4 Lecturers; 200 
graduate students (Master’s and Ph.D) and 400 
BS/BA undergraduate majors.

NDSU is a top national research university. 
Fargo is a clean, growing metropolitan area of 
250,000 that consistently ranks near the top in 
national quality-of-life surveys. We have low levels 
of crime and pollution, excellent schools, short 
commutes, and proximity to the

Minnesota lake country. There is a symphony, 
an opera, a domed stadium, a community the-
ater, three colleges, a research technology park 
and many other amenities.

See https://jobs.ndsu.edu/ for more informa-
tion.

NDSU is an EEO/AA-MF/Vet/Disability
Job closing will be March 1, 2017 or until the 

position is filled

Oakland University
Department of Computer Science and 
Engineering
Tenure-track Faculty Positions

The Department of Computer Science and En-
gineering (http://www.cse.secs.oakland.edu) at 
Oakland University seeks applications for two 
tenure-track assistant professor positions, start-
ing on August 15, 2017. Applicants must have 
completed a Ph.D. in Computer Science, Infor-
mation Technology, or a closely related field by 
the appointment date. Candidates must demon-
strate success in research and a strong commit-
ment to excellence in teaching. While excellent 
candidates from all areas of computer science 
will be considered, candidates in Data Science, 
Operating Systems, Database, Human Computer 
Interface, and Gaming are especially encouraged 
to apply.

Evaluation of applications will start on *Jan 
5th 2017* and continue until the positions are 
filled. Applicants should upload a letter of intent, 
a statement of research, a statement of teaching, 
curriculum vitae (cv), unofficial transcripts, and 
the names and contact information for three ref-
erences to http://jobs.oakland.edu/postings/9292.

The Department of Computer Science and 
Engineering at Oakland University is currently 
offering B.S. degrees in Computer Science and in 

The Max Planck Center for Visual Computing and 
Communications offers young scientists in in-
formation technology the opportunity to develop 
their own research program addressing impor-
tant problems in areas such as

 ˲ image communication
 ˲ computer graphics
 ˲ geometric computing
 ˲ imaging systems
 ˲ computer vision
 ˲ human machine interface
 ˲ distributed multimedia architectures
 ˲ multimedia networking
 ˲ visual media security

The center includes an outstanding group of 
faculty members at Stanford’s Computer Science 
and Electrical Engineering Departments, the Max 
Planck Institute for Informatics, and Saarland 
University.

The program begins with a preparatory 1-2 
year postdoc phase (Phase P) at the Max Planck 
Institute for Informatics, followed by a two-year 
appointment at Stanford University (Phase I) as 
a visiting assistant professor, and then a posi-
tion at the Max Planck Institute for Informatics 
as a junior research group leader (Phase II). How-
ever, the program can be entered flexibly at each 
phase, commensurate with the experience of the 
applicant.

Applicants to the program must have com-
pleted an outstanding PhD. Exact duration of the 
preparatory postdoc phase is flexible, but we typi-
cally expect this to be about 1-2 years. Applicants 
who completed their PhD in Germany may enter 
Phase I of the program directly. Applicants for 
Phase II are expected to have completed a post-
doc stay abroad and must have demonstrated 
their outstanding research potential and ability 
to successfully lead a research group.

Reviewing of applications will commence on 
01 Jan 2017. The final deadline is 31 Jan 2017. Ap-
plicants should submit their CV, copies of their 
school and university reports, list of publications, 
reprints of five selected publications, names of 
3-5 references, a brief description of their previ-
ous research and a detailed description of the 
proposed research project (including possible 
opportunities for collaboration with existing re-
search groups at Saarbrücken and Stanford) to:

Prof. Dr. Hans-Peter Seidel
Max Planck Institute for Informatics,
Campus E 1 4, 66123 Saarbrücken, Germany;
Email: mpc-vcc@mpi-inf.mpg.de

The Max Planck Center is an equal opportuni-
ty employer and women are encouraged to apply.

Additional information is available on the 
website www.mpc-vcc.org.

National Taiwan University

The Department of Computer Science and In-
formation Engineering, and the Graduate Insti-
tute of Networking and Multimedia at National 
Taiwan Univ. have faculty openings at all ranks 
beginning in August 2017. Highly qualified can-
didates in all areas of computer science are invit-
ed to apply. A Ph.D. or its equivalent is required. 
Applicants are expected to conduct outstanding 
research and be committed to teaching. Candi-
dates should check http://www.csie.ntu.edu.tw/
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CAREERS

details on expected qualifications are available at 
cse.osu.edu/department/faculty-recruiting.

To apply, please arrange for a CV and three 
letters of recommendation to be sent by email to 
fsearch@cse.ohio-state.edu. Review of applica-
tions will begin on January 1, 2017 and will con-
tinue until the position is filled.

The Ohio State University is an equal opportu-
nity employer. All qualified applicants will receive 
consideration for employment without regard 
to race, color, religion, sex, sexual orientation or 
gender identity, national origin, disability status, 
or protected veteran status.

University of South Carolina
College of Engineering and Computing 
Department of Computer Science and 
Engineering
Faculty Position in Cybersecurity

The University of South Carolina invites appli-
cations for a tenure-track faculty position at the 
rank of assistant professor in the Department of 
Computer Science and Engineering, starting Fall 
2017. The Department will consider exceptional 
candidates in any cybersecurity areas, but is par-
ticularly interested in candidates whose primary 
research expertise is in design and development 
of secure software architecture, development of 
secure and reliable applications, software vulner-
ability testing, or reverse engineering.

Eligible candidates should possess a Ph.D. 
degree in computer science, software engineer-
ing, or a closely related field and a demonstrated 
record of research accomplishments in the area 
of cybersecurity. Prior teaching experience is pref-
erable but not required.

Successful candidates will be expected to de-
velop internationally recognized, externally fund-
ed research programs that complement existing 
strengths in the Department. Applicants will also 
be encouraged to participate in interdisciplinary 
projects. To serve the diverse student population 
of the university, all faculty members are expect-
ed to engage and mentor students from under-
represented groups.

Application review begins December 1st, 
2016 and remains open until the position is filled. 
Interested applicants should send one complete 
PDF file that includes a cover letter, curriculum 
vitae, a concise description of research and teach-
ing plans, and names and contact information of 
three references to search@cse.sc.edu.

Founded in 1801 and one of the three public 
universities in South Carolina, the University of 
South Carolina (USC) is located in Columbia, the 
capital and technology center of South Carolina. 
USC is the flagship university of the state with a 
diverse student population of 33,772 students. 
USC is one of only 32 public universities to earn 
the Carnegie Foundation’s top-tier designations 
in research activity and community engagement.

USC is designated by the National Security 
Agency and the Department of Homeland 
Security as a National Center of Academic 
Excellence in Information Assurance and Cyber 
Defense Education and Research. Cybersecurity 
education and research activities are centered 
in the Department of Computer Science and 
Engineering in the College of Engineering and 
Computing. The Department offers B.S. degrees 
in Computer Science, Computer Information 

Qualifications: Applicants should show evidence 
of exceptional research promise with potential 
for external funding, and commitment to qual-
ity advising and teaching. Hired candidates must 
complete their Ph.D. in Computer Science or a 
closely related field by August 31, 2017. Applica-
tions received by January 13, 2017 will be given 
priority.

To apply for the Data Science and AI posi-
tions, go to: apply.interfolio.com/39330.

To apply for the Distributed Networks and Sys-
tems position, go to:apply.interfolio.com/39389.

If you have further questions, please email the 
hiring committee: kagarwal@cs.rutgers.edu.

State University of New York at 
Binghamton
Department of Computer Science
http://cs.binghamton.edu

The Computer Science Department at Bingham-
ton University has three tenure-track assistant 
professor positions beginning Fall 2017. Appli-
cants should have a Ph.D. in Computer Science or 
related discipline, a strong research record, and a 
commitment to research and teaching. Qualified 
applications are invited from candidates with 
specializations in any of the following areas: (1) 
healthcare systems, bioinformatics, or computa-
tional biology, (2) operating systems or embed-
ded systems, and (3) data science, big data, or 
machine learning.

Further details and application information 
are available at: http://binghamton.interviewex-
change.com.

Applications will be reviewed until positions 
are filled. First consideration will be given to ap-
plications received by January 20, 2017.

Binghamton University is an Equal Opportu-
nity/ Affirmative Action/Disability/Veterans Em-
ployer.

The Ohio State University
Assistant Professor of Practice, Computer 
Science and Engineering
Columbus, OH

The Computer Science and Engineering Depart-
ment at The Ohio State University seeks to fill 
one Assistant Professor of Practice clinical-track 
position starting in Autumn 2017. Highly quali-
fied applicants at more senior levels will also be 
considered. This is a full-time, non-tenure-track 
three-year faculty position which is renewable.

Clinical-track faculty members in the Depart-
ment will develop, enhance, and teach courses 
across the computer science curriculum, in par-
ticular those emphasizing professional comput-
ing practices and practical design and implemen-
tation projects such as junior project courses and 
capstone design courses; and work on innovative 
projects, as part of independent studies with in-
dividual students, at the undergraduate and/or 
MS level. Clinical faculty may also collaborate on 
and/or lead research and development projects, 
including collaborations with industry, and large-
scale research and development projects, as well 
as education-oriented projects.

Required: Applicants must have a Ph.D. in 
Computer Science or closely related field, or 
equivalent professional experience. Additional 

Information Technology, M.S. degrees in Com-
puter Science, Cyber Security, and Software Engi-
neering and Information Technology, and a Ph.D. 
degree in Computer Science and Informatics.

Oakland University is an ADVANCE institu-
tion, one of a limited number of universities in re-
ceipt of NSF funds in support of our commitment 
to increase diversity and the participation and 
advancement of women and underrepresented 
minorities in the STEM fields. Oakland University 
is an Affirmative Action/Equal Opportunity Em-
ployer. For more information about the Oakland 
University, please visit http://www.oakland.edu.

Portland State University

The Computer Science Department at Portland 
State University (PSU) invites applications for a 
tenure-track faculty position at the assistant pro-
fessor level, to begin Fall 2017. Exceptional appli-
cants at other ranks will also be considered.

The department currently has twenty-two 
tenure-track faculty members, including three 
NSF CAREER Award winners and two ACM Fel-
lows. The department offers an ABET-accredited 
B.S., both a thesis and a non-thesis M.S., and a 
Ph.D. in Computer Science. The department cur-
rently serves approximately 800 undergraduates 
and 130 graduate students. Our teaching loads 
give faculty time to maintain funded research 
programs. Further information about the depart-
ment is available at http://www.pdx.edu/comput-
er-science.

PSU is the largest urban university in Oregon 
and is known nationally for its community en-
gagement and sustainability initiatives. Its cam-
pus in downtown Portland is well served by public 
transit and offers proximity to world-class res-
taurants, cultural venues and outdoor activities. 
PSU’s urban setting provides a living laboratory 
for research and easy access to collaborations in 
industry, academia and government. Current lo-
cal collaborations include Intel, Oregon Health 
& Science University, and Oregon Department of 
Transportation. Portland is the home of a bur-
geoning software industry, including Puppet 
Labs, Urban Airship, Elemental Technologies, 
Janrain, and Webtrends.

Queens College

The Department of Computer Science at Queens 
College of CUNY is accepting applications for a 
tenure-track position in Cybersecurity at the As-
sistant Professor level starting Fall 2017. Consult 
http://www.cs.qc.cuny.edu for further informa-
tion.

Rutgers University

The Computer Science Department at Rutgers 
University invites applications for several ten-
ure-track Assistant Professor positions focusing 
on (a) Data Science and AI, and (b) Distributed 
Networks and Systems. Responsibilities include 
teaching undergraduate and graduate level 
courses in various fields of Computer Science 
and supervision of PhD students based on funded 
projects. The appointments will start September 
2017.
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Systems, and Computer Engineering, M.S. 
and Ph.D. degrees in Computer Science and 
Computer Engineering, an M.S. in Software 
Engineering and a Graduate Certificate in Cyber 
Security Studies. The Department has 21 full-
time faculty members (10 of whom are NSF 
CAREER award recipients), an undergraduate 
enrollment of 872 students, a graduate 
enrollment of 175 students, and over $1.5 
million in annual research expenditures.

The University of South Carolina is an Affir-
mative Action/Equal Opportunity Employer. Mi-
norities and women are especially encouraged to 
apply. The University of South Carolina does not 
discriminate in educational or employment op-
portunities or decisions for qualified persons on 
the basis of race, color, religion, sex, national ori-
gin, age, disability, sexual orientation or veteran 
status.

University of California, Santa Barbara

The Department of Computer Science (CS) and 
the College of Creative Studies (CCS) at the Uni-
versity of California, Santa Barbara seek applica-
tions for a joint faculty Lecturer position with Po-
tential Security of Employment (LPSOE, similar 
to tenure-track), with a start date of Fall Quarter 
2017.

At the University of California, LPSOE posi-
tions lead to security of employment (SOE, simi-
lar to tenure), and are faculty positions designed 
to meet the long-term instructional needs of the 
University. This position is intended for an in-
novative individual with an enthusiasm for, and 
breadth of knowledge in, Computer Science and 
its emerging applications in diverse fields. A suc-
cessful applicant should be committed to student 
mentoring, to improving undergraduate comput-
er science education and diversity, and to recruit-
ing top high-school graduates, in collaboration 
with other faculty.

The teaching load will be evenly divided 
between the CS department and the CCS Com-
puting program. The Department of Computer 
Science at UCSB is housed in the College of Engi-
neering, has around 35 faculty, 400 undergradu-
ates and 175 graduate students, and offers a 
traditional BS degree in Computer Science. The 
College of Creative Studies (CCS) Computing Pro-
gram is a small, tight-knit community of around 
35 talented, passionate, self-directed learners in 
the context of a major research university, with a 
focus on early involvement in undergraduate re-
search in Computer Science, and related creative 
activity. Candidates are urged to learn more about 
the UCSB Department of Computer Science and 
the distinctive nature of the College of Creative 
Studies at their respective websites: http://www.
cs.ucsb.edu and http://www.ccs.ucsb.edu.

Preferred qualifications: A demonstrated record 
of teaching excellence.

Minimum qualifications: A Ph.D. in Computer 
Science or a related field is required.

The position is to begin with the 2017-18 
academic year, and salary will be commensurate 
with experience. More detail about the position, 
and how to apply is available at the UCSB AP Re-
cruit website: https://recruit.ap.ucsb.edu/apply/
JPF00882.

learning and related areas of modern data man-
agement, (2) proven teaching ability, and (3) in-
dustry experience.

Salary is competitive. The position is available 
Fall 2017. Please submit curriculum vitae and 
three letters of recommendation to diament@
yu.edu and vkelly@yu.edu. Please provide cop-
ies of papers and patents, and links to any open 
source work.

About the University
Founded in 1886, Yeshiva University (YU) has a 
strong tradition of combining Jewish scholarship 
with academic excellence and achievement in the 
liberal arts, sciences, medicine, law, business, so-
cial work, Jewish studies, education psychology, 
social work, and more.

We are a leading global educational institution 
that employs 2,000 people across our various 
campus locations -- Wilf Campus, Beren Campus, 
Brookdale Center, Resnick Campus in the Bronx, 
the Gruss Institute in Jerusalem, the Boys High 
School in Manhattan and the Girls High School 
in Queens. From the distinguished faculty who 
teach here, to the dedicated staff, we work to fulfill 
our mission: to “bring wisdom to life” through all 
that we teach, by all that we do and for all those 
we serve. We seek to attract and retain engaged 
and committed individuals who contribute to an 
exciting working environment, where there is a 
sense of community and belonging, balanced with 
a significant cross section of people from diverse 
backgrounds working and studying together.

Yeshiva University is an equal opportunity em-
ployer committed to hiring minorities, women, indi-
viduals with disabilities and protected veterans.

York University

The Department of Electrical Engineering and 
Computer Science (EECS) at York University 
is seeking an outstanding candidate for an 
alternate-stream (teaching-focused) tenure-track 
position at the Assistant Lecturer level to serve as 
course director and laboratory instructor. While 
outstanding candidates in all areas of EECS will 
be considered, we are especially interested in 
those with strong abilities to develop, manage 
and deliver laboratory sections associated with 
courses entailing major programming and 
software development components. Priority will 
be given to candidates eligible for licensure as 
Professional Engineers in Ontario. Complete 
applications must be received by 15 March 
2017. Full job description and application 
details are available at: http://lassonde.yorku.
ca/new-faculty/. All York University positions are 
subject to budgetary approval. York University 
is an Affirmative Action (AA) employer. The AA 
Program can be found at http://www.yorku.ca/
acadjobs or a copy can be obtained by calling 
the AA office at 416-736-5713.  All qualified 
candidates are encouraged to apply; however, 
Canadian citizens and permanent residents will 
be given priority.

Completed applications received by Dec 12, 
2016 will be given primary consideration, thereaf-
ter, the position remains open until filled.

The department is especially interested in 
candidates who can contribute to the diver-
sity and excellence of the academic community 
through research, teaching, and service.

The University of California is an Equal Op-
portunity/Affirmative Action Employer, and all 
qualified applicants will receive consideration 
for employment without regard to race, color, 
religion, sex, sexual orientation, gender identity, 
national origin, disability status, protected vet-
eran status, or any other characteristic protected 
by law.

University of Akron
Assistant Professor Computer Science

University of Akron Computer Science seeks ten-
ure track Assistant Professor in security & privacy 
for Fall 2017.

University of Delaware
Teaching Faculty
Department of Computer & Information 
Sciences

Applications are invited for a full-time, nontenure 
track faculty position to begin September 1, 2017. 
For application and details, please visit: https://
apply.interfolio.com/39414.

US Naval Academy

USNA Electrical & Computer Engineering is 
seeking applicants to fill tenure-track Assistant 
Professor positions in Computer Engineering. 
Applicants with teaching & research interests in 
all areas of computer engineering will be consid-
ered. Applications accepted through “Apply URL” 
only.

Yeshiva College

Yeshiva College of Yeshiva University invites ap-
plications for tenure-track faculty at the assistant 
professor level in computer science (undergradu-
ate), with a focus on data science. Candidates 
must have a Ph.D. or its equivalent in profession-
al experience.

Responsibilities of the position include:
 ˲ Teaching courses in the data science track, 

including Machine Learning and Modern Data 
Management, as well as core C.S. courses

 ˲ Ensuring that the department’s course offer-
ings and priorities remain state-of-the-art and 
aligned with industry requirements, expecta-
tions, and applications, in the area of data science

 ˲ Mentor/guide students in their intellectual and 
professional development

 ˲ Further the state of the art in data science via 
open source contributions and research

 ˲ Potential to teach at the graduate level in the 
future

The ideal candidate will have (1) demon-
strated expertise in both practice and scholarship 
in the area of data science, especially machine 
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last byte

DOI:10.1145/3022109  Dennis Shasha

Red continues to threaten…

Blue responds… 

Red now gets three in a row… 
 

Upstart. Suppose the board is a six-
by-six grid with a red exactly in every 
corner? Blue moves first. There is no 
limit on the number of turns. Can ei-
ther side force a win?  

All are invited to submit their solutions to 
upstartpuzzles@cacm.acm.org; solutions to upstarts and 
discussion will be posted at http://cs.nyu.edu/cs/ faculty/
shasha/papers/cacmpuzzles.html 

Dennis Shasha (dennisshasha@yahoo.com) is a professor 
of computer science in the Computer Science Department 
of the Courant Institute at New York University, New York, 
as well as the chronicler of his good friend the omniheurist 
Dr. Ecco. 

Copyright held by the author.

No matter where red goes, blue can 
force an open-ended vertical or hori-
zontal line with three blues, as in 

 

So… now that we know how it works, 
let us try it for some other problems. 

Suppose we have a board with a 
nine-by-nine grid with the follow-
ing configuration, and red is about 
to take the next turn. Can either side 
force a win?

Solution. Yes, red can force a win. 
Red threatens… 

 

Blue then red then blue… 
 

IN THE SPIRIT OF GOMOKU, two people 
play a version of the classic paper-and-
pencil game tic-tac-toe but on an infi-
nite checkerboard. In it, a player wins 
by getting four pieces in a row—verti-
cally, horizontally, or diagonally. 

Warm-up. Can the first player—
blue—force a win in seven turns or less, 
where a turn consists of both blue and 
red placing pieces. 

Solution to warm-up. The first play-
er can force a win in five turns. Blue 
moves. No matter where red moves, 
blue can, in the second move, have two 
in a row. 
 

Red must now respond to prevent 
blue from having three in a row that is 
open on both ends. So R blocks, giving 
us something like
 

Blue can now force a two-by-two 
fork with   

Upstart Puzzles  
Open Field Tic-Tac-Toe 
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The ACM International Symposium on Pervasive Displays is the premier venue 
for discussing opportunities and challenges raised by the emergence of pervasive 
display systems as a new communication medium for public and semi-public 
spaces. As a targeted topic venue, Pervasive Displays offers participants a unique 
opportunity to network with a diverse but focused research community, 
resulting in an extremely lively event with all the energy and excitement that 
characterizes the emergence of a new research area.
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