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from the acm-w chair

R
E C E N T LY  I  C A M E  across 
notes for a talk I gave in 1991 
about women and computer 
science. It was depressing to 
read through it. Change the 

date and I could give the same talk to-
day. How can that be? Hasn’t the situ-
ation for women in computer science 
improved in the last 26 years? The 
answer to that question depends on 
what measure(s) you choose.

Yes, there are more women enrolling 
in and staying in computer science de-
gree programs, but we should not over-
state the improvement. All U.S. academ-
ic degree data must be analyzed against 
a significant shift in the overall under-
graduate pool. From 1966 to 2015, the 
U.S. undergraduate population shifted 
from 42% to 57% women, requiring that 
we be very careful with how we evaluate 
disciplinary data. Published analyses 
of degree production in CS always state 
that 37% of CS degrees went to women 
in 1984, and only 18% in 2015. Consider 
a different perspective. In 1984, 2.42% 
of all women’s degrees were earned in 
CS (the high point was actually 2.97% of 
women’s degrees in 1986).

During 1989–2006, between 1% and 
2% of women’s degrees were earned in 
CS, and since then it has been less than 
1% each year. For comparison, in 2014, 
6% of men’s degrees were earned in CS 
in 2015.

What about jobs? Yes, lots of women 
are being hired into tech. The exhibi-
tion hall at the Grace Hopper Confer-
ence and the career fairs at the ACM 
Celebrations of Women in Comput-
ing are full of companies eager to talk 
with student attendees and line up new 
hires. But, again, we have to temper ex-
citement at these developments. While 
women are heading in the front doors of 
companies, they are hemorrhaging out 

the side and back doors. Approximately 
45% of women entering tech leave within 
five years while only 17% of men leave. 
Bringing more women into tech has 
not succeeded in changing the climate 
there, nor apparently led to significant 
changes in the attitudes and behavior 
of many people who work in tech. There 
are other efforts being made, such as 
providing employees with training on 
implicit bias, and carrying out large-
scale salary review to ensure that wages 
are equitable across job titles.

But attitudinal change is slow.
It is time to ask how ACM, a mem-

bership organization that reaches mil-
lions of people every year, can contrib-
ute to efforts to make people aware of 
bias and to encourage them to change 
their attitudes and behavior. For years 
ACM has supported ACM-W, the Coun-
cil on Women in Computing. Thanks 
to ACM’s support, and additional fund-
ing from Google, Microsoft, and Ora-
cle, today we have 30 Celebrations of 
Women in Computing worldwide, over 
160 ACM-W Chapters, and we annu-
ally award over $35,000 in scholarships 
for women CS students to attend re-
search conferences. These efforts have 
great impact on the women involved, 
but little broader impact on the ACM 

membership. What can ACM do to ad-
dress issues of diversity in ways that will 
reach broadly across the membership?

In an exciting development, the ACM 
Executive Committee last June autho-
rized the establishment of a working 
group that will formulate the charter for 
a new ACM Council on Diversity and In-
clusion (CDI). The working group met 
in January 2017, and the new Council 
should launch at the start of the next fis-
cal year, July 1, 2017. No single group can 
possibly address all aspects of diversity 
and inclusion, particularly when we con-
sider that ACM is a global organization. 
The CDI will foster the development 
of new committees, created by groups 
of ACM members who are passionate 
about particular diversity areas. This will 
enable ACM to, for example, improve our 
understanding of what diversity and in-
clusion issues are around the world, ad-
dress LGBTQ issues, and address access 
as an issue for members and for those 
wishing to participate in ACM-spon-
sored events, not just as a research topic. 

The working group has started to ad-
dress the overarching question of what 
the role is of a membership organization 
in addressing issues of diversity and in-
clusion. In what ways can ACM contrib-
ute to making tech (both industry and 
academia) a more hospitable environ-
ment for all who are interested in the 
field? ACM-W has expanded our work 
considerably in the last five years, includ-
ing increasing our collaborations with 
other organizations. We commit to help 
in whatever ways we can as ACM extends 
and increases its organizational commit-
ment to diversity in computing. 

Valerie Barr, a CS professor at Union College, 
Schenectady, NY, is chair of ACM’s Council on Women in 
Computing, ACM-W.

Copyright held by author.
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cerf’s up

W
H AT  I S  I T  about the 
residents of Silicon 
Valley that encourages 
risk taking? I have of-
ten wondered about 

that and have reached an interesting, 
if possibly controversial conclusion. 
Thinking more generally about im-
migration, I considered my own fam-
ily history. In the mid-late 1800s, my 
father’s family emigrated from the Al-
sace-Lorraine region (variously French 
and German) to Kentucky. A great 
many families came to the U.S. during 
that period. It is a family belief that 
my great-grandmother, born Caroline 
Reinbrecht, brought the idea of “kin-
dergarten” from Germany to her new 
home. My grandfather, Maximilian 
Cerf, was an engineer and inventor. 

Many Silicon Valley residents are also 
immigrants and their innovative talent 
and willingness to take risks have been 
abundantly demonstrated in the past 
several decades. On the other hand, 
we hear that risk taking and tolerance 
for (business) failure is less common 
in Europe despite the fact that many of 
the successful Silicon Valley entrepre-
neurs (and the rest of the U.S.) are from 
that region. This leads me to think that 
emigrants are quintessential risk takers. 
Moving to a new country and, potential-
ly, a new language and culture, surely in-
volves risk. To be sure, some emigrants, 
especially those coming to America in 
the 1600s, were fleeing persecution and 
that has continued to be the case to this 
day for a portion of those arriving here. 
Their emigration was and is driven as 
much by necessity as a willingness to 
take risk. Those left behind were pre-
sumably less inclined to take risk and 

have passed their genetic tendencies 
to their descendants. Hence, the ste-
reotypic risk averseness of the European 
population. I emphasize this is a stereo-
type that is plainly not universal and may 
not even be credible.

Think, however, about the westward 
movement of the 19th century. The fam-
ilies that moved to the American Mid-
west and the West were taking enor-
mous risks. The journey was arduous, 
long, and made the more hazardous 
by potential encounters with Native 
American tribes that were understand-
ably resistant to what they saw as invad-
ers of their land. And yet, they came, 
settled, raised their families, farmed, 
ranched, started new businesses, and 
contributed to the expansion of the 
U.S. across North America. 

So we come to a possible explana-
tion for this phenomenon. The emi-
grants brought with them a gene pool 
that predisposed them to risk taking. 
That this is not entirely preposterous, 
is underscored by a 2009 article that 
I encountered that speaks directly to 
this topic.a The authors conclude:

“Results demonstrate that finan-
cial risk seeking is correlated with the 
5-HTTLPR and DRD4 functional poly-
morphisms.”

I don’t pretend to grasp all the impli-
cations of that statement other than to 
conclude there is evidence for a genetic 
component to risk seeking (or at least 
risk tolerant) behavior. We hear the 
term “Yankee Ingenuity,” which was 

a C.M. Kuhnen and J.Y. Chiao. Genetic deter-
minants of financial risk taking. PLOS ONE 4, 
2 (Feb. 11, 2009), e4362, doi: 0.1371/journal.
pone.0004362

originally associated with emigrants 
and settlers in the American Northeast 
but has come to refer more generally 
to a common stereotype of American 
inventiveness. Someone making the 
trek to the West, arriving where enter-
prises were scarce to nonexistent, had 
to make do with whatever was at hand 
or could be invented on the spot. 

The 19th century was also the pe-
riod of the Industrial Revolution in 
Europe, America, and elsewhere. The 
term “revolution” is appropriate given 
the extraordinary creativity of the pe-
riod. The steam engine, railroads, tele-
graph, telephone, electrical power gen-
eration, distribution and use, electrical 
appliances including the famous light 
bulb, were among the many, many 
other inventions of that era. As we ap-
proach the end of the second decade 
of the 21st century, we can look back at 
the 20th and recognize a century of truly 
amazing developments, especially the 
transistor and the programmable com-
puters derived from it. While it would 
be a vast overstatement to ascribe all 
this innovation to genetic disposition, 
it seems to me inarguable that much of 
our profession was born in the fecund 
minds of emigrants coming to America 
and to the West over the past century. 

I celebrate this phenomenon and 
hope we can keep alive the daring of 
entrepreneurs, teaching our children 
to embrace risk, to tolerate failure and 
to learn from it, regardless of their ge-
netic heritage.  

Vinton G. Cerf is vice president and Chief Internet 
Evangelist at Google. He served as ACM president from 
2012–2014.

Copyright held by author.
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N proportional to n, and approaches 0 
for any fixed n if N approaches infinity. 

However, in 1982 Cook and Dwork1 
provided an Ω(log n) lower bound for 
finding the maximum of n integers al-
lowing infinitely many processors of 
any parallel random-access machine 
(PRAM) without simultaneous writes. 

In 1985 Fich et al.2 proved an Ω(log 
log n) lower bound for the same prob-
lem under the priority model, where 
the processor with the highest prior-
ity is allowed to write in case of a write 
conflict. The priority model is the 
strongest PRAM model allowing simul-
taneous writes. 

Nevertheless, Denning and Lew-
is were right that Amdahl’s Law is 
flawed. Contrary to Amdahl’s as-
sumption, it has already been dem-
onstrated (though without reference 
to Amdahl) that, in theory, no inher-
ently sequential computations exist. 
Even though sequential computa-
tions (such as sequential concurrent 
objects and Lamport’s bakery algo-
rithm) may appear in concurrent sys-
tems, they have negligible effect on 
speedup if the growth rate of the par-
allel fraction is higher than that of the 
sequential fraction. 
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1. Cook, S.A. and Dwork, C. Bounds on the time for 

parallel RAM’s to compute simple functions. In 
Proceedings of the 14th Annual ACM Symposium on 
Theory of Computing (San Francisco, CA, May 5–7). 
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Ferenc (Frank) Dévai, London, U.K. 

Authors Respond: 
Gustafson’s Law gives bounds on data-
parallel processing whereby the same 
operation(s) is applied in parallel to 
different data elements. The standard 
serial algorithm for finding the max of n 
elements cannot thus be parallelized, and 
Amdahl’s Law says no speedup. However, 
finding the max can be computed in 
parallel by applying the compare 

A
LAN BUNDY’S VIEWPOINT 
“Smart Machines Are Not a 
Threat to Humanity” (Feb. 
2017) was too limited in 
light of the recent accom-

plishments of artificial intelligence (AI). 
Reducing the entire field of AI to four 
“successful AI systems”—DeepBlue, 
Tartan Racing, Watson, and AlphaGo—
does not give the full picture of the im-
pact of AI on humanity. Recent advanc-
es in pattern recognition, due mainly 
to deep learning, for computer vision 
and speech recognition have achieved 
benchmarks comparable to human 
performance;2 consider AI technologies 
power surveillance systems, as well as 
Apple’s Siri and Amazon’s Echo person-
al assistants. Looking at such AI algo-
rithms one can imagine AI general intel-
ligence being possible throughout our 
communication networks, computer 
interfaces, and tens of millions of Inter-
net of Things devices in the near future. 
Toward this end, Deepmind Technolo-
gies Ltd. (acquired by Google in 2014) 
created a game-playing program com-
bining deep learning and reinforce-
ment learning that sees the board, as 
well as moves the pieces on the board.1 
Recent advances in generative adver-
sarial learning will reduce reliance on 
labeled data (and the humans who do 
the labeling) toward machine-learning 
software capable of self-improvement. 

It is not because four well-known 
AI applications are narrowly focused 
by design that smart machines are not 
a threat to humanity. This is a false 
premise. Smart machines are a threat 
to humanity in indirect ways. Intelli-
gence runs deep. 

References 
1. Mnih, V. et al. Human-level control through deep 

reinforcement learning. Nature 518 (Feb. 26, 2015), 
529–533. 

2. Xiong, W. et al. Achieving human parity in 
conversational speech recognition. arXiv (Feb. 17, 
2017); https://arxiv.org/abs/1610.05256 

Myriam Abramson, Arlington, VA 

Author Responds: 
Abramson misses my point. AI systems 
are not just narrowly focused by design, 

because we have yet to accomplish 
artificial general intelligence, a goal that 
still looks distant. The four examples I 
included are the ones most often cited 
to illustrate AI progress. Her reaction 
illustrates my main point—that it is all  
too easy to erroneously extrapolate  
from spectacular success in a narrow  
area to general success elsewhere.  
That leads to real danger to humans,  
but not to humanity. 

Alan Bundy, Edinburgh, Scotland 

Gustafson’s Law Contradicts 
Theory Results 
The article “Exponential Laws of Com-
puting Growth” by Peter J. Denning 
and Ted G. Lewis (Jan. 2017) cited Gus-
tafson’s Law (from John L. Gustafson’s 
“Reevaluating Amdahl’s Law,” May 
1988) to refute Amdahl’s Law. Unfor-
tunately, Gustafson’s Law itself contra-
dicts established theoretical results. 

Both Amdahl and Gustafson claimed 
to quantify the speedup t1/tN achievable 
by N processors, where N > 1, t1 is the 
time required to solve a computational 
problem by using one processor, and tN 
is the time required to solve the same 
problem using N processors. Gus-
tafson, in an attempt to interpret ex-
perimental results, said 

t1/tN = s + N(1 – s), 

where s, 0 < s < 1, is the proportion of 
time spent by a single processor on serial 
parts of the program. Gustafson claimed 
this equation should replace Amdahl’s 
Law as the general speedup rule for par-
allel and distributed computing. 

The sequential running time for 
finding the maximum of n integers 
t1(n) ≤ cn, accounting for n – 1 com-
parisons and, in the worst case, n – 1 
assignments, where c is a positive con-
stant. Based on Gustafson’s equation, 
the time to find the maximum of n in-
tegers by using N processors would be 

tN(n) ≤ cn/(s + N(1 – s)), 

which is bounded by a constant for any 
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Authors Respond: 
Geihs is absolutely right in that Essence, 
the new standard we explored in our 
article, is not directly concerned with 
what he calls “social embedding,” but 
that was intentional. Essence represents 
a common ground for software 
engineering in general, and its developers 
have been very conservative in what 
they have included. However, Essence is 
designed to be extended by any known 
specific set of practices, including 
human-centric, techno-centric, and 
user-centric. Since Essence is small yet 
practical, no one familiar with it would 
be surprised if it also could serve as a 
platform for the kind of practices Geihs is 
looking for. 

 Ivar Jacobson, Ian Spence,  
and Ed Seidewitz, Alexandria, VA 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org. 

© 2017 ACM 0001-0782/17/04 

operation to pairs of numbers in log(n) 
rounds, yielding a speedup of n/log(n) 
≤ n(1-p), consistent with Gustafson’s 
Law. Our point was that not that all 
algorithms are parallelizable through 
data parallelism, but, rather, data 
parallelism currently contributes to 
the exponential rise in computing power 
because so many cloud-based operations 
fall into the data-parallel paradigm. 

 Peter J. Denning and Ted G. Lewis,  
Monterey, CA 

Embed the ‘Social’ in  
Application Software, Too 
In their article “Industrial Scale Ag-
ile—From Craft to Engineering” 
(Dec. 2016), Ivar Jacobson et al. de-
scribed how software development 
should be moved from “craft to engi-
neering,” but their proposed method 
completely ignored consideration 
of what I would generally call the 
“social embedding” of application 
software. As software is increasingly 
integrated into our daily lives, sur-
rounding us in smart homes, smart 
cities, smart medical devices, and 

self-driving cars, socio-technical 
concerns arise not only due to pri-
vacy and security concerns but also 
to legal constraints, user diversity, 
ergonomics, trust, inclusion, and 
psychological considerations. This 
is not just a matter of conventional 
requirements engineering. Many 
such considerations are related to 
abstract legal, social, ethical, and 
cultural norms and thus demand a 
difficult translation from abstract 
normative level to concrete techni-
cal artifacts in the software. A cru-
cial point is such concerns of social 
embedding could lead to conflict-
ing software design requirements 
and thus should be addressed in a 
systematic, integrated development 
process. The results of such a trans-
formation determines the accep-
tance and acceptability of applica-
tion software. From this perspective, 
Jacobson et al. remain in the “old 
world” of software engineering, with-
out proper attention to the changing 
role of application software for users 
like you and me. 

Kurt Geihs, Kassel, Germany 

Featuring insightful profiles of people who shaped ACM, such as Edmund 
Berkeley, George Forsythe, Jean Sammet, Peter Denning, and Kelly Gotlieb, and 
honest assessments of controversial episodes, this volume deals with compelling 
and complex issues involving ACM and computing. This is not a narrow 
organizational history. While much information about the SIGs and committees 
are presented, this book is about how the ACM defined the discipline, broadened 
the profession, and how it has expanded research frontiers.  It is a permanent 
contribution to documenting the history of ACM and understanding its central 
role in the history of computing.

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=9&exitLink=mailto%3Aletters%40cacm.acm.org
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=9&exitLink=http%3A%2F%2Fbooks.acm.org
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=9&exitLink=http%3A%2F%2Fwww.morganclaypoolpublishers.com%2Fmisa


10    COMMUNICATIONS OF THE ACM    |   APRIL 2017  |   VOL.  60  |   NO.  4

Follow us on Twitter at http://twitter.com/blogCACM

The Communications Web site, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.

proximately 200 cybersecurity bills 
brought before Congress. Only one 
has passed, quite recently at that, and 
it only calls for voluntary information-
sharing about cyber incidents. Legisla-
tion aside, there have also been several 
government-sponsored commissions 
and top-level exercises focused on un-
derstanding and illuminating the cy-
ber threat. Each of these has signaled 
that “the red light is flashing”; that 
is, American cybersecurity is in very 
poor shape. Indeed, former cyber czar 
Richard Clarke and Robert Knake, in 
their book, Cyber War (http://amzn.
to/2jEymX3), list the U.S. as having the 
poorest cyberdefenses among the lead-
ing developed countries.

The situation around much of the 
rest of the world is not much better, 
as the cost inflicted upon societies—
not to mention the wide social and 
political disruption caused by hack at-
tacks—is staggering. In a speech at the 
American Enterprise Institute in 2012, 

General Keith Alexander, then head of 
the National Security Agency and the 
Cyber Command, reckoned annual 
global losses at more than $1 trillion. 
As he put it, this was the “largest [il-
licit] transfer of wealth in human his-
tory.” [Full disclosure: I have worked 
for General Alexander, and continue to 
do so for Cyber Command.] The situa-
tion has only become worse.

Whatever the American role in glob-
al leadership in other areas might be, 
when it comes to cybersecurity, Wash-
ington has been sadly lacking. Even 
now, in the wake of the alleged Russian 
hacks, leadership, right on up to the 
president, has decided to focus upon 
retaliatory action, rather than on beef-
ing up security. My previous post (http://
bit.ly/2enZtrl) made the point that de-
terrence based on punitive threats and 
actions will simply not work, so I won’t 
repeat my lines of argument. But I will 
reiterate that the failure of the deter-
rence paradigm, when applied to cy-

John Arquilla 
The Real Lesson  
of the Alleged  
Russian Hack
http://bit.ly/2hMB9yb
December 19, 2016

What a pity that senior leaders in the 
American government and intelli-
gence community have decided to play  
political football with the alleged Rus-
sian hacks of John Podesta’s and other 
Democrats’ email. By using these intru-
sions to gin up fears about the “integ-
rity” of the electoral process—which is 
already befouled by the focus on finding 
and spreading dirt on the opposition—
the real story is being neglected. And 
what is that real story? It is that, despite 
more than two decades of consistent 
public warnings that have reached the 
highest levels of government, cyberse-
curity throughout much of the world is 
in a shameful state of unpreparedness.

Take the U.S., for example. Since 
the mid-1990s, there have been ap-
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berspace, means that the world must 
move decisively toward an emphasis on 
improving defenses. And it’s not rocket 
science; better use of strong encryption, 
moving data around in the Cloud, and 
increasing use of the Fog, all these can 
make the situation much better.

But the most important lesson to 
be learned from the hapless John Po-
desta is that you can’t wait for govern-
ment policy to protect you. Cyberspace 
is not just the world at your fingertips; 
it is also a wilderness, and a dangerous 
one at that. Much as major commercial 
firms and governmental bodies must 
improve their own cybersecurity, indi-
viduals, too, must bear responsibility 
for their own security. The situation is 
somewhat like that described by the his-
torian Frederick Jackson Turner, who 
thought of the U.S. as a society defined 
by its long “frontier experience.” Ameri-
cans were always pushing on into the 
wilderness, and developed a great deal 
of self-reliance when it came to suste-
nance and security. So it may be now in 
the virtual wilderness of cyberspace.

The alternative, reliance on govern-
ment, is likely to be fraught with politi-
cal bickering, endless delays, and un-
satisfactory results; in the world’s most 
democratic countries, at least. Authori-
tarians, on the other hand, have quickly 
adopted strong cybersecurity policies. 
As Clarke and Knake see such matters, 
they list North Korea as having the best 
cyberdefenses in the world, with China 
and Russia not far behind. 

Perhaps, then, the true lesson of the 
election hack kerfuffle is not to keep 
making hard-to-prove charges against 
President Putin, but to look more close-
ly at how he, and others of his ilk, have 
crafted their countries’ cyber defenses.

Mark Guzdial 
Designing the Activities  
for a ‘Computing Lab’ 
to Support 
Computational 
Literacy

http://bit.ly/2kTtyza
October 17, 2016
When I was growing up, my elementary 
school had a “Reading Lab,” and later, 
so did my children’s elementary school. 
If students were struggling with a partic-
ular reading difficulty, they could go to 
the lab and get help with just those spe-
cific aspects. It didn’t matter what grade 

they were in (though earlier grades were 
certainly most common). Reading was 
considered so important that it was 
worth having special help in reading.

The book Proust and the Squid: The 
Story and Science of the Reading Brain 
(http://amzn.to/2kTvIyN) contains in-
teresting insights into what reading ex-
perts do to help students overcome chal-
lenges in learning to read. For example, 
learning to read with rhymes is easier 
for students because they can attend to 
just the initial sound and only decode 
the final sound once. Reading out loud 
rhyming words like “mat” and “rat” and 
“sat” are easier than “cat” or “pat” (with 
a hard consonant at the start) because 
the initial sounds (e.g., “ma”) can be 
extended (“mmmmmmaaaaaa”) while 
the student works to decode the final 
sound and put it all together.

Schools provide extra help in other 
areas of literacy that are highly valued.

 ˲ At the Georgia Institute of Tech-
nology (Georgia Tech), we have special 
help in writing. For example, if a stu-
dent is having trouble organizing an 
essay, instructors in a “Writing Lab” 
teach techniques like using white-
boards in novel ways to brainstorm and 
develop an outline.

 ˲ I am a fan of the Math Emporium at 
Virginia Tech (https://www.emporium.
vt.edu/), which is not just for remedial 
math help, but does help students to 
learn mathematics at a pace that works 
for them.

It is becoming obvious that comput-
ing is a necessary skill for 21st-century 
professionals. Expressing ideas in pro-
gram code, and being able to read oth-
ers’ program code, is a kind of literacy. 
Even if not all universities are including 
programming as part of their general 
education requirements yet (http://bit.
ly/29NbjFK), our burgeoning enroll-
ments suggest that the students see the 
value of computational literacy.

We also know that some students 
will struggle with computing classes. 
We do not yet have evidence of chal-
lenges in learning computation akin 
to dyslexia. Our research evidence so 
far suggests that all students are capa-
ble of learning computing (http://bit.
ly/2cqaqcD), but differences in back-
ground and preparation will lead to 
different learning challenges.

One day, we may have “Computing 
Labs” where students will receive extra 

help on learning critical computation-
al literacy skills. What would happen 
in a remedial “Computing Lab”? It’s an 
interesting thought experiment.

I predict one thing that won’t hap-
pen: students won’t just program all 
the time. Learning to program by pro-
gramming is a high cognitive-load ac-
tivity (http://bit.ly/2ktg8fa). Students 
can learn a lot about reading and writ-
ing programs by engaging in a variety 
of other learning activities.

Some of the activities that we 
might expect:

 ˲ Parson’s Problems (http://bit.
ly/2jEvhGv), which are programming 
problems where the solution is given 
but the lines of code are scrambled on 
“refrigerator magnets.” Students have 
to assemble the lines into place. There 
are never any syntax errors, so students 
can focus on the meaning of the code. 
We know that these problems have 
much lower cognitive load and are use-
ful in learning (http://bit.ly/2kTObLl).

 ˲ Explaining programs from one stu-
dent to another, aloud. There is a read-
ing activity called reciprocal teaching 
(http://bit.ly/2ks0v8b) in which one 
student reads, and the other probes 
the understanding of the first student. 
A similar activity could be construct-
ed for developing program under-
standing skills.

 ˲ Tracing programs by hand with pen 
and pencil. We teach a variety of sketch-
based techniques to facilitate learning 
and practice in mathematics and sci-
ence classes, from long division and 
“borrowing/carrying” in multi-digital 
arithmetic, to balancing equations in al-
gebra and chemistry and drawing free-
body diagrams in physics. Certainly, 
we will need similar sketch-based tech-
niques to help students make sense of 
their code and data structures, too.

The exercise of defining a “Computer 
Lab” is not just speculation about a 
possible future. It helps us as comput-
ing teachers to think about what else 
we can do in our own classes today to 
help struggling students. We need a 
wide variety of teaching and learning 
techniques to achieve the goal of “CS 
for All” (http://bit.ly/2kSGKas). 

John Arquilla is professor of defense analysis at the U.S. 
Naval Postgraduate School; the views expressed are his 
alone. Mark Guzdial is Director of Contextualized Support 
for Learning at the Georgia Tech College of Computing.
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even electrical activity. A group at the 
University of California, Berkeley, re-
cently reported results in animal mod-
els demonstrating the effectiveness of 
its neural dust, millimeter-scale de-
vices that reside on nerves, measuring 
and relaying their electrical signals. 

These tiny devices may be the first in 

M
ORE  THAN FIVE million 
Americans suffer from 
congestive heart fail-
ure, and one out of five 
die within the first year 

of contracting the disease. The most 
common way to treat heart disease is 
through medication, but the particu-
lar drugs and specific doses vary based 
on the patient. Each patient’s condi-
tion changes with time, and doctors 
have limited information about what 
is happening inside the heart, so they 
are forced to adjust dosages or regi-
mens based on the patient’s behavior, 
exercise regimen, weight changes, and 
other factors. “They’re trying to man-
age this complicated system of medi-
cations and disease in a rudimentary 
way,” says electrical engineer Nader 
Najafi, founder of Integrated Sensing 
Systems Inc. 

Najafi’s company is developing the 
Titan implantable hemodynamic sen-
sor (IHM), a device the size of a pencil 
eraser that can be implanted in the 
heart of a patient to measure critical 
variables such as temperature, and 
then wirelessly transmit this data to 
a secure database. The Titan device 
could give caregivers the detailed in-
formation they need to adjust medica-
tion regimens precisely and improve 
patient health. 

The Titan is one of just two such 

IHM devices that have completed clini-
cal trials, but a wide range of wireless 
implantable sensors are in develop-
ment inside and outside academia. 
Researchers are designing and testing 
devices that could be embedded in 
different parts of the body to measure 
pressure, temperature, acidity, and 

Sensors on the Brain 
Implantable wireless monitors give researchers  
a new look inside the human body. 

Science  |  DOI:10.1145/3048380 Gregory Mone

Neural dust: A sensor attached to a nerve fiber in a rat. Once implanted, the 3mm-long 
batteryless sensor is powered by ultrasound.

 N

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=12&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3048380
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a wave of new implantable sensors that 
change the way doctors and scientists 
gather information about the human 
body. “We are starting to bring to real-
ity some of these more science-fiction 
ideas about how you can build electron-
ic systems that interface with the body in 
fundamentally different ways than were 
possible in the past,” says John Rogers, 
an electrical engineer at the University 
of Illinois at Urbana-Champaign.

A Chip in the Ocean
The need for wireless implantable 
sensors is not just about data scarcity; 
it also stems in part from the flaws of 
their wired predecessors. In cases such 
as deep brain stimulation, in which an 
implanted electrode is wired to a de-
vice on the skull, the wires themselves 
can present an infection risk; often, 
they need to be surgically removed, 
too. This increases both the expense of 
the procedure and the risk of complica-
tions. Existing sensors are not always 
biocompatible, either, so they can trig-
ger a foreign-body response, effectively 
inducing the host’s immune system to 
attack them. 

The human body simply is not a 
hospitable environment for electron-
ics. “We are basically giant bags of salt 
water,” explains electrical engineer Mi-
chel Maharbiz, one of the leaders of the 
neural dust project at the University of 
California, Berkeley. “If I were to say I’m 
going to take a chip and throw it into 
the ocean and that it has to operate un-
der the ocean for 25 years, most people 
would realize that’s pretty hard.”

An effective, long-term implant-
able sensor therefore has to be strong 
enough to resist the corrosive effects of 
the environment. It also has to be small 
and biocompatible, so it will avoid 
interfering with the body’s normal 
functioning or provoking an immune 
response. These requirements put 
strong constraints on the design of the 
sensors, the materials used, and more. 

Untethered Sensors
At the University of Illinois at Ur-
bana-Champaign, Rogers has led a 
multidisciplinary and institutional 
team focused on building biocom-
patible sensors for the brain. The 
idea stemmed in part from neurosur-
geons working with patients who suf-
fered from severe traumatic brain in-

jury (TBI). “One of the first things the  
neuro-surgeon will do is insert sensors 
for pressure and temperature because 
those two parameters are critically im-
portant,” he says. “If the values fall out-
side a narrow, healthy range, there can 
be brain damage.”

Current wired sensors capture the 
necessary data, but they need to be 
surgically removed, so Rogers and his 
group designed a device that can be left 
in place and absorbed into the body. 
The millimeter-scale device is flexible 
rather than rigid to be more biocom-
patible, and can be adapted to sense 
a number of variables, including fluid 
flow, temperature, and pressure. In the 
most recent study in animals, the min-
iature sensor is attached to degradable 
wires, but the group also demonstrated 
that the sensors would work when com-
bined with an implanted, wireless data 
transmitter, eliminating the need for 
wires entirely. 

The neural dust group has adopted 
a different approach to data transmis-
sion. Their package consists of a small 
electronic mote, which is surgically im-
planted near a nerve or muscle, and an 
external, handheld ultrasound trans-
ducer. The mote is roughly two milli-
meters long and one-half millimeter 
wide, and packs a piezoelectric crystal, 
a transistor, and two electrodes. There 
is no onboard power source. To activate 
the mote, the researchers press a trans-
ducer against the skin, which sends 
out six quick bursts of ultrasound. The 
transducer then switches modes to re-
ceive signals, effectively listening for the 
pulses to rebound. When these sound 

waves strike the mote, the piezoelec-
tric crystal captures some of the energy, 
while some of it bounces back toward 
the transducer.  

In the absence of neuronal activ-
ity, those rebounded signals will look 
roughly the same each time. But if the 
nerve being monitored fires during 
this process, the two electrodes pick 
up that electrical signal. The attached 
transistor captures this jolt, which 
modulates the current already flow-
ing through the piezoelectric crystal 
from the ultra-sound. Once this cur-
rent changes, the amount of energy 
reflected back to the handheld trans-
ducer changes as well. After some 
computation to filter the received ul-
trasound pulses, the external devices 
tease out the strength of the neuronal 
signal. “Because you’re listening, you 
can back out what’s happening at the 
neurons,” Maharbiz says.

Although this version is coated 
with epoxy, Maharbiz and the group 
are now developing one coated with 
a biocompatible thin film that could 
function in the body for 10 years with-
out degrading. 

Yet another key consideration is to 
avoid disrupting function at the site of 
the sensor—to protect the body’s sys-
tems, as well as the electronic ones. 
Najafi and the team behind the Titan 
sensor say this is a major factor, since 
they have been testing their device in a 
crucial region, the left side of the heart. 
Their goal is to measure filling pres-
sure as an indicator of cardiovascular 
health, or how well the heart is pump-
ing. In this setting, though, building 
something that is biocompatible is 
more challenging. “One element of 
biocompatibility is the material you 
use, but the element that is much  
more important is whether your device 
is disturbing the blood flow or not.” 

The Titan, a cylindrical device with 
a pressure-sensing module at one end, 
must be surgically implanted, but in a 
small human trial of 20 patients, the 
device was inserted so that only the 
pressure-sensing tip of the cylinder was 
exposed to blood flow. The rest of the 
device was buried in surrounding tis-
sue, and they went through a number of 
design iterations to minimize possible 
spots where bacteria could accumulate. 

Once implanted, the Titan could 
wirelessly trigger alerts through a 

“If I think forward ... 
I think the amount of 
integration between 
what we today 
consider synthetic 
and what we consider 
organismal or 
biological is going to 
be extremely high.”
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wireless implants that will be appli-
cation-agnostic. A multidisciplinary 
group at Brown University, for exam-
ple, is building a high-throughput de-
vice that could potentially work with 
any type of sensor. 

The neural dust group has taken a 
similar approach, but Maharbiz says 
it is also moving closer to its original 
goal of building devices that continu-
ally read neuronal activity in key parts 
of the brain, and allow subjects to 
control their prosthetics as if they are 
their own limbs. Indeed, the group has 
published a proof-of-concept study 
showing the motes could be shrunk 
to half the width of an average human 
hair, which would open up a whole new 
realm of possibilities. 

“If I think forward and dream a little 
bit,” says Maharbiz, “I really do think 
the amount of integration between 
what we today consider synthetic and 
what we consider organismal or bio-
logical is going to be extremely high.” 
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wand-like telemetry device that trans-
mits information to a patient data-
base. A rapid rise in filling pressure, 
for example, could be a warning sign 
for an arrhythmia, but if a healthcare 
professional were alerted in real time, 
he or she could proactively adjust the 
patient’s medicine or schedule an 
appointment. “If patients have to be 
monitored by a specialist every day, 
that’s not practical,” Najafi says. “This 
way, you can look at the data over the 
last two weeks, and based on that, you 
can adjust the medications.” 

The Future
The timeline for when these sensors 
become a regular part of patient care 
is unclear, but the researchers paint 
a fascinating picture of their poten-
tial. Najafi hopes he and his group will 
be able to build devices that could be 
safely implanted in children with se-
vere heart problems and last 30 to 50 
years. Other scientists are designing 

Algorithms, the set of instructions 
computers employ to carry out 
a task, influence almost every 
aspect of society. The explosive 
growth of data collection, coupled 
with increasingly sophisticated 
algorithms, has yielded a 
significant increase in automated 
decision making, as well as a 
greater reliance on algorithms 
in human decision making. 
Industry forecasters believe 
software programs incorporating 
automated decision making will 
only increase in the coming years 
as artificial intelligence becomes 
more mainstream. 

One of the major challenges of 
this emerging reality is to ensure 
that algorithms do not reinforce 
harmful and/or unfair biases.

Examples of potential 
algorithmic bias include: 

1. Job web sites: Do these sites 
send more listings of high-paying 
jobs to men than to women? 

2. Credit reporting bureaus: 
Does the dataset that algorithms 
weigh in determining credit 
scores contain prejudicial infor-
mation? 

3. Social media sites: What 
factors determine the news items 
that are served up to users? 

4. The criminal justice 

system: Are computer-generated 
reports that influence sentenc-
ing and parole decisions biased 
against African Americans?

Recognizing the ubiquity 
of algorithms in our daily lives, 
as well as their far-reaching 
impact, the ACM U.S. Public 
Policy Council (USACM) has 
issued a statement and a list 
of seven principles designed 
to address potential harmful 
bias. The goals of the statement 
include providing context for 
what algorithms are, how they 
make decisions, and the technical 
challenges and opportunities to 
prevent and mitigate potential 
harmful bias.

USACM is the focal point 
for ACM’s interaction with U.S. 
government organizations, the 
computing community, and the 
public in matters of U.S. public 
policy related to computing and 
information technology.

The USACM statement 
(available in full at http://www.
acm.org/binaries/content/assets/
public-policy/2017_usacm_
statement_algorithms.pdf) asserts 
that these principles should guide 
every phase of software system 
development and deployment. 
“Algorithmic bias can occur even 

with the best of intentions,” said 
USACM Chair Stuart Shapiro. 
“This is, in part, due to the fact 
that both software development 
and its products can be complex 
and produce unanticipated 
results. Following these principles 
cannot guarantee that there will 
be no biased algorithms or biased 
outputs. But they will serve to 
keep computing professionals on 
the lookout for ways biases could 
creep into systems and provide 
guidelines on how to minimize the 
potential for harm.”

The Statement on Algorithmic 
Transparency and Accountability 
was designed to be consistent 
with ACM’s Code of Ethics. The 
effort was initiated by USACM’s 
Algorithmic Accountability 
Working Group.

USACM is organized around 
a committee structure. Each 
member of USACM serves on 
at least one committee. Policy 
statements originate at the 
committee level before being 
approved by the full USACM 
Council. USACM’s seven 
committee areas are: Privacy, 
Security, Intellectual Property, 
Law, Accessibility, Digital 
Governance, and Voting. In 
June, the Council approved 

the addition of three new 
working groups to reflect the 
continuing rapid evolution of the 
technology landscape: Internet 
of Things (IoT), Big Data, and AI/
Algorithmic Accountability.

ACM TO CELEBRATE 50 
YEARS OF TURING AWARD
During the next several months, 
ACM will celebrate 50 years of the 
ACM A.M. Turing Award and the 
visionaries who have received it.

The aim is to highlight 
the significant impact of the 
contributions of the Turing 
Laureates on computing and 
society, to look ahead to the future 
of technology and innovation, and 
to help inspire the next generation 
of computer scientists to invent 
and dream. 

The celebration will culminate 
with a conference on June 23–24 
at the Westin St. Francis in San 
Francisco, with moderated 
discussions (streamed in real 
time) exploring how computing 
has evolved and where the field is 
headed. 

More information and 
registration for this event is 
available on the Turing Award 
50 website, http://www.acm.org/
turing-award-50. 

Milestones

USACM on Algorithmic Bias, Accountability
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necessary to store a detailed 3D repre-
sentation of the environment. For colli-
sion-free motion planning, on the oth-
er hand, a denser representation of the 
occupied and free areas is necessary.” 

Mutz says the resolution of the grid 
used in the experimental vehicle-based 
mapping system built by a team at IFES 
is set to 20cm. “We plan to reduce the 
map resolution to 15cm in the near 
future, and our group considers 10cm 
the ideal resolution for safe operation 
in highly cluttered urban areas at rea-
sonable speeds,” he adds.

Mapping companies such as 
Google, HERE, and TomTom are using 
fleets of similar vehicles armed with 
cameras and LIDAR sensors to map 
the roads they travel. Still, the level of 
detail needed for motion planning re-
quires an immense effort. 

Alain De Taeye, head of high-defini-
tion (HD) mapping at TomTom, said at 
the European leg of nVidia’s GTC tech-
nology conference in Amsterdam: “We 
have mapped 47.1 million kilometers 
of road, but only 120,000 kilometers 
is mapped in HD. And we are leading 
the pack. We have basic information 

R
E A L - T I M E  C O M M U N I C A T I O N 

and collaboration lie at the 
heart of a new generation of 
high-definition (HD) digital 
maps that react quickly to 

changes in the real world. Autonomous 
vehicles and construction-site surveys 
are among the applications that are 
driving companies toward high-pre-
cision mapping performed almost in 
real time.

James Dean, founder and direc-
tor of technology applications at 
London, U.K.-based startup SenSat, 
says, “Digitizing the world is incred-
ibly important. We can make better, 
faster decisions from that digitized 
information than is possible with tra-
ditional means”

Early adopters of SenSat’s map-
ping technology come from the road- 
construction industry, a sector that 
today mainly relies on manual surveys 
conducted at ground level. Surveys can 
take as long as six weeks and, as a re-
sult, can only be performed infrequent-
ly during a project. A pillar built a foot 
out of place that is only discovered at a 
relatively late stage can set the project 
back weeks, but by sending out small, 
lightweight drones as flying cameras 
to scan the site on a daily basis, proj-
ect managers can spot mistakes in the 
three-dimensional (3D) map long be-
fore they become a costly issue.

Regulations currently limit the area 
that drones can cover, which suits fo-
cused construction projects such as 
bridges over freeways and intersec-
tions. However, larger-scale applica-
tions, such as a proposed expansion of 
the capacity of one of the U.K.’s busiest 
roads—the M4 motorway—will require 
surveys to be conducted over many 
miles and months.

“Today, you have to keep the drone 
within the line of sight of the operator; 
that limits you to coverage of around 
1km2 per hour. For economical use, you 
really want 20km2 per hour,” Dean says.

Still, the U.K. government is be-
ginning to look favorably on changes 

to regulations that would give survey 
drones greater autonomy to support 
projects such as the M4 expansion, he 
says. “At the moment, it’s a supportive 
environment. We think it will only get 
better from here.”

Users of these roads, as vehicles 
become more autonomous, will need 
similarly detailed mapping to be car-
ried out on a near-real-time basis. Al-
though an autonomous vehicle could 
scan only its surroundings to see where 
it can drive, practical systems will use 
HD maps to perform the task of local-
ization. “Using the map, we figure out 
where we are on the road,” says Jen-
Hsun Huang, cofounder and CEO of 
graphics-processor company nVidia. 
“We want to test whether our under-
standing of the world is consistent with 
what is around the car.”

Filipe Mutz, associate professor of 
information systems at Federal Univer-
sity of Espírito Santo (IFES) in Vitória, 
Brazil, says the level of detail required 
in the map depends on its intended 
use: “For feature-based localization 
systems, a map can be represented by 
a sparse set of features, and it is not 

Digitizing the World 
Digital maps trawl for real-time updates.

Technology  |  DOI:10.1145/3048385  Chris Edwards

Command and Control Technologies Corp.’s C3I Surveillance Toolkit provides real-time 
tracking and geo-referencing of targets of interest, as well as providing control and 
monitoring for a network of sensor systems. 

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3048385
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=15&exitLink=http%3A%2F%2FGENLOGIC.COM
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for many of the roads today—that cov-
ers 70% of developed society—but we 
need to go much further and faster. 
You don’t want to miss centimeters in 
a self-driving car.

“At first, people believed a navigable 
map was unaffordable; now, they think 
HD mapping is unaffordable. It’s not 
unaffordable; you have to be clever 
about it,” De Taeye says.

Through a deal with nVidia, Tom-
Tom aims to accelerate HD map cre-
ation by applying more advanced ar-
tificial intelligence (AI) algorithms 
running on graphics processors in the 
vehicles themselves, as well as in the 
cloud. Huang says nVidia’s approach 
employs AI to work out the difference 
between trees, buildings, and other 
vehicles. “We detect all these for two 
reasons. Number one: we want to con-
tinuously update our map, and there 
are several different types of marker 
we can use to figure out where we are. 
Number two: we’re detecting where it’s 
safe to drive [in real time].”

With the front end of the map-
ping technology deployed in vehicles, 
TomTom and others want to gather 
mapping data from many vehicles to 
support a continuously updated map. 
“Crowdsourcing will be helpful. Other- 
wise, it would take many thousands of 
one’s own vehicles, like Google’s, and 
many miles of driving, resulting in 
high cost, to achieve these HD maps—
and they would not be up to date, ei-
ther,” says Kevin Mak, senior analyst 
for Strategy Analytics’ global automo-
tive practice. 

Marco Lisi, engineering manager 
for global navigation systems at the 
European Space Agency (ESA), points 
to handheld gadgets as rich sources 
of mapping data. “Whenever we carry 
around a smartphone, we are carrying 
around several sensors: a compass, 
accelerometer, gyroscope, and GPS. 
We are collecting data on our location 
all the time with several sensors at 
once,” Lisi says.

Such real-time data streams already 
feed back into location-driven applica-
tions such as the StreetBump app used 
by the City of Boston, which collects 
data on potholes from users—the app 
forwards data from the motion sen-
sors in smartphone handsets when the 
vehicle they are riding in hits a bump. 
The Waze app uses regular updates on 

the location of smartphones carried by 
its clients as they drive around in their 
cars; data from the app not only high-
lights traffic jams, but lets the host 
servers estimate the number of lanes 
on a freeway based on the geographic 
spread of pings across the road col-
lected over time. 

Eric Gunderson, CEO of MapBox, 
sees similar data aggregated on a large 
scale being used to perform precision 
mapmaking. “What we’re getting every 
single day is data that represents 100 
million miles of traveling. As it comes 
in, it just looks like noise, but as I ana-
lyze the data, the algorithm can discern 
the actual lanes on the highway. You can 
drill down this crowdsourced data all 
the way to put center lines on the road 
so I can drive the car as if it was on rails.”

A lack of standards for represent-
ing sensor data even for dedicated ve-
hicle systems will make crowdsourcing 
more difficult in the short term, Mutz 
says. “Nowadays, most vehicles have 
different sensor setups and there are 
no established standards for the stor-
age and distribution of that data.”

Although mapping organizations 
are likely to embrace standards to al-
low them to incorporate data from 
many sources, a fully open ecosystem 
seems unlikely, says Strategy Analyt-
ics’ Mak, who says the companies 
involved will prefer to maintain semi-
closed ecosystems.

Some of the standards used to ex-
change mapping data will be mandat-
ed by government: agencies such as the 
U.S. National Highway Transportation 
Safety Administration (NHTSA) see 
the potential for crowdsourced data to 
improve traffic safety, as well as map 
accuracy. A car can send messages to 
nearby vehicles if it detects a pedestri-
an moving toward the road, or passes a 
vehicle signaling that it intends to turn 
across oncoming traffic.

Working with the U.S. Department 
of Transportation, the NHTSA said in 
2015 it was speeding up plans to man-
date the adoption of vehicle-to-vehicle 
(V2V) communication. Based on a ver-
sion of the Wi-Fi local-area network 
protocol adapted to work in a dedicat-
ed frequency band around 5.9GHz to 
limit interference, V2V allows cars to 
share data on the environment around 
them. If a car detects a pedestrian mov-
ing toward the road or passes a vehicle 

signaling that it intends to turn across 
oncoming traffic, it can send messages 
to the vehicles following behind.

 The communication need not be 
limited to vehicles. Says Maurice Ger-
aets, senior director of chipmaker 
NXP Semiconductors, “There will be 
cameras at intersections that send 
V2X signals.” Such smart intersections 
will be able to indicate whether nearby 
cars need to slow down for a red signal 
or warn that a car has blocked an exit. 
Temporary roadside beacons will alert 
vehicles to the presence of roadside 
workers, and that can be added to local 
maps temporarily.

“Collaboration across many tech-
nologies is very important,” says Dean.

Yet the vehicles and their mapping 
software will need to be alert to the pos-
sibility of hacking, and of collaborators 
in data being less than honest. Lars Re-
ger, chief technology officer of NXP’s 
automotive division, says without ef-
fective security, “I could put a little bea-
con in front of my house and transmit 
to the world that an accident has hap-
pened, and clear the road outside.” 

Further Reading

Seif, H.G, and Hu, X.
Autonomous Driving in the iCity – HD Maps 
as a Key Challenge of the Automotive 
Industry, Engineering: The Official Journal 
of the Chinese Academy of Engineering and 
Higher Education Press, Vol. 2, Issue 2, 
June 2015, pp159-162

Carrera, F., Guerin, S., and Thorp, J. 
By the People, for the People: the 
Crowdsourcing of ‘StreetBump,’ 
an Automatic Pothole Mapping 
App, International Archives of the 
Photogrammetry, Remote Sensing and 
Spatial Information Sciences (ISPRS), 
Volume XL-4/W1, 29th Urban Data 
Management Symposium (2013)

Harding, J., Powell, G., R., Yoon, R., Fikentscher, 
J., Doyle, C., Sade, D., Lukuc, M., Simons, J., and 
Wang, J. 
Vehicle-to-vehicle communications: 
Readiness of V2V technology for 
application, National Highway Traffic Safety 
Administration Report No. DOT HS 812 014.

Mutz, F., Veronese, L.P., Oliveira-Santos, T., de 
Aguiar, E., Auat Cheein, F.A., and De Souza, A.F.
Large-Scale Mapping in Complex Field 
Scenarios Using an Autonomous Car, Expert 
Systems with Applications. Vol. 46, 15 
March 2016, pp439-462

Chris Edwards is a Surrey, U.K.-based writer who reports 
on electronics, IT, and synthetic biology.

© 2017 ACM 0001-0782/17/4 $15.00



APRIL 2017  |   VOL.  60  |   NO.  4  |   COMMUNICATIONS OF THE ACM     17

news
I

M
A

G
E

S
 B

Y
 N

G
U

Y
E

N
, 

Y
O

S
K

I
N

S
K

I
 &

 C
L

U
N

E
 (

2
0

1
6

).
 R

E
P

R
I

N
T

E
D

 W
I

T
H

 P
E

R
M

I
S

S
I

O
N

 O
F

 T
H

E
 M

I
T

 P
R

E
S

S
. that’s the type of flexibility we have.”

With an increasing number of soft-
ware programs available to help people 
create art, the question becomes: is it 
culturally acceptable for a neural net-
work or machine learning system to 
produce original artwork?

Jeff Clune thinks so. Clune, an as-
sistant CS professor and director of the 
Evolving Artificial Intelligence Lab at 
the University of Wyoming, says there 
are many reasons why we might want 
neural networks to produce art. “The 
main one is because we consider artistic 
expression as one of the most uniquely 
human traits. If we want to produce 
artificial intelligence that rivals human 
intelligence, that should include art.”

Another reason for artificial intelli-
gence (AI) to produce art is that “it might 

I
T IS  N OT  unusual to hear a stu-
dent is taking an advanced 
placement computer science 
(AP CS) course these days, but 
eyebrows raise when Jackeline 

Mendez tells people about it, because 
Mendez is a senior at Boston Arts Acad-
emy where, as the name implies, the 
emphasis is on the arts.

“I had a free block, and I was sur-
prised how [computer science is] more 
than just systems and machines and 
the Internet,’’ explains Mendez, who 
plans to major in physics in college. 
“People have a mind set that it’s ma-
chines, but it’s really not. It’s what the 
world is right now. We use computer 
science for everything.”

Her friend and classmate Michelle 
Romero is also bullish on AP CS, thanks 
primarily to their teacher, Nettrice Gas-
kins, who is also director of the school’s 
STEAM (science, technology, engineer-
ing, art, and mathematics) lab. The lab’s 
mission is to help teachers and students 
explore the connections between the 
arts, science, and math, and to incorpo-
rate new technology into their projects.

Romero, who plans to major in the-
ater in college, says she became inter-
ested in computer science after see-
ing Gaskins help with projection and 
lighting from her laptop for a school 
play. “I thought ‘oh wow, theater can be 
three dimensions,’ and adding projec-
tions and sensors made it really cool 
and made the audience enjoy it more,” 
Romero recalls. “It sparked my inter-
est in wanting to know how … a sensor 
connected to her computer could make 
movement and projections.”

Mendez and Romero recently creat-
ed a short video (https://www.youtube.
com/watch?v=uQp-5DdyKGQ) blend-
ing technology, physics, and jazz im-
provisation. The idea was to interpret 
Einstein’s Theory of Relativity with mu-
sician John Coltrane’s jazz using ani-
mation and film to create a music vi-
sualization based on that intersection. 
“Anything can be simplified, so instead 

of doing the mathematical equation 
where your brain gets confused, we did 
animations and used computer sci-
ence technology,’’ says Mendez. Using 
Adobe Flash, “Our video explained how 
Coltrane used his saxophone to explore 
the connection of jazz and velocity and 
acceleration, which are vectors. Then 
we said any moving objects, including 
sound waves, can be described by the 
magnitude of its velocity and accelera-
tion as well as direction.”

Gaskins’ class includes students 
studying visual arts, theater, and music, 
and all “also have an interest in comput-
er science and are courageous enough to 
take the step to enter something they’re 
not familiar with,” she says. “There are 
new ways to expand computer science 
and the arts in ways I can’t imagine, and 

Computing the Arts 
Artists can use software to create art, and  
some software creates art all on its own.

Society  |  DOI:10.1145/3048381  Esther Shein

Algorithmic innovation engines are capable of producing images that are not only given  
high confidence scores by a deep neural network, but are also qualitatively interesting  
and recognizable.

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=17&exitLink=http%3A%2F%2Fwww.evolvingai.org
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fuel us to be more creative.” Being ex-
posed to extremely different influences 
can be inspiring, and is often essential 
to producing breakthroughs, he adds. 
“What better way, save for visiting alien 
cultures, is there to experience truly dif-
ferent ways of thinking and artistic ex-
pression than letting AI produce art? I 
predict it will unlock vast new cultural 
and scientific landscapes for humans to 
explore.”

The art produced by networks has 
greatly informed our scientific under-
standing of how deep neural networks 
see the world, says Clune, and they do 
so very differently than humans do. 

He references the Turing Test, and 
how computers must not only produce 
art, but “produce art at a level of qual-
ity and originality such that it is indis-
tinguishable from art produced by a hu-
man” to pass the test. Clune decided to 
test that theory by submitting art the lab’s 
deep neural networks (DNNs) produced 
to the University of Wyoming’s 40th 
Annual Juried Student Exhibition, which 
accepted 35.5% of the submissions. 

Clune and his team developed an 
AI “artist” agent and a “critic” or judge 
agent. The purpose was for the artist 
to try and produce art the critic/judge 
would like, he explains. To do that, the 
team created an innovation engine 
algorithm with the artist and judge 
agents inside. The critic was a DNN 
trained to recognize 1,000 categories 
of images, Clune says, “and it’s the AI 
artist’s job to produce images that the 
critic agrees count as each type of im-

age,” like a motorcycle.
“We have found that it’s important 

for artificial intelligence, while it’s 
learning, to have to constantly switch 
goals and have many goals,” he ex-
plains. That is why they challenged the 
AI artist to make 1,000 different types 
of images, instead of just one. The team 
went through the images the artist 
agent produced and submitted a hand-
ful for the competition they thought ap-
peared to show interesting artistic inter-
pretations of concepts, such as a beacon 
or a prison cell.

There were no rules forbidding such 
entries, he notes, “largely because I’m 
sure the competition organizers didn’t 
realize it was possible for AI to produce 
high-quality art. In fact, if the rules for 
art competitions begin to be rewritten 
to limit submissions to humans, we will 
know that AI has become such a great 
artist that many humans are afraid to 

“We have found that 
it’s important for 
artificial intelligence, 
while it’s learning, to 
have to constantly 
switch goals and 
have many goals.”

compete against it.”
The outcome? Not only were the 

images accepted, but they were also 
among the 21.3% of submissions to re-
ceive an award. The work was then dis-
played at the university’s art museum. 
Clune adds that the judges were evalu-
ating all submitted art on its own merits 
to see which was good enough to be ac-
cepted. “I imagine the judges never con-
sidered the fact that the art might have 
been made by AI.” 

Music to the Ears
Perry Cook, professor emeritus of com-
puter science at Princeton University, be-
lieves art has been combined with tech-
nology longer than many people realize. 
“The march of music has been about 
technology. Music has, in some cases, 
brought about new technologies, and 
certain music has taken advantage of the 
technology of the day,’’ says Cook, who is 
also a research coordinator and IP Strat-
egist for SMule, a social network based 
on creating and sharing music, and co-
founder and executive vice president of 
Kadenze, an online arts and technology 
education startup. In a blog post (http://
bit.ly/2feVCyd), Cook cited numerous 
artists who have created artwork using 
machine learning, which he says opens 
up all kinds of new possibilities.

Although a common perception is 
that computer music came along late 
in the evolution of electronic music, ac-
cording to Cook, people were looking at 
using computers to store and analyze 
music in the 1950s. “Forward to today, 
the computer is just another technol-
ogy, in my opinion. It’s somewhat com-
parable to putting a valve on a bugle so 
you could play more notes, [which] al-
lowed music to get louder and softer.”

The arts are an especially good way 
to introduce people who normally 
would not have thought they should 
or would want to learn concepts about 
computer science, he notes, specifi-
cally artists, children, and underrep-
resented minority groups “who think 
they’re kind of locked out or aren’t 
interested and don’t want to be engi-
neers or computer scientists. Getting 
to them through the arts is a way to 
open up [computer science] to a whole 
new community.” 

Making CS “Culturally Responsive” 
That is exactly what Gaskins is doing at 

Images produced with innovation engines were not only accepted to a selective art 
competition and displayed at the University of Wyoming Art Museum, but they also were 
among the 21% of submissions that won an award. 

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=18&exitLink=http%3A%2F%2Fbit.ly%2F2feVCyd
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the academy. She feels strongly that the 
way to engage her students who come 
from various ethnic and socioeconomic 
backgrounds, in science and math is 
through STEAM. Her approach to her AP 
CS class is “culturally responsive com-
puter science,” a concept that uses ex-
amples from different cultures to create 
computational artifacts, she says. Gaskins 
got the idea from a program at Rensselaer 
Polytechnic Institute (RPI) that shows 
teachers and students how to see algo-
rithms from a cultural perspective, using 
Culturally Situated Design Tools (CSDT), 
and thus, learn principles of engineer-
ing, science, math, and computing.

During research Gaskins conducted 
as a doctoral student, she noticed “there 
were certain groups that were less rep-
resented” in STEAM or STEM, women 
being key among them. There were 
also several ethnic groups that were 
underrepresented: African Americans, 
Latinos, and native Americans or indig-
enous groups, she says.

A colleague of Gaskins’ created a 
software tool to look at local or cultural 
knowledge and merge it with CS, and 
saw positive results, “which led me to 
believe that the content is the problem; 
the content isn’t engaging the popu-
lations that aren’t well represented.” 
Teaching CS with culturally relevant or 
responsive content, she believes, makes 
a huge difference.

Her course is not designed to be a 
traditional computer course, she em-
phasizes, and she teaches the principles 
using 3D modeling, visual arts, music—
anything a student might find relevant. 

Ron Eglash, a professor in the de-
partments of Science and Technology 
Studies and Computer Science at RPI, 

developed CSDTs as a way to teach 
anyone how to create their own simu-
lations and artifacts. In a TED Talk 
(“The Fractals at the heart of African 
designs,” http://bit.ly/2e5l0ne), Eglash 
explained his focus in the U.S. was on 
African-American, Native American, 
and Latino students. “We’ve found 
statistically significant improvement 
with children using this software in a 
mathematics class in comparison with 
a control group that did not have the 
software. So it’s really very successful 
teaching children that they have a heri-
tage that’s about mathematics, that it’s 
not just about singing and dancing.”

For Gaskins, creating art through 
culturally response computer science 
is not only acceptable, it is an impera-
tive if the U.S. is to stay competitive in 
STEM, as well as STEAM.

“If a student has no exposure to com-
puters and they enter a situation where 
there’s nothing in a course that’s famil-
iar to them, they’re likely to drop the 
course,’’ she says. “There’s a lot of people 
who don’t know they can be interested 
because they don’t know anything about 
it, and if you unlock that for them and 
show them how relevant it is no matter 
their culture … you’re opening the door 
for them to come into the subject.” 
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Gaskins’ approach 
to her AP CS class is 
“culturally responsive 
computer science,” 
using examples from 
different cultures to 
create computational 
artifacts.
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LOOKING TO COMPUTERS 
TO HELP MAKE SENSE  
OF THE WORLD

“I first 
encountered 
computers in 
high school 
when my 
physics teacher 
got a 

Commodore PET and I started 
playing with it,” says Paul 
Dourish, Chancellor’s Professor 
of Informatics at the University 
of California, Irvine.  “I had been 
headed for a medical degree, but 
became so fascinated by the 
computer that I switched 
directions and enrolled in 
computer science at the 
University of Edinburgh” in 
Glasgow, Scotland.

After earning his 
undergraduate degree with 
a double major in Artificial 
Intelligence and Computer 
Science from the University of 
Edinburgh, Paul went to work 
for Rank Xerox EuroPARC in 
London, while working on a 
doctorate in computer science 
from University College, London. 

After completing his Ph.D., 
Dourish moved to the U.S., where 
he took on research positions 
at Apple, and then Xerox PARC, 
before joining the Information 
and Computer Science faculty 
at the University of California, 
Irvine, in 2000.

Dourish is focused on 
human-computer interactions, 
particularly the social 
implications of information 
technology. “Silicon Valley 
and start-up culture gives us a 
certain type of idea about what 
innovation looks like,” Paul says. 

He is particularly interested 
in how innovation gets 
imported into different spaces, 
and different countries, such 
as India and China. The ways 
in which new models of data-
driven innovation pertain to 
managing urban development 
and social informatics are now 
his focal point.

“My work is getting more 
and more into the sociology 
and anthropology of data 
and computation, looking at 
computers and computation as 
a way of people making sense of 
their world and acting in it.”

—John Delaney
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job harder. They are tools to be used as 
part of a broad defense strategy.

PATRICK MCDANIEL: There’s been an 
interesting transition of threats and 
attacks over the last 10 years, and what 
we’re seeing more frequently is pro-
fessional attacks that more effectively 
monetize the vulnerabilities in com-
puters. In particular we have seen the 
rise in things like ransomware, which 
has become a very serious problem for 
businesses, government agencies, and 
organizations that don’t have full-time 
professional cybersecurity staff. 

Just looking at what is happened 
over the last six months in the U.S., 
it’s clear that misinformation has be-
come a major weapon in the cyber-
criminal’s arsenal. I think we will see 
even more attacks where misinforma-
tion is used to try and shape public 
policy, sway public opinion or even 
to alter people’s behaviors. Obviously 
the use of misinformation is nothing 
new—we’ve seen it before with stock 
market manipulation, etc.—but I 
think we’re going to see much newer 
and inventive uses of misinformation 
as a means of cyberattack.

PAUL VAN OORSCHOT: It’s a long-stand-
ing problem: software vulnerabilities 
allowing compromise of user devices 
and remote control of these compro-
mised machines. This is easily ad-
dressed in theory, but harder to fix in 
the real world. Problems stem from 
long-ago and deeply entrenched archi-
tectural choices in operating systems; 
use of software applications which fa-
vor rich functionality over conservative 

S
INCE ITS INAUGURATION in 
1966, the ACM A.M. Turing 
Award has recognized ma-
jor contributions of lasting 
importance to computing. 

Through the years, it has become the 
most prestigious award in computing. 
To help celebrate 50 years of the ACM 
Turing Award and the visionaries who 
have received it, ACM has launched a 
campaign called “Panels in Print,” a col-
lection of responses from Turing laure-
ates, ACM award recipients and other 
ACM experts on a given topic or trend.

ACM’s celebration of 50 years of 
the ACM Turing Award will culminate 
with a conference June 23–24, 2017, 
at the Westin St. Francis in San Fran-
cisco. This unique event will highlight 
the significant impact of ACM Turing 
laureates’ achievements on comput-
ing and society, to look ahead to the 
future of technology and innovation, 
and to help inspire the next genera-
tion of computer scientists to invent 
and dream.

For our second Panel in Print, we 
invited 2002 ACM Turing laureate LEN 

ADLEMAN, 2014 ACM Prize in Comput-
ing recipient DAN BONEH, 2015 ACM 
Grace Murray Hopper Award recipient 
BRENT WATERS, and ACM Fellows PATRICK 
MCDANIEL and PAUL VAN OORSCHOT to dis-
cuss current issues in cybersecurity. 

The cybersecurity discipline has 
developed rapidly. Do you think we 
are staying ahead of, or falling be-
hind, the threats?

LEN ADLEMAN: I think that we are 
behind. Cybersecurity is a cat-and-

mouse game. There can never be a fi-
nal victory. The Internet is developing 
so quickly, along so many paths, that 
while we address current problems, 
we cannot even anticipate those that 
are emerging. 

BRENT WATERS: In the research realm 
of cryptography, we have made sig-
nificant leaps in the past 15 years in 
terms of which new functionalities we 
can realize. These include solutions to 
problems such as identity-based en-
cryption, attribute-based encryption, 
and fully homomorphic encryption, 
and potentially can realize an exciting 
primitive called indistinguishability 
obfuscation. 

Where we seem to be facing prob-
lems is filling in the gap between 
sound cryptography and sound deploy-
ments. These deployments can fail for 
any number of reasons from bad soft-
ware implementation, to poor design 
of new cryptography, to use of legacy 
cryptographic protocols. 

What do you see as the top cybersecu-
rity threats in 2017 and why?

DAN BONEH: Social engineering at-
tacks remain one of the top cybersecu-
rity issues in 2017. Phishing and relat-
ed attacks are still effective at stealing 
user credentials. Targeted emails con-
tinue to be effective at fooling end us-
ers into installing unwanted software 
such as adware, malware, or ransom-
ware. These are common occurrences, 
and are often the easiest way to gain 
a foothold on a targeted system. Two-
factor authentication and application 
whitelisting can make the attacker’s 

Cybersecurity 
DOI:10.1145/3051455  

Brent Waters Dan Boneh Len Aldeman Patrick McDaniel Paul Van Oorschot
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design; and the freedom allowing users 
to download and install software with 
a single click makes us all vulnerable 
to being socially engineered to install 
software without any sound evidence 
or knowledge of what the software will 
do. It’s not likely that we will be able 
to retrain 10 million software develop-
ers, nor to motivate them to voluntarily 
spend extra time on security when the 
economic benefit of doing so falls to 
others. That’s an economics of infor-
mation security challenge—as is that 
fact that historically, almost all soft-
ware is sold on an as-is basis without 
liability for consequences.

Why are cyberthreats/attacks be-
coming more sophisticated with each 
passing year?

BRENT WATERS: One can attribute this 
to two basic reasons. First, technology 
in general becomes better and more 
sophisticated over time. One would ex-
pect the sophistication of cyberattacks 
to also flow in that same direction. 
Another important factor is that with 
more and more data stored on com-
puting devices, the value in launch-
ing attacks increases. For example, 
there have been multiple attacks that 
exposed private communications and 
photos of celebrities. Ten years ago, 
without smartphones, these photos 
either wouldn’t be taken or wouldn’t 
be accessible. As another example, in 
this election cycle we have seen that 
attacks (for example, the DNC emails) 
have the potential to shake up organi-
zations and possibly shift outcomes in 
elections. This type of power will not 
only interest the usual attackers, but 
will also attract extremely well-funded 
state sponsored adversaries.

With the public more concerned about 
cybersecurity than ever before, what 
should be the top cybersecurity priori-
ties for the new U.S. administration?

DAN BONEH: The highest priority 
for the new U.S. administration is to 
shore up the cyber defenses of govern-
ment systems. Events like the 2015 at-
tack on the office of personnel man-
agement that exposed the personnel 
records of over 21 million people, or 
the compromise of the IRS systems 
that may have exposed personal data 
from over 700,000 taxpayers, should 
not happen again.

PATRICK MCDANIEL: Our federal IT sys-
tems, as we have learned repeatedly, 

are very much antiquated, due to things 
like underfunding. But if our society is 
to become more secure, then we need 
to focus on updating and fixing those 
federal systems. One way in which we 
could do this would be for the current 
administration to immediately priori-
tize creating a national two-factor au-
thentication system, either for federal 
employees or even more broadly. Al-
though that sounds somewhat boring, 
I think that is the single simplest thing 
we can do to reduce the threats against 
the information systems we have in 
this country. A good friend and col-
league of mine, Farnam Jahanian, the 
Provost of Carnegie Mellon University, 
has said, ”We are not good at doing the 
easy things, and we need to get better 
at them.”

What are the biggest challenges 
faced by industry in defending against 
cyberattacks, and what technologies/
approaches can help them overcome 
these challenges?

LEN ADLEMAN: I think the issues 
raised in the question transcend in-
dustry. From my forthcoming book, 
Memes: How Genes, Brenes and Cenes 
Shape Your Life and Will Shape the 
Future of Humanity: 

We will soon see religions, nations, 
and economies rise and fall in cyber-
space. These entities will be no less 
powerful and have no less impact on 
our lives than their current “brick and 
mortar” counterparts. Political, eco-
nomic, and even military power will be 

diffuse; the physical locations of like-
minded people will be less important 
than their numbers and connectivity. 

If the U.S., Russian, and Chinese 
governments are not working on black 
hat programs that, in the event of war, 
will knock out the computational infra-
structure of the other two, they aren’t 
doing their jobs. Such programs are 
weapons of mass destruction, and, if 
used, the death toll could be colossal. 
A first world country with no computa-
tional infrastructure is a country with 
no economy, no food, no power and ul-
timately not a country at all.

What are your biggest security 
concerns as they relate to the influx 
of connected devices in the Internet 
of Things (IoT)? 

PATRICK MCDANIEL: When it comes to 
IoT and the future of security, I have a 
vision of two possible futures. The first 
scenario comes at a significant cost. 
But I believe this to be the more opti-
mistic future, because we will under-
stand the trade-off between cost and 
value, and we’re going to pay for it so 
we can live in a world in which we have 
much better security than we do today. 

The second, and in my view, the 
more pessimistic scenario is a world 
in which we have just become used 
to insecurity. There is a kind of really 
toxic resignation among some mem-
bers of the cybersecurity research 
community as well as industry and 
government, that today’s systems are 
unfixable and that we don’t have the 
technology, time or resources to make 
ourselves more secure. I think this 
is a particularly dim and uncomfort-
able scenario, not only because the 
kinds of benefits we see from technol-
ogy would be greatly diminished, but 
our potential for changing life on this 
planet—from healthcare, to society, 
to communications, to quality of life 
to energy efficiency, to protecting the 
environment—will be vastly dimin-
ished, if we just accept insecurity.  

©2017 ACM 0001-0782/17/04 $15.00

“The Internet is 
developing so quickly, 
along so many paths, 
that while  
we address  
current problems, 
we cannot even 
anticipate those  
that are emerging.”
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something revolutionary for Zambian 
society as a whole: “engaging with 
each other on the basis of shared inter-
ests instead of traditional identity is an 
act of critiquing the traditional status 
quo and opens pathways for others to 
follow.” 

Inevitably these pages evoked a 
strong response and Facebook itself was 
among those to respond. Linda Waleka 
Manda, the moderator of Real Adults 
Talk with Waleka, shared her experienc-
es: “I started a page in 2010 and I would 
openly talk about sex, but then certain 
people found it offensive for a woman 
openly discussing sexual issues in pub-
lic on the Internet, so they reported me 
to Facebook and my first account was 
closed.”1 Because several of her pages 
were reported to Facebook and she 
feared them to be closed again, despite 
the fact that these pages did not violate 
Facebook’s community standards, Lin-
da started to create secret groups. 

It can be argued that Facebook, in 
giving in to the objectors’ demands, 
sided with Zambia’s male hegemonic 
social order and implicitly supported 
that order’s perspective that women 
should not have sexual agency. This 

S
OCIAL NETWORKS LIKE  Face-
book hold promise for 
women regarding personal 
growth and social emanci-
pation that physical spaces 

do not offer, yet virtual and physical 
spaces are intertwined in intricate 
ways. Explorations into new forms of 
selfhood and social life that emerge in 
and through social networks will be in-
evitably brought into relationship with 
traditional dispositions and practices 
that may be hostile to that change. 
When online discourses represent a 
challenge to ‘traditional’ gender rela-
tions, the way in which Facebook man-
agement mediates online disputes can 
have profound offline consequences 
for sexual and social emancipation. 

In this regard, the story Kiss Brian 
Abraham tells about Zambian women 
creating Facebook groups to initiate 
conversations about sex is pertinent.1 
Zambia’s culture of male hegemony is 
defined by the supremacy of Cisgender 
heterosexual masculinity; Christian 
principles of women’s chastity have 
merged with traditional understand-
ings of women’s submissiveness to 
men to frame female sexuality as a 

means to satisfying husbands’ needs 
and not as a woman’s human right. 
Furthermore, in the time that these 
Facebook pages in Zambia were creat-
ed (2010–2013), women were attacked 
and stripped naked in the streets by 
mobs of male assailants who were citing  
Christian and cultural principles 
whilst claiming that the women were 
wearing sexually provocative clothing.1

In their Facebook groups the Zam-
bian moderators laid down their own 
cyberspace rules: persons who solic-
ited sex or posted pornography would 
be deleted, the use of foul and insult-
ing language was forbidden, mind-
fulness of each other and respect for 
others’ opinions was encouraged and 
discriminatory gender norms that 
aimed to subordinate women were ex-
plicitly critiqued.1 In creating spaces 
for women to experience and express 
their sexuality in ways that would not 
be possible in the traditional private 
and public sphere, these Facebook 
pages were therefore nothing short of 
revolutionary. Abraham asserts that 
these Facebook pages, apart from be-
ing pertinent to gender equality and 
women empowerment, have done 

Global Computing  
Online Social Networks and 
Global Women’s Empowerment
Mediating social change or reinforcing male hegemony?
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nist twist” to friends’ icons.6 To be 
more than ‘window dressing’, social 
networking managers must appreciate 
that it is impossible to have a gender-
neutral stance in a gender-imbalanced 
world and that commitment to social 
justice requires commitment to be-
coming gender aware. It might not be 
the goal but it can be the outcome of 
social networking sites to exacerbate 
gender discrimination. A gender-aware 
stance requires changes in design 
of moderation policies and systems. 
Facebook and other social media plat-
forms should align their actions and 
systems to support the empowerment 
of women, and not to support the pa-
triarchal social order. To do this they 
must distinguish postings in terms 
of intent. Sexual content posted for 
emancipatory purposes is not compa-
rable to sexual content posted for solic-
iting or selling sex that is often degrad-
ing of women and female bodies, even 
when it seems similar. Intent is un-
derdetermined by words and images. 
The meaning and purpose of postings 
should be informed by the values that 
drive the posting and the context in 
which it happens. Such design might 
require an upgrade of the systems that 
screen postings and reporting to in-
volve human, social and computing 
elements and their interrelationships. 
Designing for social change is more 
challenging than designing for social 
harmony. Why should that hold com-
puter scientists back?  
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would make Facebook complicit in 
the real-world crimes that happened 
in the aftermath of the pages’ clo-
sures. In one case, a male involved 
the police, found out where the owner 
of the site in question worked, and 
attempted to scandalize her at her 
workplace. In another case, a student 
at the National Institute for Public Ad-
ministration had her Facebook iden-
tity taken over, and naked pictures 
were posted. Lewd behavior is a crime 
under Zambian law, so she could have 
been physically arrested. There is evi-
dence that this attack was orchestrat-
ed by a man whose sexual advances 
she refused. She had to change her 
real name, losing part of her identity 
and sense of historical self.

Facebook’s response to the Zambi-
an pages is not an isolated event. Other 
cases have been reported where Face-
book took down pages critical of wom-
en’s sexualization and discrimination, 
while sustaining pages that normalize 
gender-based violence.4 It is alleged 
that Facebook only responds to take-

down requests that challenge male 
hegemony if not responding would in-
volve economic risk, for instance when 
advertisers distance themselves from 
Facebook—something that happened 
after a coalition of women’s organiza-
tions released an open letter in 20137 
stating that they did not want to be 
associated with images depicting vio-
lence against women.3 Facebook may 
have been motivated in the Zambian 
case by respect for cultural norms and 
practices, taking the lead as to what 
postings were acceptable or not from 
what it considered as community con-
sensus. But many cultural contexts 
are sexist, so such a stance could also 
amount to colluding with gender dis-
crimination. Facebook and other so-
cial networking sites say they want to 
contribute to making the “world more 
open and connected.”2,5 If so, they 
must be sensitive to how deeply male 
hegemony impacts online spaces, and 
how online sexism forms and informs 
offline lived realities. 

It is a nice gesture to give a “femi-
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mans actually do not understand in-
telligence very well in the first place. 
Now, computer scientists often think 
they understand intelligence because 
they have so often been the “smart” 
kid, but that’s got very little to do with 
understanding what intelligence ac-
tually is. In the absence of a clear un-
derstanding of how the human brain 
generates and evaluates ideas, which 
may or may not be a good basis for 
the concept of intelligence, we have 
introduced numerous proxies for in-
telligence, the first of which is game-
playing behavior.

One of the early challenges in AI—
and for the moment I am talking about 
AI in the large, not soft or weak or any 
other marketing buzzword—was to 
get a computer to play chess. Now, 
why would a bunch of computer sci-
entists want to get a computer to play 

Dear KV,
Our company is looking at handing 
much of our analytics to a company 
that claims to use “Soft AI” to get an-
swers to questions about the data we 
have collected via our online sales sys-
tem. I have been asked by management 
to evaluate this solution, and through-
out the evaluation all I can see is that 
this company has put a slick interface 
on top of a pretty standard set of ana-
lytical models. I think what they re-
ally mean to say is “Weak AI” and that 
they’re using the term Soft so they can 
trademark it. What is the real differ-
ence between soft (or weak) AI and AI 
in general? 

Feeling Artificially Dumb

Dear AD,
The topic of AI hits the news about ev-
ery 10 to 20 years, whenever a new level 
of computing performance becomes 
so broadly deployed as to enable some 
new type of application. In the 1980s it 
was all about expert systems. Now we 
see advances in remote control (such 
as military drones) and statistical num-
ber crunching (search engines, voice 
menus, and the like).

The idea of artificial intelligence 
is no longer new, and, in fact, the 
thought that we would like to meet 
and interact with non-humans has ex-
isted in fiction for hundreds of years. 
Ideas about AI that have come out 
of the 20th century have some well-
known sources—including the writ-
ings of Alan Turing and Isaac Asimov. 

Turing’s scientific work generated the 
now-famous Turing test, by which a 
machine intelligence would be judged 
against a human one; and Asimov’s 
fiction gave us the Three Laws of Ro-
botics, ethical rules that were to be 
coded into the lowest-level software 
of robotic brains. The effects of the 
latter on modern culture, both tech-
nological and popular, are easy to 
gauge, since newspapers still discuss 
advances in computing with respect 
to the three laws. The Turing test is, 
of course, known to anyone involved 
in computing, perhaps better known 
than the halting problem (https://
en.wikipedia.org/wiki/Halting_prob-
lem), much to the chagrin of those of 
us who deal with people wanting to 
write “compiler-checking compilers.”

The problem inherent in almost 
all nonspecialist work in AI is that hu-

Kode Vicious 
The Chess Player Who 
Couldn’t Pass the Salt  
AI: Soft and hard, weak and strong, narrow and general.
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chess? Chess, like any other game, has 
a set of rules, and rules can be written 
in code. Chess is more complicated 
than many games, such as tic-tac-toe 
(a game that is used to demonstrate to 
another fictional computer in the 1983 
film WarGames that nuclear war is un-
winnable), and has a large enough set 
of potential moves that it is interesting 
from the standpoint of programming 
a winning set of moves or a strategy. 
When computer programs were first 
matched against human players in the 
late 1960s, the machines used were, 
by any modern concept, primitive and 
incapable of storing a large number 
of moves or strategies. It was not un-
til 1996 that a computer, the specially 
built Deep Blue, beat a human Grand-
master at the game. 

Since that time, hardware has con-
tinued its inexorable march toward 
larger memories, higher clock speeds, 
and now, more cores. It is now pos-
sible for a handheld computer, such 
as a cellphone, to beat a chess Grand-
master. We have had nearly 50 years 
of human/computer competition in 
the game of chess, but does this mean 
that any of those computers are intel-
ligent? No, it does not—for two rea-
sons. The first is that chess is not a 
test of intelligence; it is the test of a 
particular skill—the skill of playing 
chess. If I could beat a Grandmaster at 
chess and yet not be able to hand you 
the salt at the table when asked, would 
I be intelligent? The second reason is 
that thinking chess was a test of intel-
ligence was based on a false cultural 
premise that brilliant chess players 
were brilliant minds, more gifted than 
those around them. Yes, many intelli-
gent people excel at chess, but chess, 
or any other single skill, does not de-
note intelligence.

Shifting to our modern concepts of 
soft and hard AI—or weak and strong, 
or narrow and general—we are now 
simply reaping the benefits of 50 years 
of advancements in electronics, along 
with a small set of improvements in ap-
plying statistics to very large datasets. 
In fact, improvement in the tools that 
people think are AI is, in no small part, 
a result of the vast amount of data that 
it is now possible to store. 

Papers on AI topics in the 1980s of-
ten postulated what “might be possi-
ble” once megabytes of storage were 

commonly available. The narrow AI 
systems we interact with today, such 
as Siri and other voice-recognition 
systems, are not intelligent—they 
cannot pass the salt—but they can 
pick out features in human voices 
and then use a search system, also 
based on stats run on large datasets, 
to somewhat simulate what happens 
when we ask another person a ques-
tion. “Hey, what’s that song that’s 
playing?” Recognizing the words 
is done by running a lot of stats on 
acoustic models, and then running 
another algorithm to throw away the 
superfluous words (“Hey,” “that,” 
“that’s”) to get “What song playing?” 
This is not intelligence, but, as Ar-
thur C. Clarke famously quipped, 
“Any sufficiently advanced science is 
indistinguishable from magic.”

All of which is to say that KV is not 
surprised in the least that when you 
peek under the hood of “Soft AI,” 
you find a system of statistics run 
on large datasets. Intelligence, arti-
ficial or otherwise, remains firmly 
in the domain of philosophers and, 
perhaps, psychologists. As computer 
scientists, we may have pretensions 
about the nature of intelligence, but 
any astute observer can see that there 
is a lot more work to do before we can 
have a robot pass us the salt, or tell 
us why we might or might not want to 
put it on our slugs before eating them 
for breakfast.

KV
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of the expanding set of interdisciplinary 
opportunities for computer scientists 
to reimagine with our tools, too few of 
us venture to build tools in foreign ter-
ritory and we certainly do not teach the 
interdisciplinary thinking to our under-
graduate computer science students.

I have grown concerned that our edu-
cational priorities as a discipline are mis-
placed. We focus on training students to 
become productive software developers, 
which is driven by the current availability 
of lucrative jobs. Hence, when they com-
plete their education, most students’ ex-
perience of computing is limited to what 
they have encountered in the classroom 
or their personal life. Employers hand 
them existing problems or they work 
on things they know (such as games or 
social media). The hard and complex 
problems of scientific, engineering, soci-
etal, or national security importance are 
rarely used to inspire students, let alone 
to seriously shape curricula, at the un-
dergraduate level.

We need a renewed emphasis on the 
study of computing phenomena in the 
physical world and stronger call to ser-
vice to address issues of societal need. 
Consider that Hilbert’s Tenth Problem 
inspired Turing’s theoretical specifi-
cation of a computing machine. The 
needs of ballistics experts at the Aber-
deen Proving Ground and Manhattan 
Project scientists wrestling with neu-
tron propagation and explosive “lens-
es” motivated the need for ENIAC, 
MANIAC and calculating machines. 
Computer graphics emerged from the 
Semi-Automatic Ground Environment 
(SAGE), a system designed for Cold War 
air defense. Some readers might recall 

A
S WE HONOR the more math-
ematical, abstract, and ‘sci-
entific’ parts of our subject 
more, and the practical 
parts less, we misdirect the 

young and brilliant minds away from a 
body of challenging and important 
problems that are our peculiar do-
main, depriving these problems of the 
powerful attacks they deserve.”

—Fredrick P. Brooks, Jr.  
Computer Scientist as Toolsmith II3 

I have the privilege of working at the 
Defense Advanced Research Projects 
Agency (DARPA) and currently serve as 
the Acting Deputy Director of the De-
fense Sciences Office (DSO). Our goal 
at DARPA is to create and prevent tech-
nological surprise through investments 
in science and engineering, and our 
history and contributions are well docu-
mented. The DSO is sometimes called 
“DARPA’s DARPA,” because we strive to 
be at the forefront of all of science—on 
the constant lookout for opportunities 
to enhance our national security and 
collective well-being, and our projects 
are very diverse. One project uses cold 
atoms to measure time with 10−18th pre-
cision; another is creating amazing 
composite materials that can change 
the way in which we manufacture. We 
have other programs that aim to rein-
vent synthetic chemistry, and we even 
have one program that attempts to rei-
magine the entire process of scientific 
discovery itself.

Nearly all of our projects in the De-
fense Sciences Office are using comput-
ing and data to transform our view of 
fundamental scientific questions. Com-

“

putation has become the most impor-
tant tool for reimagining scientific prob-
lems since the advent of calculus and 
codification of the scientific method 
over 300 years ago. This observation has 
been made several times over the past 
decade, from a major issue of Nature7 in 
2006 to the major report by the Comput-
ing Community Consortium4 in 2016. 
But, as I look across the people working 
on all of these and other exciting DSO 
projects, where are all of the computer 
scientists? I am actually kind of lonely.

This loneliness has led to a concern 
that the field of computer science (in 
particular computer science education) 
might have a growing problem. In this 
new wave of interest in computing we 
may be unintentionally “misdirect[ing] 
the young and brilliant minds” away 
from important, use-inspired prob-
lems. In Fred Brooks’ Newell Award lec-
ture over 20 years ago, entitled “Com-
puter Scientist as Toolsmith,”2 Brooks 
notes that “a scientist builds in order to 
study.” As computer scientists we build 
algorithms and software systems of var-
ious kinds in order to study. Yet, in spite 

Viewpoint 
Wanted: Toolsmiths  
Seeking to use software, hardware, and algorithmic ingenuity  
to create unique domain-independent instruments.

V
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science questions from interdisciplin-
ary problems or those that some might 
consider to be mere applications.

 ˲ Representation and reasoning: 
The opening quotation in the famous 
algorithms text book of Aho, Hop-
croft, and Ullman1 states that “Com-
puter Science is a science of abstrac-
tion—creating the right model for a 
problem and devising the appropriate 
mechanizable techniques to solve it.” 
A standard exercise in many an ‘Intro-
duction to AI’ class is the eight queens 
problem. Represent the problem in 
the naive way and the solution can take 
hours; a clever representation results 
in an instant solution for vastly larger 
problems. For any domain, represen-
tation of the problem and the struc-
tures used to solve it is the fundamen-
tal issue. Across the landscape of those 
who use software and computing, 
many are suffering with outmoded or 
inappropriate representations. Devel-
oping new representations, however, 
requires that computing scientists 
embed with the domain scientists and 
transform these disciplines’ issues 
into digital abstractions.

For those looking for such challeng-
es, consider materials science and en-
gineering, highlighted in recent years 
by the Materials Genome Initiative 
(MGI) in the United States. MGI prom-
ises to transform materials and manu-
facturing science from the methods of 
handbooks and tables to one of direct 
computational design from functional 
requirements. Key to achieving this vi-
sion is the development of new data 
structures for representing materials 
across multiple scales (literally from 
the scale of atoms to the scale of prod-
ucts); representations of uncertain and 
sparse data (that is, data from physical 
tests and simulations is only a tiny frac-
tion of the universe of possible materi-
als); and new modeling paradigms that 
let designers reason about new materi-
als possibilities. Developing effective 
data structures will require computer 
scientists working with materials sci-
entists to understand their problems 
and how to best represent them.

 ˲ Innovation by Algorithm: We praise 
and cite those who can produce a bet-
ter algorithm for a known problem. 
How about those who can define new 
problems and, thus, new algorithms? 
Venturing into a domain, capturing and 

that the protocols that became the ba-
sis for the World Wide Web were de-
veloped specifically to help physicists 
at CERN share scientific data. Many 
mainstream computer science subject 
areas today were born from computing 
scientists working with domain scien-
tists to build the tools needed to solve 
specific problems within a non-com-
puting domain.

I love Brooks’ vision of the computer 
scientist as the toolsmith, in which we 
use software, hardware, and algorith-
mic ingenuity to create unique instru-
ments. We should make no restriction 
on what domain those instruments 
are for. Academic computer science 
should embrace this broader charter 
as toolsmith regardless of the domain 
of inquiry. But what constitutes a le-
gitimate computer science problem, as 
opposed to “merely an application” for 
a given discipline? Creating novel algo-
rithms driven by specific needs of ma-
terial scientists is as much a computer 
science problem as a new machine 
learning technique—provided the al-
gorithms or data structures are truly 
novel from a computer science view 
and not “merely” an application of an 
existing idea to the materials problem. 
This is a use-inspired6,8 vision that goes 
beyond what might today be called 
“scientific computing” to include the 
engineering, systems, and national-
security related challenges in which 
computing is vital.

There is a vast opportunity for inno-
vation at the intersection of comput-
ing and various disciplines, where we 
might transform longstanding domain-
specific problems using algorithmic 
thinking. Students and educators do 
not need to look far to find potential 
topics for disruption. A report like the 
National Academies’ Grand Challenges 
for Engineering in the 21st Century3 pro-
vides 14 civilization-changing challenge 
problems, the solution to each of which 
will certainly involve computing. For ex-
ample, the grand challenge of “Advanc-
ing Health Informatics” as a case study. 
The medical domain has been strangely 
intertwined with computing over the 
last half-century mostly due to intrepid 
health and life scientists who sought out 
computing as a solution to their chal-
lenges. Seminal work in AI planning 
and knowledge representation came 
out of medical schools; medical imag-

ing challenges created fertile ground for 
machine vision, among many other is-
sues. Now we are seeing the digitization 
of the entire healthcare industry, thanks 
to the push for electronic health records 
and various healthcare delivery mecha-
nisms. This is not merely an IT deploy-
ment challenge, but one of creating an 
ecosystem of humans and machines to 
deliver healthcare—and computer sci-
ence will play a central role as the tool 
builders that enable us to reimagine 
this system. Will the innovations come 
from computing sciences or elsewhere?

At DARPA we have several pro-
grams under way that reimagine long-
standing problems using computa-
tion, including projects in nuclear 
security (SIGMAa), engineering design 
(TRADESb), and applied mathematics 
(CASCADEc)—to name just three, as 
there are others—all with central com-
puter science challenges. But the issue 
remains that there are few computer 
science departments in the country 
that would look at these topics as cen-
tral to the discipline of computing. As 
a discipline we are exceptionally good 
at teaching software development and 
theory, but not as good on the use of 
computational imagination to address 
such wicked problems.

Perhaps we should work toward a 
broader view of computing, one that 
can follow from computing inter-
twined with use-inspired problems be-
ing reimagined as computational ones. 
To this end, I suggest three rubrics that 
can be used to extract basic computer 

a http://www.darpa.mil/program/sigma
b http://www.darpa.mil/program/transforma-

tive-design
c http://www.darpa.mil/program/complex-

adaptive-system-composition-and-design-
environment

Academic computer 
science should 
embrace this broader 
charter as toolsmith 
regardless of the 
domain of inquiry.
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bringing back “wild” problems suitable 
for algorithmic study is not adequately 
awarded. Hence, the computing prob-
lems driven by scientific domains are 
often developed by the domain scien-
tists, not the computer scientists. This 
gives rise to an obvious question: Are we 
sure these are the best algorithms for the 
tasks at hand? If our answer is yes, then 
we have a problem: either all domain-
driven problems are trivial (very unlikely) 
or expert algorithms can be developed by 
nearly anyone without formal computer 
science training, and our discipline is 
extraneous. Clearly, there is a big op-
portunity for domain-driven algorithmic 
thinking and a need for the broader com-
puter science community to embrace 
scientific problems and engineering op-
portunities. Should we fail to do so, we 
contribute to a balkanization of comput-
ing, in which computing is reimagined 
within each scientific community by 
non-experts in computing sciences.

A great example of algorithmic inno-
vation comes from DARPA’s MAKE-IT,d 
a program that is reimagining the proc-
ess of synthesizing chemical reaction 
pathways into a search algorithm. The 
key insight of MAKE-IT is that chemi-
cal reactions can be viewed as nodes in 
a directed graph: given certain precur-
sor compounds, a reaction produces 
certain chemical products. New kinds 
of search algorithms will enable chem-
ists to find new and better methods of 
producing important compounds.

 ˲ The human-machine symbiosis:5 
Computing over the decades has been 
focused on understanding computing 
machinery, building it, controlling it 
and understanding the consequenc-
es. A computer, or piece of software, 
is principally a device that enables a 
person to do a job, usually an existing 
job, perhaps in a better manner than 
before. As electronic spreadsheets 
have largely replaced accountants’ 
physical ones, the human-centric task 
has evolved but not fundamentally 
changed. Computing machinery is 
now poised to go beyond just assisting 
with human problems—it enables us 
to fundamentally rethink them. This 
is seen across science and engineering 
domains in a particularly pointed way: 
progress has become intimately tied to 
computation and data.

d http:// www.darpa.mil/program/make-it

As this scientific revolution unfolds 
we are witnessing a shift from merely 
computational methods (for example, 
computer as calculator) to those in 
which humans and machines are part-
ners. Over a decade ago, the Sloan Digi-
tal Sky Survey enabled astronomers to 
pose questions that were previously im-
possible to answer. Currently, DARPA is 
working to advance machine reading 
under our Big Mechanisme program 
with the goal of having computers that 
can help scientists harvest vast collec-
tions of experimental results and pro-
duce a shared human-machine under-
standing of certain cancer pathways. An 
emerging challenge is to consider how 
problems can be broken up and dis-
tributed across human-machine teams 
in order to exploit the power of silicon-
based machines while optimizing the 
insight and creativity of the carbon-
based ones. What other disciplines can 
we disrupt with computational tools 
that augment our intelligence?

The computer scientist is the tool-
smith that enables domain scientists 
and engineers to reinvent and reimag-
ine their disciplines as algorithmic or 
information-centric. However, if com-
puting really is going to be the new 
framework for scientific discovery and 
engineering innovation, we—the com-
puter scientists—need to support this 
kind of interdisciplinary study among 
students as well as evangelize the un-
converted. Sometimes we might find 
those outside computing with a “not 
invented here” bias—we need to meet 
them halfway or more than halfway. 
Sometimes we may find disciplines are 
not as much converted to computing, 
as they are becoming assimilated under 
the assault of ideas from computing. 

e http://www.darpa.mil/program/big-mechanism

What other disciplines 
can we disrupt  
with computational 
tools that augment 
our intelligence?

Scientific disciplines are refactoring 
key problems around systems for vast 
data and computation, and computer 
scientists should be working deeply 
with these domain scientists and engi-
neers to bring about revolutions.

Many of the most important prob-
lems facing the U.S. and the world to-
day represent a call to service similar 
to that which began during the Second 
World War, when many of the best and 
brightest minds (mostly physicists) in 
the country put commercial or aca-
demic interests on hold and dedicated 
themselves to innovations in service 
of national need. Students—pulled 
by the lure of the Apollo program or 
the needs of the Cold War—pursued 
careers of national service in science 
and engineering in order to solve big 
problems.

I would love our best and brightest 
computer science students to feel that 
pull now, and have the opportunity 
to be captivated by these major inter-
disciplinary challenges. But with the 
current din of opportunities, we must 
work harder to instill the passion for 
such service. Computing is no longer 
a new discipline and is well into ado-
lescence—it needs to make some de-
cisions about what it really wants to 
be when it grows up. Rather than just 
disrupting industries and creating the 
next great mobile app, I long for an ex-
panded view of what constitutes legiti-
mate computer science inquiry and for 
increased scientific citizenship. 
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has Taylor Swift on it. And all of these 
things happen because these are the 
safe bets. For someone looking to make 
money on their money, they want safe 
bets. This is the sort of culture that you 
get from that, and it is not just the cul-
tural landscape that is shaped; it is even 
the physical landscape. 

I live in New York City. Currently, 
in New York, in just Manhattan, there 
are 1,800 physical bank locations. 
That is up 60% from 10 years ago. You 
would think the ATM was never in-
vented. The challenge with all these 
banks appearing on street corners—
or chain restaurants, clothing stores, 
cellphone stores, whatever—is that 
what had been there before were lo-

I
WANT to talk about some of the 
values behind Kickstarter and 
what I think it means to be an 
entrepreneur. 

I wanted to start by talk-
ing about a series of works by a Chi-
nese artist named Zhang Wei. These 
are obviously photographs of very fa-
mous, iconic people, except they are 
actually composite photographs of 
Chinese people whom Zhang takes 
portraits of; his thesis is that in this 
mass-media age, we are defined more 
by the media’s heroes than we even are 
by ourselves, so each of these photos 
is a composite of 1,000 different faces, 
Chinese faces, and it just shows how 
that is a lot of what defines us (see the  
accompanying image on this page).

Now if we think about footballers or 
pop stars or teenagers, we think, “Sure, 
everyone has their idols that shape the 
way they think about things,” but this is 
also true in technology. It is important to 
be aware of the ways we are influenced.

If you look at tech media and the 
way business is covered today, it is 
quite violent. It is extremely aggres-
sive: Out for blood. Go to war. Own the 
world. Companies are judged not by 
how many jobs they create, but by how 
many jobs they end; those are the ones 
that are celebrated. It is very divisive. 

At the core of this, of course, is mon-
ey. By investing money in these compa-
nies, people try to make more money 
for themselves, and ultimately that is 
the end goal for all these things: infinite 

growth for the desire of infinite riches. 
Of course, when all of society works 
this way, the results are horrific. It is in-
equality. It is an incredibly imbalanced 
society, and it is one that is increasingly 
led by a money monoculture of people 
trying to optimize their money to make 
more money, and the rest of the world 
is just a portfolio for them to operate 
on. You see this across everything.

In music, Ticketmaster monopolizes 
the concert industry, a diverse ecosys-
tem of labels is disappearing, and most 
pop songs are written by a handful of 
bald Scandinavian men. In Hollywood, 
most of what we see now is sequels or 
remakes of existing IP, all presented 
in IMAX and 3D. Every magazine cover 

Viewpoint 
What It Means to Be  
an Entrepreneur Today 
In his keynote address before the fifth edition of the Tech Open Air conference 
in Berlin in 2016, Kickstarter’s cofounder and CEO Yancey Strickler  
suggests the city’s tech community faces “a very rare opportunity.” 

DOI:10.1145/3055279 Yancey Strickler 

Composite photo portraits of Steve Jobs and Angelina Jolie created by the Chinese artist 
Zhang Wei.
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ibly liberating thing. It lets you call the 
shots and do what you want to do.

For Kickstarter, we have operated in 
the black since our 14th month of busi-
ness; June 2010, we were in the black for 
the first time, and we have stayed there. 
We operate within our means. Every 
dollar we spend, we are quite thought-
ful of because this is not a big VC check; 
this is money that was earned through 
people having success with our service, 
so we think very carefully about how we 
spend that. If you are able to have your 
own source of revenue, you are able 
to sustain yourself. You do not have to 
sell out; you can continue to operate in 
whatever way you like. 

That leads to the second point, 
which is that you should be idealistic. 

When you start a company or any sort 
of project, you are compelled by some 
deep, burning thing in your heart; there 
is something you really want to change. 
There is something you really want to 
be different. Those things come from 
very idealistic places, but the challenge 
as something exists and is out there in 
the world is that every day, there are in-
finite opportunities to compromise on 
that vision. It could be that a competitor 
has done something that seems like it 
might be successful; it is not something 
you ever thought you would do, but “oh 
wait, do we have to do this now?” Is this 
the new term of engagement? 

You have to be very careful about 
your beliefs. You do not want to sink 
into the morass of industry standards, 
because industry standards are lower-
ing every single day by everyone trying 
to chase growth, chase revenue, and 
stay alive. It allows other people to do 
the same. You have to lock in your val-
ues and the ideals behind your project 
from the very beginning, at that na-
scent stage where it is all romance, and 
you are just dreaming how big, how 
powerful can this thing be. Think about 
the things that are important to you at 
that early moment, and lock them in. 
Make sure you always stay true to those 
things, that you act with integrity.

Protecting New Ideas
We were very clear about this for Kick-
starter from the very beginning; I 
and my co-founders Perry Chen and 
Charles Adler vowed from the begin-
ning that we never wanted to sell Kick-
starter, we never wanted to try to IPO. 

cal businesses, small shops run by 
New Yorkers for their community. But 
commercial real estate has become 
the new easy way to make money, and 
so the rents get jacked up. The person 
that has been there for 30 years gets 
pushed out, and a Bank of America 
goes into its place. This is how a city 
dies. This is how a culture dies, and 
this is increasingly happening.

Battling Moneyed Imperialism
This is the globalization that is appear-
ing around the world. It is a moneyed 
imperialism that is changing local cul-
tures. It is really hard to talk about, and 
it is really important to talk about at 
the same time. Berlin is feeling this. It 
seems like any city that has any kind of 
dynamic culture or where young peo-
ple live starts to experience this, and 
it is unclear what to do about it. This 
is true for entrepreneurs, it is true for 
cities. This is the big battle of our age. 
So what can you do about it? I do not 
have a solution, but I have three places 
where I think it starts. 

The first is, don’t sell out. 
Now I am 37 years old. I grew up 

with the Kurt Cobain, “corporate rock 
sucks,” “selling out is the worst thing 
you could ever do” school of thought, 
and “selling out” means you have a 
great idea, and then you use it to per-
sonally enrich yourself, and who cares 
about what happens to it afterward? 

The idea of selling out being bad—
that has gone out of style. Now, selling 
out is cool—that is to be celebrated. 
“Oh, they exited for how much money? 
Wow, they’re super-awesome.” It is very 
shortsighted. It creates a very bottom-
line thinking that is not in the broader 
interest of society, that is just in the 
self-interest of those entrepreneurs, of 
those people who hold all that equity. 

“Don’t sell out” also means you don’t 
sell out your values or your culture to hit 
a short-term gain; you have a clear set of 
values that you are operating with. 

Taking a big VC (venture capital) 
funding round is another type of sell-
ing out because once you take a big 
check, you are not able to guide your 
mission on your own terms; you have 
to follow somebody else’s. To not sell 
out, it is important that you are sustain-
able as a business, so you have a source 
of revenue that allows you to continue 
to operate and grow. This is an incred-
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We thought about this as a sort of pub-
lic trust. It made sense to us that in so-
ciety, there should be a place reserved 
for new ideas, and that is a place that 
should be protected. It is not some-
thing that should be sullied by overt 
commercialization or advertising, or 
any of those sorts of corrupting forces; 
it should be kept as a place for ideas as 
pure as it can be.

We have always operated with that 
mentality. Last year, we took an addi-
tional step to legally formalize that, be-
coming a public benefit corporation. 
It is a very new thing in the U.S. This 
legally binds you to have a positive in-
fluence on society; you draft a charter 
to say on what basis that will happen. 
For us, it was about supporting artistic 
and creative works, especially those in 
less-commercial areas. It includes a 
pledge to not employ legal but esoteric 
tax avoidance strategies. It includes 
a pledge to engage with issues facing 
artists and creators beyond our walls. 
It includes pledging to donate 5% of 
our after-tax profits every year to or-
ganizations fighting to end systemic 
inequality, and organizations fighting 
to provide arts and music education in 
New York City. 

These are the things that are impor-
tant to us, and we have legally bound the 
company to follow those principles for 
as long as it exists. This is how those ide-
als that were so present in the creation of 
Kickstarter and are so present in the 120 
of us who work there can be maintained 
throughout Kickstarter’s entire life.

The third point is to be generous. 
To be perfectly honest, acting out of 

integrity and values is a harder road in 
a lot of ways. It means you are not go-
ing to have that big check because that 
VC who asked you whether you would 

do anything if we give you this $40 mil-
lion, right? You don’t do those things. 
Instead, you are operating within your 
means. Every choice you have to make is 
a real choice. It is a slower road; you are 
not going for hockey-stick growth. You 
probably won’t be huge overnight; it is 
a longer haul. 

In more important ways, it is easier, 
because in those decisions where there 
is a moral question about what to do 
and balancing the needs of the busi-
ness with what you believe to be right, 
there is more clarity. There is more 
freedom to act with conviction. 

Being generous is important be-
cause it takes a lot to choose this path. It 
takes a lot of strength, a lot of fortitude, 
a lot of conviction. We have to support 
people who choose to do that. We have 
to support other artists, other creators. 
You have to support them directly. 

People are willing to do this. Look 
at the statistics for Kickstarter to date; 
in seven years, $2.5 billion, 100,000 
successfully funded projects, 11-mil-
lion-plus backers. These are people 
supporting projects just because they 
think they are cool, because it is in-
teresting, they like the idea of a world 
where that exists. This is not for finan-
cial self-interest. This is not the money 
monoculture. This is people just want-
ing to support someone else who is do-
ing something cool.

There are lots of ways to do that. If 
you have been listening to someone’s 
album on Spotify or SoundCloud, go to 
Bandcamp and buy their record. Make 
sure you give them money. Support 
independent businesses rather than 
chains. Choose to spend your money 
and put your energy toward people, 
toward artists, toward companies that 
are behaving in this way. If gravitation-
al forces start to shift in that direction, 
it will shift culture. It really will.

Kickstarter’s internal handbook, 
when new employees start, includes 
a lot of our philosophy and thinking 
about the world, and the final page 
states: “We champion and celebrate 
the creation of art and culture.” 

Our mission is around creative proj-
ects. The way we are trying to accom-
plish this is through encouraging art 
and creativity and a richer, more di-
verse culture that is less controlled by 
money, that is more controlled by indi-
vidual voices and by audiences. There 

The idea of selling 
out being bad—that 
has gone out of 
style. Now, selling 
out is cool—that is 
celebrated.

are lots of ways to do that; there are lots 
of ways to challenge the status quo. 

A Rare Opportunity
This is the reason I was really excited 
to come to Berlin. I think this is a very 
interesting moment in the life of this 
community. After what happened in 
the U.K. with Brexit, it seems likely 
that the gravitational force of technol-
ogy will shift squarely to Berlin, and 
that is going to mean a lot of changes. 
It is probably going to mean a lot more 
money coming into this community. It 
is going to mean more people coming 
here to start things.

At a moment like this, there is a very 
rare opportunity for this community to 
define what it means to be a company 
from Berlin. 

If you think about American compa-
nies, Silicon Valley companies, there is a 
lot of focus on hyper-growth, on disrup-
tion, things along those lines; a lot of 
power being amassed on platforms, and 
users having very little power. I would 
suggest that for Berlin, there is an op-
portunity to balance that, to build a code 
around building products or services or 
exploring creative projects that empow-
er the individual, that are about decen-
tralizing the Web, that are about giving 
everyone more power over their data, 
over what their experience is online, that 
are about paying creators and support-
ing people pursuing open source or pur-
suing projects that are not simply look-
ing to make as much money as possible. 

The Internet needs a force like this. 
It needs a counterbalance. It needs 
someone looking out for the rights of 
the individuals, because we are mov-
ing toward the future at a very fast rate. 
Just a few projects here can define a 
new way of thinking and a new future 
for the Web. 

This is a moment where groups of 
people can make choices, can draft lan-
guage, can think about what it means 
for this city to be producing schools of 
thought that are shaping the world in 
a more positive and diverse direction. 
This is the moment where you can de-
fine that, and I encourage you to take 
advantage of this moment. 

Yancey Strickler (lena@kickstarter.com) helped to 
launch the Kickstarter crowdfunding platform in 2009; 
today, he is its CEO. 

Copyright held by author. 
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AUTHENTICATION OF PHYSICAL items is an age-old 
problem.3 Common approaches include the use 
of bar codes, QR codes, holograms, and RFID tags. 
Traditional RFID tags and bar codes use a public 
identifier as a means of authenticating. A public 
identifier, however, is static: it is the same each time 
when queried and can be easily copied by an adversary. 
Holograms can also be viewed as public identifiers: 
a knowledgable verifier knows all the attributes to 
inspect visually. It is difficult to make hologram-
based authentication pervasive; a casual verifier 
does not know all the attributes to look for. Further, 
to achieve pervasive authentication, it is useful for 
the authentication modality to be easy to integrate 
with modern electronic devices (for example, mobile 
smartphones) and to be easy for non-experts to use.

Identification is not the same as authentication.  
A public identifier alone cannot distinguish a genuine 
product from a counterfeit copy, since a public identifier 

is static and can be openly queried. An 
adversary can “get ahead” of a legiti-
mate authentication event by querying 
a genuine product ahead of time, and 
subsequently replaying the response or 
making a copy of the identifier. 

Attack vectors associated with the 
inability to distinguish the genuine 
from a copy are numerous. Consider 
these two cases:

Physical item counterfeiting. Imag-
ine an authentication system where 
an authentication server detects the 
presence of a counterfeit item based 
on scans associated with its public 
identifier; any available geolocation 
and timestamp information is associ-
ated with the public identifier upon a 
scan, and then stored on the authen-
tication server. A counterfeiter can 
produce products with bar codes or 
RFID tags that are programmed with a 
previously seen identifier of a genuine 
product. If the server is presented with 
a scan of both a genuine and a coun-
terfeit product, it cannot distinguish 
one from the other, and can do no bet-
ter than marking both as suspected 
counterfeits. 

False scan injection. It may be pos-
sible, depending on the system design, 
for an adversary to disrupt the authenti-
cation decision ability of the server with-
out ever building a physical counterfeit 
product. Continuing from the previous 
example, let’s suppose that an adver-
sary is able to electronically submit a 
scan to the authentication server, with 
a geolocation that has been spoofed; 
the scan is purely electronic and does 
not come from a physical product. The 
scan contains a public identifier ob-
tained from a genuine product that was 
sitting in a store; alternatively, a list of 
product identifiers might have been 
pilfered from a distribution center. If 
a genuine product is scanned later, the 
server may regard the genuine product 
as a suspected counterfeit since that 
product identifier has apparently (from 
the perspective of the server) been in a 
different geolocation.

Indeed, the ability to distinguish 
a genuine from a copy is very useful, 
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if not central, to any effective anti-
counterfeiting scheme. The magnet-
ic-stripe-based credit cards that have 
been widely used in the U.S. suffer 
from not having this capability (they 
are being replaced with chip cards for 
this reason). Risk management analyt-
ics trigger the issuance of a new credit 
card number and a new credit card 
because the genuine one cannot be 
distinguished from a copy or clone. A 
consumer might be in possession of a 
genuine credit card, but they are forced 
to replace it because the system cannot 
distinguish it from a clone.

Broadly speaking, while the use of 
public identifiers can establish the 
supply-chain provenance trail, assum-
ing all parties in the supply chain are 
honest, such a scheme does not pre-

vent substitution attacks where genuine 
products packaged with genuine public 
identifiers are replaced with counter-
feit products packaged with malicious-
ly replicated public identifiers. This 
can occur at supply-chain checkpoints 
or while products are in transit. It is 
desirable for an authentication system 
to be able to distinguish genuine from 
clone; address man-in-the-middle, re-
play, and substitution attacks; and al-
low multiple parties to cross-audit each 
other without the need to assume all 
the upstream supply-chain parties have 
behaved properly.

Dynamic Authentication
One of the main problems with using a 
public identifier to authenticate is that 
it is static and subject to replay attacks 

when there is a man-in-the-middle 
adversary between the device and the 
authentication verification server. In 
the cryptographic realm, using a cryp-
tographic primitive such as a keyed 
block cipher or a keyed hash function 
solves this problem. An authentica-
tion verification server generates a 
random number that can be used as a 
challenge, and the device’s response is 
a function of the incoming challenge 
from the server and a secret key that 
is stored securely on the device. The 
authentication verification server also 
needs the secret key in order to verify 
that the incoming response from the 
device is correct; the response can be 
the cipher text of the block cipher or 
the digest of the keyed hash function. A 
public identifier (for example, a serial 



34    COMMUNICATIONS OF THE ACM    |   APRIL 2017  |   VOL.  60  |   NO.  4

practice

increases implementation complex-
ity. There are security considerations 
in the exposure of error-correcting 
bits that need to be addressed in any 
PUF error-correction scheme.6 These 
considerations have been addressed 
in the past ten years, leading to com-
mercial products that use PUFs to pro-
vide key generation capability enabled 
through manufacturing variation. For 
example, a PUF was integrated into an 
ARM-based SoC (system-on-a-chip) 
from Xilinx19 for secure firmware load 
during the device boot process.

The focus here is on the authenti-
cation use case. The goal is to bring 
authentication to applications where 
conventional cryptographic approach-
es are too expensive and cumbersome, 
and enable pervasive dynamic chal-
lenge/response authentication of phys-
ical items.

Differential Measurements
To make silicon PUFs viable, one main 
obstacle to overcome is preventing 
changes in environmental conditions 
(for example, temperature, voltage) 
from overwhelming minuscule manu-
facturing-variation-induced measure-
ments. One of the key insights in early 
PUF research6 was to use differential 
measurements, which was later proven 
to be highly effective in silicon. Before 
then, the characterization of manu-
facturing variation required expensive 
semiconductor test equipment and a 
lot of evaluation time, and it was not 
obvious how to do so very quickly in an 
in-circuit fashion (without expensive ex-
ternal equipment) and in a manner that 
is robust to environmental changes. To 
the extent that temperature, voltage, 
and other environmental effects impact 
the differential measurements equally, 
their effects cancel out, thereby allow-
ing the minute manufacturing-varia-
tion-induced effects to be manifested 
in the PUF response measurements. 
This is a general principle that was suc-
cessfully employed in many subsequent 
silicon PUF circuits. A survey of differ-
ent PUF approaches as they relate to 
authentication was published in 2015.4

The first custom silicon PUF imple-
mentation from MIT was the arbiter PUF,7 
shown in the dash-lined box in Figure 
1. This is referred to as a “basic” arbi-
ter PUF building block to distinguish 
it from more complex constructs to be 

number) can be used to enable the au-
thentication verification server to look 
up the correct key for the device being 
queried. Here, the public identifier is 
being used for its proper purpose, to 
identify, and not as the primary means 
to authenticate. The response cannot 
be simply replayed to the server by a 
man-in-the-middle adversary because 
the server uses a different unpredict-
able challenge each time.

Cryptographic implementations of 
a challenge/response protocol require 
two items on the device:

Keyed cryptographic module. The de-
vice needs a cryptographic primitive 
such as a block cipher or hash function 
that uses a secret key.

Obfuscated secret key. The device 
needs a secret key that is securely 
stored, using, for example, secure non-
volatile memory that is obfuscated 
and not publicly readable. Nonvolatile 
memory technologies are known to 
be subject to reverse-engineering at-
tacks, where the secret-key bits that are 
stored can be recovered.9 Layout obfus-
cation is viewed as important in mak-
ing key recovery more difficult. 

Today, many products do not have 
dynamic authentication because cryp-
tographic approaches may be too ex-
pensive or unusable in a passive circuit 
setting where energy to power the cryp-
tographic circuit is harvested from an 
external RF field source (for example, 
a dedicated RFID reader or an NFC, or 
near-field communication-enabled, 
smartphone). A lower-complexity and 
inexpensive implementation of a chal-
lenge/response protocol would allow 
authentication to become more perva-
sive, especially if it could be integrated 
with a modern mobile smartphone in a 
manner that is easy to use. 

There is an alternative method of 
implementing a challenge/response 
protocol with integrated measurement 
capability. The approach requires nei-
ther a keyed cryptographic module nor 
an obfuscated secret key on the silicon 
device. The idea emerged at MIT more 
than 10 years ago.6 This article dis-
cusses what the research community 
has learned since then in terms of us-
ing silicon PUFs (physical unclonable 
functions) for challenge/response au-
thentication, how PUFs have been de-
ployed to combat counterfeiting, and 
what some of the open problems are. 

Silicon Physical 
Unclonable Function
Silicon PUF circuits generate output 
response bits based on a silicon de-
vice’s manufacturing variation. The 
variation is difficult to control or repro-
duce since it is within the tolerances of 
the semiconductor fabrication equip-
ment.6 The devices are manufactured 
identically from the same mask, and 
there is no secret-key programming to 
make each device respond differently 
even to the same challenge. When the 
same challenge is applied to different 
devices, each device outputs a different 
response. When the same challenge 
is applied repeatedly to the same de-
vice, the PUF outputs a response that is 
unique to the manufacturing instance 
of the PUF circuit, though some of the 
response bits may flip from query to 
query. This is because the response is 
produced based on a physical (versus a 
purely algorithmic) evaluation, which 
is subject to physical evaluation noise 
that depends on temperature, voltage, 
and other environmental effects.

PUFs have two broad classes of ap-
plications:14 

Authentication. In the authentication 
use case, the silicon device is deemed 
authentic if the response from an au-
thentication query is close enough in 
Hamming distance to a reference re-
sponse obtained during a provisioning 
process. This is similar to the false-pos-
itive and false-negative behavior found 
in human biometric systems, where 
noisy mismatching bits can be “forgiv-
en” using a threshold-based compari-
son. To prevent replay attacks, challeng-
es are not reused. Early research at MIT 
showed that identically manufactured 
circuitry could produce unique chal-
lenge/response pairs on different sili-
con instances of the same circuit, and 
it was argued that for any given device, 
the response is difficult to predict when 
subject to a random challenge. 

Key generation. If, instead of a 
threshold-based authentication, the 
PUF is to serve as a secret-key genera-
tor, only a fixed number of response 
bits need to be generated from the 
PUF. These bits can serve as symmet-
ric key bits and can be used in a secure 
processor.15 Since cryptographic keys 
are required to be bit exact, the ba-
sic PUF circuit needs to be enhanced 
with error-correction logic, which 
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discussed later. The PUF output for each 
basic arbiter PUF is derived from a differ-
ential race condition formed by succes-
sive delay stages. Each stage consists of a 
crossbar switch that can be formed using 
2:1 multiplexers. A challenge bit for each 
of the n = 64 stages determines whether 
the parallel path or the cross path is ac-
tive. Collectively, n challenge bits deter-
mine which path is chosen to create the 
transition at the top input to the arbiter 
latch, and similarly for the bottom in-
put. The arbiter latch is formed using 
a pair of NAND gates that is cross-cou-
pled (this is denoted by the rectangular 
boxes marked A in Figure 1). The differ-
ence comparison between the two delay 
paths, configured by the challenge bits, 
determines whether the basic arbiter 
PUF produces a 1 or a 0 output bit. The 
layout of the design has to be symmetri-
cally matched so that random manufac-
turing variation affects the response.

To obtain a multibit challenge, a 
seed challenge is applied to a challenge 
expansion circuit—for example, an 
LFSR (linear-feedback shift register), 
which is not shown in the figure. The 
LFSR is used to produce the subchal-
lenge bits <c>. The subchallenge bits 
are used to generate a response bit. 
Using multiple subchallenges and con-
catenating the resulting response bits 
together forms a multibit response. 

 Because of the linear and additive 
nature of the response evaluation, it 
was recognized early on that learn-
ing attacks can be employed to math-
ematically model a basic arbiter PUF.7 
Various techniques, including creating 
multiple instances of the basic PUF 
and bitwise-XORing their output bits,14 
served as countermeasures to make 
learning attacks more difficult. Figure 
1 depicts four basic 64-stage PUF in-
stances whose output can be XORed 
together in both a parallel and a serial 
fashion. An XOR PUF is formed by in-
stantiating multiple copies and XOR-
ing the output bits. 

Model Building to Aid 
Authentication
For many commercial applications, 
more than just a few challenge/re-
sponse pairs are needed. With the 
original PUF authentication scheme, 
the number of challenge/response 
pairs grows linearly with the number of 
supported authentication events. If the 

number of supported events is relative-
ly large—say, 1,000 authentications or 
more—this would result in many chal-
lenge/response pairs needing to be col-
lected as part of the provisioning proc-
ess and then stored on the server; both 
the provisioning time and the server 
storage would grow linearly with the 
number of authentications supported.

A major development in PUF re-
search was using the ease of model 
building of the basic arbiter PUF (prior 
to the XOR countermeasure) to create 
an authentication verification model on 
the server side. This authentication 
verification model essentially serves as 
a symmetric counterpart to the physi-
cal PUF circuit on the device. There-
fore, instead of collecting a number 
of challenge/response pairs that are 
linear in the number of authentication 
events and requiring a linear amount 
of storage on the server side, there is 
now a constant-size storage per PUF 
device on the server side regardless of 
the number of authentication events. 

While the basic arbiter PUF can be 
learned with relative ease, the XORing 
produces output bits that are more dif-
ficult to learn. One can take advantage 
of this by making the easier-to-learn 

variant available during the provision-
ing process (that is, bypassing the 
XORs). Here, the pre-XOR response 
bits for each basic arbiter PUF are ob-
tained, and a state-of-the-art machine-
learning algorithm can be used to 
derive the delay values on the server 
side. Afterward, the XORs are no lon-
ger bypassed, increasing the machine-
learning difficulty for the adversary. 
To get the benefit of constant provi-
sioning time and the constant storage 
requirement, the provisioning func-
tionality needs to be disabled after the 
device leaves the manufacturing facil-
ity. For example, the publicly readable 
serial number of the device, once pro-
grammed, can disable the extraction of 
the PUF response bits prior to the XOR 
countermeasure. Reprogramming of 
the serial number is also disabled.

Machine Learning Attacks
When lightweight PUF-based authen-
tication is performed using a thresh-
old-based comparison as described 
previously, neither a cryptographic 
algorithm nor an obfuscated key is re-
quired on the silicon PUF device. Un-
fortunately, without a cryptographic 
algorithm and an obfuscated secret or 

Figure 1. Basic arbiter PUF building block shown in the dotted line.
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limited data; meanwhile, the theoreti-
cal learning results from the previously 
mentioned research5 imply that both 
an exponential number of response bits 
and an exponential attack time are re-
quired. The response-data exposure can 
be throttled dynamically by the server 
as knowledge of new attacks emerges, 
even against an adaptive chosen-chal-
lenge adversary with uninterrupted in-
terface access to the device, a result of 
the use of mutual authentication. 

So Where Are We?
While a lot of strides have been made 
in terms of silicon PUF constructs and 
an understanding of their behavior 
in terms of practical and theoretical 
learnability when used in a challenge/
response context, some questions re-
main. While the recent theoretical 
learning results declared that certain 
PUF constructs are exponentially dif-
ficult to PAC-learn, there is still a reli-
ance on heuristic results for what the 
exponential learning-difficulty curve 
looks like for the “best attacks” avail-
able. Although there have been sev-
eral years of machine-learning attacks 
on PUFs by multiple research groups 
thus far, there is still work to be done 
in this area to affirm a practical and 
safe heuristic limit in terms of number 
of response bits that can be exposed 
for different XOR PUF constructs that 
ensures security. Fortunately, the lock-
down approach20 allows the server to 
manage the response-bits exposure 
at the protocol level, thereby allowing 
a degree of dynamic adjustment to 
emerging attack results. 

Additionally, side-channel attacks 
coupled with machine learning rep-
resent a relatively new research area. 
While the lockdown protocol20 ad-
dressed various side-channel attacks 
that have been published, including 
noise-side-channel attacks, noise-fil-
tering attacks, and backside photon-
ics imaging attacks, new attacks may 
emerge that could bring forth research 
into new countermeasures and new 
PUF constructs.

PUF NFC IC and Tags
For a silicon PUF to be useful for au-
thentication, it must be integrated into 
a form that can be easily authenticated. 
With the recent emergence of NFC-
enabled smartphones, custom RFID/

private key, it is difficult to derive an 
exponential number of challenge/re-
sponse pairs from a linearly sized PUF 
circuit. Arbitrary logical or arithmetic 
post-processing cannot be applied to 
the silicon manufacturing variation 
since the physical PUF evaluation 
noise would be amplified. Therefore, 
popular PUF authentication circuits 
are evaluated in a mostly linear fash-
ion, with limited nonlinear mixing 
(for example, using XORs as described 
earlier), and are therefore prone to 
modeling attacks. 

Machine-learning attacks have been 
applied successfully on a variety of PUF 
constructs using computer-simulated 
PUF models11 and, later, for silicon 
PUF implementations.12 These attacks 
include the popular XOR construction 
of the arbiter PUF and serve as a bench-
mark for a PUF’s machine-learning at-
tack attributes as well as a catalyst for 
the development of countermeasures. 

Another breakthrough attack 
was presented in 2015, where PUF 
response “reliability” information, 
which can be viewed as noise side-
channel information, is used essen-
tially to bypass the nonlinear mixing 
effects of the XORs, making even a 
PUF with a very high (for example, 20-
plus) number of XORs relatively easy 
to learn (for example, using a few hun-
dred thousand response bits).1

Probabilistic Authentication
To thwart the attacks described in the 
previous section, machine-learning 
attack countermeasures were devel-
oped, taking advantage of the model-
building concept. With it, challenges 
can now be determined at runtime. 
Recall that the authentication verifica-
tion model that is stored on the server 
side can be used to synthesize any chal-
lenge/response pairs; the server is no 
longer restricted to the challenge/re-
sponse pairs collected during the pro-
visioning process. The device can now 
produce part of the challenge at run-
time, so neither the server nor the de-
vice alone can fully determine the exact 
subchallenges used. This also makes 
the authentication process probabilis-
tic: even if a (malicious) server repeat-
edly issues the same challenge Cs to the 
device, any output response R would be 
a function of both Cs and Cd. Here, Cd 
represents the device-generated part 

of the challenge, which is passed back 
to the server. Instead of R = PUFid (Cs), 
now it is R = PUFid (Cs || Cd). As a re-
sult, the PUF cannot be trivially distin-
guished from random by repeating the 
same challenge Cs, analogous to what 
happens when probabilistic encryp-
tion is used in the cryptographic realm. 

The use of device-generated chal-
lenges8,21 can be viewed as a counter-
measure to prevent repeated challeng-
es, which addresses the reliability-based 
machine-learning attacks that take 
advantage of noise-side-channel infor-
mation.1 This also addresses the noise-
filtering approach using majority voting 
employed to attack silicon PUFs.12

Theoretical Learning Difficulty
Recently published research5 estab-
lishes the theoretical difficulty of 
PUF learning—in particular, for the 
popular XOR PUF construct. These 
recent results used the celebrated 
PAC (probably-approximately correct) 
framework,16 which links learning with 
complexity theory, and applied that 
framework to determine which kinds 
of PUFs are polynomially learnable and 
which would require an exponential at-
tack resource (for example, attack run-
time, number of response bits) with 
respect to the circuit size. The authors 
of this research5 not only declared cer-
tain XOR PUF constructs to be expo-
nentially difficult to learn under the 
PAC framework, but also questioned 
whether such PUFs can be realized in 
practice. A new protocol-level coun-
termeasure20 allows exponentially dif-
ficult-to-learn PUFs based on the PAC 
results5 to be instantiated in practice, 
with silicon results to demonstrate 
practical feasibility. The main idea is to 
run the authentication protocol in both 
directions; only after the PUF device 
has authenticated the authentication 
verification server does the PUF device 
release new response bits to a poten-
tial man-in-the-middle adversary. The 
device is effectively locked down, with 
the exposure of new response bits im-
plicitly controlled by the server at the 
protocol level. 

To address noise-side-channel at-
tacks, a device-side challenge8,21 can 
be added. The challenge/response be-
havior of the device is locked down at 
the protocol level, and the adversary 
is faced with machine learning using 
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NFC readers are no longer necessary 
for many use cases. An Android smart-
phone with a downloaded app would 
put the power of authentication in the 
hands of the consumer, or allow a store 
owner, distributor, or others in the sup-
ply chain to perform authentication of 
products. A product-authentication 
kiosk (similar to the barcode-scanning 
kiosks found in many major U.S. retail-
ers) can also be used to provide PUF 
NFC authentication results as well 
as pulling information from a cloud 
server about a particular product in-
stance’s origin, source of manufactur-
ing, freshness/expiration, provenance, 
and other information. 

Major progress has been made in 
terms of PUF packaging and form fac-
tor. The first silicon PUF circuit was a 
relatively large research lab prototype 
and required wired connections to a 
computer for authentication, as shown 
in Figure 2.

After a decade of iteration and re-
finement, PUF NFC tags appeared in 
commercial products. Figure 3 shows a 
PUF NFC tag on a Canon camera pack-
age sold in Asia and an Android off-the-
shelf NFC device that can be used to 
authenticate the tag.

Figure 4 is a close-up of a PUF-NFC 
IC encapsulated in a tag inlay. The area 
is taken up mostly by the antenna, and 
the actual IC area is extremely small 
(shown by the arrow). The antenna size 
affects the read range. The tag shown 
has a read range of about five centime-
ters. A small read range is useful for 
applications where privacy is an issue 
or for item-level tagging applications 
where it is desirable to know that a par-
ticular item is being interrogated using 
an NFC scan, which can be done with a 
modern NFC-enabled smartphone.

The lightweight nature of the PUF-
NFC implementation also brings dy-
namic authentication capabilities 
to new product types—for example, 
secure paper, as shown in Figure 5. 
This is a useful means of tracking the 
processing of official documents (for 
example, when submitted by a private 
citizen to a government office for pro-
cessing) and of authenticating them. 
An NFC scan made by a government 
employee authenticates the document; 
the authentication verification server 
can also record the geolocation and 
timestamp associated with the authen-

ticated document. This allows a citizen 
or a government audit agency to more 
easily track which processing step the 
document is undergoing as well as the 
whereabouts of the document. 

When applied to an ID card, the 
PUF NFC approach not only allows a 
public employee to authenticate the 
identity of a private citizen, but also 
allows a private citizen to make sure 
a person who claims to be a public 
employee is not a fraud (for example, 
a public employee visiting a private 
citizen’s house to perform inspection 
and possible repairs). An NFC scan 
with a smartphone would authenti-
cate the employee’s ID card, and an 
image of the card could be accessed 
on the homeowner’s smartphone to 
make sure the picture and other vital 
information on the card have not been 
altered. A work order associated with 
the task that the visiting public em-
ployee is authorized to perform can 
also be displayed. Pervasive authen-
tication by both the public employee 
and the private citizen would promote 
better public-sector accountability.

Previously, RFID scans required ded-
icated readers, which may be feasible 
to distribute to public employees or in 
other enterprise settings, but would be 

cumbersome if not cost-prohibitive to 
distribute to private citizens. A modern 
NFC-enabled smartphone, when used 
with a PUF NFC tag, democratizes au-
thentication, putting the power of au-
thentication in the hands of a private 

Figure 3. Commercial deployment, 2014.

Figure 2. MIT silicon PUF prototype, 2002.

Figure 4. PUF NFC tag.

PUF NFC IC

Figure 5. PUF embedded in secure paper.

PUF NFC IC
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server performs a fuzzy match across a 
reference set of preselected responses 
(collected during provisioning) for the 
entire population to determine which 
device is being accessed. Then the serv-
er can fetch the corresponding authen-
tication verification model for that de-
vice, to be used for the authentication 
phase. The nonvolatile storage bits on 
the chip that would otherwise be used 
to store the serial number to identify 
the device can be eliminated.

In certain use cases, where the RFID/
NFC is used for identification only, and 
no on-chip data storage is needed to 
store ancillary data associated with a 
tagged product, it may be possible to 
eliminate all nonvolatile storage from 
an RFID/NFC device by using a PUF to 
provide the identification. Eliminating 
on-chip nonvolatile storage is a poten-
tial source for savings in terms of sili-
con area and manufacturing cost. 

Authentication. Item-level authen-
tication is an obvious use case for the 
challenge/response silicon PUF. This 
is a case of server-to-device entity au-
thentication. As mentioned previously, 
it is also possible to run the entity au-
thentication protocol in the reverse 
direction, for device-to-server entity au-
thentication. In the lockdown protocol 
scenario,20 running the entity authen-
tication in both directions is used to 
limit response-bits exposure. 

It is possible to extend the afore-
mentioned mutual entity authenti-
cation functionality to perform data 
authentication and, in particular, to 
authenticate a relatively small number 
of data bytes. This protocol extension 
provides server-to-device data authen-
tication as well as device-to-server data 
authentication. For example, a read/
write interface can be implemented be-
tween the server and the device, so only 
authenticated read/write commands 
from the server are acted upon by the 
device. If the server read/write com-
mands are modified in transit, the de-
vice could detect the bit modifications. 

This can be achieved by incorporat-
ing the data bytes as a part of the chal-
lenge. The server first receives the serial 
number (id) from the device as well as a 
device-side challenge Cd. Then it sends 
to the device a server-side challenge Cs, 
command bytes B, and a response R, 
where R = PUFid (Cs || Cd || B) emu-
lated using the server-side model. The 

individual without the burden of spe-
cialized reader hardware distribution.

Identification, Authentication, 
Authorization
In 2004, Bruce Schneier wrote about the 
importance of distinguishing three inter-
related security services: identification, 
authentication, and authorization.13 
While we have discussed PUFs mostly in 
the context of item-level authentication, 
they can also be used to provide each of 
the three security services.

Identification. As described by Schnei-
er, an identifier needs to distinguish one 
member of a population from another 
member. Schneier also stated that con-
ventional human biometric measure-
ments such as fingerprint scans or iris 
scans cannot be used for identification; 
a separate identifier is needed so the bio-
metric reading can be matched against 
a single reference biometric template 
vs. all the templates for the population. 
This is because, for a human biometric 
reading, if a match is performed across 
all templates in a population, the col-
lision probability is too high (for ex-
ample, on the order of 1 in 10,000 or 1 
in 100,00010,18). This means that out of a 
reasonably sized population larger than 
a small city, there is a high probability 
that two biometric readings would be 
regarded as coming from the same in-
dividual if a separate identifier were not 
used. Human biometrics can be used 
for authentication if a person has already 
been identified through other means. 

When a silicon PUF is used, the col-
lision probability can be made well be-
low those for human biometrics—for 
example, it can be made below 1 in 1 
trillion without the use of a separate 
public identifier. A silicon PUF imple-
mentation can scale the uniqueness 
information content better than a hu-
man biometric scheme, allowing the 
former to be used for identification.

Although the NFC PUF IC implemen-
tation described earlier uses a serial 
number to identify the device, if a chal-
lenge/response PUF authentication oc-
curs, it is feasible to use the PUF to iden-
tify the device. A preselected challenge, 
possibly hardwired into the chip, can 
have the corresponding preselected 
response designated as an identifier. 
When different devices are queried, 
each device outputs a unique preselect-
ed response that is possibly noisy. The 

A modern 
NFC-enabled 
smartphone, 
when used with 
a PUF NFC tag, 
democratizes 
authentication, 
putting the power 
of authentication 
in the hands of a 
private individual 
without the burden 
of specialized 
reader hardware 
distribution.
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device validates the response; since 
the challenge now incorporates the 
command bytes B, the read/write com-
mand is also authenticated. The de-
vice authenticates the server and the 
incoming command before executing 
the latter. These might be commands 
that allow certain configuration bits 
to be written into the device’s on-chip 
memory, or certain data to be read. The 
device can send back data in a similar 
manner. The server can then authenti-
cate both the source of the data (entity 
authentication) and that the data from 
the device hasn’t been modified in 
transit (data authentication).

Authorization. In many applications, 
the verifier is a public employee who 
obtains access to a private person’s da-
tabase entry from a cloud server in or-
der to perform a more comprehensive 
authentication of an individual. The 
sensitive information may include 
security questions or other personal 
information that can be verbally vali-
dated. A private person’s PUF-NFC ID 
card can be used to limit database ac-
cess by a public employee so that such 
an employee cannot arbitrarily pilfer 
sensitive private data. The employee 
is authorized to obtain database ac-
cess to certain sensitive and personal 
information only when a particular 
PUF-NFC ID card from a private person 
is physically present and produces a 
proper response to a server’s challenge. 

In many of today’s RFID use cases, it 
is also common to store certain infor-
mation associated with a tagged prod-
uct on the RFID device itself, which 
incurs a silicon area overhead and an 
increase in manufacturing cost asso-
ciated with larger on-chip nonvolatile 
storage. Since a conventional RFID de-
vice does not offer dynamic authentica-
tion (it emits only a static public iden-
tifier), the locally stored information 
cannot be safely moved into the cloud; 
this is because another RFID that is pro-
grammed with the same serial number 
would be associated with that data re-
cord in the cloud. For example, the data 
record can be the maintenance trail of 
an airplane part or the supply-chain 
provenance trail of a pharmaceutical 
product. If the RFID/NFC device, how-
ever, is used to offer authorization (for 
reading or both read/write) to access a 
particular database entry in the cloud, 
then the data that otherwise would be 

stored locally on the RFID device can be 
more safely moved into the cloud. This 
minimizes the need for large storage 
local to the RFID/NFC device. An indi-
vidual on the ground is authorized to 
access the cloud data record only when 
the PUF-NFC device is physically pres-
ent. This assumes that reader devices 
are cloud-connected, which is increas-
ingly becoming the trend.

Also, in the age of big data and cloud 
computing, data is worth more when 
it is aggregated in the cloud vs. stored 
separately in each tag. In the former 
case, analytics can be performed to 
uncover unauthorized activities or to 
gather other forms of business intel-
ligence information. The PUF serves 
to bind the tag to a particular database 
record in the cloud by providing access 
authorization in a manner that a static 
public identifier cannot.

Conclusion
For more than a decade, silicon PUFs 
have gathered an enormous amount of 
interest in applications ranging from 
product authentication to secure pro-
cessors. There have been commercial 
deployments and complete integra-
tion with authentication servers and 
consumer-grade, off-the-shelf smart-
phones to give the power of authentica-
tion to the ordinary person.

People know much more about 
PUFs and how to use them, including 
vulnerabilities and countermeasures, 
than they did a few years ago. As the 
PUF field becomes well established, 
more attacks and countermeasures 
are expected to be published to further 
vet the security properties of PUFs. 
Such a cycle has also been seen in the 
cryptographic world—for example, the 
AES-ECB algorithm was subject to the 
“Penguin” attack,17 and the plain RSA 
algorithm is subject to existential forg-
ery,2 both of which can be addressed by 
using the fundamental primitives in a 
different fashion.  
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M OST DEVELOPERS UNDERSTAND that reading 
uninitialized variables in C is a defect, but some 
do it anyway—for example, to create entropy. What 
happens when you read uninitialized objects is 
unsettled in the current version of the C standard 
(C11).3 Various proposals have been made to 
resolve these issues in the planned C2X revision of 
the standard. Consequently, this is a good time to 
understand existing behaviors as well as proposed 
revisions to the standard to influence the evolution 
of the C language. Given the behavior of uninitialized 
reads is unsettled in C11, prudence dictates 
eliminating uninitialized reads from your code.

This article describes object initialization, 
indeterminate values, and trap representations and 
then examines sample programs that illustrate the 
effects of these concepts on program behavior.

Initialization
Understanding how and when an ob-
ject is initialized is necessary to under-
stand the behavior of reading an unini-
tialized object.

An object whose identifier is de-
clared with no linkage (a file scope 
object has internal linkage by default) 
and without the storage-class specifier 
static has automatic storage duration. 
The initial value of the object is inde-
terminate. If an initialization is speci-
fied for the object, it is performed each 
time the declaration or compound lit-
eral is reached in the execution of the 
block; otherwise, the value becomes in-
determinate each time the declaration 
is reached.

Subsection 6.7.9 paragraph 10 of 
the C11 Standard4 describes how ob-
jects having static or thread storage du-
ration are initialized:

If an object that has automatic stor-
age duration is not initialized explicitly, 
its value is indeterminate. If an object 
that has static or thread storage dura-
tion is not initialized explicitly, then:

 ˲ if it has pointer type, it is initialized 
to a null pointer;

 ˲ if it has arithmetic type, it is initial-
ized to (positive or unsigned) zero;

 ˲ if it is an aggregate, every member 
is initialized (recursively) according to 
these rules, and any padding is initial-
ized to zero bits;

 ˲ if it is a union, the first named 
member is initialized (recursively) ac-
cording to these rules, and any pad-
ding is initialized to zero bits.

Many of the dynamic allocation 
functions do not initialize memory. 
For example, the malloc function al-
locates space for an object whose size 
is specified by its argument and whose 
value is indeterminate. For the real-
loc function, any bytes in the new ob-
ject beyond the size of the old object 
have indeterminate values.

Indeterminate Values
In all cases, an uninitialized object has 
an indeterminate value. The C stan-
dard states that an indeterminate value 
can be either an unspecified value or 

Uninitialized 
Reads
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a trap representation. An unspecified 
value is a valid value of the relevant 
type where the C standard imposes no 
requirements on which value is chosen 
in any instance. The phrase “in any in-
stance” is unclear. The word instance 
is defined in English as “a case or oc-
currence of anything,” but it is unclear 
from the context what is occurring. 
The obvious interpretation is that the 
occurrence is a read.9 A trap represen-
tation is an object representation that 
need not represent a value of the object 
type. Note that an unspecified value 
cannot be a trap representation.

If a stored value of an object has a 
trap representation and is read by an 
lvalue expression that does not have 
character type, the behavior is unde-
fined. Consequently, an automatic 
variable can be assigned a trap repre-
sentation without causing undefined 
behavior, but the value of the variable 
cannot be read until a proper value is 
stored in it. 

Annex J.2, “Undefined behavior,” 
summarizes incompletely that behav-
ior is undefined in the following cir-
cumstances:

 ˲ A trap representation is read by an 
lvalue expression that does not have 
character type.

 ˲ The value of an object with auto-
matic storage duration is used while it 
is indeterminate.

The second undefined behavior is 
much more general (at least with re-
spect to objects with automatic stor-
age duration), because indeterminate 
values include all unspecified values 
and trap representations. This (incor-
rectly) implies that reading an inde-
terminate value from an object that 
has allocated, static, or thread storage 
duration is well-defined behavior un-
less a trap representation is read by an 
lvalue expression that does not have 
character type.

According to the current WG14 
Convener, David Keaton, reading an 

indeterminate value of any storage 
duration is implicit undefined behav-
ior in C, and the description in Annex 
J.2 (which is non-normative) is incom-
plete. This revised definition of the 
undefined behavior might be stated as 
“The value of an object is read while it 
is indeterminate.”

Unfortunately, there is no consen-
sus in the committee or broader com-
munity concerning uninitialized reads. 
Memarian and Sewell conducted a sur-
vey among 323 C experts to discover 
what they believe about the properties 
that systems software relies on in prac-
tice, and what current implementa-
tions provide.5 The survey gathered the 
following responses to the question, 
Is reading an uninitialized variable or 
struct member (with a current main-
stream compiler):

 ˲ undefined behavior? 139 (43%)
 ˲ going to make the result of any 

expression involving that value unpre-
dictable? 42 (13%)

I SEE VARIABLES

UNINITIALIZED
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the range 0 to 31 and use that deduc-
tion when producing a table jump, so 
that an arbitrary address is jumped to 
if one of the values is out of range and, 
consequently, the switch argument is 
out of that range. No existing imple-
mentations have been shown to omit 
the range test for the table jump com-
pletely. GCC will optimize out the de-
fault case and jump to one of the other 
cases for an out-of-range argument. 
Omitting the range test, however, is 
permitted by the C standard and possi-
bly by an implementation that defines 
STDC _ ANALYZABLE.

Consider the following code:

unsigned char f( 
  unsigned char y 
) {
 _Bool a; /* uninitialized */
 unsigned char x[2] = { 0, 0};
 x[a] = 1;
}

In this example, it is possible that 
the write to x[a] would result in an 
out-of-bounds store for an implemen-
tation that does not define STDC _

ANALYZABLE.
Signed integer types. For signed in-

teger types, the bits of the object repre-
sentation are divided into three groups: 
value bits, padding bits, and the sign 
bit. Padding bits are not necessary; 
signed char in particular cannot have 
padding bits. If the sign bit is zero, it 
does not affect the resulting value. 

The C standard supports three rep-
resentations for signed integer values: 
sign and magnitude, one’s comple-
ment, and two’s complement. An im-
plementation is free to choose which 
representation to use, although two’s 
complement is the most common. The 
C standard also states that for sign and 
magnitude and two’s complement, the 
value with sign bit 1 and all value bits 
zero can be a trap representation or a 
normal value. For one’s complement, 
a value with sign bit 1 and all value 
bits 1 can be a trap representation or 
a normal value. In the case of sign and 
magnitude and one’s complement, if 
this representation is a normal value, 
it is called a negative zero. For two’s 
complement variables, this is the mini-
mum (most negative) value for the type. 

Most two’s complement imple-

 ˲ going to give an arbitrary and un-
stable value (maybe with a different 
value if you read again)? 21 (6%)

 ˲ going to give an arbitrary but stable 
value (with the same value if you read 
again)? 112 (35%)

Trap Representations
Trap representation are not always well 
understood, even by expert C program-
mers and compiler writers.6 A trap rep-
resentation is an object representation 
that need not represent a value of the  
object type. Fetching a trap represen-
tation might perform a trap but is not 
required to. Performing a trap in C in-
terrupts execution of the program to 
the extent that no further operations 
are performed.

Trap representations were intro-
duced into the C language to help in 
debugging. Uninitialized objects can 
be assigned a trap representation so 
that an uninitialized read would trap 
and consequently be detected by the 
programmer during development. 
Some compiler writers would prefer 
to eliminate trap representations al-
together and simply make any unini-
tialized read undefined behavior—the 
theory being, why prevent compiler op-
timizations because of obviously bro-
ken code? The counterargument is, 
why optimize obviously broken code 
and not simply issue a fatal diagnostic?

Unsigned integer types. The C stan-
dard states that for unsigned integer 
types other than unsigned char, an 
object representation is divided into val-
ue bits and padding bits (where padding 
bits are optional). Unsigned integer types 
use a pure binary representation known 
as the value representation, but the values 
of any padding bits are unspecified. Ac-
cording to the C standard, some combi-
nations of padding bits might generate 
trap representations—for example, if 
one padding bit is a parity bit. 

A parity bit acts as a check on a set of 
binary values, calculated in such a way 
that the number of ones in the set plus the 
parity bit should always be even (or oc-
casionally, should always be odd). Early 
computers sometimes required the 
use of parity RAM, and parity checking 
could not be disabled. Historically, faulty 
memory was relatively common, and 
noticeable parity errors were not uncom-
mon. Since then, errors have become 
less visible as simple parity RAM has 

fallen out of use. Errors are now invisible 
because they are not detected, or they 
are corrected invisibly with ECC (error-
correcting code) RAM. ECC memory can 
detect and correct the most common 
kinds of internal data corruption. Mod-
ern RAM is believed, with much justifica-
tion, to be reliable, and error-detecting 
RAM has largely fallen out of use for non-
critical applications. Parity bits and ECC 
bits are seen by the memory-processing 
unit but are invisible to the programmer. 

No arithmetic operation on known 
values can generate a trap representa-
tion other than as part of an exceptional 
condition such as an overflow, and this 
cannot occur with unsigned types. All 
other combinations of padding bits are 
alternative object representations of the 
value specified by the value bits. Reads of 
trap representations have undefined be-
havior. No known current architecture, 
however, implements trap representa-
tions for unsigned integers of any type 
stored in memory other than _Bool. 
Consequently, trap representations for 
most unsigned integer types are an ob-
solete feature of the C standard.

The _Bool type is a special case 
of an unsigned type that has an actual 
memory-representable trap represen-
tation on many architectures. Values of 
type _Bool typically occupy one byte. 
Values in that byte other than 0 or 1 are 
trap representations. Consequently, 
an implementation may assume that a 
byte read of a _Bool object produces a 
value of 0 or 1, and optimize based on 
that assumption. GCC (GNU Compiler 
Collection) is an example of an imple-
mentation that behaves in this manner.

Because converting any nonzero 
value to type _Bool results in the value 
1, type punning is required to create 
an object of type _Bool that contains 
a determinate bit pattern that does not 
represent any value of type _Bool (and 
is consequently a trap representation in 
the current standard).

Undefined behaviors can occur 
from deductions from which optimiza-
tions may follow. Consider the follow-
ing code, for example:

_Bool a, b, c, d, e;
switch (a | (b << 1) | (c << 2) |  
(d << 3) | (e << 4))

Value range propagation may de-
duce that the switch argument is in 
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mentations treat all representations 
as normal values. Likewise, most sign 
magnitude and one’s complement 
implementations treat negative zero 
as normal values. The C Standards 
Committee was unable to identify any 
current implementations that treated 
these representations as trap values, so 
this is a potentially unused and obso-
lete feature of the C standard.

Pointer types. An integer may be 
converted to any pointer type. The 
result is implementation-defined, 
might not be correctly aligned, might 
not point to an entity of the referenced 
type, and might be a trap representa-
tion. The mapping functions for con-
verting pointers to integers and in-
tegers to pointers are intended to be 
consistent with the addressing struc-
ture of the execution environment.

Floating point-types. IEC 605592 re-
quires two kinds of NaNs (not a num-
ber): quiet and signaling. The C Stan-
dards Committee has adopted only 
quiet NaNs. It did not adopt signaling 
NaNs because it is believed that their 
utility is too limited for the work re-
quired to support them.7 

The IEC 60559 floating-point stan-
dard specifies quiet and signaling NaNs, 
but these terms can be applied to some 
non-IEC 60559 implementations as 
well. For example, the VAX reserved 
operand and the Cray indefinite are 
signaling NaNs. In IEC 60559 standard 
arithmetic, operations that trigger a sig-
naling NaN argument generally return 
a quiet NaN result, provided no trap is 
taken. Full support for signaling NaNs 
implies restartable traps, such as the op-
tional traps specified in the IEC 60559 
floating-point standard. The C standard 
supports the primary utility of quiet 
NaNs “to handle otherwise intractable 
situations, such as providing a default 
value for 0.0/0.0,” as stated in IEC 60559. 

Other applications of NaNs may 
prove useful. Available parts of NaNs 
have been used to encode auxiliary 
information—for example, about the 
origin of the NaN. Signaling NaNs 
might be candidates for filling unini-
tialized storage, and their available 
parts could distinguish uninitialized 
floating objects. IEC 60559 signaling 
NaNs and trap handlers potentially 
provide hooks for maintaining diag-
nostic information or for implement-
ing special arithmetic. 

C support for signaling NaNs, or for 
auxiliary information that could be en-
coded in NaNs, is problematic, howev-
er. Trap handling varies widely among 
implementations. Implementation 
mechanisms may trigger, or fail to trig-
ger, signaling NaNs in mysterious ways. 
The IEC 60559 floating-point standard 
recommends that NaNs propagate, 
but it does not require this, and not 
all implementations do this. Addition-
ally, the floating-point standard fails to 
specify the contents of NaNs through 
format conversion. Making signaling 
NaNs predictable imposes optimiza-
tion restrictions that exceed the antici-
pated benefits. For these reasons, the C 
standard neither defines the behavior 
of signaling NaNs, nor specifies the in-
terpretation of NaN significands.

The x86 Extended Precision Format 
is an 80-bit format first implemented 
in the Intel 8087 math coprocessor 
and is supported by all processors 
based on the x86 design that incor-
porate a floating-point unit. Pseudo-
infinity, pseudo-zero, pseudo-NaN, 
unnormal, and pseudo-denormal are 
all trap representations.

Itanium CPUs have a NaT (not a 
thing) flag for each integer register. The 
NaT flag is used to control speculative 
execution and may linger in registers 
that are not properly initialized before 
use. An 8-bit value may have as many as 
257 different values: 0–255 and a NaT 
value. C99, however, explicitly forbids a 
NaT value for an unsigned char. The 
NaT flag is not a trap representation in 
C, because a trap representation is an 
object representation and an object is a 
region of data storage in the execution 
environment and not a register flag.8

Instead of classifying the Itanium 
NaT flag as a trap representation, the 
following language was added to C11 
subsection 6.3.2.1 paragraph 2 to ac-
count for the possibility of a NaT flag:

If the lvalue designates an object of 
automatic storage duration that could 
have been declared with the register 
storage class (never had its address 
taken), and that object is uninitialized 
(not declared with an initializer and no 
assignment to it has been performed 
prior to use), the behavior is undefined.

This sentence was added to C11 to 
support the Itanium NaT flag to give 
compiler developers the latitude to 
treat applicable uninitialized reads as 

Understanding  
how and when  
an object  
is initialized  
is necessary  
to understand  
the behavior  
of reading  
an uninitialized 
object. 
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Most likely, some middle ground 
will be identified that allows compiler 
optimizations but doesn’t eliminate all 
guarantees for the programmer. One 
possibility is the introduction of a wob-
bly value that would allow uninitialized 
objects to change values without re-
quiring this to be undefined behavior.

Trap representations are an odd-
ity, because they were introduced to 
help diagnose uninitialized reads 
but are now viewed with suspicion by 
the safety and security communities, 
which are wary that the undefined be-
havior associated with reading a trap 
value is being imparted to reads of in-
determinate values. 
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undefined behavior on all implemen-
tations. This undefined behavior ap-
plies even to direct reads of objects of 
type unsigned char. The unsigned 
char type normally has a special status 
in the standard in that values stored in 
non-bit-field objects may be copied into 
an object of type unsigned char [n] 
(for example, by memcpy), where n is 
the size of an object of that type.

Sample Programs
The preceding review of trap represen-
tations makes it clear the unsigned 
char type is the most interesting case. 
Consider the following code:

unsigned char f(
  unsigned char y
) {
  unsigned char x[1]; /*unit */
  if (x[0] > 10)
  return y/x[0];
  else
  return 10;
}

The unsigned char array x has 
automatic storage duration and is con-
sequently uninitialized. Because it is 
declared as an array, the address of x is 
taken, meaning that the read is defined 
behavior. While the compiler could 
avoid taking the address, it cannot 
change the semantics of the code from 
unspecified value to undefined behav-
ior. Consequently, the compiler is not 
allowed to translate this code into in-
structions that might perform a trap. 
Objects of unsigned char type are 
guaranteed not to have trap values. The 
read in this example is defined because 
it is from an object of type unsigned 
char and known to be backed up by 
memory. It is unclear, however, which 
value is read and if this value is stable. 
From this perspective, it could be ar-
gued that this behavior is implicitly 
undefined. Minimally, the standard is 
unclear and possibly contradictory. 

Defect Report #45111 deals with the 
instability of uninitialized automatic 
variables. The proposed committee re-
sponse to this defect report states that 
any operation performed on indeter-
minate values will have an indetermi-
nate value as a result. Library functions 
will exhibit undefined behavior when 
used on indeterminate values. It is 
unclear, however, whether y/x[0] can 

result in a trap. Based on the proposed 
committee response to Defect Report 
#451, for all types that do not have trap 
representations, an uninitialized value 
can appear to change its value, allow-
ing a conforming implementation to 
print two different values. 

Consider the following code:

void f(void) {
  unsigned char x[1]; /*uninit */
 x[0] =̂ x[0];
 printf(“%d\n”, x[0]);
 printf(“%d\n”, x[0]);
 return;
}

In this example, the unsigned 
char array x is intentionally uninitial-
ized but cannot contain a trap represen-
tation because it has a character type. 
Consequently, the value is both indeter-
minate and an unspecified value. The 
bitwise exclusive OR operation, which 
would produce a zero on an initialized 
value, will produce an indeterminate 
result, which may or may not be zero. 
An optimizing compiler has the license 
to remove this code because it has un-
defined behavior. The two printf calls 
exhibit undefined behavior and, conse-
quently, might do anything, including 
printing two different values for x[0].

Uninitialized memory has been used 
as a source of entropy to seed random 
number generators in OpenSSL, Drag-
onFly BSD, OpenBSD, and elsewhere.10 
If accessing an indeterminate value is 
undefined behavior, however, compil-
ers may optimize out these expressions, 
resulting in predictable values.1 

Conclusion
The behavior associated with uninitial-
ized reads is an unsettled issue that 
the C Standards Committee needs to 
address in the next revision of the stan-
dard (C2X). One simple solution would 
be to eliminate trap representations 
altogether and simply state that reads 
of indeterminate values are undefined 
behavior. This would greatly simplify 
the standard (which itself is of value) 
and provide compiler developers with 
all the latitude they want to optimize 
code. The diametrically opposed solu-
tion is to define fully concrete seman-
tics for uninitialized reads in which 
such a read is guaranteed to give the 
actual contents of memory. 
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How do you step up from mere contributor  
to real change-maker?

BY KATE MATSUDAIRA

Does 
Anybody 
Listen  
to You?

I get email messages all the time 
from readers who just cannot seem 
to get the people in charge to listen to 
their ideas. I totally get their frustra-
tion. It’s really confusing when that 
happens, especially when you are 
smart, passionate, and driven—and 
you know that other people know that 
about you, too.

So where is the disconnect?
How do you step up from being a 

star contributor to a serious innovator 
and change-maker in your organiza-
tion? How can you get people—those 
who make decisions in your compa-
ny—to listen to you?

Read on to find out. 
An idea on its own is not worth much. 

I  KNOW IF you read this column, you care about your 
career. You’re smart, passionate, and driven to do better.

And the people you work with probably know that 
about you, too.

But does anybody care? When you raise your hand to 
share an idea, does anybody listen? How likely is it an 
idea of yours would get implemented?
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Just because you think you know a bet-
ter way to do something, even if you are 
right, no one is required to care.

Making great things happen at work 
is about more than just being smart. 
Good ideas succeed or fail depending 
on your ability to communicate them 
correctly to the people who have the 
power to make them happen.

When you are navigating an organi-
zation, it pays to know whom to talk to 
and how to reach them. Here is a sim-
ple guide to sending your ideas up the 
chain and actually making them stick. It 
takes three elements: the right people, 
the right timing, and the right way.

1. The Right People
For most decisions, there will be a num-
ber of stakeholders who must buy in to 
your idea: your manager, any other de-
partment leads who would be involved, 
maybe even your executive team.

Before you do anything else, you 
should identify exactly who needs to 
sign off on your idea. Who are the key 
stakeholders? Why do they matter? 
Who is least likely to be on board? Who 
is most likely?

Think about how each of these 
people functions in the organization 
and what your relationship to them 
is. Your relationship with each of 
these people matters and will influ-
ence how receptive each is to your 
ideas. Do not underestimate your 
power to influence anyone in your 
organization—even if you are rela-
tively low ranking in the company—
through good relationships.

To build those relationships and 
influence, however, you have to start 
working on them before you ever need 
to pitch an idea to anyone.

If you don’t yet have relationships 
with the biggest influencers and de-
cision makers in your organization, 
that should be your first order of 
business. Ask people to coffee, find 
ways to add value to them, and get to 
know them.

Then when you are ready to pitch 
your idea, move in an order that makes 
sense; don’t be random or just start 
where it’s easiest.

It usually makes much more sense 
to approach people one on one at 
first, rather than holding a big meet-
ing and making an announcement. 
This way you can get feedback on 

your idea, answer specific questions, 
and slowly build momentum so that 
by the time everyone hears your idea, 
it is a foregone conclusion that it will 
be adopted.

2. The Right Timing
Have you ever had somebody come to 
you with a minor request when you are 
buried under important work with a 
tight deadline? How excited were you 
to jump to their assistance, when you 
were already busy with something else? 
Probably not very.

Now multiply that by 10, and that is 
how your manager or executive team 
will respond to an idea that is pre-
sented at a time that doesn’t make any 
sense. A good idea presented at the 
wrong time is likely to fail. Focus is one 
of the keys to business success, and 
people are not excited about adopting 
ideas that look like distractions.

So if your team is focused on hiring, 
for example, and that is your top prior-
ity this quarter, any ideas for improve-
ment in other areas will probably be 
disregarded. 

Once you have presented an idea 
and had it disregarded by your leader-
ship, it can be much more difficult to 
get anyone to listen to it in the future. 
They will be thinking, “Didn’t I already 
say no to this? Why are we talking 
about this again?”

Make sure your idea is worth the ef-
fort right now. The change must be 
measurable and likely to result in a great 
improvement for the organization.

And it goes without saying that 
raising any new idea and investing in 
its success should happen only when 
all of your regular work is done, and 
done well. No one will be receptive to 
your ideas if you are not already shin-
ing in the areas you are expected to 
work on.

3. The Right Way
At certain companies, great ideas suc-
ceed when they are presented as narra-
tives. At other companies, slides are king. 
Other leaders love data and numbers.

How you tell your story and pitch 
your idea matters.

While you may think, “A good idea 
is a good idea, right? Any smart per-
son will be able to see that,” this is not 
100% true. A person who relies on data 
to make good decisions will not find 

a hypothetical story about a customer 
convincing. Someone who wants to see 
slides might not connect with an idea 
they just hear in a meeting.

Speak to people in their language; 
that is the only way to be sure they 
hear you.

Try to imagine every question each 
person will ask you (these will be dif-
ferent for every person; the finance 
department cares about different is-
sues than the software engineers), and 
make sure you have an answer ready 
before they ask the question.

If you are not sure what style your 
leadership likes, think back to some 
recent meetings you have attended. 
How have the leaders expressed ideas 
themselves? That will give you a good 
guide to what they prefer and how 
they think.

Think also about other ideas that 
have been adopted recently. How did 
the person who proposed the idea 
convince the people in charge and the 
influencers? If you don’t know what 
the person did, ask. Odds are, people 
who get their ideas passed are influ-
encers, too, and it is good to have a 
working relationship with them.

How do things get done where 
you work? Who doesn’t listen to you 
at work? Whom do they listen to? 
Hopefully this article has given you 
some direction on getting your ideas 
out there. Now it is time to go make 
them happen. 
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THE COMPUTER SYSTEMS we use today make it easy 
for programmers to mitigate event latencies in the 
nanosecond and millisecond time scales (such as 
DRAM accesses at tens or hundreds of nanoseconds 
and disk I/Os at a few milliseconds) but significantly 
lack support for microsecond (µs)-scale events. This 
oversight is quickly becoming a serious problem for 
programming warehouse-scale computers, where 
efficient handling of microsecond-scale events is 
becoming paramount for a new breed of low-latency 
I/O devices ranging from datacenter networking to 
emerging memories (see the first sidebar “Is the 
Microsecond Getting Enough Respect?”). 

Processor designers have developed multiple 
techniques to facilitate a deep memory hierarchy  
that works at the nanosecond scale by providing  
a simple synchronous programming interface to  
the memory system. A load operation will logically 

block a thread’s execution, with the 
program appearing to resume after the 
load completes. A host of complex mi-
croarchitectural techniques make high 
performance possible while supporting 
this intuitive programming model. Tech-
niques include prefetching, out-of-order 
execution, and branch prediction. Since 
nanosecond-scale devices are so fast, 
low-level interactions are performed pri-
marily by hardware. 

At the other end of the latency-mit-
igating spectrum, computer scientists 
have worked on a number of tech-
niques—typically software based—to 
deal with the millisecond time scale. 
Operating system context switching is 
a notable example. For instance, when 
a read() system call to a disk is made, 
the operating system kicks off the low-
level I/O operation but also performs a 
software context switch to a different 
thread to make use of the processor 
during the disk operation. The original 
thread resumes execution sometime af-
ter the I/O completes. The long overhead 
of making a disk access (milliseconds) 
easily outweighs the cost of two context 
switches (microseconds). Millisecond-
scale devices are slow enough that the 
cost of these software-based mecha-
nisms can be amortized (see Table 1). 

These synchronous models for in-
teracting with nanosecond- and milli-
second-scale devices are easier than the 
alternative of asynchronous models. In 
an asynchronous programming model, 
the program sends a request to a device 
and continue processing other work 

Attack of 
the Killer 
Microseconds 

DOI:10.1145/3015146 

Microsecond-scale I/O means tension  
between performance and productivity  
that will need new latency-mitigating ideas, 
including in hardware. 
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 key insights
 ˽ A new breed of low-latency I/O devices, 

ranging from faster datacenter networking 
to emerging non-volatile memories and 
accelerators, motivates greater interest in 
microsecond-scale latencies. 

 ˽ Existing system optimizations targeting 
nanosecond- and millisecond-scale 
events are inadequate for events in the 
microsecond range. 

 ˽ New techniques are needed to enable 
simple programs to achieve high 
performance when microsecond-scale 
latencies are involved, including new 
microarchitecture support. 
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the codebase significantly improves 
software-development productivity. As 
one illustrative example of the overall 
benefits of a synchronous programming 
model in Google, a rewrite of the Colos-
sus6 client library to use a synchronous 
I/O model with lightweight threads 
gained a significant improvement in per-
formance while making the code more 
compact and easier to understand. More 
important, however, was that shifting 
the burden of managing asynchronous 
events away from the programmer to the 
operating system or the thread library 
makes the code significantly simpler. 
This transfer is very important in ware-
house-scale environments where the co-
debase is touched by thousands of devel-
opers, with significant software releases 
multiple times per week. 

Recent trends point to a new breed 
of low-latency I/O devices that will 

work in neither the millisecond nor 
the nanosecond time scales. Consider 
datacenter networking. The trans-
mission time for a full-size packet at 
40Gbps is less than one microsecond 
(300ns). At the speed of light, the time 
to traverse the length of a typical data-
center (say, 200 meters to 300 meters) is 
approximately one microsecond. Fast 
datacenter networks are thus likely to 
have latencies of the order of microsec-
onds. Likewise, raw flash device latency 
is on the order of tens of microseconds. 
The latencies of emerging new non-vol-
atile memory technologies (such as the 
Intel-Micron Xpoint 3D memory9 and 
Moneta3) are expected to be at the lower 
end of the microsecond regime as well. 
In-memory systems (such as the Stan-
ford RAMCloud14 project) have also es-
timated latencies on the order of mi-
croseconds. Fine-grain GPU offloads 
(and other accelerators) have similar 
microsecond-scale latencies. 

Not only are microsecond-scale hard-
ware devices becoming available, we also 
see a growing need to exploit lower laten-
cy storage and communication. One key 
reason is the demise of Dennard scaling 
and the slowing of Moore’s Law in 2003 
that ended the rapid improvement in 
microprocessor performance; today’s 
processors are approximately 20 times 
slower than if they had continued to dou-
ble in performance every 18 months.8 In 
response, to enhance online services, 
cloud companies have increased the 
number of computers they use in a cus-
tomer query. For instance, single-user 
search query already turns into thou-
sands of remote procedure calls (RPCs), 
a number that will increase in the future. 

Techniques optimized for nanosec-
ond or millisecond time scales do not 
scale well for this microsecond regime. 
Superscalar out-of-order execution, 
branch prediction, prefetching, simul-
taneous multithreading, and other 
techniques for nanosecond time scales 
do not scale well to the microsecond 
regime; system designers do not have 
enough instruction-level parallelism 
or hardware-managed thread contexts 
to hide the longer latencies. Likewise, 
software techniques to tolerate milli-
second-scale latencies (such as soft-
ware-directed context switching) scale 
poorly down to microseconds; the over-
heads in these techniques often equal 
or exceed the latency of the I/O device 

until the request has finished. To de-
tect when the request has finished, the 
program must either periodically poll 
the status of the request or use an in-
terrupt mechanism. Our experience 
at Google leads us to strongly prefer 
a synchronous programming model. 
Synchronous code is a lot simpler, 
hence easier to write, tune, and debug 
(see the second sidebar “Synchronous/
Asynchronous Programming Models”). 

The benefits of synchronous pro-
gramming models are further ampli-
fied at scale, when a typical end-to-end 
application can span multiple small 
closely interacting systems, often written 
across several languages—C, C++, Java, 
JavaScript, Go, and the like—where the 
languages all have their own differing 
and ever-changing idioms for asynchro-
nous programming.2,11 Having simple 
and consistent APIs and idioms across 

100
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dispatch

Figure 1. Cumulative software overheads, all in the range of microseconds can degrade 
performance a few orders of magnitude.

Table 1. Events and their latencies showing emergence of a new breed of microsecond 
events. 

nanosecond events microsecond events millisecond events

register file: 1ns–5ns datacenter networking: O(1µs) disk: O(10ms)

cache accesses: 4ns–30ns new NVM memories: O(1µs) low-end flash: O(1ms)

memory access: 100ns high-end flash: O(10µs) wide-area networking: O(10ms)

GPU/accelerator: O(10µs)

Table 2. Service times measuring number of instructions between I/O events for a  
production-quality-tuned web search workload. The flash and DRAM data are measured 
for real production use; the bolded data for new memory/storage tiers is based on  
detailed trace analysis. 

Task: data-intensive workload Service time (task length between I/Os)

Flash 225K instructions = O(100µs)

Fast flash ~20K instructions = O(10µs)

New NVM memory ~2K instructions = O(1µs)

DRAM 500 instructions = O(100ns–1µs)
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and core hops) all add overheads, again 
in the microsecond range. We have also 
measured standard Google debugging 
features degrading latency by up to 
tens of microseconds. Finally, queue-
ing overheads—in the host, applica-
tion, and network fabric—can all incur 
additional latencies, often on the order 
of tens to hundreds of microseconds. 
Some of these sources of overhead have 
a more severe effect on tail latency than 
on median latency, which can be espe-
cially problematic in distributed com-
putations.4 

Similar observations can be made 
about overheads for new non-volatile stor-
age. For example, the Moneta project3 at 
the University of California, San Diego, 

discusses how the latency of access for 
a non-volatile memory with baseline 
raw access latency of a few microsec-
onds can increase by almost a factor of 
five due to different overheads across 
the kernel, interrupt handling, and data 
copying. 

System designers need to rethink 

itself. As we will see, it is quite easy to 
take fast hardware and throw away its 
performance with software designed 
for millisecond-scale devices. 

How to Waste a Fast 
Datacenter Network 
To better understand how optimiza-
tions can target the microsecond re-
gime, consider a high-performance 
network. Figure 1 is an illustrative ex-
ample of how a 2µs fabric can, through 
a cumulative set of software overheads, 
turn into a nearly 100µs datacenter 
fabric. Each measurement reflects the 
median round-trip latency (from the 
application), with no queueing delays 
or unloaded latencies. 

A very basic remote direct memory 
access (RDMA) operation in a fast data-
center network takes approximately 2µs. 
An RDMA operation offloads the mecha-
nisms of operation handling and trans-
port reliability to a specialized hardware 
device. Making it a “two-sided” primitive 
(involving remote software rather than 

just remote hardware) adds several more 
microseconds. Dispatching overhead 
from a network thread to an operation 
thread (on a different processor) further 
increases latency due to processor-wake-
up and kernel-scheduler activity. Using 
interrupt-based notification rather than 
spin polling adds many more microsec-
onds. Adding a feature-filled RPC stack 
incurs significant software overhead in 
excess of tens of microseconds. Finally, 
using a full-fledged TCP/IP stack rather 
than the RDMA-based transport adds to 
the final overhead that exceeds 75µs in 
this particular experiment. 

In addition, there are other more 
unpredictable, and more non-intuitive, 
sources of overhead. For example, when 
an RPC reaches a server where the core 
is in a sleep state, additional latencies—
often tens to hundreds of microsec-
onds—might be incurred to come out 
of that sleep state (and potentially warm 
up processor caches). Likewise, various 
mechanisms (such as interprocessor in-
terrupts, data copies, context switches, 

A simple comparison, as in the figure here, of the occurrence of the terms “millisecond,” “microsecond,” and 
“nanosecond” in Google’s n-gram viewer (a tool that charts frequencies of words in a large corpus of books printed from 
1800 to 2012, https://books.google.com/ngrams) points to the lack of adequate attention to the microsecond-level time 
scale. Microprocessors moved out of the microsecond scale toward nanoseconds, while networking and storage latencies 
have remained in the milliseconds. With the rise of a new breed of I/O devices in the datacenter, it is time for system 
designers to refocus on how to achieve high performance and ease of programming at the microsecond-scale. 

Is the Microsecond  
Getting Enough Respect? 

n-gram viewer of ms, µs, and ns. 

0.0000500%

0.0000450%

0.0000400%

0.0000350%

0.0000300%

0.0000250%

0.0000200%

0.0000150%

0.0000100%

0.0000050%

0.0000000%

1920 1930 1940 1950 1960 1970 1980 1990 2000

microsecond 
(All)

nanosecond 
(All)

millisecond 
(All)

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=51&exitLink=https%3A%2F%2Fbooks.google.com%2Fngrams


52    COMMUNICATIONS OF THE ACM    |   APRIL 2017  |   VOL.  60  |   NO.  4

contributed articles

of requests (requests per second), a 
simple queuing theory model tells 
us that as service time increases 
throughput decreases. In the micro-
second regime, when service time is 
composed mostly of “overhead” rath-
er than useful computation, through-
put declines precipitously. 

Illustrating the effect, Figure 2 
shows efficiency (fraction of achieved 
vs. ideal throughput) on the y-axis, 
and service time on the x-axis. The dif-
ferent curves show the effect of chang-
ing “microsecond overhead” values; 
that is, amounts of time spent on each 
overhead event, with the line marked 
“No overhead” representing a hypo-
thetical ideal system with zero over-
head. The model assumes a simple 
closed queuing model with determin-

istic arrivals and service times, where 
service times represent the time be-
tween overhead events. 

As expected, for short service times, 
overhead of just a single microsecond 
leads to dramatic reduction in over-
all throughput efficiency. How likely 
are such small service times in the real 
world? Table 2 lists the service times 
for a production web-search workload 
measuring the number of instructions 
between I/O events when the workload 
is tuned appropriately. As we move to 
systems that use fast flash or new non-
volatile memories, service times in the 
range of 0.5µs to 10µs are to be expected. 
Microsecond overheads can significantly 
degrade performance in this regime. 

At longer service times, sub-micro-
second overheads are tolerable and 
throughput is close to the ideal. Higher 
overheads in the tens of microseconds, 
possibly from the software overheads 
detailed earlier, can lead to degraded 
performance, so system designers still 
need to optimize for killer microsec-
onds. 

Other overheads go beyond the basic 
mechanics of accessing microsecond-
scale devices. A 2015 paper summariz-
ing a multiyear longitudinal study at 
Google10 showed that 20%–25% of fleet-
wide processor cycles are spent on low-
level overheads we call the “datacenter 
tax.” Examples include serialization and 
deserialization of data, memory alloca-
tion and de-allocation, network stack 
costs, compression, and encryption. 
The datacenter tax adds to the killer mi-
crosecond challenge. A logical question 
is whether system designers can address 
reduced processor efficiency by offload-
ing some of the overheads to a separate 
core or accelerator. Unfortunately, at 
single-digit microsecond I/O latencies, 
I/O operations tend to be closely coupled 
with the main work on the processor. 

It is this frequent and closely cou-
pled nature of these processor over-
heads that is even more significant, as 
in “death by 1,000 cuts.” For example, 
if microsecond-scale operations are 
made infrequently, then conservation 
of processor performance may not be 
a concern. Application threads could 
just busy-poll to wait for the microsec-
ond operation to complete. Alterna-
tively, if these operations are not cou-
pled closely to the main computation 
on the processor, traditional offload 

the hardware and software stack in the 
context of the microsecond challenge. 
System design decisions like operat-
ing system-managed threading and 
interrupt-based notification that were 
in the noise with millisecond-scale de-
signs now have to be redesigned more 
carefully, and system optimizations 
(such as storage I/O schedulers tar-
geted explicitly at millisecond scales) 
have to be rethought for the microsec-
ond scale. 

How to Waste a Fast 
Datacenter Processor 
The other significant negative ef-
fect of microsecond-scale events is 
on processor efficiency. If we mea-
sure processor resource efficiency 
in terms of throughput for a stream 

Table 3. High-performance computing and warehouse-scale computing systems 
compared. Though high-performance computing systems are often optimized for  
low-latency networking, their designs and techniques are not directly applicable to 
warehouse-scale computers. 

High-Performance Computing Warehouse-Scale Computing

Workloads Supercomputing workloads that  
often model the physical world;  
simpler, static data structures. 

Large-scale online data-intensive 
workloads; operate on big data and  
complex dynamic data structures;  
response latency critical. 

Programming 
environment

Code touched by a fewer programmers; 
slower-changing workloads. 

Hardware concurrency visible to 
programmers at compile time. 

Codebase touched by thousands of 
developers; significant software releases 
100 times per year. 

Automatic scale-out of queries per second.

System 
constraints

Focus on highest performance; recent 
emphasis on performance per Watt. 

Stranding of resources (such as 
underutilized processors) acceptable. 

Focus on highest performance per dollar. 

Significant effort to avoid stranding of resources 
(such as processor, memory, and power). 

Reliability/
security

Reliability in hardware; often no-long-
lived mutable data; no encryption.

Commodity hardware; reliability across  
the stack. 
Encryption/authentication requirements. 

Figure 2. Efficiency degrades significantly at low service times due to microsecond-scale 
overheads. 
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latency networking. Nevertheless, the 
techniques used in supercomputers are 
not directly applicable to warehouse-
scale computers (see Table 3). For 
one, high-performance systems have 
slower-changing workloads, and fewer 
programmers need to touch the code. 
Code simplicity and greatest program-
mer productivity are thus not as critical 
as they are in deployments like Amazon 
or Google where key software products 
are released multiple times per week. 
High-performance workloads also 
tend to have simpler and static data 
structures that lend themselves to 
simpler, faster networking. Second, the 
emphasis is primarily on performance 

engines can be used. However, given 
fine-grain and closely coupled over-
heads, new hardware optimizations 
are needed at the processor micro-
architectural level to rethink the im-
plementation and scheduling of such 
core functions that comprise future 
microsecond-scale I/O events. 

Solution Directions 
This evidence indicates several ma-
jor classes of opportunities ahead in 
the upcoming “era of the killer micro-
second.” First, and more near-term, 
it is relatively easy to squander all the 
benefits from microsecond devices by 
progressively adding suboptimal sup-

porting software not tuned for such 
small latencies. Computer scientists 
thus need to design “microsecond-
aware” systems stacks. They also need 
to build on related work from the past 
five years in this area (such as Caulfied 
et al.,3 Nanavati et al.,12 and Ouster-
hout et al.14) to continue redesigning 
traditional low-level system optimiza-
tions—reduced lock contention and 
synchronization, lower-overhead inter-
rupt handling, efficient resource utili-
zation during spin-polling, improved 
job scheduling, and hardware offload-
ing but for the microsecond regime. 

The high-performance comput-
ing industry has long dealt with low-

Synchronous APIs maintain the model of sequential 
execution, and a thread’s state can be stored on the stack 
without explicit management from the application. This 
leads to code that is shorter, easier-to-understand, more 
maintainable, and potentially even more efficient. In contrast, 
with an asynchronous model, whenever an operation is 
triggered, the code must typically be split up and moved into 
different functions. The control flow becomes obfuscated,  
and it becomes the application’s responsibility to manage  
the state between asynchronous event-handling functions  
that run to completion. 

Consider a simple example where a function returns 
the number of words that appears in a given document 
identifier where the implementation may store the cached 
documents on a microsecond-scale device. The example 
represented in the first code portion makes two synchronous 
accesses to microsecond-scale devices: the first retrieves an 
index location for the document, and the second uses that 
location to retrieve the actual document content for counting 
words. With a synchronous programming model, it is not only 
straightforward but the model also can completely abstract 
away device accesses altogether by providing a natural, 
synchronous CountWords function with familiar syntax.

// Returns the number of words found in the document specified by ‘doc_id’.
int CountWords(const string& doc_id) {
  Index index;
  bool status = ReadDocumentIndex(doc_id, &index);
  if (!status) return -1;
  string doc;
  status = ReadDocument(index.location, &doc);
  if (!status) return -1;
  return CountWordsInString(doc);
}

The C++11 example in the second code portion shows an 
asynchronous model where a “callback” (commonly known as 
a “continuation”) is used. When the asynchronous operation 
completes, the event-handling loop invokes the callback 
to continue the computation. Since two asynchronous 
operations are made, two callbacks are needed. Moreover 
the CountWords API now must be asynchronous itself. And 
unlike the synchronous example, state between asynchronous 
operations must be explicitly managed and tracked on the 
heap rather than on a thread’s stack. 

// Heap-allocated state tracked between asynchronous operations.
struct AsyncCountWordsState {
  bool status;
  std::function<void(int)> done_callback;
  Index index;
  string doc;
};

// Invokes the ‘done’ callback, passing the number of words found in the
// document specified by ‘doc_id’.
void AsyncCountWords(const string& doc_id, std::function<void(int)> done) {
  // Kick off the first asynchronous operation, and invoke the
  // ReadDocumentIndexDone when it finishes. State between asynchronous
  // operations is tracked in a heap-allocated ‘state’ object.
  auto state = new AsyncCountWordsState();
  state->done_callback = done;
  AsyncReadDocumentIndex(doc_id, &state->status, &state->index,
                         std::bind(&ReadDocumentIndexDone, state));
}

// First callback function.
void ReadDocumentIndexDone(AsyncCountWordsState* state) {
  if (!state->status) {
    state->done_callback(-1);
    delete state;
  } else {
    // Kick off the second asynchronous operation, and invoke the
    // ReadDocumentDone function when it finishes. The 'state' object
    // is passed to the second callback for final cleanup.
    AsyncReadDocument(state->index.location, &state->status,
                      &state->doc, std::bind(&ReadDocumentDone, state));
  }
}

// Second callback function.
void ReadDocumentDone(AsyncCountWordsState* state) {
  if (!state->status) {
    state->done_callback(-1);
  } else {
    state->done_callback(CountWordsInString(state->doc));
  }
  delete state;
}

Callbacks make the flow of control explicit rather than just in-
voking a function and waiting for it to complete. While languages and 
libraries can make it somewhat easier to use callbacks and continua-
tions (such as support for async/await, lambdas, tasks, and futures), 
the result remains code that is arguably messier and more difficult to 
understand than a simple synchronous function-calling model. 

In this asynchronous example, wrapping the code inside  
a synchronous CountWords() function—in order to abstract 
away the presence of an underlying asynchronous microsecond-
scale device—requires support for a wait primitive. The existing 
approaches for waiting on a condition invoke operating system 
support for thread scheduling, thereby incurring significant 
overhead when wait times are at the microsecond scale. 

Synchronous/Asynchronous  
Programming Models
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(vs. performance-per-total-cost-of-
ownership in large-scale Web deploy-
ments). Consequently, they can keep 
processors highly underutilized when, 
say, blocking for MPI-style rendezvous 
messages. In contrast, a key emphasis 
in warehouse-scale computing systems 
is the need to optimize for low latencies 
while achieving greater utilizations. 

As discussed, traditional processor 
optimizations to hide latency run out 
of instruction-level pipeline parallel-
ism to tolerate microsecond latencies. 
System designers need new hardware 
optimizations to extend the use of syn-
chronous blocking mechanisms and 
thread-level parallelism to the micro-
second range. 

Context switching can help, al-
beit at the cost of increased power 
and latency. Prior approaches for 
fast context switching (such as Denelcor  
HEP15 and Tera MTA computers1) traded 
off single-threaded performance, giving  
up on latency advantages from local-
ity and private high-level caches and, 
consequently, have limited appeal in 
a broader warehouse-scale computing 
environment where programmers want 
to tolerate microsecond events with low 
overhead and ease of programmability. 
Some languages and runtimes (such as 
Go and Erlang) feature lightweight 
threads5,7 to reduce memory and context-
switch overheads associated with oper-
ating system threads. But these systems 
fall back to heavier-weight mechanisms 
when dealing with I/O. For example, the 
Grappa platform13 builds an efficient 
task scheduler and communication 
layer for small messages but trades off a 
more restricted programming environ-
ment and less-efficient performance 
and also optimizes for throughput. New 
hardware ideas are needed to enable con-
text switching across a large number of 
threads (tens to hundreds per processor, 
though finding the sweet spot is an open 
question) at extremely fast latencies 
(tens of nanoseconds). 

Hardware innovation is also needed 
to help orchestrate communication with 
pending I/O, efficient queue manage-
ment and task scheduling/dispatch, and 
better processor state (such as cache) 
management across several contexts. 
Ideally, future schedulers will have rich 
support for I/O (such as being able to 
park a thread based on the readiness of 
multiple I/O operations). For instance, 

facilities similar to the x86 monitor/
mwait instructionsa could allow a thread 
to yield until an I/O operation completes 
with very low overhead. Meanwhile, the 
hardware could seamlessly schedule a 
different thread. To reduce overhead fur-
ther, a potential hardware implementa-
tion could cache the thread’s context in 
either the existing L1/L2/L3 hierarchy 
or a special-purpose context cache. Im-
proved resource isolation and quality-
of-service control in hardware will also 
help. Hardware support to build new 
instrumentation to track microsecond 
overheads will also be useful. 

Finally, techniques to enable micro-
second-scale devices should not neces-
sarily seek to keep processor pipelines 
busy. One promising solution might 
instead be to enable a processor to stop 
consuming power while a microsecond-
scale access is outstanding and shift 
that power to other cores not blocked 
on accesses. 

Conclusion 
System designers can no longer ig-
nore efficient support for microsec-
ond-scale I/O, as the most useful new 
warehouse-scale computing technolo-
gies start running at that time scale. 
Today’s hardware and system software 
make an inadequate platform, par-
ticularly given support for synchro-
nous programming models is deemed 
critical for software productivity. Novel 
microsecond-optimized system stacks 
are needed, reexamining questions 
around appropriate layering and ab-
straction, control and data plane sepa-
ration, and hardware/software bound-
aries. Such optimized designs at the 
microsecond scale, and corresponding 
faster I/O, can in turn enable a virtuous 
cycle of new applications and program-
ming models that leverage low-latency 
communication, dramatically increas-
ing the effective computing capabili-
ties of warehouse-scale computers. 
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ENTHUSIASM HAS GROWN  in recent years for computer 
science education in many countries, including 
Australia, the U.S, and the U.K.14,15 For example, in 
2012, the Royal Society in the U.K. said, “Every child 
should have the opportunity to learn concepts and 
principles from computing, including computer

science and information technology, 
from the beginning of primary edu-
cation onward, and by age 14 should 
be able to choose to study toward a 
recognized qualification in these ar-
eas.”26 And in 2016, the College Board 
in the U.S. launched a new computer 
science curriculum for high schools 
called “Computer Science Principles”6 
focusing on exposing students to com-
putational thinking and practices to 
help them understand how computing 
influences the world. Within the com-
puter science education community, 
computational thinking is a familiar 
term, but among K–12 teachers, ad-
ministrators, and teacher educators 
there is confusion about what it entails. 

Computational thinking is often mis-
takenly equated with using computer 
technology.11,29 In order to address this 
misrepresentation, the scope of this ar-
ticle includes a definition of computa-
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with algorithms that guarantee success 
if followed correctly.17 

Computational thinking has been 
suggested as an analytical thinking 
skill that draws on concepts from 
computer science but is a fundamen-
tal skill used by, and useful for, all 
people.28 Some have argued that com-
putational thinking is a practice that 
is central to all sciences, not just com-
puter science.13,28 Bundy,4 for example, 
noted that computational thinking 
concepts have been used in other dis-
ciplines through problem-solving pro-
cesses and the ability to think computa-
tionally is essential to every discipline. 
These powerful ideas and processes 
have begun to have significant influ-
ence in multiple fields, including biol-
ogy, journalism, finance, and archaeol-
ogy,22 making it important to include 
computational thinking as a priority 
for K–12 education. Wing28 said, “To 
reading, writing, and arithmetic, we 
should add computational thinking to 
every child’s analytical ability.” In sum-
mary, computational thinking is a set 
of problem-solving thought processes 
derived from computer science but ap-
plicable in any domain. 

Embedding computational thinking 
in K–12 teaching and learning requires 
teacher educators to prepare teachers 
to support students’ understanding 
of computational thinking concepts 
and their application to the disciplin-
ary knowledge of each subject area. 
Specifically, teacher educators need 
to provide teachers with the content, 
pedagogy, and instructional strategies 
needed to incorporate computational 

thinking into their curricula and prac-
tice in meaningful ways, enabling their 
students to use its core concepts and 
dispositions to solve discipline-specific 
and interdisciplinary problems. It is 
important to acknowledge that the cur-
rent lack of an agreed-upon, exclusive 
definition of the elements of computa-
tional thinking makes it a challenge to 
develop clear pathways for pre-service 
teachers to be educated teachers—
computationally.30 Nevertheless, it is 
both important and possible to begin 
taking steps in this direction. 

Here, we argue that, given the cross-
disciplinary nature of computational 
thinking and the need to address 
educational reforms—Next Genera-
tion Science Standards and Common 
Core—it is beneficial to prepare teach-
ers to incorporate computational 
thinking concepts and practices into 
K–12 classrooms. While most current 
efforts to embed computational think-
ing focus on in-service professional 
development, we posit that pre-service 
teacher education is an opportune 
time to provide future teachers with 
the knowledge and understanding they 
require to successfully integrate com-
putational thinking into their curricu-
la and practice. The following sections 
discuss the relevance of computation-
al thinking constructs in K–12 educa-
tion. We also discuss how to embed 
computational thinking into class-
rooms by using it as a methodology for 
teaching programming. In addition, 
we provide examples of how teachers 
in various disciplines can use computa-
tional thinking to address and enhance 

tional thinking and the core constructs 
that would make it relevant for key 
stakeholders from K–12 education and 
teacher-training programs. 

Denning suggested13 that the idea 
of computational thinking has been 
present since the 1950s and 1960s “as 
algorithmic thinking,” referring specif-
ically to using an ordered and precise 
sequence of steps to solve problems 
and (when appropriate) a computer to 
automate that process. Today, the term 
“computational thinking” is defined by 
Wing28 as “solving problems, designing 
systems, and understanding human 
behavior, by drawing on the concepts 
fundamental to computer science.” 
Computational thinking also involves 
“using abstraction and decomposition 
when attacking a large complex task or 
designing a large complex system.”28 
A report on computational thinking 
by the National Council for Research 
suggested it is a cognitive skill the av-
erage person is expected to possess. 
For example, the cognitive aspects of 
computational thinking involve the 
use of heuristics, a problem-solving ap-
proach that involves applying a general 
rule of thumb or strategy that may lead 
to a solution.28 This heuristic process 
involves searching for strategies that 
generally produce the right solution 
but do not always guarantee a solution 
to the problem. For example, “asking 
for directions in an unfamiliar place” 
from a local usually leads one to the 
right place, but one could also end up 
at a wrong place, depending on one’s 
understanding of local geography.17 
Heuristic processes can be contrasted 

Edtech start-up pavilion at International Society for Technology in Education conference. 
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Algorithms are central to both 
computer science and computational 
thinking. Algorithms underlie the 
most basic tasks everyone engages in, 
from following a simple cooking recipe 
to providing complicated driving direc-
tions. Because there is a general mis-
conception that algorithms are used 
only to solve mathematical problems 
and are not applicable in other disci-
plines,29 it is important to introduce 
students to algorithms by first using 
examples from their daily lives. For ex-
ample, in early grades, teachers could 
highlight the steps involved in brush-
ing teeth, while in later grades, stu-
dents could engage in following steps 
during a lab experiment. Understand-
ing algorithms as a set of precise steps 
provides the basis for understanding 
how to develop an algorithm that can 
be implemented in a computing pro-
gram. Students can be exposed to the 
computational thinking concept of ab-
straction by creating models of phys-
ics entities (such as a model of the solar 
system).3 Abstraction helps students 
learn to strip away complexity in order to 
reduce an artifact to its essence and still 
be able to know what the artifact is. In 
another example, Barr and Stephenson3 
suggested students can learn about 
parallelization by simultaneously 
running experiments with different 
parameters. A number of leading re-
search, educational, and funding orga-
nizations have argued for the need to 
introduce K–12 students to these core 
constructs and practices. 

Computational Thinking 
in K–12 Education 
The National Research Council (NRC)22 
highlighted the importance of expos-
ing students to computational thinking 
notions early in their school years and 
helping them to understand when and 
how to apply these essential skills.3,22 
The NRC report22 on the scope and na-
ture of computational thinking high-
lighted the need for students to learn 
the related strategies from knowledge-
able educators who model these strat-
egies and guide their students to use 
them independently. Similarly, Barr 
and Stephenson3 argued that, given 
that students will go into a workforce 
heavily influenced by computing, it is 
important for them to begin to work 
with computational thinking ideas and 

existing learning outcomes. Finally, we 
discuss ways to implement computa-
tional thinking into pre-service teacher 
training, including how teacher educa-
tors and computer science educators 
can collaborate to develop pathways to 
help pre-service teachers become com-
putationally educated. 

What Is Computational Thinking? 
How do we define computational 
thinking and use the definition as a 
framework to embed it in K–12 class-
rooms? Wing’s seminal column28 of-
fered a promising definition of compu-
tational thinking: “… breaking down 
a difficult problem into more familiar 
ones that we can solve (problem de-
composition), using a set of rules to 
find solutions (algorithms), and us-
ing abstractions to generalize those 
solutions to similar problems.” Fi-
nally, automation is the ultimate step 
in computational thinking that can 
be implemented through computing 
tools. These concepts cut across disci-
plines and could be embedded across 
subjects in elementary and second-
ary schools. Based on this definition, 
a steering committee formed by the 
Computer Science Teachers Associa-
tion (CSTA https://www.csteachers.
org/) and the International Society for 
Technology in Education (ISTE https://
www.iste.org/) presented a computa-
tional thinking framework for K–12 
schools in 2011 with nine core com-
putational thinking concepts and ca-
pabilities, including data collection, 
data analysis, data representation, 
problem decomposition, abstraction, 
algorithms and procedures, automa-
tion, parallelization, and simulation. 
They were also discussed in 2015 in 
the Computing at School (CAS) frame-
work and guide for teachers to enable 
teachers in the U.K. to incorporate 
computational thinking into their 
teaching work.10 CSTA/ISTE and CAS 
also provide pedagogical approaches 
to embed these capabilities across the 
curriculum in elementary and second-
ary classes. For example, CSTA/ISTE 
describes how the nine core computa-
tional thinking concepts and capabili-
ties could be practiced in science class-
rooms by collecting and analyzing data 
from experiments (data collection and 
data analysis) and summarizing that 
data (data representation). 

Computational 
thinking is often 
mistakenly 
equated with 
using computer 
technology.
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practices: connecting computing, creat-
ing computational artifacts, abstracting, 
analyzing problems and artifacts, com-
municating, and collaborating. They 
are designed to allow students to de-
velop a deep understanding of compu-
tational content and how computing is 
changing our world.6 The course is also 
structured around seven big ideas: cre-
ativity, abstraction, data and informa-
tion, algorithms, programming, the 
Internet, and global impact. These big 
ideas from computer science overlap 
with the computational thinking con-
cepts detailed in the CSTA/ISTE frame-
work outlined earlier, but the Com-
puter Science Principles course also 
adds programming as a fundamental 
concept. Programming is the next step 
in the computational thinking frame-
work, allowing students to develop 
software and create computational ar-
tifacts like visualizations.6 

Programming allows students to 
develop and execute algorithms while 
providing opportunities for them to 
show creative expression, create new 
knowledge, and solve problems.6 While 
programming is one of big ideas of 
Computer Science Principles, the goal 
is to go beyond learning one particular 
type of programming language to how 
computing tools can be used to solve 
problems through an iterative proc-
ess.6 The Computer Science Principles 
framework is being used by a number 
of leading educational organizations 
across the U.S. to instantiate differ-
ent versions of the Computer Science 
Principles course. For example, Proj-
ect Lead The Way, a nonprofit organi-
zation that provides a transformative 
learning experience for K–12 students 
and teachers across the U.S. through 
pathways in computer science, engi-
neering, and biomedical science has 
rolled out its version of the Computer 
Science Principles course to more 
than 400 schools. Another organiza-
tion, Code.org, is rolling out its own 
advanced placement computer science 
curriculum to public school districts 
across the U.S. 

While embedding computational 
thinking in STEM subject areas or 
through standalone courses is an im-
portant effort, the trans-disciplinary 
nature of computational thinking 
competencies provides an opportunity 
to integrate computational thinking 

ideas into all K–12 subject areas. The 
goal of computational thinking, said 
Hemmendinger,16 is “to teach them 
[students] how to think like an econo-
mist, a physicist, an artist, and to un-
derstand how to use computation to 
solve their problems, to create, and to 
discover new questions that can fruit-
fully be explored.” Research on embed-
ding computational thinking in K–12 
is also starting to emerge and has sug-
gested that students exposed to com-
putational thinking show significant 
improvement in their problem-solving 
and critical-thinking skills.5 A 2015 
study by Calao et al.5 reported that in-
tegrating computational thinking in a 
sixth-grade mathematics class signifi-
cantly improved students’ understand-
ing of mathematics processes when 
compared to a control group that did 
not learn computational thinking in 
their math class. 

Although computational thinking is 
deeply connected to the activity of pro-
gramming, it is not essential to teach 
programming as part of a pre-service 
computational thinking course. Such 
courses should focus on computa-
tional thinking within the context of 
the teachers’ content areas. Those in-
terested in programming should have 
access to standalone courses that focus 
more specifically on programming and 
computer science. Despite the current 
lack of clarity as to the definition of 
computational thinking, Wing’s ideas 
provide a good starting point for con-
ceptualizing it for teacher educators. 
Similarly, the computational thinking 
concepts and practices outlined in the 
CSTA/ISTE framework exemplify how 
these concepts can be used across the 
curriculum and to prepare pre-service 
teachers. The rest of this article focuses 
on how to develop pre-service teacher 
computational thinking competencies 
not related to programming to allow 
them to teach computational thinking 
ideas in their classrooms. 

To achieve these goals, we need to 
prepare new teachers who are able to 
incorporate computational thinking 
skills into their discipline and teach-
ing practice so they can guide their stu-
dents to use computational thinking 
strategies.22 The following section dis-
cusses how the education community 
can prepare teachers to embed compu-
tational thinking in their curricula and 

tools in grades K–12. Specifically, they 
discussed3 the need to highlight “algo-
rithmic problem solving practices and 
applications of computing across dis-
ciplines, and help integrate the appli-
cation of computational methods and 
tools across diverse areas of learning.” 

Recent educational reform move-
ments (such as the Next Generation 
Science Standards and the Common 
Core) have also focused on computa-
tional thinking as a key skill for K–12 
students. For example, the Next Gen-
eration Science Standards (NGSS) have 
identified computational thinking as 
key scientific and engineering prac-
tices that must be understood and ap-
plied in learning about the sciences.20 
Computational theories, information 
technologies, and algorithms played 
a key role in science and engineering 
in the 20th century; hence, NGSS sug-
gested allowing students to explore 
datasets using computational and 
mathematical tools. One example of 
embedding computational thinking 
in science classrooms is Project GUTS 
(Growing Up Thinking Scientifically), 
which highlights what computational 
thinking looks like for students using 
three domains: modeling and simu-
lation, robotics, and game design.18 
Using the NetLogo computational en-
vironment, Project GUTS focuses on 
abstraction, automation, and analysis 
through a use-modify-create learning 
progression to allow students to use 
the tools, as well as modify and create 
them, thus deepening their acquisition 
of computational thinking concepts in 
the context of science learning. Simi-
larly, the Scalable Game Design proj-
ect engages students in computational 
thinking concepts through game and 
simulation design in science classes.23 

While such efforts involve embed-
ded computational thinking in ele-
mentary and secondary subject areas, 
the College Board, with support from 
the National Science Foundation, has 
led the effort to introduce students 
to computational thinking constructs 
through a standalone advanced-place-
ment course called Computer Science 
Principles designed to go beyond pro-
gramming and focus on computational 
thinking practices to “help students co-
ordinate and make sense of knowledge 
to accomplish a goal or task.”6 The course 
includes six computational thinking 
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trol group) did not experience the com-
putational thinking module, while the 
second (the experimental group) spe-
cifically learned about computational 
thinking ideas by working through the 
module. The authors found the major-
ity of pre-service teachers in the control 
group viewed computational think-
ing as integration of technology in the 
classroom, whereas the majority of 
participants in the experimental group 
developed their understanding of 
computational thinking as a problem-
solving approach by using algorithms/
heuristics. Results also suggested pre-
service teachers in the experimental 
group were better able to articulate 
how to integrate computational think-
ing in K–12 classrooms as compared to 
the control group. The results from the 
study indicate the potential to integrate 
computational thinking for pre-service 
teachers within existing teacher-edu-
cation courses. The authors used ex-
amples from daily life, as well as dis-
cipline-specific examples, to highlight 
computational thinking to pre-service 
teachers. For example, they used an ex-
ample of giving directions from point 
A to point B to highlight what an algo-
rithm is (a step-by-step route), the ef-
ficiency of algorithms (how to provide 
the best way to get from A to B), abstrac-
tion (how to effectively give any direc-
tion), and automation (how to design 
a system like Google Maps). In another 
example, Yadav et al.29 showcased the 
idea of parallel processing by discuss-

practice and offers recommendations 
to prepare the next generation of com-
putationally literate teachers. 

Computational Thinking 
and Teacher Education 
As discussed previously, research-
ers have argued that computational 
thinking needs to be on par with 
reading, writing, and arithmetic.3,28 
Recent efforts to train teachers to 
embed computational thinking have 
focused on in-service teacher profes-
sional development,18 but there is lim-
ited understanding of how to engage 
pre-service teachers from other content 
areas in computer science and compu-
tational thinking.29 This complication is 
compounded by the fact that few teach-
er-preparation institutions offer pro-
grams specifically for computer science  
teachers. Furthermore, certification 
and licensure of computer science 
teachers is deeply flawed, as detailed in 
the “Bugs in the System” report by the 
Computer Science Teacher Associa-
tion.8 It is vital that teacher education 
programs address the lack of teacher 
training around computer science 
ideas, given the burgeoning grassroots 
movement and impetus from govern-
ments to expand computer science 
learning opportunities in elementary 
and secondary classrooms, including 
the Computer Science For All initiative 
launched January 2016 in the U.S. 

So how do teacher educators develop 
mechanisms to expose pre-service 
teachers to computational think-
ing constructs and understanding 
within the context of their subject 
areas? How do we develop pre-ser-
vice teachers’ knowledgebase so they 
can provide relevant, engaging, and 
meaningful computational think-
ing experiences for their students? 
Darling-Hammond and Bransford12 
proposed a framework that could be 
adapted to prepare teachers to incor-
porate computational thinking, ar-
ticulating knowledge, skills, and dis-
positions that teachers should acquire 
and suggesting that teachers need 
knowledge of learners, as well as of 
subject matter and curriculum goals. 

Teacher educators need to first devel-
op pre-service teachers’ knowledge and 
skills on how to think computationally 
and then how to teach their students to 
think computationally. It is thus impera-

tive for pre-service teachers to under-
stand computational thinking in the 
context of the subject area they will be 
teaching. This requires them to have 
deep understanding of their own disci-
pline and knowledge of how computa-
tional thinking concepts relate to what 
students are learning in the classroom.22 
Moreover, the NRC report on the peda-
gogical aspects of computational think-
ing argued that teaching this content 
could put teachers in new and unfamil-
iar roles in classrooms where students 
collaborate to solve complex problems. 
It is thus important that teacher educa-
tors “build on what teachers know and 
feel comfortable doing.”21 

Developing pre-service teachers’ 
competencies to embed computation-
al thinking in their future classrooms 
requires that they are taught to think 
computationally, as well as how to 
teach their students to think compu-
tationally, especially in the context of 
specific subject areas. Teacher-train-
ing programs are a natural place to 
introduce teachers to computational 
thinking and how to incorporate it in 
their content. A 2014 study by Yadav et 
al.29 examined the influence of a one-
week computational thinking module 
on pre-service teachers’ understand-
ing and attitudes toward embedding 
computational thinking in their fu-
ture classrooms. Pre-service teachers 
enrolled in a required introductory 
educational psychology course were 
divided into two groups. One (the con-

Project Lead the Way session at San José State University, San Jose, CA.

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=59&exitLink=HTTPS%3A%2F%2FWWW.SJSU.EDU


60    COMMUNICATIONS OF THE ACM    |   APRIL 2017  |   VOL.  60  |   NO.  4

contributed articles

courses are typically disconnected 
from the teaching theories and methods 
pre-service teachers learn in other 
education courses, focusing instead 
on technology (such as Web 2.0 tools 
to teach).19 Rather than focus on using 
educational technology tools, educa-
tional-technology courses should be 
revised to provide pre-service teachers 
with opportunities to think computa-
tionally and experience computational 
thinking as a generic set of skills and 
competencies that do not necessarily 
depend on computers or other educa-
tional technology. 

Redesigning introduction-to-edu-
cational-technology courses around 
learning core computational thinking 
concepts and capabilities is also an op-
portunity for computer science and edu-
cation faculty to work together. Taylor25 
wrote that many early courses focus 
on simple programming intended to 
help students “learn something both 

about how computers work and how 
his or her own thinking works.” About 
a decade ago, however, educational-
technology courses moved away from 
this view and began to focus instead 
on use of predesigned software tools 
in the classroom. The recent burgeon-
ing movement around computational 
thinking is an opportunity to reset 
and redesign educational technology 
courses, making them both more rel-
evant and more rigorous. 

Given the importance of exposing 
pre-service teachers to computational 
thinking in the context of their disci-
pline, educational technology courses 
could be customized for groups of pre-
service teachers based on their subject 
areas and tied to their day-to-day class-
room activities. The Technological 
Pedagogical Content Knowledge (TPACK) 
framework19 is a useful model for inte-
grating computational thinking where 
the related ideas are closely knit within 
the subject matter and pedagogical  
approaches pre-service teachers will 
teach in their future classrooms. 
TPACK extends Shulman’s idea24 of 
pedagogical content knowledge by 
including knowledge teachers need 
to teach effectively with technology.19 
TPACK suggested teachers learn about 
effective technology integration within  
the context of subject matter and 
pedagogy; similarly, teachers need 
to develop computational thinking 
knowledge within the context of 
their content knowledge and peda-
gogical knowledge. 

Methods courses in teacher-edu-
cation programs also provide an op-
portunity to help pre-service teachers 
incorporate computational thinking in 
the context of their future subject areas. 
Methods courses enable them to acquire 
new ways to think about teaching and 
learning in one particular subject area 
and provide opportunities for “develop-
ing pedagogical ways of doing, acting, 
and being as a teacher.”1 A methods 
course weaves “together knowledge 
about subject matter with knowledge 
about children and how they learn, 
about the teacher’s role, and about 
classroom life and its role in student 
learning.”1 Within this context, a 
methods course could also be a place 
where pre-service teachers explore 
computational thinking ideas within 
the context of their specific subject-

ing the quickest way for two friends to 
buy movie tickets when three lines are 
available; see the Computational Think-
ing Modules at http://cs4edu.cs.purdue.
edu/comp_think for other examples of 
how computational thinking constructs 
were highlighted for pre-service teach-
ers. However, the study by Yadav et al.29 
was conducted in a general teacher-
education course for pre-service teach-
ers from all content areas, next steps 
should involve embedding computa-
tional thinking concepts into courses 
for teachers of specific subject areas. 

Given the strict sequence of courses 
for teacher education students, teach-
er educators need to expose pre-service 
teachers to computational thinking 
ideas and competencies through ex-
isting coursework. One opportunity 
that offers a natural fit is to introduce 
computational thinking within exist-
ing educational-technology courses 
in teacher-education programs. These 

Recommendations for computational thinking in teacher preparation. 

Curriculum. Develop a pre-service teacher education curriculum to prepare teachers to embed 
computational thinking in their classrooms. 

Core ideas. Introduce pre-service teachers to core ideas of computational thinking by redesigning 
educational technology courses. 

Methods courses. Use elementary and secondary methods courses to develop pre-service teachers’ 
understanding of computational thinking in the context of the discipline. 

Collaboration. Computer science educators and teacher educators collaborate on developing 
computational thinking curricula that goes beyond programming. 

Teacher education. Use existing resources and curriculum standards to assimilate computational 
thinking into pre-service teacher education. 

Developing pre-service teacher computational thinking. 

Educational 
technology courses 
to develop 
computational 
thinking knowledge

Partnerships 
between computer 
science educators 
and teacher 
educators

Knowledge needed 
to teach 

computational 
thinking

Methods courses to 
apply computational 
thinking concepts to 
various subject areas 
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the scope of computational thinking 
concepts and capabilities, as well as 
engage with computational tools that 
nurture development of computa-
tional thinking competencies. These 
courses would ideally be developed by 
education faculty and computer sci-
ence faculty collaborating to identify 
appropriate learning outcomes and 
available resources. 

Because integrating computational 
thinking into any curriculum involves 
exposing teachers and students to con-
cepts and practices used by computer 
scientists, it is important for teacher 
educators to work closely with computer 
science faculty. Similarly, education fac-
ulty have a nuanced understanding of 
K–12 curriculum and educational poli-
cies that are key to ensuring current com-
putational thinking efforts are success-
ful. A 2016 report by the Computing 
Research Association9 highlighted the 
need for computer science faculty to 
establish interdisciplinary connections 
with colleagues from other disciplines 
(such as teacher education, educational 
psychology, and learning sciences). 
These collaborations included co-
developing and co-teaching courses that 
prepare teachers to teach computa-
tional thinking; see Yadav and Korb31 
for what such a course might look 
like. Furthermore, faculty could have 
joint appointments in education and 
computer science that would enable 
them to jointly develop programs 
and collaborate on research around 
teaching computational thinking.8 
This would enable computer scientists 
and teacher educators to collaborate 
on developing both plugged and un-
plugged activities to expose pre-service 
teachers to computational thinking and 
its implementation. The accompany-
ing figure showcases the intercon-
nectedness of our recommendation 
for developing pre-service teacher 
competencies as computer science and 
teacher educators collaborate to develop 
computational thinking understand-
ing through educationa-technology 
courses. Pre-service teachers then 
learn how to use that knowledge to 
teach children to think computation-
ally in the context of a particular subject 
area through methods courses. 

Additionally, many available re-
sources could be incorporated into an 
educational-technology or subject-spe-

area specializations. For example, in 
a Methods of Teaching English course, 
prospective teachers could learn to 
embed algorithms into a writing 
activity by asking students to write a 
detailed recipe—a step-by-step series 
of instructions—for a favorite food. 
Similarly, pre-service teachers in a social 
studies methods course could learn to 
incorporate data analysis and pattern 
recognition by having students 
collect and analyze population statis-
tics and use it to identify and represent 
trends.3 Data-analysis tools could be 
as simple as Piktochart, which allows 
students to represent data and infor-
mation through infographics, to more 
advanced tools like Google Charts, 
which allow students to dynamically 
represent data using customizable and 
interactive charts. Pre-service teachers 
in a science-methods course could 
be exposed to computational think-
ing through computational models 
for demonstrating scientific ideas and 
phenomena to their future students.27 
The computational models could also 
be used to test hypotheses, as well as 
solutions to problems.23 As discussed 
earlier in this article, students could 
use tools like NetLogo and Scalable 
Game Design to develop computa-
tional models as they engage in simu-
lation and game design. 

The general concepts of computa-
tional thinking acquired in the educa-
tional-technology course and the disci-
pline-specific computational thinking 
practices acquired in the methods 
courses would help pre-service teach-
ers connect computational thinking 
to content they will cover in their fu-
ture classrooms. In this way, the con-
structs of pedagogical content knowl-
edge24 and technological pedagogical 
content knowledge19 provide support 
for developing pre-service teachers’ 
computational thinking knowledge. 
Specifically, educational-technology 
courses would serve as a foundation 
for developing content knowledge for 
computational thinking. This knowl-
edge would allow teachers to explore 
core computational thinking ideas, 
why those ideas are central, and how 
computational thinking constructs 
are similar to or differ from other par-
allel concepts (such as mathematical 
thinking).24 As pre-service teachers 
take teaching-methods courses, they 

would learn to integrate computa-
tional thinking into the context of par-
ticular subject areas. This would allow 
them to learn how to represent and for-
mulate computational thinking in the 
subject and make it comprehensible 
to students.24 By engaging pre-service 
teachers in computational thinking 
ideas in the context of teaching their 
content area, teacher educators could 
better ensure it becomes part of their 
own and their students’ vocabulary 
and problem-solving tool set. 

The Computational Thinking Pro-
gression Chart3 provides a starting 
framework around which teacher edu-
cators could begin to shape pre-service 
teacher experiences in elementary 
and secondary teacher-education pro-
grams. Within elementary education, 
incorporating computational thinking 
exercises into literacy learning offers a 
straightforward transition for teacher 
candidates. For example, pre-service 
teachers would be able to explore how 
to include abstraction into the analysis 
of themes within prose or poems us-
ing textual details or in summarizing 
text.7 They could also build a lesson 
plan that incorporates data analysis 
and data representation by having stu-
dents identify words that depict feel-
ings and comparing how they are rep-
resented across different versions of 
the same story. Similarly, pre-service 
teachers could embed computational 
thinking into lesson plans for language 
arts at the secondary level by allowing 
students to collect and integrate data/
information from multiple sources to 
visually represent common themes. El-
ementary- and secondary-level pre-ser-
vice science teachers could include data 
collection, analysis, and representation 
into any activity in which students gath-
er data and identify and represent pat-
terns in that data. Finally, social studies 
pre-service teachers could explore how 
to use large datasets (such as census 
data) to enable students to explore and 
identify patterns and discuss the im-
plications of the increasing access to 
large amounts of personal data. 

While existing teacher-education 
courses provide opportunities to intro-
duce pre-service teachers to computa-
tional thinking, some programs might 
consider developing standalone courses 
and/or certificate programs that al-
low pre-service teachers to discover 
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ering them to teach students these 
higher-order-thinking skills. Teach-
er-education programs are the oppor-
tune time to engage teachers early in 
their preparation to formulate ways 
to integrate computational thinking 
into their practice. Educational-tech-
nology and methods courses in ele-
mentary and secondary teacher prep-
aration programs are ideal places for 
teacher educators to discuss compu-
tational thinking. The accompanying 
table summarizes our recommenda-
tions for teacher educators to embed 
computational thinking into teacher-
education programs. 

In summary, we have emphasized 
the importance of embedding compu-
tational thinking curricula in teacher 
education and provided recommenda-
tions for how teacher educators might 
be able to do it. For this effort to suc-
ceed, however, computer science and 
education faculty must work collab-
oratively, as both groups bring comple-
mentary expertise in computing and 
teacher development.  
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cific methods course that could help 
pre-service teachers connect computa-
tional thinking to their daily lives and 
to classroom contexts. For example, 
pre-service teachers could carry out 
“CS Unplugged” activities (http://csun-
plugged.org/), many of which teach 
computational thinking skills with-
out needing a computer and are easily 
adapted to other subjects. Pre-service 
teachers could also use Scratch—a pro-
gramming environment that allows 
students to create programs by drag-
ging and dropping blocks representing 
core constructs—to create simple pro-
grams and animations. 

Recognizing the need for teachers 
to address computational thinking in 
their curricula and practice, several 
organizations, including the CSTA, 
ISTE, and the National Science Teach-
ers Association, are also developing 
and sharing tools and resources for 
current and future teachers. Google’s 
Exploring Computational Thinking 
website (http://g.co/exploringCT) pro-
vides more than 130 lesson plans and 
sample programs aligned with inter-
national education standards; a col-
lection of videos demonstrating how 
computational thinking concepts are 
used in real-world problem solving; 
and a “Computational Thinking for 
Educators” online course (http://g.co/
computationalthinking). Since 2014, 
the Computer Science Education Re-
search Group at the University of Ad-
elaide in Australia has been partnering 
with Google to create introductory cours-
es for implementing Australia’s Digital 
Technologies Curriculum and teaching 
computer science and computational 
thinking at primary and secondary lev-
els, explicitly tied to the Australian cur-
riculum (https://csdigitaltech.appspot.
com). These resources provide a start-
ing point for teacher educators to in-
corporate computational thinking 
ideas and relate them to specific sub-
ject area pre-service teachers will go on 
to teach in their future classrooms. 

Conclusion 
The 21st century is heavily influenced 
by computing, making it imperative 
that teacher educators incorporate 
computational thinking into elemen-
tary and secondary education. This 
means they must prepare teachers 
for computational thinking,2 empow-

Watch the authors discuss  
their work in this exclusive  
Communications video.  
http://cacm.acm.org/videos/
computational-thinking-for-
teacher-education
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Mapping out the challenges and strategies for 
the widespread adoption of service computing. 

CURRENT IT ADVAN CES  can be likened in their effect 
and impact to the deep economic and societal 
transformations that were brought about by the 
industrial revolution. Recent years have seen the 
expansion of services in all sectors of the economy, 
building on the expansion of the Internet.

We define service computing (alternatively termed 
service-oriented computing) as the discipline that 
seeks to develop computational abstractions, 
architectures, techniques, and tools to support 
services broadly. A service orientation seeks to 
transform physical, hardware and software assets 
into a paradigm in which users and assets establish 
on-demand interactions, binding resources and 
operations, providing an abstraction layer that 
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shifts the focus from infrastructure 
and operations to services.

But, as we argue here, service com-
puting has not fully reached its poten-
tial. Technological advances provide 
an increasing opportunity for service 
computing. To avoid the mistakes of 
the past, we propose a manifestoa—
a community declaration of objec-
tives and approaches—as a way to 
establish common ground among re-
searchers in the field and to guide its 
future development.3

a This manifesto is the culmination of a work-
shop that was organized at RMIT University 
(Melbourne, Australia) on Dec 8–9, 2014. A 
number of experts in service computing from 
around the world attended. The document 
was also circulated among other key leaders 
for further input, giving rise to this manifesto.

This manifesto first takes stock of 
the current state of service computing 
and then maps out a strategy for lever-
aging emerging concepts and technol-
ogies to deliver on the full potential of 
the service paradigm. It identifies the 
major obstacles that hinder the devel-
opment and potential realization of 
service computing in the real world; 
proposes research directions; and 
draws a roadmap to enable the service 
computing field to redefine itself and 
become one of the powerful engines 
for social and economic activities.

Evolution of IT: Services as the next 
layer of the computing value chain. 
Computing has progressed dramati-
cally over the past few decades in de-
livering automated solutions for an 
increasing number of areas. In what 

 key insights
 ˽ Service computing is a key paradigm that 

offers cross-disciplinary computational 
abstractions, architectures, and 
technologies to support business services. 

 ˽ Service computing has not yet realized its 
potential, because it has fallen short in 
addressing the challenges facing business 
services that go beyond technical 
aspects, especially in incorporating 
human concerns; incorporating recent 
technological advances; and addressing 
the effect of confusing standards. 

 ˽ A reboot of service computing is essential 
for it to play its crucial role in the era of 
cloud computing, big data, the Internet 
of Things (IoT), and social and mobile 
computing. It will require rethinking the 
service life cycle to better incorporate 
data and interaction semantics and 
elements of crowdsourcing reputation 
and trust to provide personalized, explicit 
value to stakeholders.
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edge.6 The need for higher levels of 
abstraction has recently led to the no-
tion of adding action to knowledge, 
resulting in services. Therefore, the 
abstract definition of a service comes 
to fulfill the need to act and deliver on 
knowledge, that is, to provide a way for 
knowledge to be useful. Accordingly, 
services are de facto presently consid-
ered as the highest level in the comput-
ing value chainb (see Figure 1).

Services are ubiquitous in today’s 
social and economic environment. 
Examples of such services include 
healthcare, financial management, hu-
man resources, and tourism planning. 
What distinguishes services from other 
computing paradigms is their ability 
to work in a competitive environment 
where the key parameter to distinguish 
between similar services is their qual-
ity. Knowledge in itself is not sufficient, 
but needs to be acted upon to bring 
about benefits. In the case of services, 
it is the ability to use quality of service 
(QoS) as a key discriminant to choose 
between services that provide the “ac-
tion” on knowledge about services.7,19,24

As economies undergo significant 
structural changes, digital strategies 
and innovation must provide indus-
tries with tools to create a competitive 
edge and build more value into their 
services.4 Advances in online service 
technologies are transforming the In-
ternet into a global workplace, a so-
cial forum, a means to manage one’s 
individual affairs and promote col-
laboration, and a business platform 
for service delivery. Additionally, orga-
nizations are competitively compelled 
to provide service interfaces to their 
online services, allowing third-party 
developers to write auxiliary or satellite 
“apps” that add new uses to the origi-
nal service, enrich its features and ac-
cessibility, and enhance its agility.

Web service technologies have been 
developed somewhat independently 
from the notion of service. They have 
been at the center of intense research 
in the past 15 years. In the enterprise 
market, sales of ready-made software 
or hardware products are rapidly be-
ing replaced by the provisioning of 

b Framing the service paradigm as the top level 
in the computing value chain does not in any 
way lessen the importance of issues pertaining 
to each level in the chain.

follows, we provide a historical per-
spective on the evolution of comput-
ing. In the early days of computing, the 
challenge was to represent informa-
tion in a machine-readable format that 
consisted of bits and bytes, called data. 

Over time, there was keen interest in 
complementing data with meaning, 
thus transforming it to information. 
With further advances in computing 
came the idea of adding reasoning to 
information, thus giving rise to knowl-

Representative service computing venues.

Venue Main Topics in the Last Three Years (in alphabetical order)

IEEE TSC Business Process Management for Data Services
Cloud Service Management
Cloud Based Social Computing
QoS-Aware Service Composition/Selection/Recommendation for Web/Cloud Services

IJWSR Service Composition/Selection/Recommendation

ICSOC Business Processes for Services
Cloud Management
QoS Management
Service Composition

ICWS QoS-Aware Service Selection/Composition/Recommendation
QoS Management
Services for Social Networks
Service Privacy
Service Trust
Service Workflows

SCC Business Processes for Services
Cloud Services
QoS Management
Service Selection/Composition/Recommendation

Figure 1. Abstractions along the computing value chain.
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customized IT Web services, aimed at 
individual problem solving. Service 
computing takes a broader view and 
has emerged as a cross-disciplinary 
research field that studies the science 
and technology underlying the popu-
larity of the IT service industry. The 
ultimate goal of service computing is 
to bridge the gap between IT and busi-
ness services to enable IT services to 
run business services more effectively 
and efficiently. Web services have so far 
been the key technology for delivering 
on service computing.4,15,16

Service computing aims to support 
the creation and delivery of services, 
which involve computing devices and 
software components distributed on 
the Web and provisioned (and often 
also controlled) by diverse organiza-
tions. Automated composition seeks 
to mash up these resources to provide 
customized IT services based on us-
ers’ goals and preferences.24 To achieve 
this goal, standardization bodies, such 
as the World Wide Web Consortium 
(W3C) and the Organization for the 
Advancement of Structured Informa-
tion Standards (OASIS), have led speci-
fication and standardization efforts  
for implementing service systems. In 
academia, service computing has at-
tracted intensive attention. A num-
ber of journals and conferences were 
founded to assist research develop-
ment in this area. The accompanying 
table lists some major venues and their 
predominant research topics.c A state-
of-the-art article on service computing 
can also be found in Yue et al.24

Nevertheless, the state of the art in 
service computing remains largely in 
the realm of research and its potential 
for wide deployment has largely been 
unfulfilled. One key impediment has 
been the confusion created by myriad 
of often-competing Web service stan-
dards, attempting to standardize every 
single aspect of the service life cycle. 
Moreover, existing Web service stan-
dards and technologies do not provide 
adequate support for the computing 
needs of key emerging areas, which 
include mobile computing, cloud 

c These topics are selected based on the crite-
rion that there were at least five related articles 
for each topic from 2013 to the venue date. 
This survey covers all articles for journals and 
only regular research papers for conferences.

computing, big data, and social com-
puting. These are the four key tech-
nologies of the Third Platform named 
by IDC that are currently influencing 
the landscape of global business.d The 
two impediments (that is, confusion 
around Web service standards and 
lack of support for emerging comput-
ing grand challenges) have hampered 
wider and quicker adoption of service 
computing.

We call for revisiting the practice of 
superimposing the service paradigm 
with the technology of delivery (that is, 
Web services). Although Web services 
may remain relevant to developing 
various applications, we call for a focus 
on their underlying service needs. In 
particular, we call for the development 
of a new service paradigm that encom-
passes the four technologies identified 
by IDC, along with the introduction of 
new technologies, rather than empha-
sizing the expansion of existing Web 
service standards and technologies.

d http://www.idc.com/prodserv/3rd-platform/

An aim of service computing is to 
harness the power and simplicity of the 
service paradigm with its functional and 
non-functional components to build 
modular software applications and pro-
vide a higher level of abstraction for se-
lecting and composing services, thus el-
evating them to first class object status. 
A Service Oriented Architecture (SOA) is 
a technology-independent framework 
for defining, registering and invoking 
services.15 Service computing, however, 
is broader than SOA and includes the 
upper level of business process mod-
eling, management, and analysis to 
the lower level of service data manage-
ment and analytics. SOA has become a 
core concept of service computing and 
provides the fundamental technolo-
gies for realizing service computing. 
The emergence of cloud computing, 
as a new service delivery model, has in-
spired researchers and practitioners to 
explore the use of service computing in 
the cloud. A large body of research has 
been devoted to how service-computing 
concepts are leveraged to facilitate the 

Figure 2. Service computing roadmap: In factors and research directions.
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methodology to solve complex service 
interactions via data-centric architec-
tures, such as Hadoop. A significant 
challenge is enabling the seamless 
cooperation of multiple organizations 
working on different platforms to sat-
isfy consumers’ requirements.

This would deliver on the much-
needed service composition. Barriers 
to automated interorganizational ser-
vice composition include disparities 
in competency, trust, accountability, 
functional and non-functional goals 
(including security and privacy) at the 
organizational level, and in interaction 
protocols and representations at the 
technical level.

We identify four emerging research 
challenges in service computing: Ser-
vice design, service composition, 
crowdsourcing-based reputation, and 
the Internet of Things (IoT). First, we 
introduce service design, which is 
a fundamental but yet unsolved re-
search problem in service computing. 
Second, we elaborate on challenges 
of service composition in the context 
of large-scale Web and cloud service 
systems, big data, and social net-
works. Next, crowdsourcing is a cost-
effective means for IoT deployment, 
through collecting sensing data from 
pervasive sensing devices, for exam-
ple, mobile phones.14 We focus on 
crowdsourcing as a key mechanism 
for reputation computation. Lastly, 
we discuss how service computing 
helps realize the IoT vision and chal-
lenges (see Figure 2).

Challenges in service design. Ser-
vice design is about mapping a formal 
understanding of the nature of ser-
vices and relationships thereof. This 
is an important prerequisite to build-
ing sound service systems. Service 
systems have so far been built without 
an adequate rigorous foundation that 
would enable reasoning about them. 
The preferred approach has been to 
rely on traditional software engineer-
ing approaches, which do not typically 
take into account the fact that service 
systems inherently bring together au-
tonomous parts. The Web potentially 
provides a unique and uniform plat-
form to develop sound service sys-
tems. However, there has not been any 
comprehensive theoretical framework 
to define and analyze complex service 
systems on the Web. As a result, only 

development of cloud applications. As 
already mentioned, service computing 
can benefit from and contribute to new 
directions inspired by the emergence 
of mobile computing, cloud comput-
ing, big data, and social computing, as 
exemplified in Figure 2. This manifesto 
outlines the directions.

Since the emergence of the concept 
of service computing, a number of  
position and survey articles have been 
published.7,9,16,24 The present effort 
differs from previous attempts in two 
main ways. First, the driving factor in 
this work is to decouple service com-
puting from the technologies to imple-
ment service-oriented systems that 
take full advantage of the promises 
and expectations of service computing. 
Second, this work emphasizes the con-
tribution and in of service computing 
on emerging trends in computing.

The structure of this manifesto 
starts with analyzing the obstacles to 
service-computing implementations, 
followed by examining the major chal-
lenges in emerging areas of service 
computing. We then present a research 
roadmap to address the identified 
challenges and draw conclusions and 
provide our assessments of the pros-
pects for success.

Challenges in Service 
Computing Research
According to our survey on the arti-
cles published in the aforementioned 
journals and conferences (see the 
table), current service computing re-
search focuses mostly on seven prob-
lem areas: architecture, specification 
languages, protocols, frameworks, 
life cycle, quality of service, and the 
establishment of trust and reputation 
across the boundaries of autonomous 
enterprises. The problems are espe-
cially apparent in the aforementioned 
emerging service domains.

An often-overlooked strategic chal-
lenge in service computing is analyzing 
why service computing has not reached 
its full potential in the real world, and 
what needs to be done to change that. 
A barrier that hinders service comput-
ing research from being transformed 
into an effective solution for industry 
challenges has been the concomitant 
lack of an easy methodology to trans-
form complex data processing prob-
lems into routine services and an easy 

What distinguishes 
services from 
other computing 
paradigms is  
their ability to work 
in a competitive 
environment  
where the key 
parameter to 
distinguish between 
similar services  
is their quality.
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a few complex service systems have 
been developed.

Challenges in service composition. 
Partly fueled by the recent widespread 
successes of big data, the composition 
of large numbers of services into a co-
herent system is an emerging research 
area. We assess the scale involved as 
follows. In 2008, a survey discovered 
5,077 WSDL-described Web services 
available on the Internet.1 In 2016, 
there are almost 15,000 Web services 
registered in a public website.e In ad-
dition, we believe that a large propor-
tion of modern Web services are non-
WSDL-described, such as those that 
are cloud-based. The current popular-
ity of cloud computing has inspired 
the fast growth of cloud-based servic-
es and a 2013 survey discovered 6,686 
cloud services.13 In the era of smart-
phones, millions of apps are down-
loadable from cloud-based app stores. 
It is estimated that there are 1.6 mil-
lion Android apps and 1.5 million 
Apple apps as of July 2015.f Precisely 
and efficiently searching for services 
from these large-scale repositories is 
becoming a critical challenge.2,24

In the setting of big data that might 
be accessed simultaneously by numer-
ous services, existing service selection, 
composition, and recommendation 
approaches that mostly assume a stat-
ic data environment are inadequate. 
Composition technologies that ad-
dress consistency should be explored. 
In the setting of the IoT, Smart City 
can be viewed as a typical example of 
large-scale service composition, where 
millions of diverse and heterogeneous 
digital devices and services are inte-
grated dynamically for provisioning 
multiple real-time functions or user-
customized functions. Selecting and 
composing services from such numer-
ous and ever-changing devices and 
services to fulfill user requirements in 
a real-time and context-aware fashion 
is a difficult mission, which requires 
urgent attention.22

In large social networks, such as 
Facebook and Twitter, in which bil-
lions of users register and most users 
have hundreds of friends or followers 
on average (on average, 338 friends per 

e http://www.programmableweb.com/
f http://www.statista.com/statistics/276623/

number-of-apps-available-in-leading-app-stores/

Trustworthiness of crowdsourcing 
contributors. Some service users’ opin-
ions might be unfair and even mali-
cious towards particular service prod-
ucts. Unfairness or maliciousness is 
context-dependent, affected by the vari-
ation in services, time, and locations. 
A key issue is the selection of crowd-
sourcing contributors based on their 
trustworthiness, taking into account 
the context in which they operate.

Testing platform. Hitherto, there is 
no standardized testing platform to 
compare trust and reputation models. 
There is a strong demand for design-
ing appropriate evaluation metrics to 
compare trust and reputation models 
for services.

Challenges in the IoT. The Internet 
of Things (IoT) is an emerging and 
promising area that proposes to turn 
every tangible entity into a node on the 
Internet. More specifically, the tangi-
ble entities (“things”) are any Internet-
connected sensor, camera, display, 
smartphone, or other smart communi-
cating devices. The IoT poses two fun-
damental challenges:17 communica-
tion with things, and management of 
things. Service technologies can help 
address these challenges, through 
provisioning communication and in-
teroperability means to the IoT, such 
as REST and service composition mod-
els. One challenge is that things are 
resource-constrained and traditional 
standards, such as SOAP and BPEL, are 
too heavyweight to be applicable in the 
IoT. Furthermore, existing models of 
service composition cannot be directly 
used for IoT interoperation, because of 
architectural differences. In contrast 
to the single-type Web service compo-
nent model (such as, services), the IoT 
component model is heterogeneous 
and multilayered (for example, devic-
es, data, services, and organizations). 
Innovative models are required for 
IoT composition. Specifications of the 
functionalities of the IoT are a key chal-
lenge. Through the diverse, mobile, 
and context-aware devices, data and 
services can simultaneously generate 
diverse and context-aware functions.11 
Hence, in the IoT, desired functional-
ity of components is more dynamic 
and context-aware than in traditional 
settings, which brings significant com-
plexity in the composition process.

In a nutshell, the IoT involves 

user in Facebookg in 2010 and 208 fol-
lowers per user in Twitterh in 2013), the 
resultant big data is complex as well as 
large. Service composition based on 
social relations poses fundamental se-
rious challenges.

Challenges in crowdsourcing-based 
reputation. Trust plays an important 
role in the functioning of a service 
ecosystem. It is, however, difficult to 
establish trust when services that of-
fer similar functionalities compete. 
Reputation is an effective approach in 
social networks for predicting cred-
ibility based on past behavior gleaned 
from consumers. It is often difficult to 
ascertain reputation in an open and of-
ten anonymous environment. Hence, 
reputation and crowdsourcing are im-
portant approaches for deriving trust.

Computing the reputation of a ser-
vice entity in a community is realized 
by collecting all individual users’ opin-
ions toward this entity in this commu-
nity. Crowdsourcing provides an effec-
tive means for data collection through 
collaborations within the community.5 
Nevertheless, several research chal-
lenges remain in the computation of 
crowdsourcing-based reputation.

Quality of crowdsourcing. The major 
difference between crowdsourcing and 
traditional user feedback collection is 
that crowdsourcing is more likely to 
use financial rewards and other incen-
tives to motivate participation. How-
ever, it is unclear how these factors in-
fluence the quality of crowdsourcing. 
In addition, service users’ opinions are 
typically ambiguous, context-depen-
dent, and based on individual prefer-
ence. Ambiguity refers to what users 
express instead what they really think. 
Users’ opinions may also be affected 
by time, location, and social factors 
(for example, social relations between 
service users or between service users 
and service providers.12 Some users 
may have particular preferences on 
certain service products.10 There is a 
strong need to predict the outcome of 
crowdsourcing reputation given that 
the reputation is influenced by several 
dependent factors.

g http://www.pewresearch.org/fact-
tank/2014/02/03/6-new-facts-about-facebook/

h http://expandedramblings.com/index.php/
march-2013-by-the-numbers-a-few-amazing-
twitter-stats/
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An important approach to design a 
composition of services is to do so not 
from the perspective of one party, but 
from a representation of interactions 
between two or more autonomous 
parties. Protocols are specifications 
of interactions that assiduously disre-
gard the implementations of the ser-
vices, but describe the interactions: 
protocols thus promote interoperabil-
ity among heterogeneous and autono-
mous services.23 Newer approaches 
for protocols accommodate data rep-
resentations, but additional research 
is needed to bridge the gap between 
interaction and data. An important di-
rection is to formalize sociotechnical 
interactions as a basis for governance 
of autonomous services.20

Service composition. Future re-
search in service composition should 
target the following topics:

Large-scale Web and cloud service 
composition. Service composition re-
search should extend to non-WSDL- 
described services or services de-
scribed by plain text. As an example, 
ProgrammableWeb.com hosts over 
10,000 API services and over 6,000 
service mashups, with a great major-
ity described in plain text. Web infor-
mation extraction, natural language 
processing, data and text mining, col-
laborative tagging, and information 
retrieval technologies can be used to 
extract useful semantics, group rel-
evant services, and detect novel com-
position patterns. Nevertheless, short 
service descriptions comprised of lim-
ited terms coupled with the diverse 
naming conventions used by service 
providers pose novel challenges that 
demand technological innovations 
to advance the state of the art in both 
service computing and all relevant do-
mains. Furthermore, a software sys-
tem may need to evolve during its life 
cycle and be able to handle the chang-
es in its running environment and the 
increasing complexity of its workflows. 
Self-adaptive software evaluates its be-
havior and makes adjustment accord-
ing to the evaluation result to address 
issues and improve performance.

A cloud-computing environment 
provides an attractive option for de-
ploying services, because of the poten-
tial scalability and accessibility it of-
fers. However, it introduces problems 
related to:

incorporating possibly billions of 
things, and harnessing their data and 
functionality to provide novel smart 
services that benefit enterprises, in-
dustries, and our society. The funda-
mental IoT challenges as related to 
service computing are:

1. Continuously maintaining cyber 
personalities and contexts for IoT de-
vices. In particular, IoT things need to 
have Web identities and Web represen-
tations (for example, Web proxies) that 
reflect their physical spaces. They also 
need to connect and communicate 
within social, environmental, user-
centric, and application contexts, and 
such contexts need to be maintained 
and managed.

2. Continually discovering, integrat-
ing, and (re)using IoT things and their 
data. Specifically, the IoT environment 
is a federated environment where 
things and their data, cloud services, 
and IT services (for example, for data 
analysis and visualization) are often 
provided by independent providers 
with diverse interfaces, as well as busi-
ness, cost, and QoS models. To provide 
new Internet-scale services, the IoT 
must (re)use IoT things deployed by 
others and data collected by others for 
their own purpose.

Service Computing 
Research Roadmap
Following the major challenges iden-
tified earlier, we now propose a re-
search roadmap for service comput-
ing. The roadmap focuses on four 
emerging research areas, namely 
service design, service composition, 
crowdsourcing-based reputation, and 
Internet of Things.

Service design. Research should 
focus on laying the foundation for 
service design drawing from similar 
research in databases, software en-
gineering, and distributed systems. 
The design of service systems should 
build upon a formal model of services 
that enables efficient access to a large 
service space with diverse function-
alities. The service model can sup-
port accessing services much as the 
relational model supports accessing 
structured data. As service composi-
tion is usually needed to fulfill com-
plex user requests, it is important for 
the service model to support depen-
dency relationships among different 

services and their operations. Similar 
to the relational model, the service 
model should enable the design of ser-
vice query algebra and calculus that 
allow general users to declaratively 
query multiple services in a transpar-
ent and efficient manner. In addition, 
service query optimization should go 
beyond just generating efficient query 
execution plans. As a large number of 
service providers may compete to of-
fer similar functionalities, the design 
of the service model should support 
the implementation of optimization 
strategies for finding the “best” Web 
services or composition thereof with 
respect to the expected user-supplied 
quality. In sum, a formal service mod-
el that meets the requirements noted 
here will take center stage to provide 
efficient and transparent access to 
computing resources through servic-
es, which is a critical step to reach the 
full potential of service computing.

Recent work25 has shown great 
promise in designing and using a for-
mal service model to help users access 
service. A set of algebraic operators, de-
fined based on a formal service model, 
provides standard ways to manipulate 
services as first-class objects. These 
include choosing specific operations 
from a service as well as quality-based 
service selection and mashup opera-
tors across multiple services to form 
a composed service. The implemen-
tation of these operators enables the 
generation of service execution plans 
that can be directly used by users to 
access services. Due to functional de-
pendency and quality dimensions, a 
service model is more complex than a 
relational data model.

In particular, three key features of 
services are crucial: functionality, be-
havior, and quality. Functionality is 
specified by the operations offered by 
a service; behavior reflects how the ser-
vice operations can be invoked, and is 
decided by the dependency constraints 
between service operations; quality 
determines the non-functional proper-
ties of a service. A viable service query 
language should allow users to locate 
and invoke their desired functional-
ities, select the best service providers 
that meet their quality requirements, 
and generate service compositions 
when functionalities from multiple 
services are required.

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=70&exitLink=http%3A%2F%2FProgrammableWeb.com
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1. Maintenance—The resources are 
not under the explicit control of the 
service provider.

2. Security—The cloud might not be 
within the enterprise boundaries of the 
service provider.

3. Service-Level Agreements (SLAs)—
Resource allocation is the responsibil-
ity of the cloud provider. For example, 
a service might be unavailable not only 
due to updates by the service provider, 
but also due to updates by the cloud 
provider.

These problems must be addressed 
as services are moved to clouds and,  
recently, containers within clouds.

Big data driven service composition. 
Due to limitations of existing methods, 
new service selection, composition, 
and recommendation technologies 
are key approaches to leveraging state-
of-the-art big data research outcomes. 
One important topic in current big data 
research is the development of algo-
rithms and models for processing data 
online. This is fundamentally different 
from the traditional batch processing 
approach. Online service composition 
may provide a promising direction to 
achieve scalable and adaptive com-
position solutions to deal with large-
scale, highly dynamic, and diverse big 
data services. Another important con-
sideration is how humans interpret the 
outcomes of service computing and 
big data frameworks. As such, it will 
become increasingly important to re-
late big data analytic frameworks with 
the nature of the humans for whom 
they serve.21

Social-network-based service compo-
sition. Service selection, recommenda-
tion, and composition in large-scale 
social networks should target combin-
ing social network and complex net-
work analysis methods, as well as trust 
computing techniques. One promis-
ing direction is to incorporate social 
network data that records the interac-
tion of service users with the service 
data to detect hidden relationship be-
tween services and generate potential 
service compositions. In particular, 
user activities exhibited through social 
media services, such as posting experi-
ences, questions and feedbacks about 
services, could bring novel insight to 
better understand and leverage both 
traditional and emerging services. For 
example, the records of using services 

to build service mashups posted on 
public programming forums can be 
leveraged to recommend interesting 
services to other users and build new 
service mashups. As another example, 
user behavior patterns can be detected 
from event logs recorded by social me-
dia or e-business platforms and used 
to discover latent knowledge for busi-
ness process mining. Furthermore, 
emerging services may bring novel QoS 
features that go beyond the traditional 
ones, such as reliability, availabil-
ity, and response time. Domain-spe-
cific quality features that reflect users’  
interests in choosing and composing 
services could be extracted through 
social media services that capture user 
personal judgment.10

Crowdsourcing-based reputation. 
Future research on crowdsourcing-
based reputation of services should 
target the following directions:

Quality of crowdsourcing. Future 
studies should focus on how mon-
etary or other interesting factors af-
fect the quality of crowdsourcing data 
for choosing services. Social studies 
should be carried out to survey the 
impact of these interest factors on the 
reliability of crowdsourcing and the 
scope of the crowdsourcing contribu-
tors. The three factors (ambiguity, 
context-dependency, and individual 
preference) that influence the quality 
of crowdsourcing data should be stud-
ied. For the ambiguity issue, future 
research should focus on how trust 
assessment questions and scales as 
well as human computer interactions 
should be designed to precisely cap-
ture users’ trust-related perceptions, 
through the collaboration with cog-
nitive science and human-computer 
interaction research. The difference 
between context-dependency and in-
dividual preference is that the former 
relies more on the objective factors, 
for example, time, location, and social 
relations, and the latter relies more 
on the subjective factors, for example, 
personal experience. These two kinds 
of factors, for example, social rela-
tions and personal preference, may 
influence each other simultaneously. 
Future research should target how to 
model the interrelation between the 
two groups of factors and how they can 
be integrated to predict their impact 
on the quality of crowdsourcing data.

The design of 
service systems 
should build upon 
a formal model 
of services that 
enables efficient 
access to a large 
service space 
with diverse 
functionalities.
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Trustworthiness of crowdsourcing 
contributors. Future research should 
focus on studying the context-depen-
dent features of contributors’ trust-
worthiness. The credibility of a crowd 
member (that is, a human user or an-
other service) determines how much 
other service consumers may trust its 
reported ratings regarding the ser-
vices it has invoked. This allows us 
to differentiate between service trust 
and feedback trust. For instance, a 
service that is not trustworthy as a 
service provider may be trustworthy 
as a judge of the behavior of other ser-
vice providers, and vice versa. Trade-
off strategies for selecting users with 
different cost and trustworthy levels 
for crowdsourcing should also be ex-
plored. Selecting the most appropri-
ate crowdsourcing contributors or 
crowd workers will require services 
that interact and combine informa-
tion from contributors, service pro-
viders, and third-party sources, such 
as job listings and social media.8

Internet of Things. In traditional 
service computing, a service compo-
sition focuses on finding an effective 
combination of component services.19 
Recent work has suggested that a ser-
vice composition in the IoT needs to 
find an effective combination of both 
component services and devices.11 In 
emerging IoT architectures based on 
service composition, there is a need 
to find an effective combination of 
component services, data services 
supported by cloud platform services, 
and devices. Cloud component ser-
vices are an integral part of the IoT, 
because they are needed to manage 
device Web representations, contexts, 
and related data processing services 
anywhere and without the need to rely 
on a computing center.

Complementary to the current 
work on service discovery and integra-
tion, an important and novel direc-
tion in IoT research lies in the area of 
device discovery and integration. Ex-
isting results based on a combination 
of Semantic Sensor Networks (SSN) 
and OpenIoT18 provide a device layer 
architecture and related functionality 
for IoT device discovery and integra-
tion. SSN defines an ontology that 
is used to describe IoT things and 
to find devices from the attributes of 
the data they produce. Nevertheless, 

as IoT things are diverse in function-
ality and access methods, it is infea-
sible for a single uniform ontology 
to cover the highly heterogeneous 
space of things. Information retriev-
al and text mining techniques can be 
leveraged to improve the accuracy of 
device discovery.

Integration of IoT things can be 
greatly facilitated by discovering the 
correlations among things. However, 
correlations among IoT things are 
usually difficult to detect. Unlike hu-
man social networks, where people 
are well connected, things often have 
limited explicit interconnections. An 
interesting direction is multi-hop 
connections, which leverage human-
to-things interactions to correlate 
IoT things.

Graph-based approaches and ma-
chine-learning techniques can help 
discover hidden interesting relation-
ships among IoT things, and thus 
suggest interesting and novel integra-
tion patterns.

Conclusion
Service computing has a bright future 
supporting the tremendous advances 
in emerging areas of computing such 
as mobile computing, cloud comput-
ing, big data, social computing, and 
beyond. We make the case in this 
manifesto that the potential of ser-
vice computing is far greater than 
what has been achieved so far. We lay 
down a path forward to take service 
computing to new heights of inno-
vation. To forge ahead, we make the 
important statement that, for the ser-
vice computing paradigm to succeed, 
it needs to be decoupled from the 
technology of the day. The challenges 
may be difficult but the payoffs are 
great and there is no reason why an 
ambitious research agenda would 
not produce enormous benefits for 
computer science and society.
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at an arbitrary time during execution. It 
can even deal with crashes happening 
during recovery, when the file system at-
tempts to reconstruct a consistent state 
from whatever it finds on the persistent 
medium after a crash, and in the worst 
case no progress happens (a situation 
that could arise due to a crash triggered 
by a fault in the file system itself).

The authors show how this logic can 
be applied to actual file systems, includ-
ing difficulties such as read and write 
operations that are asynchronous to the 
execution of the file-system code. They 
then use this formalism to specify and 
implement an actual, fully featured file 
system, and produce a machine-checked 
and largely automated proof that this 
file system is actually crash-safe.

This is truly remarkable work, com-
bining the development of a new for-
malism with its application in real 
systems to prove very complex proper-
ties. It is exactly this kind of properties 
where formal proofs are most power-
ful, as anything that is as complex and 
interconnected as the crash-safety 
property is notoriously difficult to get 
right in the implementation. Experi-
ence shows it is almost never right—
unless formally proved.

Proof automation is very important 
to making such techniques scale to real-
world, high-performance systems. In 
this paper, the authors have taken a first 
step toward reducing the manual effort, 
and their work has already triggered fur-
ther progress in automating such proof. 
Other work has demonstrated the fea-
sibility of automating some of the un-
derlying infrastructure, which this work 
assumes correct without proof. All this 
means is that complete operating sys-
tems, with full proofs of functional cor-
rectness, may be closer than we thought 
only two years ago. 

Gernot Heiser is a Scientia Professor and the John Lions 
Chair for operating systems at the University of New 
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FILE SY STE M S HAV E  been a standard 
part of computer systems for over 50 
years. We routinely (and mostly un-
thinkingly) use them to store and re-
trieve persistent data. But how persis-
tent are they really?

This question is far trickier to an-
swer than it may seem at first, for sev-
eral reasons. Persistent storage media 
are orders of magnitude slower than 
non-persistent memories, such as 
processor registers or random-access 
memory. They are also organized dif-
ferently: persistent media are read 
or written in blocks whose size is on 
the order of kilobytes but can be up 
to megabytes. Bridging the speed and 
granularity gaps requires complex 
logic for data buffering, implementing 
efficient lookups, and reordering slow 
operations to obtain the best perfor-
mance. Some of this is performed by 
the operating system, and some of it in 
the firmware of the storage device, with 
limited operating-system control.

The file system hides this complexi-
ty behind a simple read-write interface, 
with the promise that data that has 
been written to a persistent medium 
can be retrieved correctly at a later time 
(provided the storage medium itself is 
not destroyed).

What makes it tricky to fulfill this 
promise is the fact that computer sys-
tems are (still) not reliable—they crash. 
Such a crash may be the result of a physi-
cal failure (lack of electrical power), but 
is more frequently the result of failing 
software, especially the operating sys-
tem, or even the file-system implemen-
tation itself. Unless great care is taken, 
such a failure can lead to loss or corrup-
tion of supposedly persistent data. For 
example, a write operation may have 
updated an internal buffer but not yet 
reached the persistent medium, result-
ing in data loss. Reordering may lead 
to causality violations, where data pro-
duced later in the computation is made 
persistent, while data logically produced 
before is not. In extreme cases, corrup-

tion of metadata, such as lookup data 
structures, can result in the loss of data 
that had been made persistent earlier.

Different file systems go to different 
lengths in trying to prevent such loss, 
from making no guarantees at all, to 
guaranteeing the integrity of metadata, 
to guaranteeing persistence and integ-
rity of all data written before an explicit 
or implicit synchronization barrier. But 
what do those “guarantees” really mean, 
when they are implemented in complex 
software that is almost certainly buggy?

In particular, what does it mean that 
a file system is “crash safe?”

Experience shows that these are se-
rious questions, with even “mature” 
file systems failing to live up to their 
promises if crashes happen at particu-
larly inopportune moments. Ideally, 
one would like a proof that the prom-
ise is kept under all circumstances. But 
you cannot even start on such a proof 
if you cannot clearly define what crash-
safety really means.

The following paper presents a big 
step toward real-world file systems that 
are crash-safe in a strict sense. It devel-
ops a formalism called crash Hoare logic, 
which extends the traditional Hoare log-
ic, widely used for reasoning about pro-
grams, by a crash condition. This allows 
the authors to reason about consistency 
of file systems, when crashes may occur 
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Abstract
FSCQ is the first file system with a machine-checkable proof 
that its implementation meets a specification, even in the 
presence of fail-stop crashes. FSCQ provably avoids bugs that 
have plagued previous file systems, such as performing disk 
writes without sufficient barriers or forgetting to zero out 
directory blocks. If a crash happens at an inopportune time, 
these bugs can lead to data loss. FSCQ’s theorems prove 
that, under any sequence of crashes followed by reboots, 
FSCQ will recover its state correctly without losing data.

To state FSCQ’s theorems, this paper introduces the 
Crash Hoare logic (CHL), which extends traditional Hoare 
logic with a crash condition, a recovery procedure, and logical 
address spaces for specifying disk states at different abstrac-
tion levels. CHL also reduces the proof effort for developers 
through proof automation. Using CHL, we developed, speci-
fied, and proved the correctness of the FSCQ file system. 
Although FSCQ’s design is relatively simple, experiments 
with FSCQ as a user-level file system show that it is sufficient 
to run Unix applications with usable performance. FSCQ’s 
specifications and proofs required significantly more work 
than the implementation, but the work was manageable 
even for a small team of a few researchers.

1. INTRODUCTION
This paper describes Crash Hoare logic (CHL), which allows 
developers to write specifications for crash-safe storage sys-
tems and also prove them correct. “Correct” means that, 
if a computer crashes due to a power failure or other fail-
stop fault and subsequently reboots, the storage system 
will recover to a state consistent with its specification (e.g., 
POSIX17). For example, after recovery, either all disk writes 
from a file-system call will be on disk, or none will be. Using 
CHL we write a simple specification for a subset of POSIX 
and build the FSCQ certified file system, which comes with a 
machine-checkable proof that its implementation matches 
the specification.

Proving the correctness of a file system implementation is 
important, because existing file systems have a long history 
of bugs both in normal operation and in handling crashes.24 
Reasoning about crashes is especially challenging because 
it is difficult for the file-system developer to consider all 
possible points where a crash could occur, both while a file-
system call is running and during the execution of recovery 
code. Often, a system may work correctly in many cases, but 
if a crash happens at a particular point between two specific 
disk writes, then a problem arises.29, 39

Most approaches to building crash-safe file systems fall 
roughly into three categories (see the SOSP paper3 for a more 
in-depth discussion of related work): testing, program analy-
sis, and model checking. Although they are effective at find-
ing bugs in practice, none of them can guarantee the absence 
of crash-safety bugs in actual implementations. This paper 
focuses precisely on this issue: helping developers build file 
systems with machine-checkable proofs that they correctly 
recover from crashes at any point.

Researchers have used theorem provers for certifying 
real-world systems such as compilers,23 small kernels,22 ker-
nel extensions,35 and simple remote servers.15 Some certifi-
cation projects1, 10, 11, 18, 28, 32 have even targeted file systems, 
as we do, but in each case either the file system was not 
complete, executable, and ready to run on a real operating 
system; or its proof did not consider crashes. Reasoning 
about crash-free executions typically involves considering 
the states before and after some operation. Reasoning about 
crashes is more complicated because crashes can expose 
intermediate states of an operation.

Building an infrastructure for reasoning about file-
 system crashes poses several challenges. Foremost among 
those challenges is the need for a specification framework 
that allows the file-system developer to formalize the sys-
tem behavior under crashes. Second, it is important that 
the specification framework allows for proofs to be auto-
mated, so that one can make changes to a specification and 
its implementation without having to redo all of the proofs 
manually. Third, the specification framework must be able 
to capture important performance optimizations, such as 
asynchronous disk writes, so that the implementation of a 
file system has acceptable performance. Finally, the specifi-
cation framework must allow modular development: devel-
opers should be able to specify and verify each component 
in isolation and then compose verified components. For 
instance, once a logging layer has been implemented, file-
system developers should be able to prove end-to-end crash 
safety in the inode layer simply by relying on the fact that 
logging ensures atomicity; they should not need to consider 
every possible crash point in the inode code.

CHL addresses these challenges by allowing program-
mers to specify what invariants hold in case of crashes and 

The original version of this paper is entitled “Using Crash 
Hoare Logic for Certifying the FSCQ File System” and was 
published in the Proceedings of the 25th ACM Symposium 
on Operating Systems Principles (SOSP ’15).3

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=75&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3051092
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by incorporating the notion of a recovery procedure that 
runs after a crash. CHL supports the construction of modu-
lar systems through a notion of logical address spaces. CHL 
also allows for a high degree of proof automation. Using 
CHL we specified and proved correct the FSCQ file system, 
which includes a simple write-ahead log and which uses 
asynchronous disk writes.

The next section of this article gives an overview of our 
system architecture, including implementation and proof. 
Then we introduce CHL, our approach to verifying storage 
programs that may crash. Afterward, we discuss our proto-
type file-system implementation FSCQ that we verified with 
CHL, and we evaluate it in terms of performance, correct-
ness, and other desirable qualities.

2. SYSTEM OVERVIEW
We have implemented the CHL specification framework 
with the widely used Coq proof assistant,8 which provides a 
single programming language for both proof and implemen-
tation. The source code is available at https://github.com/
mit-pdos/fscq. Figure 1 shows the components involved in 
the implementation. CHL is a small specification language 
embedded in Coq that allows a file-system developer to write 
specifications that include crash conditions and recovery pro-
cedures, and to prove that implementations meet these spec-
ifications. We have stated the semantics of CHL and proven 
it sound in Coq.

We implemented and certified FSCQ using CHL. That 
is, we wrote specifications for a subset of the POSIX system 

calls using CHL, implemented those calls inside of Coq, and 
proved that the implementation of each call meets its speci-
fication. We devoted substantial effort to building reusable 
proof automation for CHL. However, writing specifications 
and proofs still took a significant amount of time, compared 
to the time spent writing the implementation.

As a standard of completeness for FSCQ, we aimed for the 
same features as the xv6 file system,9 a teaching operating 
system that implements the Unix v6 file system with write-
ahead logging. FSCQ supports fewer features than today’s 
Unix file systems; for example, it lacks support for multi-
processors and deferred durability (i.e., fsync). However, it 
provides the core POSIX file-system calls, including support 
for large files using indirect blocks, nested directories, and 
rename.

Using Coq’s extraction feature, we do automatic transla-
tion of the Coq code for FSCQ into a Haskell program. We 
run this generated implementation combined with a small 
(uncertified) Haskell driver as a FUSE12 user-level file server. 
This implementation strategy allows us to run unmodified 
Unix applications but pulls in Haskell, our Haskell driver, 
and the Haskell FUSE library as trusted components.

3. CRASH HOARE LOGIC
Our goal is to allow developers to certify the correctness 
of a storage system formally—that is, to prove that it func-
tions correctly during normal operation and that it recov-
ers properly from any possible crashes. As mentioned in 
the abstract, a file system might forget to zero out the con-
tents of newly allocated directory or indirect blocks, lead-
ing to corruption during normal operation, or it might 
perform disk writes without sufficient barriers, leading to 
disk contents that might be unrecoverable. Prior work has 
shown that even mature file systems in the Linux kernel 
have such bugs during normal operation24 and in crash 
recovery.38

To prove that an implementation meets its specification, 
we must have a way for the developer to declare which behav-
iors are permissible under crashes. To do so, we extend Hoare 
logic,16 where specifications are of the form {P} procedure 
{Q}. Here, procedure could be a sequence of disk operations 
(e.g., read and write), interspersed with computation, that 
manipulates the persistent state on disk, like the implemen-
tation of the rename system call or a lower-level operation 
like allocating a disk block. P corresponds to the precon-
dition that should hold before procedure is run and Q is 
the postcondition. To prove that a specification is correct, 
we must prove that procedure establishes Q, assuming P 
holds before invoking procedure. In our rename system 
call example, P might require that the file system be repre-
sented by some tree t and Q might promise that the resulting 
file system is represented by a modified tree t′ reflecting the 
rename operation.

Hoare logic is insufficient to reason about crashes, 
because a crash may cause procedure to stop at any point 
in its execution and may leave the disk in a state where Q does 
not hold (e.g., in the rename example, the new file name has 
been created already, but the old file name has not yet been 
removed). Furthermore, if the computer reboots, it often 

mv a b

Crash Hoare logic

Crash model
Proof automation

. . .

FSCQ

Definition rename : = ...
Theorem rename_ok: spec.
Proof.
   . . .

Qed.

Coq proof checker
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Haskell FUSE driver
and libraries
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Figure 1. Overview of FSCQ’s implementation. Rectangular boxes 
denote source code; rounded boxes denote processes. Shaded boxes 
denote source code written by hand. The dashed line denotes the 
Haskell compiler producing an executable binary for FSCQ’s FUSE 
file server.
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runs a recovery procedure (such as fsck) before resuming 
normal operation. Hoare logic does not provide a notion 
that at any point during procedure’s execution, a recovery 
procedure may run. The rest of this section describes how 
CHL extends Hoare logic to handle crashes.

Traditional Hoare logic distinguishes between partial 
correctness, where we prove that terminating programs 
give correct answers, and total correctness, where we also 
prove termination. We use Coq’s built-in termination 
checker to guarantee that our system calls always finish, 
when no crashes occur. However, we model cases where a 
program still runs forever, because it keeps crashing and 
then crashing again during recovery, ad infinitum. For that 
reason, our specifications can be interpreted as total cor-
rectness for crash-free executions and partial correctness 
for crashing executions, which makes sense, since the 
underlying hardware platform refuses to give the program-
mer a way to guarantee normal termination in the presence 
of crashes.

3.1. Example
Many file-system operations must update two or more disk 
blocks atomically. For example, when creating a file, the 
file system must both mark an inode as allocated as well as 
update the directory in which the file is created (to record 
the file name with the allocated inode number). To ensure 
correct behavior under crashes, a common approach is 
to use a write-ahead log. Logging guarantees that, if a file-
system operation crashed while applying its changes to the 
disk, then after a crash, a recovery procedure can finish the 
job by applying the log contents. Write-ahead logging makes 
it possible to avoid the undesirable intermediate state where 
the inode is allocated but not recorded in the directory, 
effectively losing an inode. Many file systems, including 
widely used ones like Linux’s ext4,34 employ logging exactly 
for this reason.

The simple procedure shown in Figure 2 captures the 
essence of file-system calls that must update two or more 
blocks. The procedure performs two disk writes using a 
write-ahead log, which supplies the log_begin, log_commit, 
and log_write APIs. The procedure log_write appends 
a block’s content to an in-memory log, instead of updating 
the disk block in place. The procedure log_commit writes 
the log to disk, writes a commit record, and then copies the 
block contents from the log to the blocks’ locations on disk. 
If this procedure crashes and the system reboots, the recov-
ery procedure runs. The recovery procedure looks for the 
commit record. If there is a commit record, it completes the 
operation by copying the block contents from the log into 
the proper locations and then cleans the log.

If there is no commit record, then the recovery proce-
dure just cleans the log. If there is a crash during recovery, 
then after reboot the recovery procedure runs again. In prin-
ciple, this may happen several times. If the recovery finishes, 
however, then either both blocks have been updated or nei-
ther has. Thus, in the atomic_two_write procedure from 
Figure 2, the write-ahead log guarantees that either both 
writes happen or neither does, no matter when and how 
many crashes happen.

CHL makes it possible to write specifications for proce-
dures such as atomic_two_write and the write-ahead 
logging system, as we will explain in the rest of the section.

3.2. Crash conditions
CHL needs a way for developers to write down predicates 
about disk states, such as a description of the possible inter-
mediate states where a crash could occur. To do this, CHL 
extends Hoare logic with crash conditions, similar in spirit 
to prior work on fail-stop processors33, Section 3 and fault con-
ditions from concurrent work,28 but formalized precisely 
to allow for executable implementations and machine-
checked proofs.

For modularity, CHL should allow reasoning about just 
one part of the disk, rather than having to specify the con-
tents of the entire disk at all times. For example, we want 
to specify what happens with the two blocks that atomic_
two_write updates and not have to say anything about the 
rest of the disk. To do this, CHL employs separation logic,30 
which is a way of combining predicates on disjoint parts of 
a store (in our case, the disk). The basic predicate in sepa-
ration logic is a points-to relation, written as a  v, which 
means that address a has value v. Given two predicates x and 
y, separation logic allows CHL to produce a combined predi-
cate x  y. The  operator means that the disk can be split 
into two disjoint parts, where one satisfies the x predicate, 
and the other satisfies y.

To reason about the behavior of a procedure in the pres-
ence of crashes, CHL allows a developer to capture both 
the state at the end of the procedure’s crash-free execution 
and the intermediate states during the procedure’s execu-
tion in which a crash could occur. For example, Figure 3 
shows the CHL specification for FSCQ’s disk_write. (In 
our implementation of CHL, these specifications are writ-
ten in Coq code; we show here an easier-to-read version.) 
We will describe the precise notation shortly, but for now, 
note that the specification has four parts: the procedure 
about which we are reasoning, disk_write(a, v); the 
precondition, disk: a  〈v0, vs〉  other_blocks; the post-
condition if there are no crashes, disk: a  〈v, [v0]⊕vs〉  
other_blocks; and the crash condition, disk: a  〈v0, vs〉  

def atomic_two_write(a1, v1, a2, v2):
log_begin()
log_write(a1, v1)
log_write(a2, v2)
log_commit()

Figure 2. Pseudocode of atomic_two_write.
SPEC disk_write(a, v)
PRE disk: a � 〈v0, vs〉 � other_blocks
POST disk: a � 〈v, [v0]⊕ vs〉 � other_blocks
CRASH disk: a � 〈v0, vs〉 � other_blocks ∨

a � 〈v, [v0]⊕ vs〉) � other_blocks

Figure 3. Specification for disk_write.
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other_blocks ∨ a  〈v, [v0]⊕vs〉  other_blocks. Moreover, 
note that the crash condition specifies that disk_write 
could crash in two possible states (either before making 
the write or after). In all three logical conditions, other_
blocks stands for the arbitrary contents of all other disk 
blocks beside a, which should be preserved by this opera-
tion, even in case of a crash.

The specification in Figure 3 captures asynchronous 
writes. To do so, CHL models the disk as a (partial) function 
from a block number to a tuple, 〈v, vs〉, consisting of the last-
written value v and a set of previous values vs, any of which 
could appear on disk after a crash. Block numbers greater 
than the size of the disk do not map to anything. Reading 
from a block returns the last-written value, since even if 
there are previous values that might appear after a crash, in 
the absence of a crash a read should return the last write. 
Writing to a block makes the new value the last-written value 
and adds the old last-written value to the set of previous val-
ues. Reading or writing a block number that does not exist 
causes the system to “fail” (as opposed to finishing or crash-
ing). Finally, CHL’s disk model supports a sync operation, 
which forces the disk to flush pending writes to persistent 
storage, modeled in the postcondition for sync by discard-
ing all previous values.

Returning to Figure 3, the disk_write specification 
asserts through the precondition that the address being 
written, a, must be valid (i.e., within the disk’s size), by stat-
ing that address a points to some value 〈v0, vs〉 on disk. The 
specification’s postcondition asserts that the block being 
modified will contain the new value 〈v, [v0]⊕vs〉; that is, 
the new last-written value is v, and v0 is added to the set of 
previous values. The specification also asserts through the 
crash condition that disk_write could crash in a state 
that satisfies a  〈v0, vs〉  other_blocks ∨ a  〈v, [v0]⊕vs〉 
 other_blocks, that is, either the write did not happen  
(a still has 〈v0, vs〉) or it did (a has 〈v, [v0]⊕vs〉). Finally, the 
specification asserts that the rest of the disk is unaffected: 
if other disk blocks satisfied some predicate other_blocks 
before disk_write, they will still satisfy the same predi-
cate afterward.

One subtlety of CHL’s crash conditions is that they 
describe the state of the disk just before the crash occurs, 
rather than just after. Right after a crash, CHL’s disk model 
specifies that each block nondeterministically chooses one 
value from the set of possible values before the crash. For 
instance, the first line of Figure 3’s crash condition says that 
the disk still “contains” all previous writes, represented by 
〈v0, vs〉, rather than a specific value that persisted across the 
crash, chosen out of [v0]⊕vs. This choice of representing 
the state before the crash rather than after the crash allows 
the crash condition to be similar to the pre- and postcondi-
tions. For example, in Figure 3, the state of other blocks just 
before a crash matches the other_blocks predicate, as in the 
pre- and postconditions. However, describing the state after 
the crash would require a more complex predicate (e.g., if 
other_blocks contains unsynced disk writes, the state after 
the crash must choose one of the possible values). Making 
crash conditions similar to pre- and postconditions is good 
for proof automation.

The specification of disk_write captures two impor-
tant behaviors of real disks—that the disk controller can 
defer flushing pending writes to persistent storage and can 
reorder them—in order to achieve good performance. CHL 
could model a simpler synchronous disk by specifying that 
a points to a single value (instead of a set of values) and 
changing the crash condition to say that either a points to 
the new value (a  v) or a points to the old value (a  v0). 
This change would simplify proofs, but this model of a disk 
would be accurate only if the disk were running in synchro-
nous mode with no write buffering, which achieves lower 
performance.

The disk_write specification states that blocks are 
written atomically; that is, after a crash, a block must con-
tain either the last-written value or one of the previous 
values, and partial block writes are not allowed. This is a 
common assumption made by file systems and we believe it 
matches the behavior of many disks in practice. Using CHL, 
we could capture the notion of partial block writes by speci-
fying a more complicated crash condition, but the specifi-
cation shown here matches the common assumption. We 
leave to future work the question of how to build a certified 
file system without that assumption.

Much like other Hoare-logic-based approaches, CHL 
requires developers to write a complete specification for 
every procedure, including internal ones (e.g., allocating 
an object from a free bitmap). This requires stating pre-
cise pre- and postconditions. In CHL, developers must also 
write a crash condition for every procedure. In practice, 
we have found that the crash conditions are often simpler 
to state than the pre- and postconditions. For example, in 
FSCQ, most crash conditions in layers above the log sim-
ply state that there is an active (uncommitted) transaction; 
only the top-level system-call code begins and commits 
transactions.

3.3. Logical address spaces
The above example illustrates how CHL can specify predi-
cates about disk contents, but file systems often need to 
express similar predicates at other levels of abstraction 
as well. Consider the Unix pwrite system call. Its speci-
fication should be similar to disk_write, except that it 
should describe offsets and values within the file’s con-
tents, rather than block numbers and block values on disk. 
Expressing this specification directly in terms of disk con-
tents is tedious. For example, describing pwrite might 
require saying that we allocated a new block from the bit-
map allocator, grew the inode, perhaps allocated an indi-
rect block, and modified some disk block that happens 
to correspond to the correct offset within the file. Writing 
such complex specifications is also error-prone, which 
can result in significant wasted effort in trying to prove an 
incorrect spec.

To capture such high-level abstractions in a concise man-
ner, we observe that many of these abstractions deal with 
logical address spaces. For example, the disk is an address 
space from disk-block numbers to disk-block contents; the 
inode layer is an address space from inode numbers to inode 
structures; each file is a logical address space from offsets 
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states d1 or d2. Using log_intact allows us to capture 
all possible crash states concisely, including states that 
can appear deep inside any procedure that atomic_two_
write might call (e.g., crashes inside log_commit).

3.4. Recovery execution semantics
Crash conditions and address spaces allow us to specify the 
possible states in which the computer might crash in the 
middle of a procedure’s execution. We also need a way to 
reason about recovery, including crashes during recovery.

For example, we want to argue that a transaction pro-
vides all-or-nothing atomicity: if atomic_two_write 
crashes prior to invoking log_commit, none of the calls 
to log_write will be applied; after log_commit returns, 
all of them will be applied; and if atomic_two_write 
crashes during log_commit, either all or none of them will 
take effect. To achieve this property, the transaction system 
must run log_recover after every crash to roll forward 
any committed transaction, including after crashes during 
log_recover itself.

The specification of the log_recover procedure is 
shown in Figure 5. It says that, starting from any state  
matching log_intact(last_state, committed_state),  
log_recover will either roll back the transaction to last_
state or will roll forward a committed transaction to  
committed_state. Furthermore, the fact that log_recover’s 
crash condition implies the precondition indicates that 
log_recover is idempotent, meaning that it can be safely 
restarted after a crash to achieve the same postcondition. 
(Strictly speaking, this sense of idempotence differs from 
the mathematical notion, but follows conventions estab-
lished in early work on fault-tolerant storage systems.14)

To formalize the requirement that log_recover must 
run after a crash, CHL provides a recovery execution seman-
tics. The recovery semantics talks about two procedures exe-
cuting (a normal procedure and a recovery procedure) and 
producing either a failure, a completed state (after finishing 
the normal procedure), or a recovered state (after finishing the 
recovery procedure). This regime models the notion that the 
normal procedure tries to execute and reach a completed 
state, but if the system crashes, it starts running the recovery 
procedure (perhaps multiple times if there are crashes during 
recovery), which produces a recovered state.

Figure 6 shows how to extend the atomic_two_write 
specification to include recovery execution using the  nota-
tion. The postcondition indicates that, if atomic_two_
write finishes without crashing, both blocks were updated, 
and if one or more crashes occurred, with log_recover 
running after each crash, either both blocks were updated  

to data within that file; and a directory is a logical address 
space from file names to inode numbers. Building on this 
observation, CHL generalizes the separation logic for rea-
soning about the disk to similarly reason about higher-level 
address spaces like files, directories, or the logical disk con-
tents in a logging system.

As an example of address spaces, consider the specifi-
cation of atomic_two_write, shown in Figure 4. Rather 
than describe how atomic_two_write modifies the 
on-disk data structures, the specification introduces new 
address spaces, start_state and new_state, which corre-
spond to the contents of the logical disk provided by the 
logging system. Logical address spaces allow the developer 
of the logging system to state a clean specification, which 
provides the abstraction of a simple, synchronous disk to 
higher layers in the file system. Developers of higher layers 
can then largely ignore the details of the underlying asyn-
chronous disk.

Specifically, in the precondition, a1  vx applies to the 
address space representing the starting contents of the 
logical disk, and in the postcondition, a1  v1 applies to 
the new contents of the logical disk. Like the physical disk, 
these address spaces are partial functions from addresses 
to values (in this case, mapping 64-bit block numbers to 
4 KB block values). Unlike the physical disk, the logical disk 
address space provided by the logging system associates 
a single value with each block, rather than a set of values, 
because the transaction system exports a sound synchro-
nous interface, proven correct on top of the asynchronous 
interface below. Note how we use a variable others to stand 
for untouched disk addresses in the logical disk, just as we 
did for the physical disk in Figure 3.

Crucial to such a specification are explicit connections 
between address spaces. In Figure 4, we use a predicate 
log_rep, whose definition we elide here, but which cap-
tures how to map a higher-level state into a set of permis-
sible lower-level states. For this example of a logging layer, 
the predicate maps a “virtual” disk into a “physical” disk 
that includes a log. Such predicates may take additional 
arguments, as with the NoTxn argument that we use here 
to indicate that the logging layer is in a quiescent state, 
between transactions. This technique for connecting logi-
cal layers generalizes to stacks of several layers, as naturally 
appear in a file system.

The crash condition of atomic_two_write, from Figure 4, 
describes all of the states in which atomic_two_write 
could crash using log_intact(d1, d2), which stands 
for all possible log_rep states that recover to transaction 

SPEC atomic_two_write(a1, v1, a2, v2)
PRE disk: log_rep(NoTxn, start_state)

start_state: a1  � vx � a2  � vy � others
POST disk: log_rep(NoTxn, new_state)

new_state: a1  � v1 � a2  � v2 � others
CRASH disk: log_intact(start_state, new_state)

Figure 4. Specification for atomic_two_write.

SPEC log_recover()

PRE disk: log_intact(last_state, committed_state)

POST disk: log_rep(NoTxn, last_state) ∨
log_rep(NoTxn, committed_state)

CRASH disk: log_intact(last_state, committed_state)

Figure 5. Specification of log_recover.
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shows an example of this for a simple procedure; much 
of this chaining is automated in CHL. The crash condi-
tion for a procedure is the disjunction (i.e., “or”) of the 
crash conditions of all components of that procedure, 
as illustrated by the red arrows in Figure 7. Finally, prov-
ing the correctness of a procedure together with its recov-
ery function requires proving that the procedure’s crash 
condition implies the recovery precondition, and that 
recovery itself is idempotent.

4. PROTOTYPE IMPLEMENTATION
The implementation follows the organization shown in 
Figure 1. FSCQ and CHL are implemented using Coq, which 
provides a single programming language for implementa-
tions, specifications, and proofs. Figure 8 breaks down the 
source code of FSCQ and CHL. Because Coq provides a sin-
gle language, proofs are interleaved with source code and 
are difficult to separate. The development effort took several 
researchers about a year and a half; most of it was spent on 
proofs and specifications. Checking the proofs takes 11 h on 
an Intel i7-3667U 2.00 GHz CPU with 8 GB DRAM. The proofs 
are complete; we used Coq’s Print Assumptions com-
mand to verify that FSCQ did not introduce any unproven 
axioms or assumptions.

CHL. CHL is implemented as a domain-specific lan-
guage inside of Coq, much like a macro language (or, in 
the more technical language of proof assistants, we use a 
shallow embedding). We specified the semantics of this 
language and proved that it is sound. For example, we 
proved the standard Hoare-logic specifications for the for 
and if combinators. We also proved the specifications of 
disk_read, disk_write (whose spec is in Figure 3), 
and disk_sync manually, starting from CHL’s execution 
and crash model. Much of the automation (e.g., the chain-
ing of pre- and postconditions) is implemented using 
Ltac, Coq’s domain-specific language for proof search.

FSCQ. We implemented FSCQ also inside of Coq, writ-
ing the specifications using CHL. We proved that the imple-
mentation obeys the specifications, starting from the basic 
operations in CHL. FSCQ’s write-ahead log simplified speci-
fication and implementation tremendously, because much 

or neither was. The special ret variable indicates whether 
the system reached a completed or a recovered state 
and in this case enables callers of atomic_two_write 
to conclude that, if atomic_two_write completed with-
out crashes, it updated both blocks (i.e., updating none 
of the blocks is allowed only if the system crashed and 
recovered).

Note that distinguishing the completed and recovered 
states allows the specification to state stronger properties 
for completion than recovery. Also note that the recovery- 
execution version of atomic_two_write does not have 
a crash condition: if the computer crashes, it will run  
log_recover again, and the specification describes what 
happens when the computer eventually stops crashing and 
log_recover can run to completion.

In this example, the recovery procedure is just log_
recover, but the recovery procedure of a system built on 
top of the transaction system may be composed of several 
recovery procedures. For example, recovery in a file system 
consists of first reading the superblock from disk to locate 
the log and then running log_recover.

3.5. Proving
In order to prove the correctness of a procedure, CHL 
follows the standard Hoare-logic approach of decompos-
ing the procedure into smaller units (e.g., control-flow 
constructs or lower-level functions with already-proven 
specifications) and chaining their pre- and postcondi-
tions according to the procedure’s control flow. Figure 7 

log_recover

PRE

POST

RECOVER

if bnum >= NDIRECT:
    indirect = log_read(inode.blocks[NDIRECT])
    return indirect[bnum - NDIRECT]
else:
    return inode.blocks[bnum]

if

log_read

return

return

Figure 7. Example control flow of a CHL procedure that looks up the address of a block in an inode, with support for indirect blocks. (The 
actual code in FSCQ checks for some additional error cases.) Gray boxes represent the specifications of procedures. The dark red box 
represents the recovery procedure. Green and pink boxes represent preconditions and crash conditions, respectively. Blue boxes represent 
postconditions. Dashed arrows represent logical implication.

SPEC atomic_two_write(a1, v1, a2, v2) � log_recover()
PRE disk: log_rep(NoTxn, start_state)

start_state: a1  � vx � a2  � vy � others
POST disk: log_rep(NoTxn, new_state) ∨

(ret = RECOVERED ∧ log_rep(NoTxn, start_state))
new_state: a1  � v1 � a2  � v2 � others

Figure 6. Specification for atomic_two_write with recovery. The  
operator indicates the combination of a regular procedure and a 
recovery procedure.



 

APRIL 2017  |   VOL.  60  |   NO.  4  |   COMMUNICATIONS OF THE ACM     81

with this by reasoning about how many writes each transac-
tion can generate and ensuring that the log has sufficient 
space before starting a transaction. We have not done this 
in FSCQ yet, although it should be possible to expose the 
number of available log entries in the log’s representation 
invariant. Instead, we allow log_commit to return an error, 
in which case the entire transaction (e.g., system call) aborts 
and returns an error.

5. EVALUATION
To evaluate FSCQ, this section answers several questions:

• Is FSCQ complete enough for realistic applications, and 
can it achieve reasonable performance? (Section 5.1)

• What kinds of bugs do FSCQ’s theorems preclude? 
(Section 5.2)

• Does FSCQ recover from crashes? (Section 5.3)
• How difficult is it to build and evolve the code and 

proofs for FSCQ? (Section 5.4)

5.1. Application performance
FSCQ is complete enough that we can use FSCQ for soft-
ware development, running a mail server, etc. For exam-
ple, we have used FSCQ with the GNU coreutils (ls, grep, 
etc.), editors (vim and emacs), software development 
tools (git, gcc, make, etc.), and running a qmail-like 
mail server. Applications that, for instance, use extended 
attributes or create very large files do not work on FSCQ, 
but there is no fundamental reason why they could not be 
made to work.

Experimental setup. We used a set of applications rep-
resenting typical software development: cloning a Git 
repository, compiling the sources of the xv6 file system and 
the LFS benchmark31 using make, running the LFS bench-
mark, and deleting all of the files to clean up at the end. We 
also run mailbench, a qmail-like mail server from the sv6 
operating system.7 This models a real mail server, where 
using FSCQ would ensure email is not lost even in case of 
crashes.

We compare FSCQ’s performance to two other file sys-
tems: the Linux ext4 file system and the file system from the 
xv6 operating system (chosen because its design is similar to 
FSCQ’s). We modified xv6 to use asynchronous disk writes 
and ported the xv6 file system to FUSE so that we can run it 
in the same way as FSCQ. Finally, to evaluate the overhead of 
FUSE, we also run the experiments on top of ext4 mounted 
via FUSE.

To make a meaningful comparison, we run the file sys-
tems in synchronous mode; that is, every system call com-
mits to disk before returning. (Disk writes within a system 
call can be asynchronous, as long as they are synced at 
the end.) For FSCQ and xv6, this is the standard mode of 
operation. For ext4, we use the data=journal and sync 
options. Although this is not the default mode of operation 
for ext4, the focus of this evaluation is on whether FSCQ can 
achieve good performance for its design, not whether its 
simple design can match that of a sophisticated file system 
like ext4. To give a sense of how much performance can be 
obtained through further optimizations or spec changes, 

of the detailed reasoning about crashes is localized in the 
write-ahead log.

FSCQ file server. We produced running code by using 
Coq’s extraction mechanism to generate equivalent 
Haskell code from our Coq implementation. We wrote a 
driver program in Haskell (400 lines of code) along with 
an efficient Haskell reimplementation of fixed-size words 
and disk-block operations (350 more lines of Haskell). 
The extracted code, together with this driver and word 
library, allows us to efficiently execute our certified 
implementation.

To allow applications to use FSCQ, we exported FSCQ as 
a FUSE file system, using the Haskell FUSE bindings2 in our 
Haskell FSCQ driver. We mount this FUSE FSCQ file system 
on Linux, allowing Linux applications to use FSCQ without 
any modifications. Compiling the Coq and Haskell code 
to produce the FUSE executable, without checking proofs, 
takes a little under 2 min.

Limitations. Although extraction to Haskell simplifies 
the process of generating executable code from our Coq 
implementation, it adds the Haskell compiler and runtime 
into FSCQ’s trusted computing base. In other words, a bug 
in the Haskell compiler or runtime could subvert any of 
the guarantees that we prove about FSCQ. We believe this 
is a reasonable trade-off, since our goal is to certify higher-
level properties of the file system, and other projects have 
shown that it is possible to extend certification all the way 
to assembly.6, 15, 22

Another limitation of the FSCQ prototype lies in dealing 
with in-memory state in Coq, which is a functional language. 
CHL’s execution model provides a mutable disk but gives no 
primitives for accessing mutable memory. Our approach is 
to pass an in-memory state variable explicitly through all 
FSCQ functions. That variable contains the current buffer-
cache state (a map from address to cached block value), as 
well as the current transaction state, if present (an in-memory 
log of blocks written in the current transaction). In the 
future, we want to support multiprocessors where several 
threads share a mutable buffer cache, and we will address 
this limitation.

A limitation of FSCQ’s write-ahead log is that it does 
not guarantee how much log space is available to commit 
a transaction; if a transaction performs too many writes, 
log_commit can return an error. Some file systems deal 

Component Lines of code

Fixed-width words 2,709
CHL infrastructure 5,895
Proof automation 2,304
On-disk data structures 7,571
Buffer cache 662
Write-ahead logging 3,191
Bitmap allocator 441
Inodes and files 3,317
Directories 4,451
FSCQ’s top-level API 1,198

31,739Total

Figure 8. Combined lines of code and proof for FSCQ components.
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5.2. Bug discussion
To understand whether FSCQ eliminates real problems 
that arise in current file systems, we consider broad cat-
egories of bugs that have been found in real-world file sys-
tems24, 38 and discuss whether FSCQ’s theorems eliminate 
similar bugs:

1. Violating file or directory invariants, such as all link 
counts adding up36 or the absence of directory cycles.26

2. Improper handling of unexpected corner cases, such 
as running out of blocks during rename.13

3. Mistakes in logging and recovery logic, such as not 
issuing disk writes and syncs in the right order.20

4. Misusing the logging API, such as freeing an indirect 
block and clearing the pointer to it in different 
transactions.19

5. Low-level programming errors, such as integer over-
flows21 or double frees.4

6. Resource allocation bugs, such as losing disk blocks37 
or returning ENOSPC when there is available space.27

7. Returning incorrect error codes.5

8. Bugs due to concurrent execution of system calls, such 
as races between two threads allocating blocks.25

Some categories of bugs (#1–5) are eliminated by FSCQ’s 
theorems and proofs. For example, FSCQ’s representation 
invariant for the entire file system enforces a tree shape for 
it, and the specification guarantees that it will remain a tree 
(without cycles) after every system call.

With regards to resource allocation (#6), FSCQ guaran-
tees resources are never lost, but our prototype’s specifi-
cation does not require that the system be out of resources 
in order to return an out-of-resource error. Strengthening 
the specification (and proving it) would eliminate this 
class of bugs.

Incorrect error codes (#7) can be a problem for our 
FSCQ prototype in cases where we did not specify what 
exact code (e.g., EINVAL or ENOTDIR) should be returned. 
Extending the specification to include specific error codes 
could avoid these bugs, at the cost of more complex speci-
fications and proofs. On the other hand, FSCQ can never 
have a bug where an operation fails without an error code 
being returned.

we measure ext4 in three additional configurations: the 
journal_async_commit mode, which uses checksums 
to commit in one disk sync instead of two (“ext4-journal-
async” in our experiments); the data=ordered mode, 
which is incompatible with journal_async_commit 
(“ext4-ordered”); and the default data=ordered and 
async mode, which does not sync to disk on every system 
call (“ext4-async”).

We ran all of these experiments on a quad-core Intel 
i7-3667U 2.00 GHz CPU with 8 GB DRAM running Linux 
3.19. The file system was stored on a separate partition 
on an Intel SSDSCMMW180A3L flash SSD. Running 
the experiments on an SSD ensures that potential file-
system CPU bottlenecks are not masked by a slow rota-
tional disk. We compiled FSCQ’s Haskell code using 
GHC 7.10.2.

Results. The results of running our experiments are 
shown in Figure 9. The first conclusion is that FSCQ’s per-
formance is close to that of the xv6 file system. The small gap 
between FSCQ and xv6 is due to the fact that FSCQ’s Haskell 
implementation uses about four times more CPU time than 
xv6’s. This can be reduced by generating C or assembly code 
instead of Haskell. Second, FUSE imposes little overhead, 
judging by the difference between ext4 and ext4-fuse. Third, 
both FSCQ and xv6 lag behind ext4. This is due to the fact 
that our benchmarks are bottlenecked by syncs to the SSD, 
and that ext4 has a more efficient logging design that defers 
applying the log contents until the log fills up, instead of at 
each commit. As a result, ext4 can commit a transaction with 
two disk syncs, compared to four disk syncs for FSCQ and 
xv6. For example, mailbench requires 10 transactions per 
message, and the SSD can perform a sync in about 2.8 ms. 
This matches the observed performance of ext4 (64 ms per 
message) and xv6 and FSCQ (103 and 118 ms per message, 
respectively).

Finally, there is room for even further optimizations: 
ext4’s journal_async_commit commits with one disk 
sync instead of two, achieving almost twice the through-
put in some cases; data=ordered avoids writing file data 
twice, achieving almost twice the throughput in other cases; 
and asynchronous mode achieves much higher throughput 
by avoiding disk syncs altogether (at the cost of not persist-
ing data right away).

 0

 5

 10

 15

 20

 25

git clone make xv6 make lfs largefile smallfile cleanup mailbench

R
un

ni
ng

 t
im

e 
(s

) 

fscq
xv6
ext4-fuse
ext4
ext4-journal-async
ext4-ordered
ext4-async

Figure 9. Running time for each phase of the application benchmark suite and for delivering 200 messages with mailbench.
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of code in the CHL infrastructure and changing over half 
of the implementations and proofs for the write-ahead log. 
However, layers above the log did not require any changes, 
since the log provided the same synchronous disk abstrac-
tion in both cases.

Buffer cache. We added a buffer cache to FSCQ after 
we had already built the write-ahead log and several lay-
ers above it. Since Coq is a pure functional language, 
keeping buffer-cache state required passing the current   
buffer-cache object to and from all functions. Incorporating 
the buffer cache required changing about 300 lines of 
code and proof in the log, to pass around the buffer-
cache state, to access disk via the buffer cache and to  
reason about disk state in terms of buffer-cache invariants. 
We also had to make similar straightforward changes to 
about 600 lines of code and proof for components above 
the log.

Optimizing log layout. The initial design of FSCQ’s write-
ahead log used one disk block to store the length of the on-
disk log and another block to store a commit bit, indicating 
whether log recovery should replay the log contents after a 
crash. Once we introduced asynchronous writes, storing 
these fields separately necessitated an additional disk sync 
between writing the length field and writing the commit bit. 
To avoid this sync, we modified the logging protocol slightly: 
the length field was now also the commit bit, and the log is 
applied on recovery if the length is nonzero. Implementing 
this change required modifying about 50 lines of code and 
about 100 lines of proof.

5.5. Evaluation summary
Although FSCQ is not as complete and high-performance as 
today’s high-end file systems, our results demonstrate that 
this is largely due to FSCQ’s simple design. Furthermore, 
the case studies in Section 5.4 indicate that one can improve 
FSCQ incrementally. In future work, we hope to improve 
FSCQ’s logging to batch transactions and to log only meta-
data; we expect this will bring FSCQ’s performance closer 
to that of ext4’s logging. The one exception to incremental 
improvement is multiprocessor support, which may require 
global changes and is an interesting direction for future 
research.

6. CONCLUSION
This paper’s contributions are CHL and a case study of 
applying CHL to build FSCQ, the first certified crash-safe 
file system. CHL allowed us to concisely and precisely 
specify the expected behavior of FSCQ. Via this verification 
approach, we arrive at a machine-checked proof that FSCQ 
avoids bugs that have a long history of causing data loss in 
previous file systems. For this kind of critical infrastructure, 
the cost of proving seems a reasonable price to pay. We hope 
that others will find CHL useful for constructing crash-safe 
storage systems.
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Multiprocessor bugs (#8) are out of scope for our FSCQ 
prototype, because it does not support multithreading.

5.3. Crash recovery
We proved that FSCQ implements its specification, but 
in principle it is possible that the specification is incom-
plete or that our unproven code (e.g., the FUSE driver) has 
bugs. To do an end-to-end check, we ran two experiments. 
First, we ran fsstress from the Linux Test Project, which 
issues random file-system operations; this did not uncover 
any problems. Second, we experimentally induced crashes 
and verified that each resulting disk image after recovery 
is consistent.

In particular, we created an empty file system using 
mkfs, mounted it using FSCQ’s FUSE interface, and then 
ran a workload on the file system. The workload creates two 
files, writes data to the files, creates a directory and a sub-
directory under it, moves a file into each directory, moves 
the subdirectory to the root directory, appends more data 
to one of the files, and then deletes the other file. During 
the workload, we recorded all disk writes and syncs. After 
the workload completed, we unmounted the file system and 
constructed all possible crash states. We did this by taking 
a prefix of the writes up to some sync, combined with every 
possible subset of writes from that sync to the next sync. For 
the workload described above, this produced 320 distinct 
crash states.

For each crash state, we remounted the file system (which 
runs the recovery procedure) and then ran a script to exam-
ine the state of the file system, looking at directory structure, 
file contents, and the number of free blocks and inodes. For 
the above workload, this generates just 10 distinct logical 
states (i.e., distinct outputs from the examination script). 
Based on a manual inspection of each of these states, we 
conclude that all of them are consistent with what a POSIX 
application should expect. This suggests that FSCQ’s speci-
fications, as well as the unverified components, are likely to 
be correct.

5.4. Development effort
The final question is, how much effort is involved in 
developing FSCQ? One metric is the size of the FSCQ code 
base, reported in Figure 8; FSCQ consists of about 30,000 
lines of code. In comparison, the xv6 file system is about 
3000 lines of C code, so FSCQ is about 10× larger, but 
this includes a significant amount of CHL infrastructure, 
including libraries and proof machinery, which is not 
FSCQ-specific.

A more interesting question is how much effort is required  
to modify FSCQ, after an initial version has been developed 
and certified. Does adding a new feature to FSCQ require 
reproving everything, or is the work commensurate with the 
scale of the modifications required to support the new fea-
ture? To answer this question, the rest of this section presents 
several case studies, where we had to add a significant feature 
to FSCQ after the initial design was already complete.

Asynchronous disk writes. We initially developed FSCQ to 
operate with synchronous disk writes. Implementing asyn-
chronous disk writes required changing about 1000 lines 



research highlights 

 

84    COMMUNICATIONS OF THE ACM    |   APRIL 2017  |   VOL.  60  |   NO.  4

also like to thank the anonymous reviewers for their com-
ments, and to our SOSP shepherd Herbert Bos and CACM 
Research Highlights editor Martin Abadi. This research was 
supported, in part, by NSF awards CNS-1053143 and CCF-
1253229, Google, and CyberSecurity@CSAIL. 

References

Tej Chajed, Haogang Chen, Adam 
Chlipala, M. Frans Kaashoek, Nickolai 
Zeldovich, and Daniel Ziegler ({tchajed, 

dmz}@mit.edu, {hchen, adamc, kaashoek, 
nickolai}@csail.mit.edu), MIT CSAIL, 
Cambridge, MA.

Copyright held by owners/authors.

 25. Manana, F. Btrfs: Fix race between 
writing free space cache and 
trimming, Dec. 2014. http://git.kernel.
org/cgit/linux/kernel/git/stable/ 
linux-stable.git/commit/?id=55507
ce3612365a5173dfb080a4baf45d1
ef8cd1.

 26. Mason, C. Btrfs: Prevent loops in 
the directory tree when creating 
snapshots, Nov. 2008. http://git.
kernel.org/cgit/linux/kernel/git/
stable/linux-stable.git/commit/ 
?id=ea9e8b11bd1252dcbc23af 
efcf1a52ec6aa3c113.

 27. Morton, A. [PATCH] ext2/ext3-
ENOSPC bug, Mar. 2004. https://
git.kernel.org/cgit/linux/kernel/
git/tglx/history.git/commit/?id= 
5e9087ad3928c9d80cc62b5 
83c3034f864b6d315.

 28. Ntzik, G., da Rocha Pinto, P., Gardner, P. 
Fault-tolerant resource reasoning. 
In Proceedings of the 13th Asian 
Symposium on Programming 
Languages and Systems (APLAS) 
(Pohang, South Korea, Nov.–Dec. 
2015).

 29. Pillai, T.S., Chidambaram, V., 
Alagappan, R., Al-Kiswany, S.,  
Arpaci-Dusseau, A.C., Arpaci-
Dusseau, R.H. All file systems are  
not created equal: On the complexity 
of crafting crash-consistent 
applications. In Proceedings of 
the 11th Symposium on Operating 
Systems Design and Implementation 
(OSDI) (Broomfield, CO, Oct. 2014), 
433–448.

 30. Reynolds, J.C. Separation logic: 
A logic for shared mutable data 
structures. In Proceedings of the 17th 
Annual IEEE Symposium on Logic 
in Computer Science (Copenhagen, 
Denmark, July 2002), 55–74.

 31. Rosenblum, M., Ousterhout, J. 
The design and implementation 
of a log-structured file system. 
In Proceedings of the 13th ACM 
Symposium on Operating Systems 
Principles (SOSP) (Pacific Grove, CA, 
Oct. 1991), 1–15.

 32. Schellhorn, G., Ernst, G., Pfahler, J., 
Haneberg, D., Reif, W. Development 
of a verified flash file system. In 
Proceedings of the ABZ Conference 
(Toulouse, France, June 2014).

 33. Schlichting, R.D., Schneider, F.B. 
Fail-stop processors: An approach to 
designing fault-tolerant computing 
systems. ACM Trans. Comput. Syst. 1, 
3 (1983), 222–238.

 34. Tweedie, S.C. Journaling the Linux 
ext2fs filesystem. In Proceedings of 
the 4th Annual LinuxExpo (Durham, 
NC, May 1998).

 35. Wang, X., Lazar, D., Zeldovich, N., 
Chlipala, A., Tatlock, Z. Jitk: A 
trustworthy in-kernel interpreter 
infrastructure. In Proceedings of 
the 11th Symposium on Operating 
Systems Design and Implementation 
(OSDI) (Broomfield, CO, Oct. 2014), 
33–47.

 36. Wong, D.J. ext4: Fix same-dir 
rename when inline data directory 
overflows, Aug. 2014. https://git.
kernel.org/cgit/linux/kernel/git/
stable/linux-stable.git/commit/?id= 
d80d448c6c5bdd32605b78a 
60fe8081d82d4da0f.

 37. Xie, M. Btrfs: Fix broken free space 
cache after the system crashed, June 
2014. https://git.kernel.org/cgit/linux/
kernel/git/stable/linux-stable.git/com
mit/?id=e570fd27f2c5d7eac3876bccf
99e9838d7f911a3.

 38. Yang, J., Twohey, P., Engler, D., 
Musuvathi, M. eXplode: A lightweight, 
general system for finding 
serious storage system errors. In 
Proceedings of the 7th Symposium 
on Operating Systems Design and 
Implementation (OSDI) (Seattle, WA, 
Nov. 2006), 131–146.

 39. Zheng, M., Tucek, J., Huang, D., Qin, F.,  
Lillibridge, M., Yang, E.S., Zhao, B.W., 
Singh, S. Torturing databases for 
fun and profit. In Proceedings of 
the 11th Symposium on Operating 
Systems Design and Implementation 
(OSDI) (Broomfield, CO, Oct. 2014), 
449–464.

 1. Amani, S., Hixon, A., Chen, Z., 
Rizkallah, C., Chubb, P., O’Connor, L.,  
Beeren, J., Nagashima, Y., Lim, J.,  
Sewell, T., Tuong, J., Keller, G., 
Murray, T., Klein, G., Heiser, G. 
Cogent: Verifying high-assurance 
file system implementations. In 
Proceedings of the 21th International 
Conference on Architectural Support 
for Programming Languages and 
Operating Systems (ASPLOS) 
(Atlanta, GA, Apr. 2016), 175–188.

 2. Bobbio, J. et al. Haskell bindings for 
the FUSE library, 2014. https://github.
com/m15k/hfuse.

 3. Chen, H., Ziegler, D., Chajed, T., 
Chlipala, A., Kaashoek, M.F., 
Zeldovich, N. Using Crash Hoare Logic 
for certifying the FSCQ file system. 
In Proceedings of the 25th ACM 
Symposium on Operating Systems 
Principles (SOSP) (Monterey, CA,  
Oct. 2015).

 4. Chinner, D. xfs: Fix double free in 
xlog_recover_commit_trans, Sept. 
2014. http://git.kernel.org/cgit/linux/
kernel/git/stable/linux-stable.git/com
mit/?id=88b863db97a18a04c90ebd5
7d84e1b7863114dcb.

 5. Chinner, D. xfs: xfs_dir_fsync() returns 
positive errno, May 2014. https://
git.kernel.org/cgit/linux/kernel/git/
stable/linux-stable.git/commit/ 
?id=43ec1460a2189fbee87980dd 
3d3e64cba2f11e1f.

 6. Chlipala, A. Mostly-automated 
verification of low-level programs 
in computational separation 
logic. In Proceedings of the 2011 
ACM SIGPLAN Conference on 
Programming Language Design  
and Implementation (PLDI)  
(San Jose, CA, June 2011),  
234–245.

 7. Clements, A.T., Kaashoek, M.F., 
Zeldovich, N., Morris, R.T., Kohler, E. 
The scalable commutativity rule: 
Designing scalable software for 
multicore processors. In Proceedings 
of the 24th ACM Symposium on 
Operating Systems Principles  
(SOSP) (Farmington, PA, Nov.  
2013), 1–17.

 8. Coq development team. The Coq 
Proof Assistant Reference Manual, 
Version 8.5pl1. INRIA, Apr. 2016. 
http://coq.inria.fr/distrib/current/
refman/.

 9. Cox, R., Kaashoek, M.F., Morris, R.T. 
Xv6, a simple Unix-like teaching 
operating system, 2014. http://pdos.
csail.mit.edu/6.828/2014/xv6.html.

 10. Ernst, G., Pfahler, J., Schellhorn, G., 
Reif, W. Inside a verified flash file 
system: Transactions & garbage 
collection. In Proceedings of the 
7th Working Conference on Verified 
Software: Theories, Tools and 
Experiments (San Francisco, CA,  
July 2015).

 11. Freitas, L., Woodcock, J., Butterfield, A.  
POSIX and the verification grand 
challenge: A roadmap. In Proceedings 
of 13th IEEE International 
Conference on Engineering of 
Complex Computer Systems (Belfast, 
Northern Ireland, Mar.–Apr. 2008), 
153–162.

 12. FUSE: Filesystem in userspace, 2013. 
http://fuse.sourceforge.net/.

 13. Goldstein, A. ext4: Handle errors 
in ext4_rename, Mar. 2011. https://
git.kernel.org/cgit/linux/kernel/git/
stable/linux-stable.git/commit/?id=ef
6078930263bfcdcfe4dddb2cd85254b
4cf4f5c.

 14. Gray, J. Notes on data base operating 
systems. In Operating Systems: An 
Advanced Course, R. Bayer, R.M. Graham, 
and G. Seegmuller, eds. Springer-Verlag, 
London, UK, 1978, 393–481.

 15. Hawblitzel, C., Howell, J., Lorch, J.R., 
Narayan, A., Parno, B., Zhang, D., 
Zill, B. Ironclad Apps: End-to-end 
security via automated full-system 
verification. In Proceedings of the 
11th Symposium on Operating 
Systems Design and Implementation 
(OSDI) (Broomfield, CO, Oct. 2014), 
165–181.

 16. Hoare, C.A.R. An axiomatic basis  
for computer programming.  
Commun. ACM 12 10 (Oct. 1959), 
576–580.

 17. IEEE (The Institute of Electrical 
and Electronics Engineers) and The 
Open Group. The Open Group base 
specifications issue 7, 2013 edition 
(POSIX.1–2008/Cor 1–2013), Apr. 
2013.

 18. Joshi, R., Holzmann, G.J. A mini 
challenge: Build a verifiable 
filesystem. Formal Aspects  
Comput. 19, 2 (June 2007),  
269–272.

 19. Kara, J. ext3: Avoid filesystem 
corruption after a crash under heavy 
delete load, July 2010. https://git.
kernel.org/cgit/linux/kernel/git/
stable/linux-stable.git/commit/?id=f2
5f624263445785b94f39739a6339ba
9ed3275d.

 20. Kara, J. jbd2: Issue cache flush after 
checkpointing even with internal 
journal, Mar. 2012. http://git.kernel.
org/cgit/linux/kernel/git/stable/ 
linux-stable.git/commit/?id=79feb5
21a44705262d15cc819a4117a447
b11ea7.

 21. Kara, J. ext4: Fix overflow when 
updating superblock backups after 
resize, Oct. 2014. http://git.kernel.org/
cgit/linux/kernel/git/stable/ 
linux-stable.git/commit/?id=9378c
6768e4fca48971e7b6a9075bc006
eda981d.

 22. Klein, G., Elphinstone, K., Heiser, G., 
Andronick, J., Cock, D., Derrin, P., 
Elkaduwe, D., Engelhardt, K., Norrish, M.,  
Kolanski, R., Sewell, T., Tuch, H., 
Winwood, S. seL4: Formal verification 
of an OS kernel. In Proceedings of  
the 22nd ACM Symposium on 
Operating Systems Principles  
(SOSP) (Big Sky, MT, Oct. 2009), 
207–220.

 23. Leroy, X. Formal verification of a 
realistic compiler. Commun.  
ACM 52, 7 (July 2009), 107–115.

 24. Lu, L., Arpaci-Dusseau, A.C., Arpaci-
Dusseau, R.H., Lu, S. A study of Linux 
file system evolution. In Proceedings 
of the 11th USENIX Conference on 
File and Storage Technologies  
(FAST) (San Jose, CA, Feb.  
2013), 31–44.

http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgithub.com%2Fm15k%2Fhfuse
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgithub.com%2Fm15k%2Fhfuse
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D88b863db97a18a04c90ebd57d84e1b7863114dcb
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D88b863db97a18a04c90ebd57d84e1b7863114dcb
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D88b863db97a18a04c90ebd57d84e1b7863114dcb
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D88b863db97a18a04c90ebd57d84e1b7863114dcb
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D43ec1460a2189fbee87980dd3d3e64cba2f11e1f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D43ec1460a2189fbee87980dd3d3e64cba2f11e1f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D43ec1460a2189fbee87980dd3d3e64cba2f11e1f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D43ec1460a2189fbee87980dd3d3e64cba2f11e1f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D43ec1460a2189fbee87980dd3d3e64cba2f11e1f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Ffuse.sourceforge.net%2F
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Def6078930263bfcdcfe4dddb2cd85254b4cf4f5c
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Def6078930263bfcdcfe4dddb2cd85254b4cf4f5c
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Def6078930263bfcdcfe4dddb2cd85254b4cf4f5c
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Def6078930263bfcdcfe4dddb2cd85254b4cf4f5c
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Def6078930263bfcdcfe4dddb2cd85254b4cf4f5c
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Df25f624263445785b94f39739a6339ba9ed3275d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Df25f624263445785b94f39739a6339ba9ed3275d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Df25f624263445785b94f39739a6339ba9ed3275d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Df25f624263445785b94f39739a6339ba9ed3275d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Df25f624263445785b94f39739a6339ba9ed3275d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D79feb521a44705262d15cc819a4117a447b11ea7
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D79feb521a44705262d15cc819a4117a447b11ea7
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D79feb521a44705262d15cc819a4117a447b11ea7
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D79feb521a44705262d15cc819a4117a447b11ea7
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D79feb521a44705262d15cc819a4117a447b11ea7
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D9378c6768e4fca48971e7b6a9075bc006eda981d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D9378c6768e4fca48971e7b6a9075bc006eda981d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D9378c6768e4fca48971e7b6a9075bc006eda981d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D9378c6768e4fca48971e7b6a9075bc006eda981d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D9378c6768e4fca48971e7b6a9075bc006eda981d
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D55507ce3612365a5173dfb080a4baf45d1ef8cd1
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D55507ce3612365a5173dfb080a4baf45d1ef8cd1
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D55507ce3612365a5173dfb080a4baf45d1ef8cd1
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D55507ce3612365a5173dfb080a4baf45d1ef8cd1
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3D55507ce3612365a5173dfb080a4baf45d1ef8cd1
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dea9e8b11bd1252dcbc23afefcf1a52ec6aa3c113
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dea9e8b11bd1252dcbc23afefcf1a52ec6aa3c113
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dea9e8b11bd1252dcbc23afefcf1a52ec6aa3c113
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dea9e8b11bd1252dcbc23afefcf1a52ec6aa3c113
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dea9e8b11bd1252dcbc23afefcf1a52ec6aa3c113
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Ftglx%2Fhistory.git%2Fcommit%2F%3Fid%3D5e9087ad3928c9d80cc62b583c3034f864b6d315
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Ftglx%2Fhistory.git%2Fcommit%2F%3Fid%3D5e9087ad3928c9d80cc62b583c3034f864b6d315
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Ftglx%2Fhistory.git%2Fcommit%2F%3Fid%3D5e9087ad3928c9d80cc62b583c3034f864b6d315
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Ftglx%2Fhistory.git%2Fcommit%2F%3Fid%3D5e9087ad3928c9d80cc62b583c3034f864b6d315
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Ftglx%2Fhistory.git%2Fcommit%2F%3Fid%3D5e9087ad3928c9d80cc62b583c3034f864b6d315
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dd80d448c6c5bdd32605b78a60fe8081d82d4da0f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dd80d448c6c5bdd32605b78a60fe8081d82d4da0f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dd80d448c6c5bdd32605b78a60fe8081d82d4da0f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dd80d448c6c5bdd32605b78a60fe8081d82d4da0f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3Dd80d448c6c5bdd32605b78a60fe8081d82d4da0f
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3De570fd27f2c5d7eac3876bccf99e9838d7f911a3
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3De570fd27f2c5d7eac3876bccf99e9838d7f911a3
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3De570fd27f2c5d7eac3876bccf99e9838d7f911a3
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=https%3A%2F%2Fgit.kernel.org%2Fcgit%2Flinux%2Fkernel%2Fgit%2Fstable%2Flinux-stable.git%2Fcommit%2F%3Fid%3De570fd27f2c5d7eac3876bccf99e9838d7f911a3
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=mailto%3Atchajed.dmz%40mit.edu
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=mailto%3Atchajed.dmz%40mit.edu
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=mailto%3Akaashoek.nickolai%40csail.mit.edu
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=mailto%3Akaashoek.nickolai%40csail.mit.edu
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fpdos.csail.mit.edu%2F6.828%2F2014%2Fxv6.html
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fpdos.csail.mit.edu%2F6.828%2F2014%2Fxv6.html
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fcoq.inria.fr%2Fdistrib%2Fcurrent%2Frefman%2F
http://mags.acm.org/communications/april_2017/TrackLink.action?pageName=84&exitLink=http%3A%2F%2Fcoq.inria.fr%2Fdistrib%2Fcurrent%2Frefman%2F


APRIL 2017  |   VOL.  60  |   NO.  4  |   COMMUNICATIONS OF THE ACM     85

with Moritz Hardt,d we approached 
this problem from the other direc-
tion, and showed that interactive 
data analysis is inherently more diffi-
cult than non-interactive data analy-
sis. Very roughly, we show if either 
the dimensionality of the dataset is 
large, or if the procedure is required 
to be computationally efficient in the 
worst case over interactions and da-
tasets, then it is infeasible to ensure 
statistical validity for a large number 
of rounds of interaction.

Relaxing the Problem. In my opin-
ion, the most promising direction is 
to find meaningful relaxations of the 
model that allow for more useful pro-
cedures, and circumvent the bottle-
necks we just discussed. The authors’ 
reusable holdout is one such relax-
ation. For another example, Blum and 
Hardte gave an efficient algorithm for 
a specific application in data science 
competitions, showing the benefit of a 
more tailored approach. I believe there 
are many more opportunities to design 
useful tools by finding the right balance 
between generality and specificity.

As you can see, the foundations of 
interactive data analysis are ready to 
be developed and brought up to speed 
with the foundations of non-interactive 
data analysis. I look forward to reading 
more work on this exciting topic. 
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data analysis. In Proceedings of STOC’16.
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MOST E V ID E N CE  IN  the empirical sci-
ences is statistical in nature, and sci-
entists rely on a variety of statistical 
tests to distinguish valid scientific dis-
coveries from spurious ones. Unfortu-
nately, there is a growing recognition 
that many important research findings 
based on statistical evidence are not 
reproducible, raising the question of 
whether there is a gap between what 
these statistical tests ensure and the 
way they are used.

While there are many reasons that 
research findings may be non-reproduc-
ible this work is focused on just one—in-
teractivity. Existing statistical methods 
assume the procedure being used to 
analyze the data is fixed before the data 
is collected. For example, performing a 
regression analysis on a fixed set of vari-
ables. However, in practice, the methods 
used to analyze a dataset are often cho-
sen based on previous interactions with 
the same dataset. For example, using 
the same dataset to first select variables 
and then perform a regression analysis. 
Analyzing a fixed dataset in this interac-
tive manner is known to lead to spurious 
conclusions, even when each procedure 
is statistically sound in isolation.

How should we study interactive 
data analysis? The most natural ap-
proach is to explicitly model the inter-
active procedure as a single procedure. 
For example, there is a vast amount of 
literature on statistically sound ways to 
select variables then regress on those 
variables. But how can we model the 
entire process of interacting with a da-
taset from start to finish when there 
are many steps and the way early steps 
influence subsequent steps is complex 
and possibly ill defined?

This work takes a different approach 
and embraces interactivity. They con-
sider the feasibility of designing a statis-
tical validity safety net that goes around 
a fixed dataset so that it may be analyzed 
interactively without compromising sta-
tistical validity even when the dataset is 
analyzed in an interactive manner. More 

concretely, the dramatis personæ are an 
unknown population and a data analyst 
who wants to study this population, but 
only has a random sample from this 
population. The analyst is allowed to 
ask very general questions about the 
population, and each question may de-
pend in an arbitrary, unknown way on 
the answers to previous questions. The 
answers are filtered through the safety 
net, which should ensure the answers 
remain approximately accurate for the 
population no matter how the analyst 
chooses the queries.

The authors of the following paper 
show there is a way to construct such a 
safety net. They do so using a substan-
tial strengthening of the folklore result 
that differentially private algorithms 
automatically ensure statistical valid-
ity, and then deploy the rich toolkit of 
differentially private algorithms for 
interactive data analysis to construct 
such procedures.

Of course, the paper itself is the 
best way to learn about the results. 
But for those who become interested 
in this topic, I will give my own incom-
plete, very biased, probably already 
out-of-date summary of the body of 
work on interactive data analysis that 
has happened since.

Sharper Bounds. What are the best 
possible statistical guarantees for 
interactive data analysis? In a sub-
sequent work with Bassily et al.,a we 
gave improved bounds on the error for 
estimating adaptively chosen statis-
tics, but we still do not know if these 
bounds are optimal. One reason we 
cannot currently close this gap is we 
do not know necessary conditions for 
ensuring statistical validity in interac-
tive data analysis. The authors show a 
weaker condition than differential pri-
vacy—bounded max-information—are 
sufficient, and several other notions 
have been considered,a,b,c but we still 
do not have necessary conditions.

Computational and Statistical 
Bottlenecks. In a concurrent work 
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Guilt-Free Data Reuse
By Cynthia Dwork, Vitaly Feldman, Moritz Hardt, Toniann Pitassi, Omer Reingold, and Aaron Roth

Abstract
Existing approaches to ensuring the validity of inferences 
drawn from data assume a fixed procedure to be performed, 
selected before the data are examined. Yet the practice of 
data analysis is an intrinsically interactive and adaptive 
process: new analyses and hypotheses are proposed after 
seeing the results of previous ones, parameters are tuned on 
the basis of obtained results, and datasets are shared and 
reused.

In this work, we initiate a principled study of how to guar-
antee the validity of statistical inference in adaptive data 
analysis. We demonstrate new approaches for addressing 
the challenges of adaptivity that are based on techniques 
developed in privacy-preserving data analysis.

As an application of our techniques we give a simple and 
practical method for reusing a holdout (or testing) set to 
validate the accuracy of hypotheses produced adaptively by 
a learning algorithm operating on a training set.

1. INTRODUCTION: THE PROBLEM AND WHY IT IS 
IMPORTANT
From discovering new particles and clinical studies to elec-
tion results prediction and credit score evaluation, scientific 
research, and industrial applications rely heavily on statis-
tical data analysis. The goal of statistical data analysis is to 
enable an analyst to discover the properties of a process or 
phenomenon by analyzing data samples generated by the 
process. Fortunately, data samples reflect many properties 
of the process that generated them: if smoking increases 
the risk of lung cancer, then we should expect to see a cor-
relation between smoking and lung cancer in samples of 
medical records. However, data will also exhibit idiosyn-
crasies that result from the randomness in the process of 
data sampling and do not say anything about the process 
that generated them—these idiosyncrasies will disappear 
if we resample new data from the process. Teasing out the 
true properties of the process from these idiosyncrasies is 
notoriously hard and error-prone task. Problems stemming 
from such errors can be very costly and have contributed to 
a wider concern about the reproducibility of research find-
ings, most notably in medical research.18

Statisticians have long established a number of ways 
to measure the confidence in a result of analysis, most 
famously p-values and confidence intervals. These concepts 
allow the analyst to express the probability (over random 
sampling) that the outcome of an analysis is just an idio-
syncrasy that does not hold for the true distribution of the 
data. Accordingly, the results can be declared statistically 
significant when this probability is sufficiently small. The 
guarantees that a confidence interval or p-value provide have 
a critical caveat; however, they apply only if the analysis pro-
cedure was chosen without examining the data to which the 
procedure is applied.

A simple and well-recognized misuse of this guaran-
tee happens when an analyst performs multiple analyses 
but reports only the most favorable result (e.g., having 
the lowest p-value). It is known by many names includ-
ing the multiple comparisons problem, multiple testing,  
p-hacking, and data dredging. As a result of such cherry 
picking, the reported analysis depends on the data, its 
stated p-value is incorrect and conclusions often invalid. 
A number of techniques, most notably false discovery 
rate control,3 have been developed to address multiple 
comparisons when the set of analyses to be performed 
is known before the data are gathered. At the same time 
the practice of data analysis goes well beyond pick-
ing the best outcome from a fixed collection of analy-
ses. Data exploration inspires hypothesis generation; 
results from one test determine which analyses are  
performed next; one study on a large corpus determines 
the next study on the same corpus. In short, data analysis 
in practice is inherently an adaptive process.

While very useful, reusing data in adaptive analysis can 
greatly increase the risk of spurious discoveries. Adaptive 
choices in analysis can lead to an exponential growth in the 
number of procedures that would have been performed had 
the analyst received different data samples. In other words 
adapting the analysis to data results in an implicit and 
potentially very large multiple comparisons problem aptly 
referred to as the “garden of forking paths” by Gelman and 
Loken.14

Although not usually understood in these terms, “Free-
dman’s paradox” is an elegant demonstration of the 
powerful effect of adaptive analysis on the validity of con-
clusions.13 In Freedman’s simulation an equation is fitted, 
variables with an insignificant t-statistic are dropped and 
the equation is refit to this new—adaptively chosen—subset 
of variables, with famously misleading results: when the 
relationship between the dependent and explanatory vari-
ables is nonexistent, the procedure overfits, and erroneously 
declaring significant relationships. An excellent and inter-
active demonstration of variable selection on the results of 
linear regression analysis can be found in the online article 
of Aschwanden.1

While our previous discussion was concerned pri-
marily with applications of statistics; adaptive data analy-
sis presents a similar challenge in machine learning. An 

This overview covers materials from two papers by the  
authors: “Preserving Statistical Validity in Adaptive  
Data Analysis,” which appeared in ACM Symposium on 
Theory of Computing (STOC) 2015, and “Generalization 
in Adaptive Data Analysis and Holdout Reuse,” which 
appeared in Conference on Neural Information Processing 
Systems (NIPS) 2015.
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important goal in machine learning is to obtain a predic-
tive model that generalizes well, that is, a model whose 
accuracy on the data is representative of its accuracy on 
future data generated by the same process. Indeed, a large 
body of theoretical and empirical research was developed 
for ensuring generalization in a variety of settings. In 
theoretical work, it is commonly assumed that the learn-
ing algorithm operates on a freshly sampled dataset. In 
practice, instead, a dataset is split randomly into two (or 
sometimes more) parts: the training set and the testing, or 
holdout, set. The training set is used for learning a predic-
tor and the holdout set is used to estimate the true accu-
racy of the predictor. Because the predictor is independent 
of the holdout dataset, such an estimate is a valid estimate 
of the true prediction accuracy.

However, in practice the holdout dataset is rarely used 
only once. One prominent example in which a holdout set is 
often adaptively reused is hyperparameter tuning. Similarly, 
the holdout set in a machine learning competition, such as 
the famous ImageNet competition, is typically reused many 
times adaptively. Other examples include using the hold-
out set for variable selection, generation of base learners 
(in aggregation techniques, such as boosting and bagging), 
checking a stopping condition, and analyst-in-the-loop deci-
sions. Such reuse is known to lead to overfitting to the hold-
out set (e.g., Refs.7, 22).

The literature recognizes the risks and proposes solu-
tions in a number of special cases of adaptive data analy-
sis. Most of them address a single round of adaptivity such 
as variable selection followed by regression on selected 
variables or model selection followed by testing and are 
optimized for specific inference procedures (see Chapter 7 
in Ref.17 for an overview). Yet, to our knowledge, there is 
no prior work giving a general methodology for address-
ing the risks of adaptive data reuse over many rounds of 
adaptivity and without restricting the type of procedures 
that are performed. We describe such a methodology, 
based on techniques from privacy-preserving data analy-
sis, together with a concrete application we call the reus-
able holdout.

2. OUR APPROACH AND RESULTSa

Let us establish some simple terminology. We represent a 
data point as an element of some universe X and a dataset 
consists of n data points. A data generating process gives 
rise to a probability distribution over datasets. We will focus 
on the most commonly studied setting in which each point 
of the dataset is drawn randomly and independently from 
some unknown distribution P over X. For example, the 
dataset may contain the health information and habits of n 
individuals, and the analyst is trying to learn about medical 
conditions affecting the population from which the individ-
uals were drawn randomly.

We view adaptive analysis as a process in which an ana-
lyst wishes to ask a sequence of queries on a given dataset. 

Here a query could refer to an execution of some statistical 
procedure, a learning algorithm, preprocessing step, or any 
other inspection of the data. Crucially, after asking the first 
t queries, the analyst can use the results of those queries to 
pick the query performed at step t + 1. While our approach 
can be applied to a very general definition of queries, for 
simplicity we first focus on queries that estimate the mean 
of a function φ: X → [0, 1] on the unknown distribution  
P or P[φ] = Ex∼P[φ(x)]. The estimate is required to be correct 
up to some additive error τ usually referred to as tolerance 
with high probability. Such queries allow the analyst to learn 
a variety of basic statistics of the population, for example, 
the fraction of the population over six feet all. More gener-
ally, they allow the analyst to estimate the true means and 
moments of individual attributes, correlations between 
attributes and the accuracy of any predictive model. Such 
queries are referred to as statistical in the context of the well-
studied statistical query model19 and have also been studied 
in statistics as linear statistical functionals. It is known that 
many standard data analyses can be performed using access 
to statistical queries instead of direct access to data (see 
Refs.4, 19 for examples).

Even in this relatively simple setting the question of 
how many adaptively chosen statistical queries can be cor-
rectly answered using n samples drawn i.i.d. from P has 
not been previously examined. The conservative approach 
of using fresh samples for each adaptively chosen query 
requires n to scale linearly with the number of queries m. 
We observe that such a bad dependence is inherent in the 
standard approach of estimating expectations by the exact 
empirical average on the samples. This is directly implied 
by “Freedman’s paradox”13 and we describe an additional 
simple example in Ref.9 This situation is in stark contrast 
to the nonadaptive case in which  samples suf-
fice to answer m queries with a tolerance τ using empirical 
averages.

We demonstrate that the problem can be addressed using 
techniques developed in the context of differential privacy, 
a definition of privacy tailored to privacy-preserving data 
analysis. Roughly speaking, differential privacy ensures that 
the probability of observing any outcome from an analysis 
is “essentially unchanged” by modifying any single dataset 
element (the probability distribution is over the random-
ness introduced by the algorithm).

The central insight of the differentially private data analy-
sis is that it is possible to learn statistical properties of a data-
set, whereas controlling the amount of information revealed 
about any dataset element. Our approach is based on the 
same view of the adaptive data reuse problem: the analyst 
can be prevented from overfitting to the data if the amount 
of information about the data revealed to the analyst is lim-
ited. To ensure that information leakage is limited, the algo-
rithm needs to control the access of the analyst to the data. 
We show that this view can be made formal by introducing 
the notion of maximum information between two random 
variables. This notion allows us to bound the factor by which 
uncertainty about the dataset is reduced given the output of 
the algorithm on this dataset. We describe it in more detail 
in Section 3.1.

a Additional averaging over k different partitions is used in k-fold cross-
 validation.



research highlights 

 

88    COMMUNICATIONS OF THE ACM    |   APRIL 2017  |   VOL.  60  |   NO.  4

on the training dataset, but can only access the holdout set 
via queries to our reusable holdout algorithm. The reusable 
holdout algorithm allows the analyst to validate her models 
and statistics against the holdout set. More formally, the 
analyst can pick any function φ : X → [0, 1]. If the empirical 
mean of φ evaluated on the training set is close to the true 
expectation P[φ], in other words φ does not overfit to the 
training set, then the reusable holdout confirms that there 
is no overfitting (but provides no additional information). 
Otherwise, the algorithm returns an estimate of P[φ] that 
answers the statistical query for φ.

We describe a specific instantiation of reusable holdout 
referred to as Thresholdout. The number of queries that 
Thresholdout can answer is exponential in the size of the 
holdout set n as long as the number of times that the ana-
lyst overfits (to the training set) is at most quadratic in n. The 
analysis of Thresholdout is based on known techniques in 
differential privacy and our transfer theorem. In Section 4, 
we describe Thresholdout and its guarantees in detail. We 
then illustrate the properties of Thresholdout using a sim-
ple classification algorithm on synthetic data. The classifier 
produced by the algorithm overfits the data when the hold-
out set is reused in the standard way, but does not overfit if 
used with our reusable holdout.

In Ref.,10 we describe additional algorithms for validating 
results of adaptive queries against the holdout that are based 
on description length. Our application of this simple and 
classical technique differs from its standard uses to derive 
generalization. It leads to algorithms with guarantees that 
are incomparable to those achieved via differential privacy.

2.1. Related work
The classical approach in theoretical machine learning to 
ensure that empirical estimates generalize to the underlying 
distribution is based on the various notions of complexity 
of the set of functions output by the algorithm, most nota-
bly the Vapnik–Chervonenkis (VC) dimension (see Ref.23 
for a textbook introduction). If one has a sample of data 
large enough to guarantee generalization for all functions 
in some class of bounded complexity, then it does not mat-
ter whether the data analyst chooses functions in this class 
adaptively or nonadaptively. Our goal, in contrast, is to prove 
generalization bounds without making any assumptions 
about the class from which the analyst can choose query 
functions. In this case the adaptive setting is very different 
from the nonadaptive setting.

An important and related line of work6, 20, 24 establishes 
connections between the stability of a learning algorithm 
and its ability to generalize. Stability is a measure of how 
much the error of a function output by a learning algorithm 
is perturbed by the changes to its input dataset. It is known 
that certain stability notions are necessary and sufficient for 
generalization.24 Unfortunately, the stability notions consid-
ered in these prior works do not compose in the sense that 
running multiple stable algorithms sequentially and adap-
tively may result in a procedure that is not stable. Differential 
privacy is stronger than these previously studied notions of 
stability, and in particular enjoys strong composition guar-
antees. This provides a calculus for building up complex 

Our main technical result is a broad transfer theorem 
showing that any analysis that is carried out in a differen-
tially private manner must lead to a conclusion that general-
izes to the underlying distribution. This theorem allows us 
to draw on a rich body of results in differential privacy and 
to obtain corresponding results for our problem of guaran-
teeing generalization in adaptive data analysis. We describe 
this general theorem in detail in Section 3.

A direct corollary of our theorem is that, remarkably, it 
is possible to answer nearly exponentially many adaptively 
chosen statistical queries (in the size of the data set n). 
Equivalently, this reduces the sample complexity of answer-
ing m queries from linear in the number of queries to polylog-
arithmic, nearly matching the dependence that is necessary 
for nonadaptively chosen queries.

Theorem 1. There exists an algorithm that given a dataset of 
size at least n ≥ n0, can answer any m adaptively chosen statisti-
cal queries so that with high probability, each answer is correct 
up to tolerance τ, where

In this bound log|X| should be viewed as roughly the dimen-
sion of the domain. For example, if the underlying domain  
is X = {0, 1}d, the set of all possible vectors of d-boolean  
attributes, then log |X| = d.

Unfortunately, this algorithm for answering queries is 
not computationally efficient (it has running time linear in 
the size of the data universe |X|, which is exponential in the 
dimension of the data). Still, we show that it is possible to 
quadratically improve on the naïve empirical-mean-based 
approach by using a simple and practical algorithm that per-
turbs the answer to each query with independent noise.

Theorem 2. There exists a computationally efficient algo-
rithm for answering m adaptively chosen statistical queries, 
such that with high probability, the answers are correct up to 
tolerance τ, given a data set of size at least n ≥ n0  for:

A natural question raised by our results is whether there 
is an efficient algorithm that can answer an exponential 
number of adaptively chosen queries. This question was 
addressed in Refs.16, 25 who show that under standard crypto-
graphic assumptions no algorithm can improve on the upper 
bound achieved by our simple algorithm: any algorithm that 
can answer more than ≈ n2 adaptively chosen statistical que-
ries must have running time exponential in log|X|.

This lower bound implies that practical algorithms that 
can answer an exponential number of arbitrarily and adap-
tively chosen queries are unlikely to exist. Yet we show that 
there is an alternative way to apply our techniques to answer 
an exponentially large number of queries efficiently. In this 
application, the analyst splits the dataset into a training set 
and a holdout set. The analyst can then perform any analysis 
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where the probability space is over the coin flips of the algo-
rithm M. The case when δ = 0 is sometimes referred to as  
pure differential privacy, and in this case we may say simply 
that M is ε-differentially private.

The concentration bounds we obtain for pure differential 
privacy are almost as strong as those given by the standard 
Chernoff–Hoeffding concentration inequalities.

Theorem 4. Let M be an ε-differentially private algorithm 
that outputs a function from X to [0, 1]. For a random variable 
S distributed according to Pn we let φ = M(S). Then

This statement also holds more broadly for an important 
class of low sensitivity functions. These are functions of a 
dataset that for some sensitivity ∆ satisfy: |f (S) – f (S′)| ≤ ∆ for  
all datasets S, S′ ∈ X n that differ in a single element. Note 
that the sensitivity of the empirical average of any function 
with range [0, 1] on a dataset of size n is at most 1/n.

We outline the proof idea of this result in Section 3.1. 
A similar concentration result can also be obtained for (ε, δ)- 
differentially private algorithms although it is not quite 
as strong and requires a substantially different and 
more involved proof. Our result for this case (see Ref.9) 
has been recently strengthened and generalized to low- 
sensitivity queries using a new proof technique by Bassily 
et al.2

Theorem 4 implies that |P [φ] – ES[φ]| ≤ τ holds with 
high probability whenever φ is generated by a differen-
tially private algorithm M. This might appear to be differ-
ent from what we need in our application because there 
the queries are generated by an arbitrary (possibly adver-
sarial) adaptive analyst and we only have control over 
the query answering algorithm. The connection comes 
from a crucial property of differential privacy, known as 
its post-processing guarantee: Any algorithm that can be 
described as the (possibly randomized) post-processing 
of the output of a differentially private algorithm is itself 
differentially private (e.g., Ref.12). Hence, although we do 
not know how an arbitrary analyst is adaptively generat-
ing her queries, we do know that if the only access she has 
to S is through a differentially private algorithm, then her 
method of producing query functions must be differen-
tially private with respect to S. We can therefore, without 
loss of generality, think of the query answering algorithm 
and the analyst as a single algorithm M, that is, given a 
random data set S and returns a differentially private out-
put query φ = M(S).

We also note that the bound in Theorem 4 gives the prob-
ability of correctness for each individual answer to a query, 
meaning that the error probability is for each query and 
not for all queries at the same time. The bounds we state in 
Theorems 1 and 2 hold with high probability for all m que-
ries and to obtain them from the bounds in this section, we 
apply the union bound.

All we are missing now to get an algorithm for answering 
adaptively chosen statistical queries is an algorithm that sat-
isfies the following two conditions:

algorithms that satisfy stability guarantees sufficient to give 
generalization. Our work can thus be interpreted as show-
ing that differential privacy plays the role of stability in the 
multistep adaptive analysis setting.

There is a very large body of work designing differentially 
private algorithms for various data analysis tasks, some of 
which we leverage in our applications (see Ref.8 for a short 
survey and Ref.12 for a textbook introduction to differential 
privacy).

For differentially private algorithms that output a hypoth-
esis it has been known as folklore that differential privacy 
implies stability of the hypothesis to replacing (or removing) 
an element of the input dataset. Such stability is long known to 
imply generalization in expectation (e.g., Ref.24). Our technique 
can be seen as a substantial strengthening of this observation: 
from expectation to high probability bounds (which is crucial 
for answering many queries), from pure to approximate dif-
ferential privacy (which is crucial for our improved efficient 
algorithms), and beyond the expected error of a hypothesis.

Building on our work, Blum and Hardt5 showed how to 
reuse the holdout set to maintain an accurate leaderboard 
in a machine learning competition that allows the partici-
pants to submit adaptively chosen models in the process of 
the competition (such as those organized by Kaggle Inc.).

Finally, in a recent follow-up work, Bassily et al.2 
strengthen the link between generalization and approxi-
mate differential privacy quantitatively and extend it to the 
more general class of low-sensitivity queries. Their result 
leads to bounds on the number of samples that are needed 
to guarantee generalization that improve on our theorems 
by a factor of 

3. DIFFERENTIAL PRIVACY AND GENERALIZATION
Our results rely on a strong connection we make between 
differential privacy and generalization. At a high level, we 
prove that if M is a differentially private algorithm then the 
empirical average of a function that it outputs on a random 
dataset will be close to the true expectation of the function 
with high probability over the choice of the dataset and the 
randomness of M. More formally, for a dataset S = (x1, . . ., xn)  
and a function φ : X → [0, 1], let  denote the 
empirical average of φ. We denote a random dataset chosen 
from Pn by S. Standard Chernoff–Hoeffding concentration 
inequalities for sums of independent random variables 
imply that for any fixed function φ, the empirical average 
ES[φ] is strongly concentrated around its expectation P[φ]. 
However, this statement is no longer true if φ is allowed to 
depend on S (i.e., what happens if we choose functions adap-
tively, using previous estimates on S). However, for a hypoth-
esis output by a differentially private M on S (denoted by  
φ = M(S) ), we show that ES[φ] is close to P[φ] with high 
probability. Before making our statements formal we review 
the definition of differential privacy.11

Definition 3. A randomized algorithm M with domain X n 
is (ε, δ)-differentially private if for all O ⊆ Range(M) and for  
all pairs of datasets S, S′ ∈ X n that differ in a single element:
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Theorem 6. For k = I∞(S; φ), Pr[S ∈ R(φ)] ≤ 2k ⋅ maxφ Pr[S ∈ 
R(φ)].

The proof follows easily by first decomposing the event  
S ∈ R(φ) into events, S ∈ R(φ) & φ = φ for all φ. Namely,

Since

we can apply the definition of max-information and obtain 
that Pr[S ∈ R(φ) | φ = φ] ≤ 2k Pr[S ∈ R(φ)]. Substituting this 
bound back into the decomposition gives the desired 
result:

Our theorem is completely general in the sense that the 
random variable φ does not have to be supported on func-
tions over X and could instead assume values in any other 
discrete domain. For example, such output could be a set of 
features of the data to be used for a subsequent supervised 
learning task. For our main application φ refers to a func-
tion, and we denote the set of datasets on which the empiri-
cal estimator has error greater than τ as

  (1)

By Hoeffding’s bound we know that maxφ Pr[S ∈ Rτ (φ)] ≤ 
exp(−2τ2n). This gives the following immediate corollary.

Corollary 7. If  I∞(S; φ) ≤ log2 e ⋅ τ2n, then Pr[S ∈ Rτ (φ)] ≤ 
exp (−τ2n).

To apply this corollary all we need is to show that pure  
differential privacy implies a sufficiently strong bound on 
max information I∞(S; φ).

Theorem 8. Let M be an ε-differentially private algorithm. 
Let S be any random variable over n-element input datasets for 
M and let Y be the corresponding output distribution Y = M(S). 
Then I∞(S; Y) ≤ log2 e ⋅ εn.

The proof of this theorem follows from observing that, 
any two datasets S and S′ differ in at most n elements. 
Therefore, applying the guarantee of differential privacy  
n times, we obtain that for every y,

As there must exist a dataset y such that Pr[Y = y | S = S′] ≤ 
Pr[Y = y] we can conclude that for every S and every y it holds 
that Pr[Y = y | S = S] ≤ eεn Pr[Y = y]. This yields the desired 
bound I∞(S; Y) = I∞(Y; S) ≤ log2 e ⋅ εn.

1. The algorithm can answer every query φ with a value, 
that is, close (up to error α) to the empirical average of 
φ on the dataset.

2. The algorithm is differentially private.

The problem of providing accurate answers to a large num-
ber of queries for the average value of a function on the 
dataset has been the subject of intense investigation in 
the differential privacy literature. Such queries are usually 
referred to as (fractional) counting queries or linear queries in 
this context. This allows us to obtain statistical query answer-
ing algorithms by using various known differentially private 
algorithms for answering counting queries. Specifically, our 
Theorem 1 relies on the algorithm in Ref.15 that uses the mul-
tiplicative weights update algorithm to answer the queries. 
Our Theorem 2 relies on the basic Laplace noise mechanism 
and strong composition properties of differential.

In the resulting algorithm, α should be viewed as bound-
ing the empirical error, ε should be viewed as bounding the 
generalization error and τ = α + ε as bounding the total error. 
Notice that the standard approach of using empirical aver-
ages has the optimal empirical error—it has α = 0. However, 
it is not ε-differentially private for any ε and, as we pointed 
out earlier, does not provide any guarantee on the gener-
alization error. At the opposite end, an algorithm which 
answers queries with a constant, independent of the data, 
has optimal generalization error, but horrible empirical 
error. Differentially private algorithms for answering count-
ing queries allow us to explicitly trade off empirical error α 
with generalization error ε to obtain a strong bound on the 
total error τ.

3.1. Max-information
Intuitively, one way to ensure that the function output by an 
algorithm M generalizes is to guarantee that the function 
does depend too much on the input dataset S. We demon-
strate that this intuition can be captured via the notion of 
max-information that we introduce.

Definition 5. Let X and Y be jointly distributed random 
variables. The max-information between X and Y, denoted 
I∞(X; Y), is the minimal value of k such that for every x in the 
support of X and y in the support of Y we have Pr[X = x | Y = y] 
≤ 2k ⋅ Pr[X = x].

It follows immediately from Bayes’ rule that I∞(X; Y) = I∞(Y; X). 
In our use (X, Y) is going to be a joint distribution (S, φ) on 
(dataset, function) pairs. The dataset S is drawn from distri-
bution Pn that corresponds to n points drawn i.i.d. from P. 
Random variable φ represents the function generated by 
the analyst, whereas interacting with S through our mecha-
nism. Importantly, the analyst may arrive at the function 
after observing the evaluations of other functions on the 
same dataset S. Now with each possible function φ in the 
support of φ we associate a set of “bad” datasets R(φ). We 
later choose R(φ) to mean the empirical value ES[φ] is far 
from the true value P[φ], that is, φ overfits to S. Maximum 
information gives a bound on the probability that S falls 
in R(φ).
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to provide an estimate of P[φ]. To achieve this the algorithm 
gives an estimate of  in a way that prevents overfitting 
of functions generated by the analyst to the holdout set. 
In other words, responses of Thresholdout are designed to 
ensure that, with high probability,  is close to P[φ] 
and hence an estimate of  gives an estimate of the 
true expectation P[φ]. Given a function φ, Thresholdout first 
checks if the difference between the average value of φ on  
the training set St (or ) and the average value of φ on 
the holdout set Sh (or ) is below a certain threshold T + η.  
Here, T is a fixed number such as 0.01 and η is a Laplace 
noise variable whose standard deviation needs to be chosen 
depending on the desired guarantees. If the difference is 
below the threshold, then the algorithm returns . If the 
difference is above the threshold, then the algorithm returns 

 for another Laplacian noise variable ξ. Each time 
the difference is above threshold the “overfitting” budget B 
is reduced by one. Once it is exhausted, Thresholdout stops 
answering queries. In Figure 1, we provide the pseudocode 
of Thresholdout.

We now state the formal generalization guarantees that 
the entire execution of Thresholdout enjoys. They are based 
on the privacy guarantees of the “Sparse Vector” technique 
given in Chapter 3 of Ref.12 and the generalization properties 
of differential privacy. For pure differential privacy we rely 
on Theorem 4 and for (ε, δ)-differential privacy we use the 
bound in Ref.21

Theorem 9. Let β, τ > 0 and m ≥ B > 0. We set T = 3τ/4 and  
σ = τ/(96 ln(4m/β) ). Let S denote a holdout dataset of size n 
drawn i.i.d. from a distribution P and St be any additional data-
set over X. Consider an algorithm that is given access to St and 
adaptively chooses functions φ1, . . ., φm while interacting with 
Thresholdout which is given datasets S, St and values σ, B, T.  
For every i ∈ [m], let ai denote the answer of Thresholdout  
on function φi : X → [0, 1]. Further, for every i ∈ [m], we define 
the counter of overfitting

Then

whenever n ≥ n0  for

Note that in the bound on n, the term  is equal  
(up to a constant factor) to the number of samples that 
are necessary to answer m nonadaptively chosen queries  
with tolerance τ and confidence 1 − β. Further, this bound 
allows m to be exponentially large in n as long as B  
grows subquadratically in n (that is, B ≤ n2−c for a constant 
c > 0).

We remark that the same approach also works for the 
class of low sensitivity queries. In Ref.,10 we also give an 
incomparable version of this algorithm with guarantees that 
derive from description length arguments rather than from 

From Theorem 8 and Corollary 7, we see that ensuring 
τ2-differential privacy over the entire interaction with the 
dataset strictly controls the probability that the adversary 
can choose a function that overfits to the dataset. This 
is somewhat worse than the claim in Theorem 4 which 
requires τ-differential privacy. In Ref.,10 we show that 
by considering a simple relaxation of max-information, 
referred to as approximate max-information, it is possible 
to prove the stronger bound on max-information of differ-
entially private algorithms for datasets consisting of i.i.d. 
samples. Interestingly, it is not hard to show that algo-
rithms whose output has short description length (in bits) 
also have low approximate max-information. Thus approx-
imate max-information unifies generalization bounds 
obtained via (pure) differential privacy and description 
length. In addition, composition properties of approxi-
mate max-information imply that one can easily obtain 
generalization guarantees for adaptive sequences of algo-
rithms, some of which are differentially private, and oth-
ers of which have outputs with short description length.

4. THE REUSABLE HOLDOUT
In this section, we describe a practical application of our 
framework, which gives a method for safely reusing a hold-
out set many times. In this application, the analyst splits 
the dataset into a training set and a holdout set. An advan-
tage of this approach is that the data analyst will have full, 
unrestricted access to the training set and can use it in any 
way that she desires. The holdout set can only be accessed 
through a reusable holdout algorithm. The goal of this algo-
rithm is to validate the results of analyses performed on the 
training set.

We describe a specific instantiation of reusable hold-
out, referred to as Thresholdout, that validates the values 
of statistical queries and is based on the “Sparse Vector” 
technique from differential privacy (e.g., Chapter 3 of 
Ref.12). Specifically, for every function φ : X → [0, 1] given 
by the analyst, the algorithm checks if the empirical aver-
age of φ on the training set is close to the true mean of φ 
(up to some tolerance τ). If the values are close the algo-
rithm does not provide any additional information to 
the analyst. Only if φ overfits the training set does the algo-
rithm provide a valid estimate of the true expectation  
of φ. The result is that for all of the queries that the analyst 
asks, she has correct estimates of the true expectation—
either our algorithm certifies that the estimate from the 
training set is approximately correct or else it provides a 
correct estimate using the holdout set. The analysis of the 
algorithm shows that the number of samples needed by 
Thresholdout depends only logarithmically on the total 
number of queries asked by the data analyst as long as the 
total number of queries that overfit the training set (and 
have to be answered using the holdout set) is not too large. 
As a result, this simple and computationally efficient algo-
rithm can potentially answer an exponential (in n) number 
of queries.

More formally, Thresholdout is given access to the train-
ing dataset St and holdout dataset Sh and a budget limit B. 
It allows any query of the form φ : X → [0, 1] and its goal is 
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variables whose correlation agrees in sign with the correla-
tion on the training set and both correlations are larger than 
some threshold in absolute value. She then creates a simple 
linear threshold classifier on the selected variables using 
only the signs of the correlations of the selected variables. 
A final test evaluates the classification accuracy of the clas-
sifier on both the training set and the holdout set.

In the experiments, we used an implementation of 
Thresholdout that differs somewhat from the algorithm 
we analyzed theoretically (given in Figure 1). Specifically, 
we set the parameters to be T = 0.04 and σ = 0.01. This 
is lower than the values necessary for the proof (and 
which are not intended for direct application) but suf-
fices to prevent overfitting in our experiment. Second, 
we used Gaussian noise instead of Laplacian noise as it  
has stronger concentration properties (in many differential 
privacy applications similar theoretical guarantees hold 
for mechanisms based on Gaussian noise—although not 
for ours).

No correlation between labels and data. In our first  
experiment, each attribute is drawn independently from  
the normal distribution N(0, 1) and we choose the class  
label y ∈ {−1, 1} uniformly at random so that there is no  
correlation between the data point and its label. We chose  
n = 10,000, d = 10,000 and varied the number of selected  
variables k. In this scenario no classifier can achieve true 
accuracy better than 50%. Nevertheless, reusing a stan-
dard holdout results in reported accuracy of over 63%  
for k = 500 on both the training set and the holdout set  
(the standard deviation of the error is less than 0.5%).  
The average and standard deviation of results obtained  
from 100 independent executions of the experiment  
are plotted in Figure 2 which also includes the accu-
racy of the classifier on another fresh data set of size n  
drawn from the same distribution. We then executed the 
same algorithm with our reusable holdout. The algorithm  
Thresholdout was invoked with T = 0.04 and σ = 0.01 ex-
plaining why the accuracy of the classifier reported by 
Thresholdout is off by up to 0.04 whenever the accuracy  
on the holdout set is within 0.04 of the accuracy on the train-
ing set. Thresholdout prevents the algorithm from overfitting 

differential privacy. The advantage of that variant is that its 
use is not limited to low sensitivity queries.

4.1. Illustrative experiments
We describe a simple experiment on synthetic data  
that illustrates the danger of reusing a standard holdout  
set and how this issue can be resolved by our reusable 
holdout. In our experiment the analyst wants to build 
a classifier via the following common strategy. First the 
analyst finds a set of single attributes that are correlated 
with the class label. Then the analyst aggregates the  
correlated variables into a single model of higher accu-
racy (e.g., using boosting or bagging methods). More  
formally, the analyst is given a d-dimensional labeled  
data set S of size 2n and splits it randomly into a training  
set St and a holdout set Sh of equal size. We denote an ele-
ment of S by a tuple (x, y) where x is a d-dimensional  
vector and y ∈ {−1, 1} is the corresponding class label.  
The analyst wishes to select variables to be included in  
her classifier. For various values of the number of variables 
to select k, she picks k variables with the largest absolute 
correlations with the label. However, she verifies the correla-
tions (with the label) on the holdout set and uses only those 

Algorithm Thresholdout
Input: Training set St, holdout set Sh, noise rate σ, budget
B, threshold T.
Set T̂ ←T + γ for γ ∼ Lap(2.σ)
Query step: Given a function φ: X →[0, 1], do:

1. If B < 1 output “⊥”

2. Else sample ξ∼ Lap(σ), γ ∼ Lap(2.σ), and η ∼ Lap(4.σ)

(a) If |ESh [φ] − ESt [φ]| > T̂ + η, output ESh [φ] + ξ and

      set B ← B − 1 and T̂ ← T + γ.

(b) Otherwise, output ESt
[φ].

Figure 1. The details of Thresholdout algorithm.

Figure 2. No correlation between class labels and data points. The plot shows the classification accuracy of the classifier on training, 
holdout, and fresh sets. Margins indicate the standard deviation.
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to the holdout set and gives a valid estimate of classifier  
accuracy.

High correlation between labels and some of the vari-
ables. In our second experiment, the class labels are cor-
related with some of the variables. As before the label is 
randomly chosen from {−1, 1} and each of the attributes is 
drawn from N(0, 1) aside from 20 attributes which are drawn 
from N( y ⋅ 0.06, 1) where y is the class label. We execute the 
same algorithm on this data with both the standard holdout 
and Thresholdout and plot the results in Figure 3. Our ex-
periment shows that when using the reusable holdout, the 
algorithm still finds a good classifier while preventing over-
fitting. This illustrates that the reusable holdout simultane-
ously prevents overfitting and allows for the discovery of true 
statistical patterns.
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Figure 3. Some variables are correlated with the label.
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research interests in all areas of computing are 
encouraged to apply. Priority will be given to 
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www.smu.edu/Lyle/Departments/CSE/ and http://
www.smu.edu/Lyle/Institutes/DeasonInstitute.
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Upstart Puzzles   
Stacking the Deck  

DOI:10.1145/3040969  Dennis Shasha 

Upstart 1. Suppose your opponent 
gets to arrange all cards ≥d. You are 
allowed to insert the remaining cards 
anywhere you like. Now find the mini-
mum d that will still allow you to be 
sure to win and show how you did it. 

Upstart 2. Suppose you win if your 
opponent ever lands on an ace, wheth-
er of hearts or spades, no matter where 
it is. Now suppose your opponent gets 
to arrange all cards ≥d. You are al-
lowed to insert the remaining cards 
anywhere you like. Find the minimum 
d that will still allow you to be sure to 
win and show how you did it. 

All are invited to submit their solutions to 
upstartpuzzles@cacm.acm.org; solutions to upstarts and 
discussion will be posted at http://cs.nyu.edu/cs/ faculty/
shasha/papers/cacmpuzzles.html 

Dennis Shasha (dennisshasha@yahoo.com) is a professor 
of computer science in the Computer Science Department 
of the Courant Institute at New York University, New York, 
as well as the chronicler of his good friend the omniheurist 
Dr. Ecco. 

Copyright held by the author.

that lands on a 2. Turning over two more 
cards lands on the final ace. This will 
work no matter which number between 
1 and 8 inclusive your opponent chooses. 

Now suppose your opponent takes 
the following eight cards and arranges 
them like this 

5 2 2 3 3 4 4 1 

Can you insert the remaining cards 
among and perhaps before or after 
these eight and still guarantee to win? 

Solution. Here is one solution, with 
the inserted cards bracketed 

5 2 2 3 3 4 4 [1 7 6 5 6 7 8 8 1] 

Consider the same problem, but your 
opponent starts, as in the Figure here, with 

8 6 5 7 8 6 3 7 

Solution. 

8 6 5 7 8 6 3 [1] 7 [2 5 4 3 2 4 1] 

CONSIDER 16 CARDS consisting of the ace 
through 8 of hearts and the ace through 8 
of spades. You are allowed to arrange the 
cards as you wish. Your opponent chooses 
a number between 1 and 8. You deal that 
many cards from the top of the deck and 
put the last card face up, with a value of, 
say, k. You next deal k cards (ace is consid-
ered 1) and put the last card face up, with a 
value of, say, k′. You then deal k′ cards and 
so on. You continue until the number re-
vealed is more than the remaining cards, 
in which case your opponent wins or the 
last deal ends with the final card of the 16 
and is an ace, in which case you win. 

Warm-Up. Find an arrangement in 
which you can win this game. 

Solution. There are many. Here is 
one possibility 

3 4 5 6 7 8 7 6 5 4 3 2 1 2 8 1 

If your opponent chooses, say, 2, you 
deal the first two cards, so the last card 
is a 4. Turning over the four cards after 
the 4 lands on an 8, then eight cards after 

Consider a sequence of cards in the order 8 6 5 7 8 6 3 7 of, say, hearts and spades and a collection of hearts and spades 1 1 2 2 3 4 4 5.  
Can you intersperse the second set of cards in some order into the first sequence to force your opponent to land on the final card, which  
will be the ace of spades, based on the rules outlined here?
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