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by the community ◆ from the community ◆ for the community
tHE ACM A. M. turing AwArd

“The Web has radically changed the way we share information and is a key factor for global  
economic growth and opportunity” said Andrei Broder, Google Distinguished Scientist. “The  
idea of a web of knowledge originated in a brilliant 1945 essay by Vannevar Bush. Through  
1989, several pieces of the puzzle came together: hypertext, the Internet, personal computing. 
But the explosive growth of the Web started when Tim Berners-Lee proposed a unified user- 
interface to all types of information supported by a new transport protocol. This was a significant 
inflection point, setting the stage for everyone in the world, from high schoolers to corporations, 
to build their Web presences and collectively create the wonderful World Wide Web.”

Andrei Broder 
Google Distinguished Scientist 
Google Inc.

Financial support for the ACM A. M. Turing Award is provided by Google Inc. For more information see http://research.google.com/ 

ACM and Google congratulate 

SIR TIM BERNERS-LEE 

For inventing the World Wide Web, the first  
Web browser, and the fundamental protocols and  
algorithms allowing the Web to scale. 
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editor’s letter

O
N E  CA N  GET  a good picture 
of what is “hot” in technol-
ogy by attending a Tech 
Summit. Such events are 
now held regularly in places 

trying to compete with Silicon Valley. I 
attended such a summit a few weeks 
ago. So what’s hot? FinTech (financial 
technology), MedTech (medical tech-
nology), IoT (Internet of Things), and 
autonomous cars are all hot. These  
areas attract a high level of venture cap-
ital, and one can expect them to grow 
and reshape the financial, medical, 
and transportation industries. Under-
lying these technologies is, of course, 
the Internet—our “network of insecu-
rity”—so we can expect cyber insecu-
rity to spread across more and more 
aspects of our lives. 

Cyber insecurity seems to be the 
normal state of affairs these days. In 
June 2015, the U.S. Office of Personnel 
Management announced it had been 
the target of a data breach targeting 
the records of as many as 18 million 
people. In late 2016, we learned about 
two data breaches at Yahoo! Inc., 
which compromised over one billion 
accounts. Lastly, during 2016, close 
to 20,000 email messages from the 
U.S. Democratic National Committee 
were leaked via WikiLeaks. U.S. intel-
ligence agencies argued that the Rus-
sian government directed the breach-
es in an attempt to interfere with the 
U.S. election process. Furthermore, 
cyber insecurity goes way beyond data 
breaches. In October 2016, for exam-
ple, emergency centers in at least 12 
U.S. states had been hit by a deluge of 
fake emergency calls. What cyber di-
saster is going to happen next?

So here we are, 70 years into the 
computer age and after three ACM 
Turing Awards in the area of cryptog-

raphy (but none in cybersecurity), and 
we still do not seem to know how to 
build secure information systems. 
This state of affairs was bemoaned 
in 2005 by then ACM President David 
Patterson, who argued (https://goo.
gl/9QbuZc), “We must protect the se-
curity and privacy of computer and 
communication users from criminals 
and terrorists while preventing the Or-
wellian vision of Big Brother.” Yet here 
we are, over a decade later, and Patter-
son’s passionate appeal is as relevant 
as ever! That is not to say we have 
not made significant progress in the 
development of security-enhancing 
techniques, but we have not really suc-
ceeded in making information-tech-
nology infrastructure more secure. 
As information technology permeates 
more and more aspects of our lives, 
the stakes are getting higher and high-
er. The risk is no longer merely about 
compromised privacy. We must worry 
now about the integrity of vital infra-
structure components, including the 
electrical-power grid, the telecommu-
nication system, the financial system, 
and the transportation system. And 
yet, our community marches forward 
with no special sense of urgency.

The basic problem, I believe, is that 
security never gets a high-enough pri-
ority. We build a computing system 
for certain functionality, and func-
tionality sells. Then we discover secu-
rity vulnerabilities and fix them, and 
security of the system does improve. 
Microsoft Windows 10 is much, much 
better security-wise than Windows XP. 
The question is whether we are elimi-
nating old vulnerabilities faster than 
we are creating new ones. Judging 
by the number of publicized security 
breaches and attacks, the answer to 
that question seems to be negative.

This raises some very fundamen-
tal questions about our field. Are we 
investing enough in cybersecurity re-
search? Has the research yielded solid 
scientific foundations as well as useful 
solutions? Has industry failed to adopt 
these solutions due to cost/benefit? 
More fundamentally, how do we change 
the trajectory in a fundamental way, so 
the cybersecurity derivative goes from 
being negative to being positive?

We can draw an analogy to car safety. 
Over the past 100 years, the amount of 
vehicle miles traveled has been steadily 
increasing, but fatalities with respect 
to vehicle miles traveled have been de-
creasing. Car safety has been increas-
ing mostly due to government regula-
tion. For example, the U.S. Congress 
established the National Transporta-
tion Safety Board in 1926. Why is there 
no National Cyber Security Board? 

Cyber libertarianism refers to the be-
lief that individuals should be at liberty 
to pursue their own tastes and interests 
online. Cyber libertarianism is a com-
mon attitude in the tech community; 
“regulation stifles innovation” is the 
prevailing mantra. One could imag-
ine a similar attitude being applied 
to the car industry, but history has 
shown that regulation and innovation 
can co-exist. The tech community has 
not been able to address the cyberse-
curity situation on its own; it is time 
to get governments involved, via laws 
and regulations. Numerous issues 
will have to be debated and resolved, 
but we must accept, I believe, that the 
cybersecurity problem will not be re-
solved by the market.

Follow me on Facebook, Google+, 
and Twitter.

Moshe Y. Vardi, EDITOR-IN-CHIEF

Copyright held by author.

Cyber Insecurity and  
Cyber Libertarianism

DOI:10.1145/3073731		  Moshe Y. Vardi
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The 2018 Code is meant to be an update of The Code, not a wholesale revision. We are         
particularly concerned about possible blind spots or anachronisms that may have resulted 
from changes in technology or the profession since 1992.
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we begin to work on the final draft. 

Get Involved! To review the drafts and to submit your comments, 
visit: https://code2018.acm.org/discuss
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cerf’s up

Can Liberty Survive the Digital Age?
As I write this, I am preparing to participate in 
a Princeton-Fung Global Forum on the topic 
of the title of this column. It is taking place in 
cooperation with the Humboldt Institute 

in the historically significant city of 
Berlin. The role of digital technology 
in society has never been more visible 
than in the unexpected results of the 
U.S. 2016 Presidential election and the 
U.K. vote to exit from the European 
Union (“Brexit”). Online social media 
have provided a megaphone for voices 
that might not have been heard except 
in limited circles. New terms have 
been introduced into the vocabulary 
such as “alternative facts” and “fake 
news.” The Internet is not the only 
path through which these phenomena 
have propagated, but online social 
media have demonstrated a trigger-
ing capacity beyond earlier expecta-
tions. The so-called “Arab Spring” a 
few years ago also illustrated the col-
laborative and even coercive power of 
digital social media, alarming author-
itarian regimes, and triggering Inter-
net shutdowns. 

It seems timely to explore this ques-
tion, especially as efforts continue to 
bring the 50% of the world that is not 
yet online into parity with the 50% al-
ready there. On the positive side, there 
are many voices that would never be 
heard were it not for the amplifying 
power of the Internet; voices crying out 
for social justice, economic and educa-
tional opportunity. That same amplify-
ing effect, however, gives visibility to 
deliberate (or ignorant) misinforma-
tion, hate speech, incitement to vio-
lence, and advocacy of terrorism. Naïve 
Internauts and those unable or unwill-
ing to think critically about what they 
see and hear, may well accept as valid, 
bogus and ill-motivated assertions 

aimed at nefarious objectives and in-
sidious undermining of stable society.

Technical means are of limited 
value in this arena, although they have 
proven useful against spam (unsolic-
ited email), scams, malware propaga-
tion, and resistance to various forms of 
digital attack. Social norms, education, 
and tolerance for diverse views may be 
critical elements of a response to the 
challenges that the digital age places 
on liberty. 

To make matters more complex, the 
Internet and the World Wide Web are 
transnational phenomena. Informa-
tion flows do not stop for inspection at 
national boundaries nor is it clear they 
should but this makes the challenge 
of coping with misinformation all the 
harder. One might hope that our societ-
ies would value freedom of expression 
and tolerant critical thinking that evalu-
ates content and rejects or accepts it 
based on widely held social norms. The 
problem with that formulation is that 
history teaches that social norms can be 
enormously harmful. One has only to 
look to history for lessons of slavery, the 
Holocaust, and Apartheid to realize that 
reliance on social norms may not pro-
duce a fair and equitable society. The 
so-called “bubble effect” found in so-
cial networks only exacerbates the echo 
chamber phenomenon. Confirmation 
bias is a well-known problem even in 
scientific circles where respect for data 
and its potential to disrupt accepted 
theory is fundamental to progress. 

As I write, the Princeton-Fung Fo-
rum is about to get underway, so I do 
not have solutions or conclusion to of-

fer nor am I confident that solutions 
will emerge from these discussions. 
What I am certain of, however, is that 
it is vital to have these discussions. To 
wrestle with the problems that wide-
spread access to the mechanisms of 
information production and consump-
tion appear to pose seems an inescap-
able responsibility for the creators and 
users of modern digital technology. 

Can liberty truly survive the Digital Age? 
We won’t know the answer unless we try 
to find ways to assure a positive outcome. 
We must not only have more and better in-
formation to combat bad and misleading 
information, but we must want to discover 
that information and to take the time and 
trouble to assess its merits. In the past, we 
relied on high-quality journalism with its 
exercise of responsible editorial manage-
ment. Today this is becoming increasingly 
difficult with abundant sources of opinion 
masquerading as journalism. We must 
learn how to become our own editors in 
the same sense that we became our own 
telephone operators with the advent of di-
rect distance dialing. 

The technical community has the 
opportunity to produce tools that can 
be used by Internauts everywhere to 
separate quality information from 
dross, but the application of those 
tools falls to individual users willing to 
exercise critical thinking to get at the 
facts. Will liberty survive the Digital 
Age? Yes, I think it can, but only if we 
make it so.	

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.
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The problem is particularly acute 
in object-oriented programming lan-
guages, where x.f is the major com-
putational mechanism. Every single 
execution of this construct (how 
many billions of them occurred in 
running programs around the world 
since you started reading this?) 
faces that risk. Compilers for many 
languages catch other errors of a 
similar nature—particularly type 
errors, such as assigning the wrong 
kind of value to a variable—but they 
do nothing about prohibiting null 
pointer dereferencing.

This fundamental brittleness threat-
ens the execution of most programs 
running today. Calling it a “billion- 
dollar mistake” as Tony Hoare did1 is 
not an exaggeration. In his recent Ph.D. 
thesis2, Alexander Kogtenkov surveyed 
the null-pointer-derefencing bugs in 
the Common Vulnerabilities and Expo-
sures (CVE) database, the reference re-
pository of information about Internet 
attacks. The resulting chart, showing 
the numbers per year, is edifying:

Beyond the numbers stand real ex-
amples, often hair-raising. The descrip-
tion of vulnerability CVE-2016-9113 
(http://bit.ly/2mafdkJ) states:

There is a NULL pointer deref-
erence in function imagetobmp of 
convertbmp.c:980 of OpenJPEG 2.1.2. 
image->comps[0].data is not assigned a 
value after initialization(NULL). Impact 
is Denial of Service.

Yes, that is for the JPEG standard.  
Try not think of it when you upload 
your latest pictures. Just for one month 
(November 2016), the CVE database 
contains null pointer vulnerabilities 
affecting products of the Gotha of the 
IT industry, from Google (http://bit.
ly/2mfdAD2) and Microsoft (http://
bit.ly/2muJImD) (“theoretically every-
one could crash a server with just a sin-
gle specifically crafted packet”) to Red 
Hat (http://red.ht/2lXB5xS) and Cisco 
(http://bit.ly/2mMcueo). The entry 
for an NVIDIA example (at http://bit.
ly/2lUREf8) explains:

For the NVIDIA Quadro, NVS, and Ge-
Force products, NVIDIA Windows GPU 
Display Driver R340 before 342.00 and 
R375 before 375.63 contains a vulner-
ability in the kernel mode layer (nvldd-
mkm.sys) handler where a NULL pointer 
dereference caused by invalid user input 
may lead to denial of service or potential 
escalation of privileges.

We keep hearing complaints that 
“the Internet was not designed with 
security in mind.” What if the problem 
had far less to do with the design (TCP/
IP is brilliant) than with the languages 
that people use to write tools imple-
menting these protocols?

In Eiffel, we decided that the situ-
ation was no longer tolerable. After  
the language had eradicated unsafe 
casts through the type system, memory 

Bertrand Meyer  
Null-Pointer Crashes, 
No More
�http://bit.ly/2i6w0nz 
December 20, 2016

As an earlier article5 em-
phasized, code matters; so do program-
ming languages. While Eiffel is best 
known for its Design by Contract tech-
niques, they are only part of a systematic 
design all focused on enabling develop-
ers to realize the best of their abilities—
and eradicate from their code the sourc-
es of crashes and buggy behavior.

Talking about sources of crashes, 
one of the principal plagues of modern 
programs is null-pointer dereferencing. 
This term denotes what happens when 
you call x.f, meaning apply f (a field ac-
cess or an operation) to the object that x 
references. If you want to define mean-
ingful data structures, you need to allow 
“null,” also known as Nil and Void, as 
one of the possible values for reference 
variables (for example, to terminate 
linked structures: the “next” field of the 
last list element must be null, to indi-
cate there is no next element).  But then 
you should make sure that x.f never gets 
called for null x, since there is in that 
case no object to which we can apply f.

Ending Null  
Pointer Crashes 
Void safety, says Bertrand Meyer, relies on  
type declarations and static analysis.

DOI:10.1145/3057284 			   http://cacm.acm.org/blogs/blog-cacm
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management errors through garbage 
collection and data races through the 
SCOOP concurrency mechanism, null 
pointer dereferencing was the remain-
ing dragon to slay. Today Eiffel is void-
safe: a null pointer dereference can 
simply not happen. By accepting your 
program, the compiler guarantees that 
every single execution of every single x.f  
will find x attached to an actual object, 
rather than void.

How do we do this? I am not going 
to describe the void-safe mechanism 
in detail here, referring instead to the 
online documentation6, with the warn-
ing it is still being improved. But I can 
give the basic ideas. The original article 
describing void safety (and giving cred-
it to other languages for some of the 
original ideas) was a keynote at ECOOP 
in 20053. Revisiting the solution some 
years later, I wrote4:

Devising, refining, and documenting 
the concept behind the mechanism pre-
sented here took a few weeks. The engi-
neering took four years.

That was optimistic. Seven more 
years later, the “engineering” con-
tinues. It is not a matter of ensuring 
void safety; the mechanism was essen-
tially sound from the beginning. The 
continued fine-tuning has to do with 
facilitating the programmer’s task. 
Any mechanism that avoids bugs—an-
other example is static typing—buys 
safety and reliability at a possible 
cost in expressiveness: you have to 
prohibit harmful schemes (otherwise 
you would not avoid any bugs), but 
you do not want to prohibit useful 
schemes or make them too awkward 
to express (otherwise it is very easy to 
remove bugs: just reject all programs!) 
or make them too awkward to express. 
The  “engineering” consists of ever 
more sophisticated static analysis, 
through which the compiler can ac-
cept safe cases that simplistic rules 
would reject. 

In practice, the difficulty of fine-
tunign void safety mostly involve the 
initialization of objects. While the de-
tails of void safety can be elaborate, 
the essential idea is simple: the mech-
anism relies on type declarations and 
static analysis.

The void-safe type system introduc-
es a distinction between “attached” 
and “detachable” types. If you declare 
a variable p1 as just of type (for exam-

ple) PERSON it can never be void: its 
value will always be a reference to an 
object of that type; p1 is “attached.” 
This is the default. If you want p2 to ac-
cept a void value you will declare it as 
detachable PERSON. Simple compile-
time consistency rules support this 
distinction: you can assign p1 to p2, 
but not the other way around. They 
ensure an “attached” declaration is 
truthful: at runtime, p1 will always be 
non-void. That is a formal guarantee 
from the compiler.

The static analysis produces more 
such guarantees, without particular ac-
tions from the programmers as long as 
the code is safe. For example, if you write

if p2 /= Void then p2.f end

we know that things are OK. (Well, un-
der certain conditions. In concurrent 
programming, for example, we must 
be sure that no other thread running in 
parallel can make p2 void between the 
time we test it and the time we apply f. 
The rules take care of these conditions.)

The actual definition cannot, of 
course, say that “the compiler” will 
recognize safe cases and reject unsafe 
ones. We cannot just entrust the safety 
of our program to the inner workings 
of a tool (even open-source tools like 
the existing Eiffel compilers). Besides, 
there is more than just one compiler. In-
stead, the definition of void safety uses a 
set of clear and precise rules, known as 

Certified Attachment Patterns (CAPs), 
which compilers must implement. The 
preceding example is just one such CAP. 
A formal model backed by mechanized 
proofs (using the Isabelle/HOL proof 
tool) provides2 solid evidence of the 
soundness of these rules, including the 
delicate parts about initialization.

Void safety has been here for several 
years, and no one who has used it wants 
to go back. (The conversion to voided 
safety of older, non-void-safe projects is 
not as painless.) Writing void-safe code 
quickly becomes second nature.

And what about your code: are you 
certain it can never produce a null-
pointer dereference?
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is becoming more readily available 
from vast repositories, and analytics 
and machine learning tools are mak-
ing it possible to analyze the data and 
make better sense of it.  

Says Kibbe, “There is ever-better 
instrumentation and data acquisition 

F
OR DECADES, SCIENTISTS have 
worked toward the ‘holy grail’ 
of finding a cure for cancer. 
While significant progress has 
been made, their efforts have 

often been worked on as individual 
entities. Now, as organizations of all 
kinds seek to put the massive amounts 
of data they take in to good use, so, too, 
are the health care industry and the U.S. 
federal government. 

The National Cancer Institute (NCI) 
and the U.S. Department of Energy (DOE) 
are collaborating on three pilot projects 
that involve using more intense high-
performance computing at the exascale 
level, which is the push toward making 
a billion billion calculations per second 
(or 50 times faster than today’s supercom-
puters), also known as exaFLOPS (a quin-
tillion, 1018, floating point operations 
per second). The goal is to take years of 
data and crunch it to come up with bet-
ter, more effective cancer treatments.

The DOE had been working on build-
ing computing infrastructure capable 
of handling big data and entered into 
discussions with the NCI, which hous-
es massive amounts of patient data. 
The two organizations realized there 
were synergies between their efforts 
and that they should collaborate.

The time is right for this particular 
collaboration because of the applica-
tion of advanced technologies like 
next-generation sequencing, says War-
ren Kibbe, director of the NCI Center 
for Biomedical Informatics and Infor-
mation Technology. In addition, data 

Combating  
Cancer With Data 
Supercomputers will sift massive amounts  
of data in search of therapies that work.

Science  |  DOI:10.1145/3057735	 Esther Shein

Researchers used scanning electron microscope images of nanometers-thick mouse brain 
slices to reconstruct cells into a neocortex structure (center), whose various cell types 
appear in different colors.
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from that instrumentation, such as us-
ing cryoEM (cryo-electron microscopy) 
to generate structural data in biology, 
that lets us now look at molecules that 
up until now have been very difficult 
to look at.” Recently, he adds, “there’s 
been a tremendous infusion of tech-
nology in biology,” enabling, for exam-
ple, the ability to interrogate a tissue 
and determine the types of cells in the 
tissue and their spatial organization.

Many big challenges still exist, such 
as learning how individual cells work 
together in the tumor micro-environ-
ment and how they contribute to the 
overall aggressiveness of cancer and its 
ability to resist therapies, Kibbe adds. 

The opportunity to work with the 
DOE meant exposure to a tremendous 
amount of computational expertise and 
thinking about problems in deep learn-
ing and natural language processing 
(NLP), as well as being able to do very 
detailed simulations, he says. Taking 
the available cancer data and using it to 
build mechanistically informed models 
and predictive models will enable re-
searchers to better understand, as they 
perturb a particular cell, how that per-
turbation is going to impact the tissue 
and the biological system. It will also 
tell researchers whether they can “do a 
better job providing patients with opti-
mal therapies based on the modeling.”  

For the NCI/DOE collaboration, the 
goal is not understanding individual 
cells and tissues, but whether research-
ers can glean from a huge population 
how patients respond when they are 
given a particular therapy. “That’s a 
data aggregation problem and a natu-
ral language processing problem,’’ 
Kibbe says. “The DOE has a lot of ex-
pertise in looking not only at energy 
grids, but thinking about integrating 
data from a number of different sourc-
es and technologies, and building up 
simulations and models.”

One pilot by Argonne National Lab-
oratory focuses on deep learning and 
building predictive models for drug 
treatment response using different cell 
lines and patient-derived xenografts 
(tissue grafts from a donor of a different 
species than the recipient). “We’re try-
ing to build models where we can pre-
dict where tumors we haven’t screened 
will respond to a drug,” explains Rick 
Stevens, associate laboratory director 
for computing, environment, and life 

sciences research at Argonne, who is 
spearheading the deep learning pilot. 
This is the underlying concept of preci-
sion medicine.

Tumor cells have thousands of dif-
ferent types of molecules and tens of 
thousands of genes that change all the 
time, so there are fundamental points 
that researchers don’t understand, Ste-
vens explains. Building a model based 
on principles of what is happening 
in cancer cells is incomplete; if a re-
searcher tried to make predictions of 
how a cancer cell will respond without 
taking into consideration the proper-
ties of the treatments, it wouldn’t be as 
effective. That’s where the team hopes 
deep learning applied to drug combi-
nation therapies will be useful. 

A second pilot, at Lawrence Liver-
more National Laboratory, is aimed 
at understanding the predictive paths 
in the Ras cancer gene, mutations of 
which are responsible for about 30% 
of all cancers, Stevens says. Work 
there is also focused on the oncogene 
which, when mutated, becomes the 
driver for causing cancer. “It’s one of 
the core targets we’re trying to under-
stand [as well as] how to drug it,’’ says 
Stevens. “It’s stuck in the ‘on’ posi-
tion; it’s like a switch and it tells your 
cells when to divide.”

A third pilot, under way at Oak 
Ridge National Laboratory, is mining 
data from millions of patient records 
in search of large-scale patterns to op-
timize drug treatments. The pilot is 
working with the Surveillance, Epide-
miology and End Results (SEER) Reg-
istries, which NCI has used since 1974 

to assess the incidence and outcomes 
for cancer patients across the coun-
try and covers roughly 30% of the U.S. 
population, says Stevens. However, the 
challenge is that because it was built 
over 40 years ago, it “has seen a lot of 
technologies, and the hope is we can 
transform the SEER Registries into 
something that has very different char-
acteristics” using NLP and deep learn-
ing features.

This is where the partnership with 
DOE will be especially valuable, says 
Kibbe, because the department has a 
lot of expertise working with sensor 
networks and data aggregation inter-
rogation and analysis. 

The common thread among all 
three pilots is that each has a deep 
learning component to them, Stevens 
says. To fund the initiatives, he and his 
co-investigators received $5 million in 
fall 2016 from the Exascale Comput-
ing Project (ECP) to build a deep neu-
ral network code called the CANcer 
Distributed Learning Environment 
(CANDLE). This year, Argonne, Law-
rence Livermore, and Oak Ridge all 
will deploy their highest-performing 
supercomputers available and the 
teams will use these systems to start 
evaluating existing open source soft-
ware from various vendors and test 
machine learning capabilities. That 
way, Stevens notes, they won’t have to 
reinvent the wheel.

“We’ll add what we need on top of 
the frameworks and make it possible 
to use the large-scale hardware we have 
and feed it back into the open source 
community,” Stevens says. “A wonderful 
feature of the artificial intelligence com-
munity is that it’s very open. You have 
collaborations that span companies that 
are competing with each other,” includ-
ing Microsoft, Google, and Facebook.

The teams working on the three pi-
lots will “run big benchmark problems 
on the DoE hardware,” and will have 
the first code release that can serve all 
three pilots and eventually other appli-
cation areas in the summer, he says.

One of the problems, in Stevens’ case, 
is a classification problem, in which tu-
mor expression data, known as SNP (sin-
gle nucleotide polymorphisms) data, 
is used to try to determine what type of 
cancer is being studied from the SNPs 
alone. “That hasn’t been done before; 
it’s related, but not the same to classifi-

“A wonderful 
feature of the 
artificial intelligence 
community is that it’s 
very open. You have 
collaborations that 
span companies that 
are competing with 
each other.”
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Since the conference, further prog-
ress has been made in yet another 
collaboration: the public-private part-
nership for Accelerating Therapeutic 
Opportunities in Medicine (ATOM) 
involving GlaxoSmithKline, the DOE, 
and the NCI, he says. Additionally, 
“most significantly, the 21st Century 
Cures Act was just signed into law, 
setting the stage for a very promising 
future at the intersection of predictive 
oncology and computing.”

Several universities also are actively 
researching ways to tackle big data, 
which is a big challenge given the tre-
mendous amount of information col-
lected in the life sciences, notes Sunita 
Chandrasekaran, an assistant profes-
sor in the Center for Bioinformatics 
and Computational Biology at the 
University of Delaware, and one of the 
meeting’s organizers.

“Efforts are under way in universi-
ties that collaborate with medical re-
search institutes or facilities in order 
to accelerate such large-scale compu-
tations like sequence alignment using 
accelerators like GPUs (graphics-pro-
cessing units),’’ she says. “Efforts are 
also under way to build suitable and 
portable software algorithms that can 
adapt to varying input and generate 
results dynamically adapting to evolv-
ing hardware.” 

Stevens says what makes it possible 
now to use data more effectively than 
several years ago is that researchers have 
found ways to accelerate deep learning 
through things like GPUs. “This, cou-
pled with breakthroughs in some meth-
ods like convolutional neural networks, 
has suddenly made deep learning effec-
tive on many problems where we have 
large amounts of training data.”

When the single model has been 
put into effect, researchers will be able 
to add more information about cancer 
cells as well as more information about 
drugs, “and we would have many more 
instances of ‘this drug worked this well 
on a given tumor,’ so many more train-
ing pairs between cancers and drugs,” 
says Stevens.  

While acknowledging he hates to 
make predictions, Kibbe feels con-
fident that “in the next 10 years we 
should see that many of what are very 
hard-to-treat cancers will be treated,” 
and that regardless of where someone 
lives and what their socioeconomic 

status is, they will have access to the 
same level of care. 

“I think that’s what will come out of 
these collaborations and use of com-
puting; as sensors and instrumenta-
tion get cheaper and cheaper to im-
plement and become more and more 
ubiquitous, the hope is there will be 
a leveling effect on cancer treatment 
across the country, and perhaps the 
whole world.” 

Perhaps working in collaboration, 
combined with deep learning and 
highly advanced computing, will prove 
to be that holy grail. Kibbe calls the 
DOE/NCI partnership unique in that 
two very different cultures are working 
together as a team. While everyone is 
excited about their individual projects, 
he says, they are also excited about 
their joint mission of creating a work-
force that has both biomedical knowl-
edge and computational expertise. 

“That side of the collaboration is 
going to continue to pay dividends 
for as long as we have computation 
in biomedical research, which I hope 
is forever.”	
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cation of gene expression,’’ he says. And 
there are several other problems as well, 
including trying to predict the response 
to an individual drug based on its for-
mula and profile, and  the auto encoder 
problem, in which a network is trained 
to learn the compressed representation 
of a drug structure, for example, and 
then has to be trained to accurately re-
produce the input so the team can build 
an improved algorithm.

The benchmarks will change over 
time, but they are a way to develop a 
common language among the vendors 
and the teams working on the pilots, 
Stevens says.  

Once the first iteration of the model 
has been built and validated, it should 
be able to analyze tumor information 
from a newly diagnosed cancer patient 
and predict which drug will be the 
most effective at attacking the tumor.

Meanwhile, to help foster existing 
collaborations and pursue new ones, 
the first of a series of meetings was 
held in July 2016. The Frontiers of 
Predictive Oncology and Computing 
meeting focused on predictive oncol-
ogy and computing in a few areas of 
interest in NCI/DOE collaboration: 
basic biology, pre-clinical, clinical ap-
plications and computing, says Eric 
Stahlberg, a contractor working on the 
high-performance computing strategy 
within the Data Science and Informa-
tion Technology Program at the Fred-
erick National Laboratory for Cancer 
Research in Rockville, MD. 

“Efforts at the frontier of pre-clin-
ical predictive oncology … included 
developing new models using patient-
derived xenografts and predicting 
drug efficacy through regulatory net-
works,’’ Stahlberg says. Other areas of 
focus were how to gain better insights 
into Ras-related cancers, gathering 
quality data for use in predictive mod-
el development, and improving the 
SEER database. 

“The meeting attendees were very 
enthusiastic about the prospects for 
improving cancer patient outcomes 
with increased use of computing,’’ 
Stahlberg says. That said, “One of the 
largest challenges exists in developing 
interoperability among solutions used 
in predictive oncology.” Others include 
gathering consistent data and having 
enough data to understand the com-
plexity of individual cells, he says. 
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originally invented to improve graph-
ics processing on computers, execute 
specific tasks faster than conventional 
central processing units (CPUs). Yet, 
a specialized design is not ideal for 
every application or situation. For in-
stance, a search engine such as Bing 
or Google has very different require-
ments than the speech processing 
used on a smartphone, or the visual 
processing that takes place in an auto-
mated vehicle or in the cloud. To vary-
ing degrees, systems must support 
both training and delivering real-time 
information and controls.

In the quest to boost performance in 
these systems, designers and engineers 
are leaving no idea unexamined. How-
ever, all the research revolves around 
a key goal: “Specialized AI chips will 
deliver better performance than either 
CPUs or GPUs. This will undoubtedly 
shift the AI compute [framework] mov-

I
T IS  N O  secret that artificial in-
telligence (AI) and machine 
learning have advanced radi-
cally over the last decade, yet 
somewhere between better al-

gorithms and faster processors lies the 
increasingly important task of engi-
neering systems for maximum perfor-
mance—and producing better results. 

The problem for now, says Nidhi 
Chappell, director of machine learning 
in the Datacenter Group at Intel, is that 
“AI experts spend far too much time 
preprocessing code and data, iterating 
on models and parameters, waiting for 
training to converge, and experiment-
ing with deployment models. Each 
step along the way is either too labor- 
and/or compute-intensive.”

The research and development 
community—spearheaded by com-
panies such as Nvidia, Microsoft, Bai-
du, Google, Facebook, Amazon, and  
Intel—is now taking direct aim at the 
challenge. Teams are experimenting, 
developing, and even implementing 
new chip designs, interconnects, and 
systems to boldly go where AI, deep 
learning, and machine learning have 
not gone before. Over the next few 
years, these developments could have 
a major impact—even a revolutionary 
effect—on an array of fields: automat-
ed driving, drug discovery, personal-
ized medicine, intelligent assistants, 
robotics, big data analytics, computer 
security, and much more. They could 
deliver faster and better processing for 
important tasks related to speech, vi-
sion, and contextual searching.

Specialized chips can significantly 
increase performance for fixed-func-
tion workloads, because they include 
everything needed specifically for the 
task at hand and nothing more. Yet, 
the task is not without its challenges. 

For one thing, there’s no clear idea 
about how to use silicon to accelerate 
AI. Most chip designs and systems are 

still in the early stages of research, de-
velopment, or deployment. 

For another, there’s no single de-
sign, approach, or method that works 
well for every situation or AI-based 
framework. 

One thing that is perfectly clear: AI 
and machine learning frameworks are 
advancing rapidly. Says Eric Chung, 
a researcher at Microsoft Research: 
“We’re seeing an escalating, insatiable 
demand for this kind of technology.”

Beyond the GPU
The quest for faster and better pro-
cessing in AI is nothing new. In re-
cent years, graphical processing units 
(GPUs) have become the technology of 
choice for supporting the neural net-
works that support AI, deep learning, 
and machine learning. The reason is 
simple, even if the underlying tech-
nology is complex: GPUs, which were 

Making Chips Smarter 
Advances in artificial intelligence and machine learning are 
motivating researchers to design and build new chips to support 
different computing models.

Technology | DOI:10.1145/3057740	 Samuel Greengard

The design of the NVIDIA NVLink Hybrid Cube Mesh, which connects eight graphics 
processing units, each with 15 billion transistors. 
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engine, as well as the Azure cloud. This 
allows teams to implement algorithms 
directly onto hardware, rather than po-
tentially less-efficient software. Chung 
says the FPGAs’ performance exceeds 
that of CPUs while retaining flexibility 
and allowing production systems to op-
erate at hyperscale. He describes the 
technology as “programmable silicon.”

To be sure, energy-efficient FP-
GAs satisfy an important requirement 
when deploying accelerators at hyper- 
scale in power-constrained data- 
centers. “The system delivers a scalable, 
uniform pool of resources independent 
from CPUs. For instance, our cloud al-
lows us to allocate few or many FPGAs as 
a single hardware service,” he explains. 
This, ultimately, allows Microsoft to 
“scale up models seamlessly to a large 
number of nodes. The result is extremely 
high throughput with very low latency.”

FPGAs are, in fact, highly flexible 
chips that achieve higher performance 
and better energy efficiency with re-
duced numerical precision. “Each 
computational operation gets more ef-
ficient on the FPGA with the fewer bits 
you use,” Chung explains. The current 
generation of these Intel chips, known 
as Stratix V FPGAs, will evolve into more 
advanced versions, including Arria 10 
and Stratix 10, he notes. They will intro-
duce additional speed and efficiencies.

“With the technology, we can build 
custom pipelines that are tailored 
to specific algorithms and models.” 
Chung says. In fact, Microsoft has 
reached a point where developers can 
deploy models rapidly, and without un-
derlying technical expertise about the 
machine learning framework. “The ap-
peal is the high level of flexibility. It can 
be reprogrammed for different AI mod-
els and tasks,” Chung notes. In fact, the 
FPGAs can be reprogrammed on the 
fly to respond to advances in artificial 
intelligence or different datacenter re-
quirements. A process that previously 
could take two years or more, now can 
take place in minutes.

Finally, Intel is introducing Nervana, 
a technology that aims to “deliver un-
precedented compute density and high 
bandwidth interconnect for seamless 
model parallelism,” Chappell says. The 
technology will focus primarily on mul-
tipliers and local memory, and skip ele-
ments such as caches that are required 
for graphics processing but not for deep 

ing forward,” Chappell explains. In the 
real world, these boutique chips would 
greatly reduce training requirements 
in neural networks, in some cases from 
days or weeks to hours or minutes. This 
has the potential to not only improve 
performance but also slash costs for 
companies developing AI, deep learn-
ing, and machine learning systems. 
The result would be faster and better 
visual recognition in automated vehi-
cles, or the ability to reprocess millions 
of scans for potentially missed mark-
ers in healthcare or pharma.

The focus on boutique chips and 
better AI computation is leading re-
searchers down several avenues. These 
include improvements in GPUs as well 
as work on other technologies such as 
field programmable gate arrays (FP-
GAs), Tensor Processing Units (TPUs), 
and other chip systems and architec-
tures that match specific AI and ma-
chine learning requirements. These 
initiatives, says Bryan Catanzaro, vice 
president of Applied Deep Learning 
Research at Nvidia, point in the same 
general direction: “The objective is to 
build computation platforms that de-
liver the performance and energy effi-
ciency needed to build AI with a level of 
accuracy that isn’t possible today.”

GPUs, for instance, already deliver 
superior processor-to-memory band-
width and they can be applied to many 
tasks and workloads in the AI arena, in-
cluding visual and speech processing. 
The appeal of GPUs revolves around 
providing greater floating-point opera-
tions per second (FLOPs) using fewer 
watts of electricity, and the ability to 
extend the energy advantage by sup-
porting 16-bit floating point numbers, 
which are more power- and energy-ef-
ficient than single-precision (32-bit) or 
double-precision (64-bit) floating point 
numbers. What is more, GPUs are quite 
scalable. The Nvidia Tesla P100 chip, 
which packs 15 billion transistors into 
a silicon chip, delivers extremely high 
throughput on AI workloads associated 
with deep learning. 

However, as Moore’s Law reaches 
physical barriers, the technology must 
evolve further. For now, “There are 
a lot of ways to customize processor 
architectures for deep learning,” Cat-
anzaro says. Among these: improving 
efficiency on deep learning specific 
workloads, and better integration be-

tween throughput-oriented GPU and 
latency-oriented CPU. For instance, 
Nvidia has introduced a specialized 
server called DGX-1, which uses eight 
Tesla P100 processors to deliver 170 
teraflops of compute for neural net-
work training. The system also uses a 
fast interconnect between GPUs called 
NVLink, which the company claims al-
lows up to 12 times faster data sharing 
than traditional PCIe interconnects. 

“There is still an opportunity 
for considerable innovation in this 
space,” he says.

New Models Emerge
Other approaches are also usher-
ing in significant gains. For example, 
Google’s Tensor Processing Unit 
(TPU) is a custom application-specific 
integrated circuit (ASIC) that is spe-
cifically designed for AI applications 
such as speech processing and street-
view mapping and navigation. It has 
been used in Google’s datacenters for 
more than 18 months. A big benefit is 
that the chip is optimized for reduced 
computational precision. This trans-
lates into fewer transistors per opera-
tion and the ability to squeeze more 
operations per second into the chip, 
which results in better-optimized per-
formance per watt and an ability to use 
more sophisticated and powerful ma-
chine learning models—while apply-
ing the results more quickly.

Another technology aimed at advanc-
ing AI and machine learning is Micro-
soft’s Project Catapult, which uses field 
programmable gate arrays (FPGAs) that 
underpin the widely used Bing search 

“The objective is to 
build computation 
platforms that deliver 
the performance and 
energy efficiency 
needed to build 
AI with a level of 
accuracy that isn’t 
possible today.”
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learning. It also features isolated pipe-
lines for computation and data manage-
ment, as well as High Bandwidth Memo-
ry (HBM) to accelerate data movement. 
Nervana, which Intel expects to intro-
duce during the first half of this year, will 
“deliver sustained performance near 
theoretical maximum throughput,” he 
adds. It also includes 12 bidirectional 
high-bandwidth links, enabling mul-
tiple interconnected engines for seam-
less scalability, a key requirement for 
increased performance through scale. 

Into the Future
An intriguing aspect of emerging chip 
designs for AI, deep learning, and  
machine learning is the fact that 
low-precision chip designs increas-
ingly prevail. In many cases, reduced- 
precision processors conform better to 
neuromorphic compute platforms and 
accelerate the deployment and possibly 
training of deep learning algorithms. 
Simply put: they can produce similar 
results while consuming less power, 
in some cases by a factor of 100. While 
algorithms running on today’s digital 
processors require high numerical pre-
cision, the same algorithms operating 
on low precision chips in a neural net 
excel, because these systems adapt dy-
namically by examining data in a more 
relational and contextual way (and are 
less sensitive to rounding errors).

This makes the technology perfect 
for an array of machine learning tasks 
and technologies, including drones; 
automated vehicles; intelligent per-
sonal assistants such as Amazon’s 

Alexa, Microsoft’s Cortana, or Apple’s 
Siri; photo and image recognition 
systems, and search engines, includ-
ing general services like Bing and 
Google but also those used by retail-
ers, online travel agencies, and others. 
It also supports advanced functionality 
like real-time speech-to-text transcrip-
tion and language translations. 

In the end, says Gregory Diamos, a 
senior researcher at Baidu, specialized 
machine learning chips have the poten-
tial to change the stakes and usher in 
an era of even greater breakthroughs. 
“Machine learning has already made 
tremendous progress,” he says. “Spe-
cialized chips and systems will contin-
ue to close the gap between computers 
and human performance.”	
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Microsoft has 
reached a point 
where developers 
can deploy models 
rapidly, without 
underlying technical 
expertise about the 
machine learning 
framework.
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FINDING THE 
INTERSECTION OF  
MATH AND LANGUAGE

When 
Bulgarian-born 
Dragomir 
Radev, 
professor of 
computer 
science at the 

University of Michigan, studied 
computer science as an 
undergraduate at the Technical 
University of Sofia,  “I was 
interested in math and 
languages; French, Russian, and 
English. I was not sure how to 
combine those two interests,” 
Radev explains. “When the first 
personal computers came 
around, I thought it would be a 
good way to combine my 
interests.” 

Radev completed his 
undergraduate degree at the 
University of Maine at Orono, 
before going on to earn a 
Ph.D. in computer science at 
Columbia University in New 
York in 1999 (while serving as 
an adjunct assistant professor 
in the department of computer 
science). His focus was on 
natural language processing 
and computational linguistics, 
working on algorithms to teach 
human languages to computers.

Even before graduating, 
Radev was hired by IBM in 1998 
to work on the team that built 
the first question/answer system 
at the company’s Thomas J. 
Watson Research Center in 
Hawthorne, NY. “After a year-
and-a-half at IBM, I started at 
the University of Michigan” in 
January 2000, he adds, “and I 
have been there since.”

Radev now is involved 
with building spoken dialog 
systems for student advising, 
and he serves on the executive 
committee at the Association for 
Computational Linguistics, an 
organization for those working 
on problems involving natural 
language and computation. 
He has also served as co-
chair of the North American 
Computational Linguistics 
Olympiad (NACLO), in which 
thousands of high school 
students in the U,S, and Canada 
compete to solve problems in 
natural language processing 
and computational linguistics.

—John Delaney

http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=https%3A%2F%2Fwww.microsoft.com%2Fen-us%2Fresearch%2Fpublication%2Fconfigurable-cloud-acceleration%2F
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=https%3A%2F%2Fwww.microsoft.com%2Fen-us%2Fresearch%2Fpublication%2Fconfigurable-cloud-acceleration%2F
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=https%3A%2F%2Fwww.microsoft.com%2Fen-us%2Fresearch%2Fpublication%2Fconfigurable-cloud-acceleration%2F
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=https%3A%2F%2Fwww.irjet.net%2Farchives%2FV3%2Fi4%2FIRJET-V3I4357.pdf
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=https%3A%2F%2Fwww.irjet.net%2Farchives%2FV3%2Fi4%2FIRJET-V3I4357.pdf
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fieeexplore.ieee.org%2Fdocument%2F7446049%2Fcitations
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fieeexplore.ieee.org%2Fdocument%2F7446049%2Fcitations
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fieeexplore.ieee.org%2Fstamp%2Fstamp.jsp%3Ftp%3D%26arnumber%3D7738869%26isnumber%3D7738802
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fieeexplore.ieee.org%2Fstamp%2Fstamp.jsp%3Ftp%3D%26arnumber%3D7738869%26isnumber%3D7738802
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fieeexplore.ieee.org%2Fstamp%2Fstamp.jsp%3Ftp%3D%26arnumber%3D7738869%26isnumber%3D7738802


16    COMMUNICATIONS OF THE ACM    |   MAY 2017  |   VOL.  60  |   NO.  5

news

I
M

A
G

E
 C

O
U

R
T

E
S

Y
 O

F
 E

T
H

 Z
Ü

R
I

C
H

/N
I

C
O

L
A

 P
I

T
A

R
O

Society  |  DOI:10.1145/3057738 	 Keith Kirkpatrick

Bionics in Competition
Developers of innovative assistive devices  
compete as a means of networking with each other. 

Meanwhile, the brain-computer 
interface race provides a competition 
for teams who have developed meth-
ods for using brain waves to control 
avatars in a computer game, which is 
analogous to brain waves ultimately 
being used to control objects in the 
real world.  This type of control ulti-
mately will be useful to those with par-
tial or total paralysis. 

The powered-arm prosthesis race 
pits competitors against one another, 
making them complete daily tasks such 
as slicing bread or placing silverware on 
a table using only their prosthetic arms, 
as quickly and accurately as possible. 
These fine-motor coordination tasks 
are technically challenging for those 
with limb loss or damage, and many of 
the solutions highlighted in the compe-
tition could be further developed in the 
future for use in the real world.

Unlike other sporting or robotics 
competitions, the end goal goes be-
yond establishing a “winner.” Accord-
ing to Riener, the goals of Cybathlon 
are to facilitate conversation between 
academia and industry, to engender 
discussion between technology devel-
opers and people with disabilities, and 
to promote the use of robotic assistive 
aids to the general public.   

“A platform like Cybathlon allows 
people to see what is the state of the 
art and what is upcoming,” says David 
Langlois, a team leader with Iceland-
based prosthetics and orthotics devel-
oper Össur, which brought its Rheo 
Knee, an advanced learning prosthetic 
device that automatically adapts to the 
user and the environment, to Cybath-
lon, and took home the top prize in the 
powered leg prosthesis race. “This type 
of event is like going to a car show to see 
what is new. The only difference is that 
the manufacturers have to complete a 
series of mundane tasks to show what 
their devices are really about.”  

Furthermore, researchers praised 
Cybathlon as a platform to showcase 
interim advances in their work. “Cy-

M
OST PHYSICAL COMPETI-

TION S  are based around 
the idea of participants 
pushing themselves phys-
ically, demonstrating to 

the world that they are the fastest, stron-
gest, or otherwise physically gifted.  For 
those with significant physical disabili-
ties or injuries, however, simply accom-
plishing basic everyday tasks can be an 
Olympic-level feat.

That’s where Cybathlon, a new com-
petition designed to promote innova-
tive assistive devices, may accomplish 
two goals: providing a competitive 
forum for disabled athletes, and high-
lighting the specific advances that are 
being made in robotic assistive aids 
designed to help those with significant 
physical disabilities.

Conceived and developed by Swit-
zerland’s ETH Zurich (a science and 
research university) and National Cen-
tre of Competence in Research (NCCR) 
Robotics professor Robert Riener, the 
first iteration of Cybathlon took place 
last October in Zurich. During this in-
ternational competition, 66 technical 
teams (comprised of one pilot or oper-
ator, along with a number of research-
ers and scientists) from 25 countries 
came together to compete in six differ-
ent disciplines of events.

Each team consisted of at least 
one technology provider, which was 
a member of a research lab or a com-
pany, and at least one pilot, a person 
with a specified level of disability that 
is being managed by using technol-
ogy developed by the team.  The over-
all competition consisted of six so-
called “disciplines,” each consisting 
of tasks that must be completed in 
the fastest time possible, and ahead 
of all other teams.

While each team can compete in 
any of the disciplines, which include 
the brain-computer interface race; the 
functional electrical stimulation bicy-
cle race; the powered-arm prosthesis 
race; the powered-leg prosthesis race; 

the powered-exoskeleton race, and 
the powered-wheelchair race, only 
one pilot can participate per team 
per discipline.

The disciplines are designed to 
showcase the technology that can be 
used to improve the lives of those liv-
ing with a disability, by creating spe-
cific challenges that mimic the ob-
stacles that are faced by such people 
every day. “Compared to the Paralym-
pics, who are searching for the stron-
gest and fastest, we are searching for 
those pilots who are most skilled to 
use a device for daily life activities,” 
Riener explains. “We do not consider 
our event as a sport, though the par-
ticipants have to train, and they have 
to perform well.”

For example, the powered-wheel-
chair race includes six hurdles, such as 
entering a building with thresholds or 
narrow doorways, or crossing uneven 
pavement, that must be completed in 
as little time as possible.  

Silke Pan of Team PolyWalk EPFL in the 
powered exoskeleton race. 

http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=16&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3057738
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=16&exitLink=http%3A%2F%2Fwww.cybathlon.ethz.ch
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bathlon sets a deadline and pushes for 
delivery of the innovation which has 
happened before,” says Knut Lechler, 
Össur’s  other team leader. “The Cy-
bathlon provided a platform to show 
what we have in the pipeline.”

Lechler’s colleague David Langlois 
noted that Cybathlon represents a 
new way for commercial providers 
such as Össur to market the real-
world user benefits of their technolo-
gies prior to being released or sold to 
the public, rather than simply high-
lighting clinical results or technical 
specifications.  Says Langlois: “You 
can see Cybathlon as a reversal of the 
usual innovation competition frame-
work, challenging the manufacturers 
and innovators to showcase their con-
tribution to the users.”

The structure of Cybathlon is also 
unique in that both the pilots who con-
trol the devices and the technology it-
self are of equal importance.

“Pilots have to show that they can 
complete a task that is integral to daily 
life,” Riener says. “The device needs 
the pilot, because it needs someone to 
control the device.”  

According to Riener, most of the 
teams are from universities and oth-
er non-profit development groups, 
though about 25% were for-profit, 
commercial, or industrial groups.  
However, Riener says that the types 
of solutions presented by the corpo-
rate teams were generally simpler, but 
more robust in nature.  

“The companies want to develop 
technology that can be commercial-
ized quickly, and that’s why they devel-
op solutions that can be considered to 
be more practical,” Riener says.

On the other hand, many competi-
tors at Cybathlon are academic re-
searchers, such as NeuroCONCISE, a 
non-profit group that has developed 
wearable neurotechnology. NeuroC-
ONCISE’s solution noninvasively mea-
sures and translates brain waves into 
control signals that permit people to 
communicate and interact with com-
puters without moving. The group 
took third place in the brain-com-
puter interface race, and team leader 
Damien Coyle noted the competitive 
angle helped motivate and reinforce 
the team’s belief that its work is on the 
right track.

“This competition was going to re-

ally test and raise the bar to see what 
the technology could achieve,” Coyle 
says. “It also raised awareness among 
the public about the technologies that 
are out there, and put us all under pres-
sure” to make sure the work they are 
doing is viable.

Another team that competed at Cy-
bathlon came from the Florida-based 
Institute for Human and Machine 
Cognition, or IHMC, which has been 
working on an exoskeleton using 
torque-controlled actuators and pow-
ered joints to help people who have 
been paralyzed,  or who have lost a 
limb. The group competed and earned 
a silver medal in the powered exoskel-
eton race, in which the pilot needed to 
complete six tasks that are common to 
everyday living.

Team leader Peter Neuhaus said 
care was taken by the organizers to 
make sure the tasks would be chal-
lenging, yet not so difficult to com-
plete as to be unreasonable. Signifi-
cant attention was paid to ensuring 
the tasks were as closely related to re-
al-world scenarios as possible, which 
meant all technology designs need-
ed to be practically focused, rather 
than focused on abstract concepts or 
movements. Indeed, the tasks in the 
exoskeleton race—getting up from 
a sofa, walking around obstacles, 
walking up a ramp to open and walk 
through a door, walking over step-
ping stones, walking over an uneven 
floor, and walking up and down 
stairs—are tasks likely to be encoun-
tered on a regular basis by people 
with impaired mobility.

“Our research group has been in 
other types of competitions before,” 
Neuhaus says. “The challenge with 
competitions is to ensure that the solu-
tion to the task advances the research 
field. The solutions developed for Cy-
bathlon use advances that carry on be-
yond the competition, and can operate 
in the real world.”

All told, the significant amount of 
attention paid to Cybathlon—more 
than 4,600 spectators attended in per-
son, and international media cover-
age of the event was strong—helped 
raise awareness of the research be-
ing done in universities and among 
for-profit companies. Participating in 
Cybathlon is “something you can tell 
people about,” Coyle says. “It’s quite 

a unique thing, and it opened up fur-
ther avenues for where the technology 
could go.”

Cybathlon is also helpful in elimi-
nating some of the silos that often oc-
cur in research and commercial devel-
opment labs.  

“A competition like Cybathlon pro-
vides a great insight on what is the 
current thinking about real-life chal-
lenges associated with disabilities,” 
Langlois says. “Furthermore, since 
there is always a lot of ways to solve 
these problems and there is no book 
telling you how to resolve it, a friendly 
competition between innovators and 
engineers is always a good way to 
stimulate creative minds and drive 
out technology.”

According to participants, there 
aren’t any similar events being pro-
duced, either in the U.S. or around 
the world, that aren’t affiliated with 
Riener’s group; Cybathlon’s close ties 
with researchers and corporate en-
tities involved in bionic prosthetics 
and brain research likely has consoli-
dated support around the Cybathlon 
brand and event. Riener says smaller 
regional events that license the Cyba-
thlon name may be launched around 
the world over the next four years, and 
another major event is slated to take 
place in Zurich again in 2020.

Interest remains high, as current 
assistive technology is not yet satisfac-
tory, according to Riener. “The wheel-
chairs are still too bulky, and can’t go 
over uneven terrain,” he says. “The 
commercially available prosthetic 
devices are still not powered, which 
makes it very challenging to climb 
stairs or walk up ramps.”	

Further Reading

Cybathlon Championship for Athletes with 
Disabilities: http://www.cybathlon.ethz.ch/

Cybathlon 2016 Highlights: 
https://www.youtube.com/
watch?v=KAVcVfKoYwc

Reiner, R. 
Cybathlon: A bionics competition for 
people with disabilities, http://robohub.
org/cybathlon-a-bionics-competition-for-
people-with-disabilities/

Keith Kirkpatrick is principal of 4K Research & 
Consulting, LLC, based in Lynbrook, NY.
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have a highly automated house that 
doesn’t work when it’s not connected 
to the Internet. So, you need to have 
local capability independent of or in 
addition to interactions through the 
public Internet. 

There are still more people in the 
world offline than on. How will connect-
ing these individuals help neglected 
and underserved communities around 
the world?

MARTIN CASADO: I agree with the 
United Nations in the view that con-
nectivity to the Internet is a basic hu-
man right. Beyond the intrinsic ben-
efits of better communication within 
the community, it provides access to 
the grand marketplace that’s erupted 
within the Internet. In many ways, 
that can become a great equalizer. If 
it costs me less to produce a good or 
a service, and the distribution cost 
(in this case the Internet) is the same, 
then I have an advantage in an open 
market. Of course, it isn’t as simple as 
that, but it certainly does inject under-
served communities directly into the 
economic nervous system in which 
they can participate. 

GEORGE ROUSSOS: The two main fac-
tors limiting the ability of people to 
access the Internet are affordability 
and lack of literacy and language skills. 
While getting online can provide ben-
efits, connectivity is not a panacea for 
all ills. Lifting these communities out 
of poverty and getting the basics right 
such as access to clean water, vaccina-
tions, or in some cases a less corrupt 
government, would be a priority. More-
over, joining the connected world as a 
latecomer involves significant hazards 
as well as opportunities, so developing 
the appropriate skills and safeguards is 
a precondition. 

There are already interesting cases 
highlighting how innovations can be 
created from the bottom up: for exam-
ple, through microlending and using 
the mobile Internet to broaden access 
to financial services.

JENNIFER REXFORD: I think there is a 
lot of opportunity to collect data that 
can help people make better deci-

S
I N C E  I T S  I N AU G U R AT I O N  in 
1966, the ACM A.M. Turing 
Award has recognized major 
contributions of lasting 
importance to computing. 

Through the years, it has become the 
most prestigious award in computing. 
To help celebrate 50 years of the ACM 
Turing Award and the visionaries who 
have received it, ACM has launched 
a campaign called “Panels in Print,” 
which takes the form of a collection of 
responses from Turing laureates, ACM 
award recipients and other ACM ex-
perts on a given topic or trend.

For our third Panel in Print, we in-
vited 2009 ACM Prize recipient ERIC 
BREWER, 2004 ACM A.M. Turing Award 
co-recipient VINT CERF, 2016–2017 Athe-
na Lecturer JENNIFER REXFORD, ACM 
Grace Murray Hopper Award recipient 
MARTIN CASADO, ACM Fellows NICK FEAM-

STER and JIM KUROSE, and ACM member 
GEORGE ROUSSOS to discuss the Internet 
of Things (IoT). 

What do you see as some of the big-
gest transformations that have been 
brought through the Internet and where 
do we go next? 

ERIC BREWER: The most important 
transformation brought about by the 
Internet is the kind of self-empower-
ment it has caused. If you don’t know 
something, you can find it out. If you 
want to educate yourself on something, 
you can learn it fairly directly. People 
feel like they can learn anything, in any 
country now. 

NICK FEAMSTER: The early Internet 
was a network of trusted research uni-
versities with very few stakeholders. 
There was no business aspect to it, 
there were no profits to be taken, and 
there was little to no concern over se-
curity. The chief goal was connectivity, 
and the primary challenges were tech-
nical in nature.

Today, the situation is much differ-
ent, with each of the previous points 
having been turned completely on 
their head. We see increasing tensions 
between stakeholders, especially be-
tween Internet service providers and 
content providers on to issues like 

pricing of Internet access, network 
neutrality, performance guarantees 
and quality of experience. We also see 
tremendous tension in cybersecurity 
between attackers, businesses and 
end users.

JENNIFER REXFORD: Recently, the In-
ternet has become an amazing way to 
collect and analyze data about people 
and their behavior and the kinds of 
things they do online. This, in turn, 
has allowed the information we see 
on the Internet to be much more cus-
tomized, like Google search and so on. 
Which brings us to the current evolu-
tion, the connecting of the Internet 
to the physical world, or Internet of 
Things. This is where we are actually 
effecting change in the physical world 
based on the information that gets col-
lected over networks. . 

VINT CERF: Projecting into the future, 
we can see much higher-speed access 
to the Net, more wireless access and 
increasing amounts of artificial intel-
ligence and machine learning adding 
to our ability to accomplish our objec-
tives. It’s a rich environment we are 
heading into. 

There are reasons to be concerned—
for example, about safety, security, pri-
vacy, resilience, and robustness. I am 
particularly concerned about what I’ll 
call “autonomy,” which stems from 
my concern that you don’t want to 

“The most important 
transformation 
brought about by  
the Internet  
is the kind of  
self-empowerment  
it has caused.”

The Internet of Things  
DOI:10.1145/3061359		
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sions. For example, farmers could de-
termine the going rate for their crops, 
rather than relying on a third-party 
intermediary to determine prices. 
Knowing what the weather is going 
to be like in a few days to make deci-
sions about farming practices, and so 
on. That being said, having access to 
information for education and train-
ing and awareness doesn’t replace 
having access to clean water and very 
basic needs. 

One problem in a lot of the develop-
ing world is that much of the Internet 
traffic is routed back through more de-
veloped areas; traffic in South America 
being routed through Miami, or traffic 
in Africa going through Amsterdam or 
London, etc. So there is a missed op-
portunity to host local content locally. 
For example, if you’re in Kenya, a local 
Kenyan website will be hosted outside 
of Kenya, making it very expensive and 
slow to get information. What we are 
starting to see more are efforts to have 
Internet exchange points in the region 
so that the multiple network providers 
within Africa and within South Amer-
ica can directly connect with one an-
other and provide a stable platform for 
hosting of local content. 

For organizations and individuals to 
be confident when conducting transac-
tions and exchanging information, the In-
ternet has to be secure. How does the IoT 
impact the security of the Internet?

JIM KUROSE: With an ever-increasing 
array of devices being connected to the 
Internet (between 26 billion and 50 bil-
lion devices in manufacturing, busi-
ness, and home applications by 2020, 
by some predictions), the question of 
resilience—knowing that a device will 
continue to perform its tasks safely 
and securely in the presence of unin-
tended as well as malicious faults—is 
increasingly important. 

VINT CERF: There are technologies 
that allow people to protect them-
selves better. Two-factor authentica-
tions are a good example of that—the 
best practice of which is to encrypt 
everything from the laptop or mobile 
all the way to the server on the net. 
All of these are practices we adopt  
at Google. 

NICK FEAMTSER: There are a couple 
of reasons why IoT raises the stakes 
as far as the security of the Internet is 
concerned. An Internet attack may now 

involve physical inconveniences or 
threats such as security cameras, door 
locks, thermostats, etc.

The issue here is that most busi-
nesses are fundamentally focused 
on the market they serve. In other 
words, a hardware company is just a 
hardware company, a consumer elec-
tronics company is just a consumer 
electronics company. They are not 
thinking about the security of the 
software they put on the devices they 
sell. So it won’t be long until we have 
an abundance of fundamentally un-
patchable, insecure, and difficult if 
not impossible-to-patch devices af-
fecting nearly every aspect of our daily 
lives. It’s a perfect storm.

ERIC BREWER: Even though “less-con-
nected devices” sounds paradoxical in 
today’s scenario, I believe it’s an op-
tion. As an example, if a device has to 
connect through the user’s phone or 
home laptop or computer, maybe that 
is a bit safer because then, at least, the 
gateway could be secured. Another op-
tion is to stop making these devices so 
flexible. They are really just doing one 
kind of reporting, and all the rest of the 
data is in the cloud. It’s more plausible 
that you could make that secure.

What makes security hard is if you 
are trying to have a lot of flexibility in 
the device, or complexity, or if you’re 
trying to change what the device is do-
ing over time, and that’s why you’re 
having upgrades. All this makes it 
much more like a phone and then it 
really needs to have a more automated 
form of security patching. 

What are the possibilities, and reper-
cussions, of IoT capabilities such as smart 
cities and connected cars?

MARTIN CASADO: There are obvious 
answers here around energy efficien-
cy, traffic, safety, etc. But I feel that 
those are already easy to see from 
where we are today. So perhaps I will 
take a bit of a longer view and say that 
in the limit IoT could very well make 
the notion of a city anachronistic. 
Cities are largely products of organ-
ic growth and physical constraints; 
close enough for protection and 
commerce, and far enough away for 
privacy and access to resources. How-
ever, IoT changes these constraints. 
Drones can deliver goods without 
requiring traditional roads or supply 
routes. Advances in connected and 

urban farming can allow sustain-
ability just about anywhere. And the 
Internet provides a social overlay that 
is independent of geography. We are 
heading toward a future where cities 
are more defined by common inter-
ests than by geography. 

What do you think are some of the 
potentially most exciting/important  
applications of IoT beyond the ones al-
ready being actively developed?

JIM KUROSE: It’s difficult to predict 
future Internet applications. But I’ll 
make one prediction. I believe educa-
tion and skill acquisition have yet to 
be truly disrupted by the Internet, or 
by interactive and/or virtual reality/
augmented reality technologies. As 
a long-time teacher (and learner), I 
don’t think there is anything as good 
as learning with inspired and en-
gaged teachers and students, using 
interactive learning and team-based 
activities in the classroom. But that 
approach is neither uniformly af-
fordable nor scalable. So I do believe 
a next generation of interactive soft-
ware/textbooks/classes is increas-
ingly important to meet the pace and 
need for training, skills updating, 
and acquiring new fundamentals. 

GEORGE ROUSSOS: One specific way 
that I hope the IoT can bring about 
change is by shifting the emphasis 
away from our current predominantly 
visual mode of interaction with infor-
mation, which I consider to be the key 
ingredient enabling a sedentary and 
passive contemporary lifestyle. IoT 
technologies afford interactions en-
gaging the whole body through touch, 
proprioception, equilibrioception, in-
teroception, and perhaps a few new ar-
tificial senses that can hopefully rebal-
ance the focus on the brain as the only 
locus of intelligence.

In particular, my hope is that the 
IoT will play a key role toward improv-
ing the health and the sustainability 
of the planet: overconsumption of raw 
materials, pollution from fossil fuels, 
and industrialized farming, the de-
struction of forests and numerous oth-
er effects of modernity are setting mas-
sive challenges ahead. I believe the IoT 
has to play a central role in addressing 
these challenges and ensuring the wel-
fare of future generations.	
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must be conceptualized as a process 
of minimizing risk instead of a state of 
guaranteed safety. 

A Crisis of Faith and 
Scientific Discord
The possibility of correctly identifying 
people and attributes from de-iden-
tified datasets has sparked a crisis of 
faith in the validity of de-identification 
methods. Do these methods still pro-
tect data subjects against possible pri-
vacy harms associated with revealing 
sensitive and non-public information? 
Certainly, there is widespread skep-
ticism about de-identification tech-
niques among some leading privacy 
scholars and most of the popular press, 
which in turn undermines the credibil-
ity of the exemptions for de-identified 
data in regimes like HIPAA. This is of 
obvious concern because it not only cre-
ates legal and regulatory uncertainty for 
the scientific research community but 
may even discourage individuals from 
contributing data to new research 

F
O R  Y E A R S ,  T H E  key ethic for 
safe, sustainable data shar-
ing was anonymization. As 
long as a researcher or orga-
nization took steps to ano-

nymize datasets, they could be freely 
used and shared. This notion was 
even embedded in law and policy. For 
example, laws like the Health Insur-
ance Portability and Accountability 
Act (HIPAA) Privacy Rule and the Eu-
ropean Union’s Data Protection Direc-
tive facilitate sharing of anonymized 
datasets with fewer if any restrictions 
placed upon datasets that contain per-
sonal information. 

But it turns out that “anonymiza-
tion” is not foolproof. The possibility 
of correctly identifying people and at-
tributes from anonymized datasets 
has sparked one of the most lively 
and important debates in privacy law. 
In the past 20 years, researchers have 
shown that individuals can be identi-
fied in many different datasets once 
thought to have been fully protected 

by means of de-identification.a,7 In 
particular, a trio of well-known cases 
of re-identification has called into 
question the validity of the de-identi-
fication methods on which privacy law 
and policy, like the HIPAA privacy rule, 
relies. A governor and Netflix and AOL 
customers were all accurately identi-
fied from purportedly anonymized 
data. In each case, an adversary took 
advantage of auxiliary information to 
link an individual to a record in the de-
identified dataset. 

The failure of anonymization has 
been widely publicized. But the debate 
over how to proceed in policy and prac-
tice remains stalled. In order to find 
the right path, the perfect cannot be 
the enemy of the good. Anonymization 

a	 Paul Ohm, Broken Promises of Privacy: Respond-
ing to the Surprising Failure of Anonymization. 
57 UCLA Law Review 1701, 2010. Ohm intro-
duced the legal community to the relevant 
computer science literature, including a clas-
sic attack on the Netflix Prize dataset; see Na-
rayanan and Shmatikov.7

Law and Technology  
The Anonymization  
Debate Should Be About 
Risk, Not Perfection 
Focusing on the process of anonymity rather than  
pursuing the unattainable goal of guaranteed safety.
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this makes it very difficult for policy 
makers to judge whether the HIPAA 
de-identification rules should be main-
tained, reformed, or abandoned. 

These divergent views might lead 
us to different regulatory approach-
es. Those that focus on the remote 
possibility of re-identification might 
prefer an approach that reserves pun-
ishment only in the rare instance of 
harm, such as a negligence or strict li-
ability regime revolving around harm 
triggers. Critics of anonymization 
might suggest we abandon de-identi-
fication-based approaches altogether, 
in favor of different privacy protec-
tions focused on collection, use, and 
disclosure that draw from the Fair In-
formation Practice Principles, often 
called the FIPPs.

These problems with the de-identi-
fication debate are frustrating sound 
data use policy. But there is a way for-
ward. Regulators should incorporate 
the full gamut of Statistical Disclosure 
Limitation (SDL) methods and tech-
niques into privacy law and policy, 
rather than relying almost exclusively 
on de-identification techniques that 
only modify and obfuscate data. SDL 
comprises the principles and tech-
niques that researchers have developed 
for disseminating official statistics and 
other data for research purposes while 

projects. (It also heightens consumer 
mistrust of e-commerce firms offering 
their own dubious “guarantees” of an-
onymization, thereby reinforcing the 
“privacy is dead” meme.) 

The community of computer scien-
tists, statisticians, and epidemiologists 
who write about de-identification and 
re-identification are deeply divided, 
not only in how they view the implica-
tions of the auxiliary information prob-
lem, but in their goals, methods, inter-
ests, and measures of success. Indeed, 
we have found that the experts fall into 
two distinct camps. First, there are 
those who may be categorized as “prag-
matists” based on their familiarity with 
and everyday use of de-identification 
methods and the value they place on 
practical solutions for sharing use-
ful data to advance the public good.1 
Second, there are those who might be 
called “formalists” because of their 
insistence on mathematical rigor in 
defining privacy, modeling adversar-
ies, and quantifying the probability of 
re-identification.6 Pragmatists devote a 
great deal of effort to devising methods 
for measuring and managing the risk 
of re-identification for clinical trials 
and other specific disclosure scenari-
os. Unlike their formalist adversaries, 
they consider it difficult to gain access 
to auxiliary information and conse-

quently give little weight to attacks 
demonstrating that data subjects are 
distinguishable and unique but that 
(mostly) fail to re-identify anyone on 
an individual basis. Rather, they argue 
that empirical studies and meta-analy-
ses show that the risk of re-identifica-
tion in properly de-identified datasets 
is, in fact, very low. 

Formalists, on the other hand, ar-
gue that efforts to quantify the efficacy 
of de-identification “are unscientific 
and promote a false sense of security by 
assuming unrealistic, artificially con-
strained models of what an adversary 
might do.”6 Unlike the pragmatists, 
they take very seriously proof-of-con-
cept demonstrations of re-identifica-
tion, while minimizing the importance 
of empirical studies showing low rates 
of re-identification in practice. 

This split among the experts is 
concerning for several reasons. Prag-
matists and formalists represent dis-
tinctive disciplines with very different 
histories, questions, methods, and ob-
jectives. Accordingly, they have shown 
little inclination to engage in fruitful 
dialogue much less to join together 
and find ways to resolve their differenc-
es or place de-identification on firmer 
foundations that would eliminate or at 
least reduce the skepticism and uncer-
tainty that currently surrounds it. And 
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reasonable de-identification and/or 
additional data control techniques as 
appropriate; and develop a monitor-
ing, accountability, and breach re-
sponse plan.

These requirements would be in-
formed by the nascent industry stan-
dards under development by NIST and 
others, including accepted de-identi-
fication and SDL techniques as well 
as a consideration of the risk vectors 
described here.2 Of course, those who 
engage in unauthorized re-identifica-
tion are also culpable and it might be 
worthwhile to supplement contractual 
or statutory obligations not to engage 
in re-identification with severe civil (or 
even criminal) penalties for intention-
al violations that cause harm.3 It is im-
portant that any such statutory prohi-
bitions also include robust exemptions 
for security research into de-identifica-
tion and related topics. 

A risk-based approach recognizes 
there is no perfect anonymity. It focus-
es on process rather than output. Yet 
effective risk-based data release policy 
also avoids a ruthless pragmatism by 
acknowledging the limits of current 
risk projection models and building 
in important protections for individ-
ual privacy. This policy-driven, inte-
grated, and comprehensive approach 
will help us better protect data while 
preserving its utility.	
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protecting the privacy and confidential-
ity of data subjects. SDL can be thought 
of in terms of three major forms of in-
teraction between researchers and per-
sonal data: direct access (which covers 
access to data by qualified investigators 
who must agree to licensing terms and 
access datasets securely); dissemina-
tion-based access (which includes de-
identification), and query-based access 
(which includes but is not limited to 
differential privacy).5

Adopting the SDL frame for the de-
identification debate helps to clarify 
several contested issues in the current 
debate. First, the most urgent need 
today is not for improved de-identi-
fication methods alone but also for 
research that provides agencies with 
methods and tools for making sound 
decisions about SDL. Second, the SDL 
literature calls attention to the fact 
that researchers in statistics and com-
puter science pursue very different ap-
proaches to confidentiality and privacy 
and all too often do so in isolation from 
one another. They might achieve better 
results by collaborating across meth-
odological divides. Third, the legal 
scholars who have written most force-
fully on this topic tend to evaluate the 
pros and cons of de-identification in 
isolation from other SDL methods. De-
bates focusing exclusively on the mer-
its or demerits of de-identification are 
incomplete. SDL techniques should be 
part of most regulators’ toolkits.

The Way Forward: Minimizing Risk
Most importantly, SDL can be lever-
aged to move de-identification policy 
toward a process of minimizing risk. 
A risk-based approach would seek to 
tailor SDL techniques and related le-
gal mechanisms to an organization’s 
anticipated privacy risks. For example, 
if the federal agency administering the 
HIPAA Privacy Rule (Health and Hu-
man Services) fully embraced a risk-
based approach, this would transform 
the rule into something more closely 
resembling the law of data security.4 
Such an approach would have three 
major features:

Process-based: Organizations en-
gaged in releasing data to internal, 
trusted, or external recipients should 
assume responsibility for protecting 
data subjects against privacy harms by 
imposing technical restrictions on ac-

cess, using adequate de-identification 
procedures, and/or relying on query-
based methods, all in combination 
with legal mechanisms, as appropriate. 

Contextual: Sound methods for 
protecting released datasets are al-
ways contingent upon the specific 
scenario of the data release. There are 
at least seven variables to consider in 
any given context, many of which have 
been previously identified in reports 
by the National Institute of Standards 
and Technology (NIST) and others. 
They include data volume, data sen-
sitivity, type of data recipient, data 
use, data treatment technique, data 
access controls, and consent and con-
sumer expectations. 

Tolerant of risk: The field of data 
security has long acknowledged there 
is no such thing as perfect security. If 
the Weld, AOL, and Netflix re-identifi-
cation incidents prove anything, it is 
that perfect anonymization also is a 
myth. By focusing on process instead 
of output, data release policy can aim 
to raise the cost of re-identification 
and sensitive attribute disclosure to 
acceptable levels without having to 
ensure perfect anonymization.b

Organizations sharing data should 
be required to provide “reasonable 
data release protections.” The tenets 
of reasonable, process-based, data-
release protections would look similar 
to those of data security: assess data to 
be shared and risk of disclosure; mini-
mize data to be released; implement 

b	 This Viewpoint is based on a longer article by 
the co-authors, which provides a more detailed 
discussion of these three factors; see Rubin-
stein, I. and Hartzog, W. Anonymization and 
Risk. 91 Washington Law Review 703, 2016.

Statistical Disclosure 
Limitation can be 
leveraged to move  
de-identification 
policy toward  
a process of 
minimizing risk.
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The truth offers more optimism than 
this. We have a body of evidence sup-
porting specific, replicable practices 
for creating agile, student-responsive 
classrooms that provably scale to large 
classes, reduce failure rates, and broad-
en participation. Broad awareness 
and adoption of these evidence-based 
teaching practices can help address our 
teaching challenges and reinvigorate 

A
S  C O M P U T I N G  B E C O M E S 
more pervasive, we see 
increased demand from 
students eager to start a 
career in computing, and 

also from students in related disci-
plines recognizing the need for com-
puter science skills. The result is in-
creased overall enrollments—in some 
schools, by a factor of three in the past 
five years.a,b Higher enrollment leads to 
ballooning class sizes. Schools strug-
gle to hire and retain faculty in the face 
of heavy courting by industry. The re-
sult is that a sense of resource scarcity 
dominates the high-pressure environ-
ment of large class sizes.

The new challenges compound 
existing teaching-related challenges 
for the field. We still need to broaden 
participation in our field, with the low-
est percentage of women majors in all 
of STEM.c The economic rewards of a 
computing career make it even more 
important to bridge the digital divide. 
If there are more students than faculty 
can teach effectively, they may be in-
clined to lean on a pessimistic belief 

a	 http://www.geekwire.com/2014/analysis-exam-
ining-computer-science-education-explosion/

b	 http://cra.org/wp-content/uploads/2016/07/
BoomCamp.pdf

c	 https://ngcproject.org/statistics

that success is dependent on “bril-
liance” and innate ability where only 
a subset of students can succeed. If CS 
faculty feel there is little they can do 
to change students’ outcomes in their 
individual classrooms, it will be true. 
Research shows that more CS faculty 
hold this mistaken and unproductive 
view of students than faculty in other 
STEM disciplines.3

Education 
Preparing Tomorrow’s 
Faculty to Address 
Challenges in Teaching 
Computer Science 
Using a “boot camp” workshop for new faculty orientation. 
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For the CS New Faculty Teaching 
Workshop to have the scale of impact 
we envision, we had to think carefully 
about strategic audience targeting. We 
ultimately want to help teaching across 
all computer science undergraduate 
departments address today’s chal-
lenges. But we are starting with the re-
search-intensive universities because 
they serve as models nationally. The 
top research institutions simply have 
inordinate influence in the rest of the 
computer science education ecosys-
tem. Literally, a handful of schools pro-
duce most of the Ph.D.’s who go on to 
be computer science faculty in the U.S.e 
These newly hired faculty will also go 
on to hold positions of leadership and 
influence within their departments 
and schools, magnifying the impact 
of the cohort we directly touch each 
year. As we influence enough faculty 
that they form a critical mass at each 
of their home departments, they will 
have local peer support. With an orien-
tation toward a scholarly view of teach-
ing, we equip them with today’s known 
best practices, and with an inclination 
to follow future scholarly advances in 
teaching for tomorrow’s challenges.

Changing ingrained teaching prac-
tices can be difficult. After all, we suc-
ceeded through years of our own stu-
dent experiences, so we see ourselves 
as experts. This model of offering new 
research faculty workshops has been 
effective in other disciplines. The Phys-
ics and Astronomy New Faculty Work-
shop has been successful in effecting 
change by reaching approximately 25% 
of new hires—and at least half of those 
who attended the workshop reporting 
adoption of evidence-based practices 
in their teaching after the workshop.2 
Moreover, participants and depart-
ment chairs reported a change in cul-
ture based on discussions about teach-
ing. Charles Henderson, who evaluated 
the workshop, suggests it was success-
ful because it targeted new faculty in 
only a single discipline and presented 
a wide variety of pedagogical options 
for potential adoption. Everyone likes 
to make choices, and if you know more 
than one way to teach something, you 
get to make choices and improve your 
enjoyment of teaching.

e	 https://www.microsoft.com/en-us/research/
blog/2015-faculty-summit-informs-and-inspires/

faculty enjoyment of teaching, even in 
these outsized conditions. To achieve 
this goal of disseminating effective 
teaching methods, we are implement-
ing a strategy that has been successful 
in other academic disciplines—putting 
newly hired faculty through a CS New 
Faculty Teaching Workshop,d a rigor-
ous “boot camp” workshop on how to 
be effective teachers.

Many universities offer some kind 
of orientation to teaching for new fac-
ulty. We are taking a page from other 
STEM disciplines in teaching a CS-spe-
cific introduction for new faculty at re-
search institutions. With the credibil-
ity that can only be obtained through 
being practicing CS faculty ourselves, 
attendees at the CS New Faculty Teach-
ing Workshop learn methods that have 
been shown to work in CS classes. Ex-
amples are drawn from the specific CS 
courses and topics the attendees will 
teach in the coming year, using tools 
that are specific to the needs of CS 
homework and programming projects. 
We teach CS faculty how to succeed 
as CS faculty, without spending time 
adapting more general or maybe even 
inapplicable teaching strategies.

Addressing Challenges
To address the challenges in teaching 
computer science, our CS New Fac-
ulty Teaching Workshop has two long-
term aspirations:

˲˲ Change practices in the classroom 
to be evidence-based, for the benefit of 
faculty and students.

˲˲ Change faculty perceptions of 
teaching so they view it as a scholarly 
endeavor, leveraging their scientific 
thinking to continually grow and im-
prove as instructors.

Adoption of evidence-based prac-
tices at scale in CS classes could have 
profound outcomes. Other STEM disci-
plines are reaping the benefits of active 
learning. STEM students are learning 
more and failing less in active learn-
ing classes compared to traditional 
lectures.1 Evidence-based teaching 
practices in CS classes leads to bet-
ter performance on final exams5 and 
increased retention of majors.4 The 
most common teaching practice in CS 
remains an apprenticeship model—
we lecture and expect students to fig-

d	 http://bit.ly/New-CS-FTW

ure out things on their own. We need 
broad-based adoption of active learn-
ing for the sake of our students.

The second aspiration is to change 
how CS faculty view education and 
teaching. CS faculty frequently express 
beliefs not only that programming is an 
innate ability, but that good CS educa-
tors are “born, not made.” There is no 
incentive for CS faculty to improve, to 
learn to become better educators, if 
they think their teaching ability is pre-
ordained. And yet, there are many tech-
niques shown by the CS education liter-
ature to improve teaching and student 
outcomes. What we need is for faculty 
to both value education as part of their 
profession (we believe most do already!) 
and for them to leverage the CS educa-
tion research literature as a source of 
vetted ideas and ready solutions.

Strategy: Teach the New Faculty 
to Influence the Future
New CS faculty going into research-
intensive universities rarely have 
much teaching experience. They are 
hired because of their excellence in 
research and innovation. CS New Fac-
ulty Teaching Workshop attendees 
often have some anxiety about teach-
ing. They want to do well at it but 
recognize the challenges they face in 
large classrooms with students from 
diverse cultural and programming 
backgrounds. These are exactly the 
faculty whom we want to develop and 
support. We want to give them the 
tools to be successful in the class-
room; to be effective and efficient so 
they can succeed at both teaching and 
research. Because they have a strong 
desire to do right by their students, 
they are our starting point for develop-
ing a culture that values teaching and 
computing education research.

New CS faculty 
going into research-
intensive universities 
rarely have much 
teaching experience. 
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tion on each cohort is being conducted 
to see how many have put the tech-
niques to use in their classes in the year 
following their attendance.

Most critically to the future of the 
program, one participant said: “I’m 
going to start to recommending this 
workshop to all new faculty.” We will 
only succeed in making our desired 
cultural changes if we can draw in a 
critical mass of new faculty at these 
institutions. If a second-year professor 
tells a new hire or a former graduate 
student colleague heading off to the 
professoriate, “This is worth your time, 
you should go,” we will have our most 
effective recruitment device.

Creating a Cohort for Change
Real change takes time. If our work-
shops continue to be successful, we will 
see change coming as new faculty ad-
vance and share their new perspective 
on teaching with their colleagues. As 
the CS New Faculty Teaching Workshop 
continues, our CS faculty will be adept 
at facing challenges in teaching by hav-
ing adopted evidence-based teaching 
practices and by having a scholarly at-
titude about teaching.	
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Workshop Content and Focus
Emphasize best practices underrepre-
sented groups. New research faculty 
want, and need, to hear about the im-
portance of evidence-based teaching 
practices from respected research fac-
ulty, not just from a bunch of educa-
tion researchers (us). We were delight-
ed that a well-recognized researcher 
and leader, Ed Lazowska, was willing 
to give the keynote address to kick off 
the workshop. Lazowska is the Bill and 
Melinda Gates Chair in Computer Sci-
ence and Engineering at the University 
of Washington. At each workshop, his 
keynote perfectly articulated his own 
deep passion for teaching and the case 
for caring about teaching, striving to 
improve teaching through practice 
and from the education literature, and 
for balancing teaching with other fac-
ulty responsibilities.

The workshop included sessions 
interleaving standard know-how and 
practical starting materials with more 
advanced methods and evidence from 
the research literature. And as work-
shop organizers, we practice what we 
preach—not just lecturing but involv-
ing participants with a variety of en-
gagement techniques. One particularly 
lively activity involved faculty attempt-
ing to rank various pieces of career ad-
vice participants might hear at the wa-
ter cooler as “definitely a good idea,” 
“sometimes a good idea,” or “not a 
good idea.”

Topics discussed included student-
centered teaching, syllabus develop-
ment, academic integrity prevention 
and response, TA management, essen-
tial tools for teaching at scale, creat-
ing an inclusive classroom, scientific-
minded teaching, peer instruction, 
and other forms of active learning, ex-
am-writing strategies, creating videos 
and other online content, and how to 
balance teaching and research respon-
sibilities. Most critically for addressing 
the challenges of today’s computing 
classrooms, the pedagogies taught are 
able to scale to large classrooms and 
the tips for creating an inclusive class-
room can broaden participation.

Early Results
We have been very pleased with the 
success of the two annual CS New Fac-
ulty Teaching Workshops we have run 
so far: A pilot year with eight attendees, 

scaled up to 22 attendees in the second 
year. A critical metric of success was 
the increasing number of applications 
for our second workshop. This tells us 
that department chairs at our targeted 
research-focused institutions are not 
only getting the word out to their new 
faculty, but are communicating the 
value of the CS New Faculty Workshop 
to junior faculty members.

Additionally, survey highlights from 
participants in the 2016 workshop in-
dicate:

˲˲ 89% found the workshop to be 
“very valuable” (with the remaining 
11% indicating it was minimally or 
moderately valuable);

˲˲ The most highly rated session was 
on “Research on Active Learning” with 
95% indicating it was moderately or 
very valuable; and 

˲˲ 100% said the workshop techniques 
would help improve their teaching.

The most commonly mentioned 
take-away from the workshop was 
that participants planned to imple-
ment some form of active learning 
in the classroom. We were pleasantly 
surprised that in such a short time so 
many participants came to express the 
importance of working toward engag-
ing students with more active learning 
in their classrooms. Consider that par-
ticipants had just eight or more years 
of higher education where they likely 
never saw active learning modeled for 
them in any of their classes. After less 
than two days of exposure, they were 
convinced of the importance, and felt 
they were given enough concrete guid-
ance and examples that they could 
start using active learning techniques 
in their classrooms. Follow-up evalua-

A critical metric  
of success was  
the increasing 
number of 
applications  
for our second 
workshop.
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principles of international humani-
tarian law (IHL)b must trump utilitar-
ian calculations. Therefore, those who 
believe the benefits of LAWS justify 
their use and therefore oppose a ban, 
are intent that LAWS do not become a 
special case within IHL. Demonstrat-
ing that LAWS pose unique challenges 

b	 Four principles of IHL provide protection 
for civilians: distinction, necessity and pro-
portionality, humane treatment, and non-
discrimination.

F
ROM APRIL 11–15, 2016, at the 
United Nations Office at Ge-
neva, the Convention on Cer-
tain Conventional Weapons 
(CCW) conducted a third year 

of informal meetings to hear expert tes-
timony regarding a preemptive ban on 
lethal autonomous weapons systems 
(LAWS). A total of 94 states attended the 
meeting, and at the end of the week they 
agreed by consensus to recommend the 
formation of an open-ended Group of 
Government Experts (GGE). A GGE is 
the next step in forging a concrete pro-
posal upon which the member states 
could vote. By the end of 2016 a preemp-
tive ban has been called for by 19 states. 
Furthermore, meaningful human control, 
a phrase first proposed by advocates for 
a ban, has been adopted by nearly all 
the states, although the phrase’s mean-
ing is contested. Thus a ban on LAWS 
would appear to have gained momen-
tum. Even the large military powers, 
notably the U.S., have publicly stated 
that they will support a ban if that is 
the will of the member states. Behind 
the scenes, however, the principal pow-
ers express their serious disinclination 
to embrace a ban. Many of the smaller 
states will follow their lead. The hurdles 
in the way of a successful campaign to 
ban LAWS remain daunting, but are not 
insurmountable.

The debate to date has been charac-
terized by a succession of arguments 

and counterarguments by proponents 
and opponents of a ban. This back 
and forth should not be interpreted as 
either a stalemate or a simple calcula-
tion as to whether the harms of LAWS 
can be offset by their benefits. For all 
states that are signatories to the laws 
of armed conflict,a any violation of the 

a	 LOAC, also known as International Humani-
tarian Law (IHL), is codified in the Geneva 
Conventions and additional Protocols. The 
laws seek to limit the effects of armed conflict, 
particularly the protection of non-combatants.
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Autonomous Weapons: 
Surmounting the Obstacles 
A 10-point plan toward fashioning a proposal to ban some—if not all—lethal 
autonomous weapons.
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banned without requiring an inspection 
regime. Consider, for example, the rela-
tively recent bans on blinding lasers or 
anti-personnel weapons, which are of-
ten offered as a model for arms control 
for LAWS. These bans rely on represen-
tatives of civil society, non-governmental 
organizations such as the International 
Committee of the Red Cross, to monitor 
and stigmatize violations. So also will a 
ban on LAWS. However, blinding lasers 
and anti-personnel weapons were rela-
tively easy to define. After the fact, the 
use of such weapons can be proven in a 
straightforward manner. Lethal autono-
my, on the other hand, is not a weapon 
system. It is a feature set that can be add-
ed to many, if not all, weapon systems. 
Furthermore, the uses of autonomous 
killing features are likely to be masked. 

•	 LAWS will be relatively easy to as-
semble using technologies developed 
for civilian applications. Thus their pro-
liferation and availability to non-state 
actors cannot be effectively stopped.

In forging arms-control agreements 
definitional distinctions have always 
been important. Contentions that defi-
nitional consensus cannot be reached 
for autonomy or meaningful human con-
trol, that LAWS depend upon advanced 
AI, and that such systems are merely a 
distant speculative possibility repeat-
edly arose during the April discussion at 
the U.N. in Geneva, and generally served 
to obfuscate, not clarify, the debate. A 
circular and particularly unhelpful de-
bate has ensued over the meaning of 
autonomy, with proponents and oppo-
nents of a ban struggling to establish a 
definition that serves their cause. For 
example, the U.K. delegation insists 
that autonomy implies near humanlike 
capabilitiese and anything short of this 
is merely an automated weapon. The 
Campaign to Stop Killer Robots favors 
a definition where autonomy is the abil-
ity to perform a task without immediate 
intervention from a human. Similarly, 
definitions for meaningful human con-
trol range from a military leader specify-
ing a kill order in advance of deploying 
a weapon system to having the real-time 
engagement of a human in the loop of 
selecting and killing a human target. 

e	 While the U.K. representatives did not use this 
language, it does succinctly capture the dele-
gation’s statements that all computerized sys-
tems are merely automated until they display 
advanced capabilities. 

for IHL has been a core strategy for 
supporters of a ban. 

Those among the more than 3,100 
AI/Robotics researchers who signed 
the Autonomous Weapons: An Open Let-
ter From AI & Robotics Researchersc are 
reflective of a broad consensus among 
citizens and even active military per-
sonnel who favor a preemptive ban.4 
This consensus is partially attribut-
able to speculative, futuristic, and 
fictional scenarios. But perhaps even 
science fiction represents a deep in-
tuition that unleashing LAWS is not a 
road humanity should tread. 

Researchers who have waded into the 
debate over banning LAWS have come 
to appreciate the manner in which geo-
politics, security concerns, the arcana 
of arms control, and linguistic obfusca-
tions can turn a relatively straightfor-
ward proposal into an extremely com-
plicated proposition. A ban on LAWS 
does not fit easily, or perhaps at all, into 
traditional models for arms control. 
If a ban, or even a moratorium, on the 
development of LAWS is to progress, it 
must be approached creatively. 

I favor and have been a long-time 
supporter of a ban. While a review of 
the extensive debate as to whether 
LAWS should be banned is well be-
yond the scope of this paper, I wish 
to share a few creative proposals that 
could move the campaign to ban LAWS 
forward. Many of these proposals were 
expressed during my testimony at the 
CCW meeting in April and during a 
side luncheon event.d Before introduc-
ing those proposals, let me first point 
out some of the obstacles to fashioning 
an arms control agreement for LAWS.

Why Banning LAWS Is Problematic
˲˲ Unlike most other weapons that 

have been banned, some uses of LAWS 

c	 Available at http://bit.ly/1V9bls5
d	 The full April 12, 2016, testimony entitled, 

Predictability and Lethal Autonomous Weap-
ons Systems (LAWS), is available at http://bit.
ly/2mjmuwH. An extended article accompa-
nied this testimony. That article was circulated 
to all the CCW member states by the chair of 
the meeting, Ambassador Michael Biontino of 
Germany. It was also published in Robin Geiss, 
Ed., 2017, “Lethal Autonomous Weapons Sys-
tems: Technology, Definition, Ethics, Law & 
Security.” Federal Foreign Office, p. 295–312. 
The luncheon event on April 11, 2016, was 
sponsored by the United Nations Institute for 
Disarmament Research (UNIDIR).

are perceived as morally acceptable, if 
not morally obligatory. The simple fact 
that LAWS can be substituted for and 
thus save the lives of one’s own sol-
diers is the most obvious moral good. 
Unfortunately, this same moral good 
lowers the barriers to initiating new 
wars. Some nations will be embold-
ened to start wars if they believe they 
can achieve political objectives without 
the loss of their troops.

˲˲ It is unclear whether armed mili-
tary robots should be viewed as weap-
on systems or weapon platforms, a 
distinction that has been central to 
many traditional arms control treaties. 
Range, payload, and other features are 
commonly used in arms control agree-
ments to restrict the capabilities of a 
weapon system. A weapon platform 
can be regulated by restricting where 
it can be located. For example, agree-
ments to restrict nuclear weapons will 
specify number of warheads and the 
range of the missiles upon which they 
are mounted, and even where the mis-
siles can be stationed. With LAWS, 
what is actually being banned?

•	 Arms control agreements often 
focus on working out modes of verifi-
cation and inspection regimes to de-
termine whether adversaries are hon-
oring the ban. The difference between 
a lethal and non-lethal robotic system 
may be little more than a few lines of 
code or a switch, which would be diffi-
cult to detect and could be removed be-
fore or added after an inspection. Pro-
posed verification regimes for LAWS6 
would be extremely difficult and costly 
to enforce. Military strategists do not 
want to restrict their options, when 
that of bad actors is unrestricted. 

•	 LAWS differ in kind from the various 
weapon systems that have to date been 

Some nations will be 
emboldened to start 
wars if they believe 
they can achieve 
political objectives 
without the loss  
of their troops.
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decision requires the real-time au-
thorization from designated military 
personnel for a LAW to kill a combat-
ant or destroy a target that might har-
bor combatants and non-combatants 
alike. In other words, it is not suffi-
cient for military personnel to merely 
delegate a kill order in advance to an 
autonomous weapon or merely be “on-
the-loop”h of systems that can act with-
out a real time go-ahead. 

3.	 Petition leaders of states to de-
clare that LAWS violate existing IHL. In 
the U.S. this would entail a Presidential 
Order to that effect.i,14

4.	 Review marginal or ambigu-
ous cases to set guidelines for when a 
weapon system is truly autonomous 
and when its actions are clearly the 
extension of a military commander’s 
will and intention. Recognize that any 
definition of autonomy will leave some 
cases ambiguous. 

5.	 Underscore that some present 
and future weapon system will occa-
sionally act unpredictably and most 
LAWS will be difficult if not impossible 
to test adequately. 

6.	 Present compelling cases for 
banning at least some, if not all, LAWS. 
In other words, highlight situations in 
which nearly all parties will support a 
ban. For example, no nation should want 
LAWS that can launch nuclear warheads.

7.	 Accommodate the fact that 
there will be necessary exceptions to 
any ban. For example, defensive auton-
omous weapons that target unmanned 
incoming missiles are already widely 
deployed.j These include the U.S. Aegis 
Ballistic Missile Defense System and Is-
rael’s Iron Dome.

8.	 Recognize that future techno-
logical advances may justify additional 

h	 “On the loop” is a term that first appeared in 
the “United States Air Force Unmanned Air-
craft Systems Flight Plan 2009–2047.” The plan 
states: Increasingly humans will no longer be 
“in the loop” but rather “on the loop”—moni-
toring the execution of certain decisions. Si-
multaneously, advances in AI will enable sys-
tems to make combat decisions and act within 
legal and policy constraints without necessarily 
requiring human input.

i	 Wallach, W. (2012, unpublished but widely circu-
lated proposal). Establishing limits on autono-
mous weapons capable of initiating lethal force.

j	 In practice a weapon designed for defensive 
purposes might be used offensively. So the 
distinction between the two should empha-
size the use of defensive weaponry to target 
unmanned incoming missiles.

The leading military powers contend 
that they will maintain effective control 
over the LAWS they deploy.f But even 
if we accept their sincerity, this totally 
misses the point. They have no means 
of ensuring that other states and non-
state actors will follow suit. 

More is at stake in these definition-
al debates than whether to preemp-
tively ban LAWS. Consider a Boston 
Dynamic’s Big Dog loaded with explo-
sives, and directed through the use of 
a GPS to a specific location, where it is 
programmed to explode. Unfortunate-
ly, during the time it takes to travel to 
that location, the site is transformed 
from a military outpost to a makeshift 
hospital for injured civilians. A strong 
definition for meaningful human con-
trol would require the location be giv-
en a last-minute inspection before the 
explosives could detonate. Big Dog, in 
this example, is a dumb LAW, which we 
should perhaps fear as much as specu-
lative future systems with advanced 
intelligence. Dumb LAWS, however, 
do open up comparisons to widely de-
ployed existing weapon systems, such 
as cruise missiles, whose impact on 
an intended target military leaders 
have little or no ability to alter once the 
missile has been launched. In other 
words, banning dumb LAWS quickly 
converges with other arms control 
campaigns, such as those directed at 
limiting cruise missiles and ballistic 
missiles.5 States will demand a defini-
tion for LAWS that distinguishes them 
from existing weapon systems. 

Delegates at the CCW are cognizant 
that in the past (1990s) they failed at 
banning the dumbest, most indiscrim-
inate, and autonomous weapons of all, 
anti-personnel mines. Nevertheless, 
anti-personnel weapons (land mines) 
were eventually banned during an in-
dependent process that led up to the 
Mine Ban or Ottawa Treaty; 162 coun-
tries have committed to fully comply 
with that treaty.g

f	 See, for example, the U.S. Department of De-
fense Directive 2000.09 entitled, “Autonomy in 
Weapon Systems.” The Directive is dated No-
vember 21, 2012 and signed by Deputy Secretary 
of Defense, Ashton B. Carter, who was appoint-
ed Secretary of Defense by President Obama on 
December 5, 2014; http://bit.ly/1myJikF

g	 The U.S., Russia, and China are not signatories 
to the Ottawa Treaty, although the U.S. has 
pledged to largely abide by its terms.

A second failure to pass restric-
tions on the use of a weapon systems, 
whose ban has garnered popular sup-
port, might damage the whole CCW ap-
proach to arms control. This knowledge 
offers the supporters of a ban a degree 
of leverage presuming: the ban truly 
has broad and effective public support; 
LAWS can be distinguished from exist-
ing weaponry that is widely deployed; 
and creative means can be forged to de-
velop the framework for an agreement. 

A 10-Point Plan
Many of the barriers to fitting a ban 
on LAWS into traditional approaches 
to arms control can be overcome by 
adopting the following approach.

1.	 Rather than focus on establish-
ing a bright line or clear definition for 
lethal autonomy, first establish a high 
order moral principle that can garner 
broad support. My candidate for that 
principle is: Machines, even semi-intelli-
gent machines, should not be making life 
and death decisions. Only moral agents 
should make life and death decisions 
about humans. Arguably, something 
like this principle is already implicit, 
but not explicit, in existing interna-
tional humanitarian law, also known 
as the laws of armed conflict (LOAC).3 
A higher order moral principle makes 
explicitly clear what is off limits, while 
leaving open the discussion of margin-
al cases where a weapon system may 
or may not be considered to be making 
life and death decisions.

2.	 Insist that meaningful human 
control and making a life and death 

The leading military 
powers contend  
they will maintain 
effective control  
over the LAWS  
they deploy.  
But even if  
we accept their 
sincerity, this totally 
misses the point.
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exceptions to a ban. Probably the use of 
LAWS to protect refugee non-combat-
ants would be embraced as an exception. 
Whether the use of LAWS in a combat 
zone where there are no non-combat-
ants should be treated as an exception to 
a ban would need to be debated. Offen-
sive autonomous weapon systems that 
do not target humans, but only target, 
for example, unmanned submarines, 
might be deemed an exception.

9.	 Utilize the unacceptable LAWS to 
campaign for a broad ban, and a mecha-
nism for adding future exceptions.

10.	 Demand that the onus of ensur-
ing that LAWS will be controllable, and 
that those who deploy the LAWS will be 
held accountable, lies with those par-
ties who petition for, and deploy, an 
exception to the ban.

Unpredictable Behavior:  
Why Some LAWS Must Be Banned
A ban will not succeed unless there is a 
compelling argument for restricting at 
least some, if not all, LAWS. In addition 
to the ethical arguments for and against 
LAWS, concern has been expressed that 
autonomous weapons will occasionally 
behave unpredictably and therefore 
might violate IHL, even when this is not 
the intention of those who deploy the 
system. The ethical arguments against 
LAWS have already received serious 
attention over the past years and in 
the ACM. During my testimony at the 
CCW in April 2016, I fleshed out why 
the prospect of unanticipated behav-
ior should be taken seriously by mem-
ber states. The points I made are fairly 
well understood within the community 
of AI and robotics’ engineers, and go 
beyond weaponry to our ability to pre-
dict, test, verify, validate, and ensure 
the behavior and reliability of software 
and indeed any complex system. In ad-
dition, debugging and ensuring that 
software is secure can be a costly and a 
never-ending challenge.

Factors that influence a system’s pre-
dictability. Predictability for weaponry 
means that within the task limits for 
which the system is designed, the an-
ticipated behavior will be realized, 
yielding the intended result. However, 
nothing less than a law of physics is 
absolutely predictable. There are only 
degrees of predictability, which in the-
ory can be represented as a probability. 
Many factors influence the predictabil-

ity of a system’s behavior, and whether 
operators can properly anticipate the 
system’s behavior. 

˲˲ An unanticipated event, force, or 
resistance can alter the behavior of 
even highly predictable systems.

˲˲ Many if not most autonomous 
systems are best understood as com-
plex adaptive systems. Within systems 
theory, complex adaptive systems act 
unpredictably on occasion, have tip-
ping points that lead to fundamental 
reorganization, and can even display 
emergent properties that are difficult, 
if not impossible, to explain. 

˲˲ Complex adaptive systems fail for 
a variety of reasons including incompe-
tence or wrongdoing; design flaws and 
vulnerabilities; underestimating risks 
and failure to plan for low probability 
events; unforeseen high-impact events 
(Black Swans;12 and what Charles Per-
row characterized as uncontrollable 
and unavoidable “normal accidents” 
(discussed more fully here). 

˲˲ Reasonable testing procedures will 
not be exhaustive and can fail to ascer-
tain whether many complex adaptive 
systems will behave in an uncertain 
manner. Furthermore, the testing of 
complex systems is costly and only af-
fordable by a few states, and they tend 
to be under pressure to cut military 
expenditures. To make matters worse, 
each software error fixed and each new 
feature added can alter a system’s be-
havior in ways that can require addi-
tional rounds of extensive testing. No 
military can support the time and ex-
pense entailed in testing systems that 
are continually being upgraded.

˲˲ Learning systems can be even 
more problematic. Each new task or 
strategy learned can alter a system’s 
behavior and performance. Further-
more, learning is not just a process of 
adding and altering information; it can 
alter the very algorithm that process-
es the information. Placing a system 
on the battlefield that can change its 
programming significantly raises the 
risk of uncertain behavior. Retesting 
dynamic systems that are constantly 
learning is impossible.

˲˲ For some complex adaptive sys-
tems various mathematical proofs or 
formal verification procedures have 
been used to ensure appropriate be-
haviors. Existing approaches to formal 
verification will not be adequate for 
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systems with learning or planning ca-
pabilities functioning in complex so-
cio-technical contexts. However, new 
formal verification procedures may be 
developed. The success of these will be 
an empirical question, but ultimately 
political leaders and military planners 
must judge whether such approaches 
are adequate for ensuring that LAWS 
will act within the constraints of IHL.

˲˲ While increasing autonomy, im-
proving intelligence, and machine 
learning can boost the system’s accu-
racy in performing certain tasks; they 
can also increase the unpredictability 
in how a system performs overall.

˲˲ Unpredictable behavior from a 
weapon system will not necessarily be 
lethal. But even a low-risk autonomous 
weapon will occasionally kill non-com-
batants, start a new conflict, or esca-
late hostilities. 

Coordination, Normal Accidents, and 
Trust. Military planners often underes-
timate the risks and costs entailed in 
implementing weapon systems. Anal-
yses often presume a high degree of 
reliability in the equipment deployed, 
and ease at integrating that equipment 
into a combat unit. Even autonomous 

weapons will function as components 
within a team that will include humans 
fulfilling a variety of roles, other me-
chanical or computational systems, 
and an adequate supply chain serving 
combat and non-combat needs. 

Periodic failures or system accidents 
are inevitable for extremely complex 
systems. Charles Perrow labeled such 
failures “normal accidents.”8 The near 
meltdown of a nuclear reactor at Three 
Mile Island in Pennsylvania on March 
28, 1979, is a classical example of a nor-
mal accident. Normal accidents will 
occur even when no one does anything 
wrong. Or they can occur in a joint cog-
nitive system—where both operators 
and software are selecting courses of 
action—when it is impossible for the 
operators to know the appropriate ac-
tion to take in response to an unan-
ticipated event or action by a compu-
tational system. In the latter case, the 
operators do the wrong thing, because 
they misunderstand what the semi-in-
telligent system is trying to do. This was 
the case on December 6, 1999, when 
after a successful landing, confusion 
reigned, and a Global Hawk unmanned 
air vehicle veered off the runway and its 

nose collapsed in the adjacent desert, 
incurring $5.3 million in damages.7

In a joint cognitive system, when 
anything goes wrong, the humans are 
usually judged to be at fault. This is 
largely because of assumptions that 
the actions of the system are auto-
mated, while humans are presumed 
to be the adaptive players on the team. 
A commonly proposed solution to the 
failure of a joint cognitive system will 
be to build more autonomy into the 
computational system. This strategy, 
however, does not solve the problem. 
It becomes ever more challenging for 
a human operator to anticipate the ac-
tions of a smart system, as the system 
and the environments in which it oper-
ates become more complex. Expecting 
operators to understand how a sophis-
ticated computer thinks, and to antici-
pate its actions so as to coordinate the 
activities of the team, increases the re-
sponsibility of the operators.

Difficulty anticipating the actions 
of other team members (human or 
computational) in turn undermines 
trust, an essential and often over-
looked element of military prepared-
ness. Heather Roff and David Danks 
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fore it behooves the member states 
of CCW to not be shortsighted in 
their evaluation of what will be a very 
broad class of military applications. 
CCW must not appear to green light 
autonomous systems that can deto-
nate weapons of mass destruction. 
Given the high level of risks, power-
ful munitions, such as autonomous 
ballistic missiles or autonomous 
submarines capable of launching 
nuclear warheads, must be prohib-
ited. Deploying systems that can alter 
their programming is also foolhardy. 
This last proviso would rule out many 
learning systems that, for example, 
improve their planning capabilities.

States and military leaders may 
differ on the degree of unpredictabil-
ity and level of risk they will accept in 
weapon systems. The risks posed by 
less powerful LAWS will, in all prob-
ability, be deemed acceptable to mili-
tary strategists, particularly in com-
parison to similar risks posed by often 
unreliable humans. Nevertheless, it 
may be difficult to accurately quantify 
whether a specific LAW is more or less 
reliable than a human. While autono-
mous vehicles can be demonstrated 
to likely cause far fewer deaths than 
human drivers, similar benchmarks 
for accidents occurring during com-
bat will be hard to collect and will be 
less than convincing. Perhaps, realis-
tic simulated tests might demonstrate 
that LAWS outperformed humans in 
similar exercises. More importantly, 
the world has adjusted to accidents 
caused by humans. Public opinion is 
likely to be less forgiving of unintend-
ed wars or deaths of non-combatants 
caused by LAWS.

Regardless of the level of risk 
deemed acceptable, it is essential to 

recognize the degree of unpredictable 
risk actually posed by various autono-
mous weapons configurations. Em-
pirical tools should be employed to ad-
equately determine the risk posed by 
each type of LAW and whether that risk 
exceeds acceptable levels. 

Most parties will agree that the un-
predictability and therefore the risks 
posed by LAWS capable of dispatch-
ing high-powered munitions includ-
ing nuclear weapons are unaccept-
able. The decision of states should not 
be whether any autonomous systems 
must be prohibited, but rather how 
broadly encompassing the prohibi-
tion on LAWS must be. 

Mala in se
In the past, I have proposed that 
LAWS used for offensive purposes 
should be designated mala in se, a 
term coined by ancient Roman phi-
losophers to designate an intrinsical-
ly evil activity. In just war theory and 
in IHL certain activities such as rape 
and the use of biological weapons are 
evil in and of themselves. Humanity’s 
perception of evil can evolve. The an-
cient Romans did not consider slavery 
evil, but all civilized people do today. 
Machines that select targets and initi-
ate lethal force are mala in se because 
they: “lack discrimination, empathy, 
and the capacity to make the propor-
tional judgments necessary for weigh-
ing civilian casualties against achiev-
ing military objectives. Furthermore, 
delegating life and death decisions 
to machines is immoral because ma-
chines cannot be held responsible for 
their actions.13

Machines must not independently 
make choices or initiate actions that 
intentionally kill humans. Once this 
principle is in place, negotiators can 
move on to what will be a never-ending 
debate as to whether or when LAWS 
are extensions of human will and in-
tention and under meaningful human 
control. With a strong moral principle 
in place it will be possible to condemn 
egregious acts.

The primary argument against this 
principle is the conjecture that fu-
ture machines will display a capacity 
for discrimination and may even be 
more moral in their choices and ac-
tions than human soldiers.1,2 Many in 
the AI and robotic community hope 

have analyzed the challenges entailed 
for ensuring that human combat-
ants will trust LAWS. For autonomous 
weaponry that have either planning 
capabilities or learning capabilities, 
they conclude that ensuring trust 
will require significant time, train-
ing, and cost.10 This certainly does not 
rule out a satisfactory integration of 
LAWS into combat units. But it does 
suggest resources and costs that are 
seldom factored into determinations 
that autonomous systems are cost ef-
fective. Furthermore, there should be 
concerns as to whether appropriate 
training for combatants working with 
LAWS will actually be provided. 

Since Perrow first proposed his 
theory of normal accidents, it has been 
fleshed out into a robust framework for 
understanding the safety of hazardous 
technologies. Normal accident theory 
is often contrasted to high reliability 
theory, which offers a more optimistic 
model for strategic planning.11 Argu-
ably good strategic planners would 
evaluate their proposed campaigns 
under the assumptions of both high 
reliability theory and normal accident 
theory. However, such comparisons 
can produce dramatically contrasting 
visions of the likelihood of success. 

The unpredictability of complex 
adaptive systems, as partially captured 
in normal accident theory, underscores 
risks that might otherwise have been 
overlooked or ignored. This, however, 
is secondary to how much risk political 
leaders and military strategists consid-
er acceptable. 

Levels of Risk. As mentioned ear-
lier, lethal autonomy is not a weapon 
system. It is a feature set that can be 
added to any weapon system. The 
riskiness of a specific LAW is largely a 
function of the destructiveness of the 
munition it carries.

Risk is commonly quantified as the 
probability of the event multiplied by 
its consequences. The risk posed by 
a weapon system rises relative to the 
power of the munitions the system can 
discharge, even when the likelihood of 
an adverse event occurring remains the 
same. Clearly, the immediate destructive 
impact of a machine gun pales in com-
parison to that of a nuclear warhead. The 
machine gun is inherently less risky. 

Over time, increasingly sophisti-
cated LAWS will be deployed. There-

It may be difficult to 
accurately quantify 
whether a specific 
LAW is more  
or less reliable  
than a human.
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ingful human control in the form of 
real-time human authorization to kill 
will help slow the pace of combat, but 
will not stop the desire for increasing-
ly sophisticated weaponry that could 
potentially be used autonomously. 

In spite of recent analyses suggesting 
that humanity has become less violent 
over several millennia,9 warfare itself is 
an evil humanity has been unsuccessful 
at quelling. However, if we are to sur-
vive and evolve as a species some limits 
must be set on the ever more destruc-
tive and escalating weaponry technol-
ogy affords. The nuclear arms race has 
already made clear the dangers inher-
ent in surrendering to the inevitability 
of technological possibility.

Arms control will never be a simple 
matter. Nevertheless, we must slowly, 
effectively, and deliberately put a cap 
on inhumane weaponry and methods 
as we struggle to transcend the scourge 
of warfare. 	
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and believe that intelligent compu-
tational systems are becoming more 
than mere machines. That prospect, 
however, should not blind us to the 
opportunity to limit their destructive 
impact. If and when robots become 
ethical actors that can be held respon-
sible for their actions, we can then 
begin debating whether they are no 
longer machines and are deserving of 
some form of legal personhood.

Conclusion
The short-term benefits of LAWS could 
be far outweighed by long-term con-
sequences. For example, a robot arms 
race would not only lower the barrier to 
accidentally or intentionally start new 
wars, but could also result in a pace of 
combat that exceeds human response 
time and the reflective decision-mak-
ing capabilities of commanders. Small 
low-cost drone swarms could turn bat-
tlefields into zones unfit for humans. 
The pace of warfare could escalate 
beyond meaningful human control. 
Military leaders and soldiers alike are 
rightfully concerned that military ser-
vice will be expunged of any virtue. 

In concert with the compelling legal 
and ethical considerations LAWS pose 
for IHL, unpredictability and risk con-
cerns suggest the need for a broad pro-
hibition. To be sure, even with a ban, 
bad actors will find LAWS relatively 
easy to assemble, camouflage, and de-
ploy. The Great Powers, if they so de-
sire, will find it easy to mask whether 
a weapon system has the capability of 
functioning autonomously. 

The difficulties in effectively en-
forcing a ban are perhaps the greatest 
barrier to be overcome in persuading 
states that LAWS are unacceptable. 
People and states under threat per-
ceive advanced weaponry as essen-
tial for their immediate survival. The 
stakes are high. No one wants to be at 
a disadvantage in combating a foe that 
violates a ban. And yet, violations of 
the ban against the use of biological 
and chemical weapons by regimes in 
Iraq and in Syria have not caused other 
states to adopt these weapons.

The power of a ban goes beyond 
whether it can be absolutely enforced. 
The development and use of biologi-
cal and chemical weapons by Saddam 
Hussein helped justify the condem-
nation of the regime and the eventual 

invasion of Iraq. Chemical weapons 
use by Bashar al-Assad has been widely 
condemned, even if the geopolitics of 
the Syrian conflict have undermined 
effective follow-through in support of 
that condemnation. 

A ban on LAWS is likely to be vio-
lated even more than that on biologi-
cal and chemical weapons. Neverthe-
less, a ban makes it clear that such 
weapons are unacceptable and those 
using them are deserving of con-
demnation. Whenever possible that 
condemnation should be accompa-
nied by political, economic, and even 
military measures that punish the of-
fenders. More importantly, a ban will 
help slow, if not stop, an autonomous 
weapons arms race. But most impor-
tantly, banning LAWS will function as 
a moral signal that international hu-
manitarian law (IHL) retains its nor-
mative force within the international 
community. Technological possibili-
ties will not and should not succeed in 
pressuring the international commu-
nity to sacrifice, or even compromise, 
the standards set by IHL.

A ban will serve to inhibit the un-
restrained commercial development 
and sale of LAWS technology. But a 
preemptive ban on LAWS will not stop 
nor necessarily slow the roboticization 
of warfare. Arms manufacturers will 
still be able to integrate ever-advancing 
features into the robotic weaponry they 
develop. At best, it will require that a 
human in the loop provides a real-time 
authorization before a weapon system 
kills or destroys a target that may har-
bor soldiers and noncombatants alike. 

Even a modest ban signals a moral 
victory, and will help ensure that the 
development of AI is pursued in a 
truly beneficial, robust, safe, and con-
trollable manner. Requiring mean-

The short-term 
benefits of LAWS 
could be far 
outweighed by  
long-term 
consequences.
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If Google were created from scratch today, much of it 
would be learned, not coded.

—Jeff Dean, Google Senior Fellow, 
Systems and Infrastructure Group

M ACHINE LEARNING,  OR  ML, is all the rage today, 
and there are good reasons for that. Models created 
by machine-learning algorithms for problems such 
as spam filtering, speech and image recognition, 
language translation, and text understanding have 
many advantages over code written by human 
developers. Machine learning, however, is not as 
magical as it sounds at first. In fact, it is rather 
analogous to how human developers create code using 
test-driven development.4 Given a training set of input-
output pairs {(a,b)|a ∈ A, b∈B}, guess a function f ∈ A 
→ B that passes all the given tests but also generalizes 
to unspecified input values.

A big difference between human-written code 
and learned models is that the latter are usually not 
represented by text and hence are not understandable 
by human developers or manipulable by existing tools. 

The consequence is that none of the 
traditional software engineering tech-
niques for conventional programs such 
as code reviews, source control, and de-
bugging are applicable anymore. Since 
incomprehensibility is not unique to 
learned code, these aspects are not of 
concern here.

A more interesting divergence be-
tween machines and humans is that 
machines are less arrogant than hu-
mans, and they acknowledge uncer-
tainty in their code by returning a 
probability distribution or confidence in-
terval of possible answers f ∈ A → ℙ(B) 
instead of claiming to know the precise 
result for every input. For example, a 
learned image-recognition function 
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by a major cloud provider will predict 
with 95% certainty that I have hair, but 
is less confident about whether or not I 
am professional (Figure 1 ).

The implication of incorporating 
learned models in human-written 
code is that you cannot get around 
the fact that the building blocks 
from which humans compose appli-
cations are fundamentally probabi-
listic. This is a challenge for main-
stream programming languages, 
which all assume that computations 
are precise and deterministic. Fortu-
nately, the 18th-century Presbyterian 
minister Thomas Bayes anticipated 
the need for dealing with uncertainty 
and formulated Bayes’ rule:6

ℙ(A|B)*ℙ(B) = ℙ(A&B) = ℙ(B|A)*ℙ(A)

As it turns out, Bayes’ rule is ex-
actly what the doctor ordered when 
it comes to bridging the gap between 
ML and contemporary programming 
languages.

Many of the mathematical ex-
planations of Bayes’ rule are deeply 
confusing for the working computer 
scientist, but, remarkably, when in-
terpreted from a functional program-
ming point of view, Bayes’ rule is a 
theorem about composability and in-
vertibility of monadic functions. Let’s 
break down Bayes’ rule piece by piece 
and rebuild it slowly based on devel-
oper intuition.

Probability Distributions
First let’s explore what probability 
distributions ℙ(A) are. The Wikipedia 
definition, “a probability distribution 
is a mathematical description of a ran-
dom phenomenon in terms of the prob-
abilities of events,” is rather confus-
ing from a developer perspective. If 
you click around for a bit, however, it 
turns out that a discrete distribution 
is just a generic list of pairs of values 
and probabilities ℙ(A)=[A  ℝ] such 
that the probabilities add up to 1. This 
is the Bayesian representation for dis-
tributions. Isomorphically, you can 
use the frequentist representation of 
distributions as infinite lists of type  
dist ∈ [A], as n gets larger, sam-
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of the types we deal with in code are 
discrete and not “measurable” or real 
number-like.

Because the values we care about are 
usually not even comparable, we also 
will avoid cumulative distributions. One 
reason that mathematicians like stan-
dard continuous distributions—such 
as Gaussian, beta, binomial, and uni-
form—is because of their nice algebraic 
properties, called conjugate priors.2 For 
example, uniform prior combined with 
a binomial likelihood results in a beta 
posterior. This makes 18th- and 19th-
century probabilistic computations us-
ing pencil and paper feasible, but that is 
not necessary now that there are power-
ful computers that can run millions of 
simulations per second.

In programming examples, distri-
butions typically come from outside 
data as discrete frequentist collections 
of data with an unknown distribu-
tion, or they are defined explicitly as a 
Bayesian representation by enumerat-
ing a list of value/probability pairs. For 
example, here is the distribution of 
weight of adults in the United States, 
according to the Centers for Disease 
Control (CDC):

CDC ∈ ℙ (Weight)
CDC = [obese  0.4, skinny  0.6]

Efficiently sampling from com-
posed distributions is, indeed, rocket 
science. Just like database query opti-
mizers, advanced sampling methods 
leverage properties of the leaf distribu-
tions and the structure of the query9 
or program3 that computes the distri-
bution. It leverages deep and complex 
mathematical techniques such as im-
portance sampling, Metropolis-Hast-
ings, Markov Chain Monte Carlo, and 
Gibbs sampling that are far outside the 
scope of this article but are important 
for making real-world computations 
over probability distributions feasible. 
As Bayesian analysis consultant John 
D. Cook remarked “... Bayesian statis-
tics goes back over 200 years, but it did 
not take off until the 1980s because 
that’s when people discovered practi-
cal numerical methods for computing 
with it …” 

To illustrate the sophistication in-
volved in efficiently sampling known 
discrete distributions, imagine con-
verting the example distribution CDC 

pling from the collection and count-
ing the frequencies of each element  
from a in dist.Take(n) group 
by a into g select g.Key  
g.Sum()/n approximates the Bayesian 
representation of the distribution. 
When converting from the Bayesian 
to the frequentist implementation, 
the probabilities do not to have to 
add up to 1, and the sampling pro-

cess will ensure the ratios are prop-
erly normalized.

Like true mathematicians, we will 
silently switch between these two rep-
resentations of distributions when-
ever convenient. Unlike mathemati-
cians, however, to keep things simple 
we will not consider continuous distri-
butions. We want our distribution to 
hold generically any type A, and most 

Figure 1. Image recognition results.
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Figure 3. Joint probability distribution.

ℙ(food & weight) burger celery ℙ(weight)

obese 0.4*0.9 = 0.36 0.4*0.1 = 0.04 0.36+0.04 = 0.4

skinny 0.6*0.3 = 0.18 0.6*0.7 = 0.42 0.18+0.42 = 0.6

ℙ(food) 0.36+0.18 = 0.54 0.04+0.42 = 0.46
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into a frequentist representation.8 
Perhaps the most obvious method 

stacks the columns for skinny and 
obese on top of each other and draws 
one random number—say, p—between 
0 and 1 and then checks if p ≤ 0.4 yields 
obese, and otherwise yields skinny. 
In general, this search is linear in the 
number values in the distribution, but 
using tricks like binary search tree can 
speed things up. Mathematicians call 
this the inverse transfer method. 

Another way is first to select a ran-
dom integer—say, weight—to select 
between obese and skinny, and then 
choose a random double between 0 
and 1—say, p—and if CDC[weight] ≤ p, 
then yield weight, as shown in Figure 
2. Mathematicians call this algorithm 
rejection sampling, and as the histo-
gram shows, half of the attempts to 
sample a value from the distribution 
will fail (the pink part). This can be im-
proved by picking a tighter envelope 
distribution, like that in the second 
histogram, but that still rejects two out 
of 12 samples. 

The last method pads the lower 
probabilities by borrowing from the 
higher probabilities. Amazingly, it is 
always possible to do this in a way such 
that every column represents the prob-
abilities for, at most, two values, so we 
need only one comparison to pick the 
right value. This comparison can be im-
plemented using a second index table, 
and hence mathematicians call this 
sampling algorithm the alias method.

Conditional Probability Distributions
Now that we have explained probabil-
ity distributions ℙ(A), let’s examine 
conditional probability distributions 
ℙ(B|A), which, according to Wikipe-
dia, are “a measure of the probability 
of an event given that (by assumption, 
presumption, assertion, or evidence) 
another event has occurred.” To de-
veloper ears that sounds exactly like 
a function A→ℙ(B) that returns a dis-
tribution, just like a learned model. 
The remainder of this article uses the 
notations ℙ(B|A) and A→ℙ(B) inter-
changeably.

Going back to the example, we 
have the following model Doctor ∈ 
ℙ(Food|Weight) of food preference, 
given weight, that we could have ob-
tained by asking patients what kind of 
food they consume:

Doctor ∈ ℙ(Food|Weight) 
	 = Weight → ℙ(Food) 
Doctor(obese) 
	 = [burger0.9, celery0.1]
Doctor(skinny) 
	 = [burger0.3 celery0.7]

As argued in the introduction, 
these probabilistic functions, such as 
ℙ(Object|Image), ℙ(Text|Audio), 
ℙ(Spam|Text), and so on, increas-
ingly are the result of training some 
ML algorithm or neural net, instead of 
being coded by expensive and flaky hu-
man developers.

Now that you know that conditional 
probabilities are probabilistic func-
tions, things are starting to get inter-
esting, since this means that multi-
plication (*) used in Bayes’ rule is an 
operator that applies a probabilistic 
function to a probability distribution 
as a parameter—that is, it has the fol-
lowing type signature:

ℙ(B|A)*ℙ(A) ∈ ℙ(A&B)

Using the Bayesian representa-
tion of distributions, you can imple-
ment a probabilistic function ap-
plication likelihood*prior 
where likelihood∈ℙ(B|A) and 
prior∈ℙ(A), using the following cor-
related query:

likelihood*prior = 
	 from ap in prior
	 from bq in likelihood(a)
	 select (a,b)p*q

  
Applying this definition to com-

pute the result of Doctor*CDC, we 
obtain the table shown in Figure 3 
for the joint probability distribution 
ℙ(Food&Weight).

Because the distributions for 
ℙ(Weight) and ℙ(Food) appear in 
the margins of this table, mathema-
ticians call them marginal probabili-
ties, and similarly the process of 
summing up the columns/rows is 
called marginalization. When com-
puting a joint distribution using (*), 
mathematicians often use the name 
likelihood for the function and prior 
for the argument.

The beauty of the frequentist rep-
resentation is that there is no need for 
multiplying probabilities. Sampling 
ensures the underlying ratio of occur-

Efficiently sampling 
from composed 
distributions is, 
indeed, rocket 
science. 
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how to invert a probabilistic func-
tion of type ℙ(B|A) = A→ℙ(B)into a 
probabilistic function of type ℙ(A|B) 
= B→ℙ(A) using conditioning.

When function inversion is applied 
to the running example, probabilistic 
function PredictWeightFromFood 
∈ ℙ(Weight|Food) can be defined as 
follows:

PredictWeightFromFood 
	 ∈ Food→ℙ(Weight)
PredictWeightFromFood(food) 
	 =(Doctor*CDC) ÷ ( _ = food)

Removing all syntactic sugar and us-
ing the value/probability pairs imple-
mentation amounts to the following 
probabilistic function:

PredictWeightFromFood 
	 ∈ Food→ℙ(Weight) 
PredictWeightFromFood(burger) 
	 = [obese 36, skinny18]
PredictWeightFromFood(celery) 
	 = [obese4, skinny42]

In practice, most monads have an 
unsafe run function of type ℙ(A)→M(A) 
that teleports you out of the monad into 
some concrete container M. Mathema-
ticians call this the forgetful functor. For 
distributions dist ∈ ℙ(A), a common 
way to exit the monad is by picking the 
value a ∈ A with the highest probability 
in dist. Mathematicians use the higher-
order function arg max for this, and 
call it MLE (maximum likelihood esti-
mator) or MAP (maximum a posteriori). 
In practice it is often more convenient 
to return the pair ap from dist with 
the highest probability.

A simple way to find the value with 
the maximal likelihood from a frequen-
tist representation of a distribution 
is to blow up the source distribution 
ℙ(A) into a distribution of distribu-
tions ℙ(ℙ(A)), where the outer distri-
bution is an infinite frequentist list of 
inner Bayesian distributions [AR], 
computed by grouping and summing, 
that over time will converge to true un-
derlying distribution. Then you can se-
lect the nth inner distribution and take 
its maximum value.

WeightFromFood ∈ Food →[AR]
WeightFromFood food 
	 = PredictWeightFromFood(food).
	 Run().ElementAt(1000)

rence of values in the result will auto-
matically reflect the proper product of 
values from the prior and likelihood. 
For example, if we implement the prior 
CDC by an infinite collection with odds 
obese:skinny = 4:6, and the result 
of Doctor(skinny) by an infinite col-
lection with odds burger:celery 
= 3:7, and, respectively, that of 
Doctor(obese) by a collection with 
odds burger:celery = 9:1, then 
sampling from the infinite collection 
Doctor*CDC, which results from ap-
plying the prior to the likelihood, will 
have a ratio:

(obese:burger): 
(obese,celery):(skinny,burger): 
(skinnny:celery) = 36:4:18:24.

  
The keen reader will note that (*) 

is a slight variation of the well-known 
monadic bind operator, which, de-
pending on your favorite program-
ming language, is known under 
the names (>>=), SelectMany, or 
flatMap. Indeed, probability dis-
tributions form a monad. Mathema-
ticians call it the Giry monad, but 
Reverend Bayes beat everyone to it by 
nearly two centuries.

Note that as formulated, Bayes’ 
rule has a type error that went un-
noticed for centuries. The left-hand 
side returns a distribution of pairs 
ℙ(A&B), while the right-hand side re-
turns a distribution of pairs ℙ(B&A). 
Not a big deal for mathematicians 
since & is commutative. For brev-
ity we’ll be sloppy about this as well. 
Since we often want to convert from 
ℙ(A&B) to ℙ(A) or ℙ(B) by dropping 
one side of the pair, we prefer the C#-
variant of SelectMany that takes a 
combiner function A⊕B∈C to post-
process the pair of samples from the 
prior and likelihood:

likelihood*prior = 
	 from ap in prior
	 from bq in likelihood(a) 
	 select a⊕bp*q

Now that we know that (*) is monad-
ic bind, we can start using syntactic 
sugar such as LINQ queries or for/
monad comprehensions. All that is 
really saying is that it is safe to drop 
the explicit tracking of probabilities 
from any query written over distribu-
tions (that is, the code on the left in 
Figure 4 is simply sugar for the code 
on the right, which itself can be al-
ternatively implemented with the fre-
quentist approach using sampling).

Another way of saying this is that we 
can use query comprehensions as a DSL 
(domain-specific language) for specifying 
probabilistic functions. This opens the 
road to explore other standard query op-
erators besides application that can work 
over distributions and that can be added 
to our repertoire. The first one that comes 
to mind is filtering, or projection as the 
mathematicians prefer to call it.

Given a predicate (A→B), we can 
drop all values in a distribution for 
which the predicate does not hold us-
ing the division operator (÷):

ℙ  (A)÷(A→B) ∈ ℙ(A)
prior ÷ condition = from a in prior 
where condition(a)select a

The traditional division of a distri-
bution ℙ(A&B) by distribution ℙ(B) 
can be defined similarly as

joint ÷ evidence =
	� λb.from (a,b) in joint from 

b' in evidence where b=b' 
select (a,b)

We can show that (f*d)÷d = f. Apply-
ing the latter version to Bayes’ rule re-
sults in the following equivalence:

ℙ(A|B) = ℙ(B|A)* ℙ(A) ÷ ℙ(B)

In practice, it is most convenient to 
use query comprehensions directly in-
stead of operators, and write code like 
this:

Posterior ∈ ℙ(C|B)=B→ ℙ(C)
posterior(b) =
	 from a in prior
	� from b' in likelihood(a) where 

b = b'
	 select a⊕b

Whichever way you spin it, this 
is incredibly cool! Bayes’ rule shows 

Figure 4. Syntactic sugar.

from a in prior from a→p in prior

from b in likelihood (a) from b→q in likelihood (a)

select a⊕b select a⊕b→p*q
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Using the query-style DSL for composing 
and conditioning probabilistic functions 
is great, but it falls short of being a real 
programming language with arbitrary 
control flow, loops, try/catch blocks, re-
cursion, among others. Since distribu-
tions are a variant of the continuation 
monad, it is possible to integrate proba-
bilistic computations into a regular im-
perative language similar to the async 
await syntax  now available in many 
programming languages. An example of 
an imperative probabilistic programming 
language is WebPPL (http://webppl.org), 
which embeds the distribution monad 
into regular JavaScript. In WebPPL, the 
running example looks as follows:

var cdc = function() {
  return Categorical({ ps: [4, 6], 
     vs: [“obese”, “skinny”] })
}
var doctor = function(weight) {
   if(“obese” == weight)
     return Categorical({ ps: [9, 1], 
       vs: [“burger”, “celery”] } }) 
   if(“skinny” == weight)
     return Categorical({ ps: [3, 7], 
       vs: [“burger”, “celery”] } })
}
var predict = function(food) { 
   var weight = sample(cdc())
   var food _ = 
sample(doctor(weight)) 
   condition(food == food _ )
   return weight;
}

The assignment + sample statement
var a = sample(prior)
… rest of the program...

is exactly like the query 
fragment

from a in prior
… rest of the query ...

and randomly picks a value a ∈ A from 
a distribution prior ∈ ℙ(A). The 
condition(p) statement corresponds 
to a where clause in a query.

To “run” this program, we pass the 
predict function into the WebPPL in-
ference engine as follows:

Infer({method: enumerate,  
samples: 10000},  
function(){return 
predict(“burger”)})

This samples from the distribution 
described by the program using the 
Infer function with the specified sam-
pling method (which includes enumer-
ate, rejection, and MCMC) that reifies 
the resulting distribution into a Bayes-
ian representation.

Applications of  
Probabilistic Programming
Suppose ordinary developers had ac-
cess to a probabilistic programming 
language. What scenarios would this 
open up?

If we take a step back and look at a 
typical Web or mobile application, it 
implements the standard reinforce-
ment learning design pattern shown in 
Figure 5. We have to predict an action 
to send to the user, based on the user’s 
state and the dollar value extracted 
from the user, such that the sum of the 
rewards over time is maximized.

For games such as AlphaGo,10 the 
agent code is often a neural network, 
but if we abstract the pattern to apply 
to applications as a whole, it is likely 
a combination of ML learned mod-
els and regular imperative code. This 
hybrid situation is true even today 
where things such as ad placement 
and search-result ranking are proba-
bilistic but opaquely embedded into 
imperative code. Probabilistic pro-
gramming and machine learning will 
allow developers to create applica-
tions that are highly specialized for 
each user.

One of the attractions of IDEs (inte-
grated development environments) is 
autocomplete, where the IDE predicts 
what a user is going to type, based on 

what has been typed thus far. In most 
IDEs, autocomplete is driven by static 
type information. For example, if the 
user types ppl, the JetBrains Rider IDE 
shows all the properties of the string 
type as potential completions, as 
shown in Figure 6.

Note that the completion list is 
shown in deterministic alphabetical 
order, rather than being probabilis-
tically ranked using some learned 
model based on which methods on 
string are the most likely in the given 
context. Hence, the IDE should im-
plement autocomplete using a prob-
abilistic function autoComplete ∈ 
ℙ([Completion]|Context) that 
returns a distribution of possible 
completions based on the current 
user context.7 Another recent ap-
plication of ML and probabilis-
tic programming in the compiler 
space is to infer pretty-print rules 
by learning from patterns in a large 
corpus of code prettyPrint ∈ 
ℙ(String|AST).5

For an example application of 
exposing the representation of dis-
tributions, let’s revisit the feedback 
loop between user and application. 

Figure 5. Standard reinforcement learning 
design pattern.

[state, $]

agent

user

[action]

Figure 6. Autocomplete example.

http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=41&exitLink=http%3A%2F%2Fwebppl.org
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Determine the optimal title for this 
article that would maximize click-
through on the CACM website. That 
is, should we use “Probabilistic Pro-
gramming for Dummies” instead of 
the current title “Making Money Us-
ing Math?”

In this case, we create the model 
shown in Figure 7, the set of all us-
ers as a conditional distribution of 
a user clicking on the article given 
the title:

User ∈ ℙ(Click|Title)

Note we do not want to make any a pri-
ori assumptions about the underlying 
distributions other than the frequen-
tist stream of clicks received, given 
the frequentist stream of titles served 
to the users.

The agent in this case wants to 
find out over time which possible ti-
tle for a story will generate the most 
clicks from the users, and hence we 
will model the agent by the higher-
order function that takes the users 
and from that creates a distribution 
of titles:

agent ∈ 
(Title→ℙ(Click))→ℙ(Title)

Mathematicians call the implementa-
tion of user a Bayesian bandit,11 and 
they leverage the fact that Bernoulli 
and beta distributions are conjugate 
priors.12 They call the variant of the 
run function we will be using Thomp-
son sampling.1

When viewed from a computer sci-
entist’s point of view, the operational 
solution is relatively straightforward. 
We convert the user behavior that 
returns a distribution of clicks user  
∈ Title→ℙ(Click) into a func-
tion Title→ℙ(Title&ClickR) 

that returns a distribution of pairs 
of titles and clicks using run as ex-
plained earlier (this corresponds 
to the beta distribution part of the 
algorithm. We do not track the “un-
certainty” about ℙ(Click), but we 
can easily compute that together 
with the click probability if that is 
useful). A small tweak is needed in 
that we are interested only in clicks 
that are true, and not in those that 
are false (this is the Bernoulli part 
of the algorithm).

This allows us to observe how the 
probability that the user will click 
on each title evolves over time as 
we see more clicks from the users. 
Whenever we need to produce a new 
title, we use the Title for which 
the most recent Title&ClickR 
has the highest probability (this 
is the Thompson sampling part of 
the algorithm). In other words, the 
Bayesian bandit is essentially a merge 
sort over the reified underlying prob-
ability distributions of the clicks from 
the users.

The computational model under-
neath modern applications such as 
self-driving cars, speech and image 
recognition, personalized recom-
mendations, and so on, is changing 
from classical deterministic com-
putations to probabilistic machine-
learned models. Currently, build-
ing such applications requires deep 
knowledge and expertise of the un-
derlying details of the ML algorithms 
using custom tools. 

Conclusion
Probabilistic programming aims to 
democratize the application of ma-
chine learning by allowing regular 
programmers to incorporate ML 
in general-purpose programming 
languages without friction. As il-
lustrated in this article, from a 
semantics point of view, a proba-
bilistic language simpl y adds the 
probability monad to the set of 
ambient side effects and leverages 
Bayes’ rule to compose and condi-
tion probability distributions. Effi-
ciently implementing probabilistic 
languages and providing the proper 
software engineering tooling, how-
ever, will keep compiler and pro-
gramming-language experts busy for 
a long time.	

Figure 7. Set of all users as a conditional 
distribution.
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AS MONGODB BECOMES more feature-rich and complex 
with time, the need to develop more sophisticated 
methods for finding bugs grows as well. Three years 
ago, MongDB added a home-grown JavaScript fuzzer to 
its toolkit, and it is now our most prolific bug-finding 
tool, responsible for detecting almost 200 bugs over 

the course of two release cycles. These 
bugs span a range of MongoDB com-
ponents from sharding to the storage 
engine, with symptoms ranging from 
deadlocks to data inconsistency. The 
fuzzer runs as part of the continuous in-
tegration (CI) system, where it frequently 
catches bugs in newly committed code.

Fuzzing, or fuzz testing, is a technique 
for generating randomized, unexpected, 
and invalid input to a program to trig-
ger untested code paths. Fuzzing was 
originally developed in the 1980s and 
has since proven to be effective at ensur-
ing the stability of a wide range of sys-
tems, from file systems15 to distributed 
clusters10 to browsers.16 As people have 
attempted to make fuzzing more effec-
tive, two philosophies have emerged: 
smart and dumb fuzzing. As the state 
of the art evolves, the techniques that 
are used to implement fuzzers are be-
ing partitioned into categories, chief 

among them being generational and 
mutational.7 In many popular fuzzing 
tools, smart fuzzing corresponds to 
generational techniques, and dumb 
fuzzing to mutational techniques, but 
this is not an intrinsic relationship. In-
deed, in our case at MongoDB, the situ-
ation is precisely reversed.

Smart Fuzzing
A smart fuzzer is one that has a good 
understanding of the valid input sur-
face of the program being tested. With 
this understanding, a smart fuzzer can 
avoid getting hung up on input valida-
tion and focus on testing a program’s 
behavior. Testing that a program prop-
erly validates its input is important but 
isn’t the goal of fuzz testing.

Many fuzzers rely on an explicit 
grammar to generate tests, and it is that 
grammar that makes those tests smart. 
But MongoDB’s command language 
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In this example, the placeholder 
is replaced with another ObjectEx-
pression containing the key and val-
ue that it harvested from elsewhere in 
the corpus, as shown in Figure 3.

When this tree is converted into 
code, it becomes a new test case:

db.coll.find(x:{$regex:’ab’}}

This replaces the original test case 
of finding a document whose field x 
has value 1 with a new test case that 
finds documents matching the regular 
expression a\0b.

A test very much like this one was 
actually run by our fuzzer, and it turned 
out that MongoDB did not properly 
handle regular expressions strings 
containing null bytes, so this test case 
caused the server to crash.11

Lessons From Experience
AST > Regular expressions 
Using an abstract syntax tree is a great 
strategy for fuzz testing. Previously, we 
had tried fuzzing using a regex-based 
approach. This involved stringifying 
the tests and finding specific tokens to 
replace or shuffle. Maintaining those re-
gexes became a nightmare after a while, 
and it’s very easy to introduce subtle 
mistakes that cause the mutations to 
become less effective. Syntax trees, on 
the other hand, are designed to repre-
sent all the information you need to 
know about the code, which is a super-
set of what can be deduced from using 
regexes. Additionally, ASTs are very dif-
ficult to get wrong: all the fuzzer is doing 
is manipulating properties in an object.

Open source libraries that turn code 
into ASTs for most languages are avail-
able; we used acorn.js.1

Heuristic > Random 
When implementing the mutational 
aspect of a fuzzer, noting which types 
of mutations are provoking the most 
bugs can yield benefits. The initial im-
plementation randomly chose which 
nodes to replace, but modified Ob-
jectExpressions contributed to 
finding more new bugs, so we tweaked 
the probabilities to make more muta-
tions happen on ObjectExpressions.

Dumb Fuzzing
Smart, AST-based mutation gives the 
MongoDB fuzzer a familiarity with the 

is young, and we did not want to delay 
our fuzzer’s delivery by taking the time 
to distill a formal grammar. Instead, we 
borrow our knowledge of the MongoDB 
command grammar from our corpus of 
existing JavaScript integration tests,18 
mutating them randomly to create novel 
test cases. Thus, our mutational strategy 
results in a smart fuzzer.

These JavaScript integration tests 
have been a mainstay of our testing for 
many years. Our CI system, Evergreen,8 
invokes a test runner that feeds each test 
file to a mongo shell, which executes the 
commands within the test file against 
MongoDB servers, shard routers, and 
other components to be tested. When 
the fuzzer runs, it takes in a random sub-
set of these JS tests and converts them to 
an AST (abstract syntax tree) of the form 
understood by JavaScript interpreters. 
It then wreaks (controlled) havoc on 
the tree by selectively replacing nodes, 

shuffling them around, and replacing 
their values. This way we generate com-
mands with parameters that wouldn’t 
be encountered during normal testing 
but preserve the overall structure of valid 
JavaScript objects.

For example, the code db.coll.
find({x:1}) finds a document in col-
lection coll with a field x having the 
value 1, as shown in Figure 1.

To begin fuzzing that AST, the fuzzer 
first traverses the tree to mark nodes 
that should be replaced. In this case, as-
sume it has decided to replace the value 
of the ObjectExpression,14 a 1. This 
node is then replaced with a placehold-
er node, as shown in Figure 2.

As the fuzzer traverses the tree, it also 
picks up values that it thinks are interest-
ing, which are usually primitive values 
such as strings and numbers. These val-
ues are harvested and used to construct 
the final values of the placeholder nodes.

Figure 1. AST of one command in the corpus.
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Figure 2. Node replaced with placeholder node.
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input format, but it also guarantees 
blind spots, because the corpus is a fi-
nite list harvested from human-written 
tests. The school of dumb fuzzing pro-
poses an answer to this shortcoming, 
advocating fuzzers that generate in-
put randomly, without regard to valid-
ity, thereby covering areas the developer 
may have overlooked.

This is a bit of a balancing act. With 
no knowledge of the target program at 
all, the best a fuzzer could do would be 
to feed in a random stream of 0s and 1s. 
That would generally do nothing but 
trigger input validation code at some 
intervening layer before reaching the 
program under test. Triggering only in-
put validation code is the hallmark of a 
bad fuzzer.

To put some dumb in our fuzzer 
without resorting to random binary, val-
ues are generated from a seed list. Since 
our test inputs are JavaScript objects 
consisting of MongoDB commands and 
primitive values, the seed list is com-
posed of MongoDB commands and 
primitive types that we know from expe-
rience are edge cases. These seed values 
are kept in a file, and JavaScript objects 
are generated using them as the keys 
and values. Here’s an excerpt:

var defaultTokens =  
{ primitives: ['Infinity', 
'-Infinity', 'NaN', '-NaN', 
'ab','AB','000','000000'],  
commands: ['all',  
'bitsAllClear'] // etc. } 

These values are drawn from our ex-
perience with testing MongoDB, but as 
far as the fuzzer is concerned they are 
just nodes of an AST, and it composes 
the test input from them without regard 
to what would be valid. Thus, our gen-
erational method produces dumbness.

It Doesn’t Work Like This
We are trying to balance coverage with 
validation avoidance. To generate test 
input that has a chance of passing in-
put validation, we could start with a 
template of a valid JavaScript object. 
The letters in this template represent 
placeholders:

{a:X, b:Y, c:Z}

We could then replace the capital 
letters with seed primitive values:

{a: 4294967296, b: 'ab', c: 
NumberDecimal(-NaN)}

and replace the lowercase letters with 
seed MongoDB command parameters: 

{create: 4294967296,  
$add: 'ab', $max: 
NumberDecimal(-NaN)}

This is not a valid MongoDB com-
mand, however. Even filling in a 
well-formatted template from a list 
of valid MongoDB primitives, this 
generated input still triggers only the 
validation code.

Hybrid Fuzzing
Mutational fuzzing leaves blind spots, 
and generational fuzzing on its own 
won’t test interesting logic at all. When 
combined, however, both techniques 
become much more powerful. This is 
how our fuzzer actually works.

As it mutates existing tests, every 
once in a while, instead of pulling a re-
placement from the corpus, it gener-
ates an AST node from its list of seeds. 
This generational substitution reduc-
es blind spots by producing a value 
not present in the corpus, while the 
mutational basis means the result-
ing command retains the structure 
of valid input, making it likely to pass 
validation. Only after it is deep in the 

stack does the program realize that 
something has gone horribly wrong. 
Mission accomplished.

Here is an example of hybrid fuzzing 
in action, using a simplified version of 
a test that actually exposed a bug. The 
fuzzer starts with the following corpus, 
the first line of which becomes the AST 
shown in Figure 4: 

db.test.insert({x:1}); 
db.test.update({some:  
"object"}, ...);

The ObjectExpression is con-
verted into a placeholder node, in the 
same manner as mutational fuzzing.

Then the fuzzer decides that instead 
of replacing the placeholder node with 
a value from elsewhere in the corpus, 
it will replace it with a generated ob-
ject—in this case, a newExpression 
with a large NumberLong as the argu-
ment, shown in Figure 5.

This yields the following test:

db.test.insert({a:
	� new  

Number-
Long("9223372036854775808")}); 

db.test.update({}, {$inc: {a: 13.0}});

The result is that a large 64-bit in-
teger is inserted into MongoDB, and 
then its value is updated. When the ac-

Figure 4. AST of one command in the corpus. (checking on this)
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of asserts to guard against illegal condi-
tions, but fuzz testing relies on them to 
catch application logic errors. It wreaks 
havoc in your codebase and assumes you 
have instrumented your application’s 
components such that havoc is noticed.

For example, when acting as a sec-
ondary in a MongoDB replica set, mon-
god has an assertion to halt if it fails to 
write an operation.9 If a primary node 
logs a write for its secondaries, they 
had better be able to perform the write 
as well, or we will wind up with serious 
data loss when failovers happen. Since 
these assertions are fatal errors, the 
testing framework immediately notices 
when fuzz tests trigger them.

The limitation of randomized testing. 
This is really the only way that assertions 
can be used to catch errors provoked by 
randomly generated tests. Assertions in 
the target program can be oblivious to 
the tests being run; indeed, they must 
hold true under all circumstances (in-
cluding when the program is being run 
by a user). In contrast, assertions within 
tests must be specific to the test scenar-
io. We have already shown, however, that 
fuzzer-generated tests, by their nature, 
must not include fatal assertions. So 
under truly random conditions, a fuzzer 
will trigger no tailored assertions. This is 
a limitation of all randomized testing 
techniques, and it is why any good test-
ing framework must not rely solely on 
randomized testing.

Triaging a Fuzzer Failure
Tests that perform random code execu-
tion and rely on target system assertions 
have some downsides: the problems 
they find have no predefined purpose; 
many of the operations within them 
might be innocuous noise; and the er-
rors they produce are often convoluted. 
Failures observed at a particular line of 
the test might rely on a state set up by 
previous operations, so parts of the co-
debase that may be unrelated have to be 
examined and understood.

Thus, fuzzer failures require triage to 
find the smallest set of operations that 
trigger the problem. This can take sig-
nificant human intervention, as with the 
known issue17 where calling cursor.
explain()6 with concurrent clients 
causes a segmentation fault. The test 
that provoked this issue used a dozen 
clients performing different operations 
concurrently, so beside understanding 

tual test ran, it turned out that the new 
value would still be a large number, but 
not the correct one. The bug was that 
MongoDB stored the integer as a dou-
ble internally, which has only 53 bits of 
precision.13 The fuzzer was able to find 
this by generating the large Number-
Long, which did not appear in any test.

The combination of mutational fuzz-
ing with the edge cases we seed to the 
generational fuzzer is an order of mag-
nitude more powerful than writing tests 
for these edge cases explicitly. In fact, a 
significant portion of the bugs the fuzz-
er found were triggered by values gener-
ated in this way.

An Unbridled Fuzzer 
Creates Too Much Noise
Ultimately, fuzz testing is a game of 
random numbers. Random numbers 
make the fuzzer powerful but can 
cause unforeseen problems. We need-
ed to take some steps to ensure the 
fuzzer does not blow itself up. Take the 
following block of code, which resem-
bles something that would be present 
in one of MongoDB’s JavaScript tests:

while(coll.count() < 654321) 
	� assert(coll.update({a:1}, 

{$set: {...}})) 

This code does a large number of 
updates to a document stored in Mon-
goDB. If we were to put it through the 
mutational and generational fuzzing 
steps described previously, the fuzzer 
could produce this possible test case: 
 
while(true) assert(coll.up-
date({}, {$set: {"a.654321" : 1}}))

The new code now tests something 
completely different. It tries to set the 
654321st element in an array stored in all 
documents in some MongoDB collection.

This is an interesting test case. Using 
the $set operator with such a large ar-
ray may not be something we thought of 
testing explicitly and could trigger a bug 
(in fact, it does).12 But the interaction be-
tween the fuzzed true condition and the 
residual while loop is going to hang the 
test!—unless, that is, the assert call in 
the while loop fails, which could happen 
if the line defining coll in the original 
test (not shown here) is mutated or de-
leted by the fuzzer, leaving coll unde-
fined. If the assert call failed, it would be 

caught by the Mongo shell and cause it 
to terminate.

Neither the hang nor the assertion 
failure, however, are caused by bugs in 
MongoDB. They are just by-products 
of a randomly generated test case, and 
they represent two classes of noise that 
must be filtered out of fuzz testing: 
branch logic and assertion failures.

Branch logic. To guard against ac-
cidental hangs, our fuzzer simply takes 
out all branching logic via AST manipu-
lation. In addition to while loops, we re-
move try/catch, break, and contin-
ue statements, do/while, for, for/in, 
and for/of loops. These language struc-
tures are defined in a static list.

Assertion failures. For the assertion 
failures, every single line of generated 
test code is wrapped with a try/catch 
statement. All the logic will still be ex-
ecuted, but no client-side errors will 
propagate up and cause a failure.

After passing through this sanitiz-
ing phase, our earlier example now 
looks like this:

try { 
	� assert(coll.update({}, 

{$set: {"a.654321" : 1}})) 
} catch {} 

So How Does the Fuzzer Catch Bugs?
Wrapping everything in a try/catch 
block keeps fuzzer-generated noise 
from overwhelming us with false posi-
tives, but it also prevents any bugs from 
surfacing through the client-side asser-
tions our typical tests rely on. Indeed, a 
fuzzer has to rely on other mechanisms 
to detect the errors it provokes.

Tools for generic errors. The first set 
of tools are ones we are using anyway, 
for finding segmentation faults, memory 
leaks, and undefined behavior. Even with-
out a fuzz tester, we would still be using 
these language runtime tools,3 such as 
LLVM’s address sanitizer4 and undefined 
behavior sanitizer,5 but they become far 
more useful when a fuzzer is bombarding 
the test target with all its random input.

These tools are good for generic 
coding errors, but they don’t validate 
that a program is behaving as expect-
ed by end users. To catch issues with 
business logic, our fuzzer relies on as-
sertions within the testing target that 
check for conditions it should not be in.

Assertions within the system under 
test. Many applications make liberal use 
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which state the operations in the test set 
up, log messages from all the client and 
server threads had to be inspected manu-
ally and correlated with each other.

All this work is typical of triaging a 
fuzzer test failure, so we built a set of fea-
tures that help developers sift through 
the chaos. These are specific to testing a 
MongoDB cluster across the network us-
ing JavaScript but can be used as inspira-
tion for all fuzzing projects.

We are only interested in the lines of 
code that send commands to a MongoDB 
server, so the first step is to isolate those. 
Using our trusty AST manipulator, we 
add a print statement after every line of 
fuzzer code to record the time it takes to 
run. Lines that take a nontrivial amount 
of time to run typically run a command 
and communicate with the mongodb 
server. With those timers in place, our 
fuzz tests look like this:

var $startTime = Date.now(); 
try { 
	� // a fuzzer generated 

line of code 
} catch (e) { 
} 
var $endTime = Date.now(); 
print('Top-level statement 0 
completed in',
	� $endTime - $startTime, 

'ms'); 
 
var $startTime = Date.now(); 
try { 
	� // a fuzzer generated 

line of code 
} catch (e) { 
} 
var $endTime = Date.now(); 
print('Top-level statement 1 
completed in',
	� $endTime - $startTime, 

'ms'); 
 
// etc. 

When we get a failure, we find the 
last statement that completed suc-
cessfully from the log messages, and 
the next actual command that runs is 
where the triage begins.

This technique would be sufficient 
for identifying the trivial bugs that can 
cause the server to crash with one or two 
lines of test code. More complicated 
bugs require programmatic assistance 
to find exactly which lines of test code 

are causing the problem. We bisect our 
way toward that with a breadth-first bi-
nary search over each fuzzer-generated 
file. Our script recursively generates 
new tests containing each half of the 
failed code until any further removal no 
longer causes the test to fail.

The binary search script is not a cure-
all, though. Some bugs do not reproduce 
consistently, or cause hangs, and require 
a different set of tools. The particular 
tools will depend entirely on your prod-
uct, but one simple way to identify hangs 
is to use a timer. We record the runtime of 
a test suite, and if it takes an order of mag-
nitude longer than the average runtime, 
we assume it has hung, attach a debugger, 
and generate a core dump.

Through the use of timers, print 
statements, and binary search script, we 
are able to triage the majority of our fail-
ures quickly and correctly. There is no 
panacea for debugging—every problem 
is new, and most require a bit of trial 
and error to get right. We are continu-
ously investing in this area to speed up 
and simplify failure isolation.

Running the Fuzzer in the CI System
Fuzz testing is traditionally done in dedi-
cated clusters that run periodically on se-
lect commits, but we decided to include 
it as a test suite in our CI framework, 
Evergreen. This saved us the effort of 
building out a new automated testing en-
vironment and saved us from dedicating 
resources to determine in which commit 
the bug was introduced.

When a fuzzer is invoked periodically, 
finding the offending commit requires 
using a tool such as git-bisect.2 With our 
approach of a mutational fuzzer that runs 
in a CI framework, we always include 
newly committed tests in the corpus. 
Every time the fuzzer runs, we pick 150 
sets of a few dozen files from the corpus 
at random and run each one through 
the fuzzer to generate 150 fuzzed files. 
Each set of corpus files always includes 
new logic added to the codebase, which 
means the fuzzed tests are likely testing 
new code as well. This is a simple and el-
egant way for the fuzzer to “understand” 
changes to the codebase without the 
need for significant work to parse source 
files or read code coverage data.

When a fuzz test causes a failure, the 
downstream effect is the same as any 
other kind of test failure, only with the 
extra requirement of triage.

The Fuzzer: Your Best Friend
Overall, the fuzzer has turned out to be 
one of the most rewarding tools in the 
MongoDB test infrastructure. Building 
off our existing suite of JavaScript tests, 
we were able to increase our coverage 
significantly with relatively little effort. 
Getting everything right takes time, but 
to get a basic barebones system started, 
all you need is a set of existing tests as 
the corpus, a syntax-tree parsing for the 
language of your choice, and a way to 
add the framework to a CI system. The 
bottom line is that no matter how much 
effort is put into testing a feature, there 
will inevitably be that one edge case that 
was not handled. In those face-palm 
moments, the fuzzer is there for you.	
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OUR FOURTH INSTALLMENT of Research for Practice covers 
two of the hottest topics in computer science research 
and practice: cryptocurrencies and deep learning.

First, Arvind Narayanan and Andrew Miller, co-
authors of the increasingly popular open access Bitcoin 
textbook, provide an overview of ongoing research in 
cryptocurrencies. This is a topic with a long history 
in the academic literature that has recently come to 
prominence with the rise of Bitcoin, blockchains, and 
similar implementations of advanced, decentralized 
protocols. These developments—and colorful exploits 

such as the DAO vulnerability in June 
2016—have captured the public imagi-
nation and the eye of the popular press. 
In the meantime, academics have been 
busy, delivering new results in main-
taining anonymity, ensuring usability, 
detecting errors, and reasoning about 
decentralized markets, all through the 
lens of these modern cryptocurrency 
systems. It is a pleasure having two 
academic experts deliver the latest up-
dates from the burgeoning body of aca-
demic research on this subject.

Next, Song Han provides an over-
view of hardware trends related to an-
other long-studied academic problem 
that has recently seen an explosion in 
popularity: deep learning. Fueled by 
large amounts of training data and in-
expensive parallel and scale-out com-
pute, deep-learning-model architec-
tures have seen a massive resurgence 
of interest based on their excellent 
performance on traditionally diffi-
cult tasks such as image recognition. 
These deep networks are compute-
intensive to train and evaluate, and 
many of the best minds in computer 
systems (for example, the team that 
developed MapReduce) and AI are 
working to improve them. As a result, 
Song has provided a fantastic over-
view of recent advances devoted to 
using hardware and hardware-aware 
techniques to compress networks, 
improve their performance, and re-
duce their often large amounts of en-
ergy consumption.

As always, our goal in this column is 
to allow our readers to become experts 
in the latest topics in computer science 
research in a weekend afternoon’s 
worth of reading. To facilitate this 
process, as always, we have provided 
open access to the ACM Digital Library 
for the relevant citations from these 
selections so you can read the research 
results in full. Please enjoy! 
—Peter Bailis

Peter Bailis is an assistant professor of computer science 
at Stanford University. His research in the Future Data 
Systems group (futuredata.stanford.edu/) focuses on 
the design and implementation of next-generation data-
intensive systems. 
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Cryptocurrencies, Blockchains, 
and Smart Contracts
By Arvind Narayanan 
and Andrew Miller
Research into cryptocurrencies has a 
decades-long pedigree in academia, 
but decentralized cryptocurrencies 
(starting with Bitcoin in 2009) have 
taken the world by storm. Aside from 
being a payment mechanism “native 
to the Internet,” the underlying block-
chain technology is touted as a way 
to store and transact everything from 
property records to certificates for art 
and jewelry. Much of this innovation 
happens in the broader hobbyist and 
entrepreneurial communities (with 
increasing interest from established 
industry players); Bitcoin itself came 
from outside academia. Researchers, 
however, have embraced cryptocur-
rencies with gusto and have contrib-
uted important insights.

Here we have selected three promi-
nent areas of inquiry from this young 
field. Our selections of research papers 
within each area focus on relevance to 
practitioners and avoid such areas as 
scalability that are of interest primar-
ily to cryptocurrency designers. Over-
all, the research not only exposes im-
portant limitations and pitfalls of the 
technology, but also suggests ways to 
overcome them.

Anonymity, Privacy,  
and Confidentiality

Meiklejohn, S. et al. 
A fistful of Bitcoins: Characterizing payments 
among men with no names. In Proceedings of 
the Internet Measurement Conference, 2012, 
127–140. https://www.usenix.org/system/files/
login/articles/03_meiklejohn-online.pdf.

Bitcoin exists in a state of tension be-
tween anonymity (in the sense that real 
identities are not required to use the sys-
tem) and traceability (in that all transac-
tions are recorded on the blockchain, 
which is a public, immutable, and 
global ledger). In practice, the privacy 
of vanilla Bitcoin comes from obscurity: 
users may create as many addresses as 
they like and shuffle their coins around, 

even creating a new address for each 
transaction. But this paper demon-
strates that “address clustering” can 
be very effective, applying a combina-
tion of heuristics to link together all the 
pseudo-identities controlled by an indi-
vidual or entity.

Anonymity in cryptocurrencies is a 
matter of not just personal privacy, but 
also confidentiality for enterprises. Giv-
en advanced transaction graph analysis 
techniques, without precautions, the 
blockchain could easily reveal cash flow 
and other financial details.

Sasson, E.B. et al.
Zerocash: Decentralized anonymous payments 
from Bitcoin. In Proceedings of the IEEE 
Symposium on Security and Privacy, 2014.
http://zerocash-project.org/media/pdf/
zerocash-extended-20140518.pdf.

There are many different proposals 
for improving the privacy of crypto-
currencies. These range from Bitcoin-
compatible methods of “mixing” (or 
“joining”) coins with each other, to de-
signs for entirely new cryptocurrency 
protocols that build in privacy from 
the beginning. Perhaps the most radi-
cal proposal is Zerocash, an alternative 
cryptocurrency design that uses cut-
ting-edge cryptography to hide all in-
formation from the blockchain except 
for the existence of transactions; each 
transaction is accompanied by a cryp-
tographic, publicly verifiable proof of 
its own validity. Roughly, the proof en-
sures that the amount being spent is 
no more than the amount available to 
spend from that address. The paper is 
long and intricate, and the underlying 
mathematical assumptions are fairly 
new by cryptographic standards. But 
this fact itself is food for thought: to 
what extent does the security of a cryp-
tocurrency depend on the ability to 
comprehend its workings?

Endpoint Security
The Achilles’ heel of cryptocurrencies 
has been the security of endpoints, or 
the devices that store the private keys 
that control one’s coins. The crypto-
currency ecosystem has been plagued 
by thefts and losses resulting from 
lost devices, corrupted hard drives, 
malware, and targeted intrusions. 
Unlike fiat currencies, cryptocurrency 
theft is instantaneous, irreversible, 
and typically anonymous. 

Bitcoin itself 
came from 
outside academia. 
Researchers, 
however, have 
embraced 
cryptocurrencies 
with gusto and 
have contributed 
important insights. 
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called The DAO suffered a theft of an 
estimated $50 million thanks to a litany 
of security problems. (Ultimately, this 
theft was reversed by a networkwide 
“hard-fork” upgrade.) The authors 
study four classes of security vulnerabil-
ities in Ethereum smart contracts, and 
build a tool to detect them based on a 
formalization of Ethereum’s operation-
al semantics. They find that thousands 
of contracts on the blockchain are po-
tentially vulnerable to these bugs.

Clark, J., Bonneau, J., Felten, E.W., Kroll, 
J.A., Miller, A. and Narayanan, A.
On decentralizing prediction markets and order 
books. Workshop on the Economics of Informa-
tion Security, State College, PA, 2014. 
http://www.econinfosec.org/archive/weis2014/
papers/Clark-WEIS2014.pdf.

If smart-contract technology can over-
come these hiccups, it could enable 
decentralized commerce—that is, 
various sorts of markets without inter-
mediaries controlling them. This pa-
per studies how one type of market—
namely, a prediction market—could 
be decentralized. Prediction markets 
allow market participants to trade 
shares in future events (such as “Will 
the U.K. initiate withdrawal from the 
E.U. in the next year?”) and turn a profit 
from accurate predictions. In this con-
text the authors grapple with various 
solutions to a prominent limitation of 
smart contracts: they can access only 
data that is on the blockchain, but 
most interesting data lives outside it. 
The paper also studies decentralized 
order books, another ingredient of de-
centralized markets. 

Overcoming the Pitfalls
Cryptocurrencies implement many 
important ideas: digital payments 
with no central authority, immutable 
global ledgers, and long-running pro-
grams that have a form of agency and 
wield money. These ideas are novel, 
yet based on sound principles. En-
trepreneurs, activists, and research-
ers have envisioned many powerful 
applications of this technology, but 
predictions of a swift revolution have 
so far proved unfounded. Instead, the 
community has begun the long, hard 
work of integrating the technology 
into Internet infrastructure and ex-
isting institutions. As we have seen, 
there are pitfalls for the unwary in 

Eskandari, S., Barrera, D.,  
Stobert, E., Clark, J. 
A first look at the usability of Bitcoin key manage-
ment. Workshop on Usable Security, 2015. 
http://users.encs.concordia.ca/~clark/
papers/2015_usec.pdf.

This paper studies six different ways 
to store and protect one’s keys, and 
evaluates them on 10 different crite-
ria encompassing security, usability, 
and deployability. No solution fares 
strictly better than the rest. Users may 
benefit considerably from outsourc-
ing the custody of their keys to hosted 
wallets, which sets up a tension with 
Bitcoin’s decentralized ethos. Turn-
ing to Bitcoin clients and tools, the 
authors find problems with the meta-
phors and abstractions that they use. 
This is a ripe area for research and 
deployment, and innovation in usable 
key management will have benefits far 
beyond the world of cryptocurrencies.

Smart Contracts
One of the hottest areas within crypto-
currencies, so-called smart contracts, 
are agreements between two or more 
parties that can be automatically en-
forced without the need for an inter-
mediary. For example, a vending ma-
chine can be seen as a smart contract 
that enforces the rule that an item will 
be dispensed if and only if suitable 
coins are deposited. Today’s lead-
ing smart-contract platform is called 
Ethereum, whose blockchain stores 
long-lived programs, called contracts, 
and their associated state, which in-
cludes both data and currency. These 
programs are immutable just as data 
on the blockchain is, and users may 
interact with them with the guarantee 
that the program will execute exactly 
as specified. For example, a smart con-
tract may promise a reward to anyone 
who writes two integers into the block-
chain whose product is RSA-2048—a 
self-enforcing factorization bounty!

Luu, L., Chu, D-H., Olickel, H.,  
Saxena, P., Hobor, A.
Making smart contracts smarter.  
In Proceedings of ACM SIGSAC Conference  
on Computer and Communications Security, 
2016, 254–269.
https://dl.acm.org/citation.cfm?id=2978309.

Unfortunately, expressive program-
ming languages are difficult to reason 
about. An ambitious smart contract 

Prediction markets 
allow market 
participants to  
trade shares in 
future events (such 
as “Will the U.K. 
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from the E.U. in 
the next year?”) 
and turn a profit 
from accurate 
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using and applying cryptocurrencies: 
privacy, security, and interfacing with 
the real world. These will be fertile ar-
eas of research and development in 
the years to come.

Arvind Narayanan is an assistant professor of computer 
science at Princeton, where he leads a research team 
investigating the security, anonymity, and stability 
of cryptocurrencies as well as novel applications 
of blockchains. He also leads the Princeton Web 
Transparency and Accountability Project, to uncover how 
companies collect and use our personal information.

Andrew Miller is an assistant professor in Electrical 
and Computer Engineering at the University of Illinois 
at Urbana-Champaign. He is an associate director of the 
Initiative for Cryptocurrencies and Contracts (IC3) at 
Cornell and an advisor to the Zcash project.

Hardware For Deep 
Learning
By Song Han
Deep neural networks 
(DNNs) have evolved to 
a state-of-the-art tech-

nique for machine-learning tasks 
ranging from computer vision to 
speech recognition to natural lan-
guage processing. Deep-learning 
algorithms, however, are both com-
putationally and memory intensive, 
making them power-hungry to deploy 
on embedded systems. Running deep-
learning algorithms in real time at 
subwatt power consumption would be 
ideal in embedded devices, but gener-
al-purpose hardware is not providing 
satisfying energy efficiency to deploy 
such a DNN. The three papers pre-
sented here suggest ways to solve this 
problem with specialized hardware.

The Compressed Model

Han, S., Liu, X., Mao, H., Pu, J., Pedram, A., 
Horowitz, M.A., Dally, W.J. 
EIE: Efficient inference engine on compressed 
deep neural network. In Proceedings of 
the International Symposium on Computer 
Architecture, 2016.
https://arxiv.org/pdf/1602.01528v2.pdf.

This work is a combination of algo-
rithm optimization and hardware spe-
cialization. EIE (efficient inference 
engine) starts with a deep-learning-
model compression algorithm that first 
prunes neural networks by 9–13 times 
without hurting accuracy, which leads 
to both computation saving and mem-
ory saving; next, using pruning plus 
weight sharing and Huffman coding, 
EIE further compresses the network 
35–49 times, again without hurting ac-

curacy. On top of the compression al-
gorithm, EIE is a hardware accelerator 
that works directly on the compressed 
model and solves the problem of ir-
regular computation patterns (sparsity 
and indirection) brought about by the 
compression algorithm. EIE efficiently 
parallelizes the compressed model 
onto multiple processing elements and 
proposes an efficient way of partition-
ing and load balancing both the storage 
and the computation. This achieves a 
speedup of 189/13 times and an energy 
efficiency improvement of 24,000/3,400 
times over a modern CPU/GPU. 

Optimized Dataflow

Chen, Y.-H., Emer, J., Sze, V.
Eyeriss: A spatial architecture for energy-
efficient dataflow for convolutional neural 
networks. In Proceedings of the International 
Symposium on Computer Architecture, 
2016. https://www.researchgate.net/
publication/301891800_Eyeriss_A_Spatial_
Architecture_for_Energy-Efficient_Dataflow_
for_Convolutional_Neural_Networks.

Deep-learning algorithms are memory 
intensive, and accessing memory con-
sumes energy more than two orders of 
magnitude more than ALU (arithmetic 
logic unit) operations. Thus, it’s criti-
cal to develop dataflow that can reduce 
memory reference. Eyeriss presents a 
novel dataflow called RS (row-station-
ary) that minimizes data-movement 
energy consumption on a spatial ar-
chitecture. This is realized by exploit-
ing local data reuse of filter weights and 
feature map pixels (that is, activations) in 
the high-dimensional convolutions, and 
by minimizing data movement of partial 
sum accumulations. Unlike dataflows 
used in existing designs, which reduce 
only certain types of data movement, the 
proposed RS dataflow can adapt to dif-
ferent CNN (convolutional neural net-
work) shape configurations and reduce 
all types of data movement through 
maximum use of PE (processing engine) 
local storage, direct inter-PE communi-
cation, and spatial parallelism.

Small-Footprint Accelerator

Chen, T., Wang, J., Du, Z., Wu, C.,  
Sun, N., Chen, Y., Temam, O.
DianNao: A small-footprint high-throughput 
accelerator for ubiquitous machine-learning. In 
Proceedings of the International Conference 

on Architectural Support for Programming 
Languages and Operating Systems, 2014. 
http://pages.saclay.inria.fr/olivier.temam/files/
eval/CDSWWCT14.pdf.

Recent state-of-the-art CNNs and 
DNNs are characterized by their large 
sizes. With layers of thousands of neu-
rons and millions of synapses, they 
place a special emphasis on interac-
tions with memory. DianNao is an 
accelerator for large-scale CNNs and 
DNNs, with a special emphasis on 
the impact of memory on accelerator 
design, performance, and energy. It 
takes advantage of dedicated storage, 
which is key for achieving good perfor-
mance and power. By carefully exploit-
ing the locality properties of neural 
network models, and by introducing 
storage structures custom designed 
to take advantage of these proper-
ties, DianNao shows it is possible to 
design a machine-learning accelera-
tor capable of high performance in a 
very small footprint. It is possible to 
achieve a speedup of 117.87 times and 
an energy reduction of 21.08 times 
over a 128-bit 2GHz SIMD (single in-
struction, multiple data) core with a 
normal cache hierarchy. 

Looking Forward
Specialized hardware will be a key 
solution to make deep-learning al-
gorithms faster and more energy ef-
ficient. Reducing memory footprint 
is the most critical issue. The papers 
presented here demonstrate three 
ways to solve this problem: optimize 
both algorithm and hardware and 
accelerate the compressed model; 
use an optimized dataflow to sched-
ule the data movements; and design 
dedicated memory buffers for the 
weights, input activations, and out-
put activations. We can look forward 
to seeing more artificial intelligence 
applications benefit from such hard-
ware optimizations, putting AI every-
where, in every device in our lives. 

Song Han is a Ph.D. student at Stanford University, 
Stanford, CA. He proposed deep compression that can 
compress state-of-the art CNNs by 10–49 times and 
designed EIE (efficient inference engine), a hardware 
architecture that does inference directly on the 
compressed sparse model.  
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USER-CONTRIBUTED CONTENT plays an increasingly 
important role in the Internet’s evolution, overtaking 
professionally created and curated resources. 
Sophisticated recording technologies allow non-
professionals to produce high-quality photos and 
videos. Improved editing and sharing applications 
facilitate other aspects of media creation, including 
larger-scale collaborative efforts. And social media 
venues give their users new opportunities to publish, 
curate, and recommend content. Every phase of 
the creative process—from recording to editing 
to publishing—has become more popular and 
interactive. At the same time, content ownership has 
become more complicated. Any distinct item may be 
associated with a virtual web of stakeholders. 

Who Owns  
the Social 
Web? 

DOI:10.1145/2996181

User attitudes toward online intellectual 
property reveal how far social norms have 
strayed from legal notions of ownership. 

BY CATHERINE C. MARSHALL AND FRANK M. SHIPMAN 

 key insights
˽˽ Intellectual property law and social 

norms concerning content ownership are 
diverging in conspicuous ways; we find 
that legally contentious actions (such as 
downloading and saving content) may 
seem benign to most Internet users. 

˽˽ Managing rights relies on content owners’ 
ability to envision plausible reuse 
scenarios, including commercial reuse 
of their content as data, and predicting 
which are most likely. 

˽˽ Everyday reuse of social media content 
is opportunistic, pragmatic, and highly 
contextual; users reason about the 
fairness of reusing other people’s content 
but do not necessarily trust them to do 
the same. 

contributed articles
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A product review posted on Ama-
zon might attract hundreds of com-
ments that contribute substantively 
to the review’s value and credibility. 
Videos on YouTube might respond 
to, excerpt, or satirize one another. 
Ongoing conversational threads on 
Twitter are held together by hashtags 
and @responses. Gamers use their 
avatars to interact with one another 
against the backdrop of a virtual uni-
verse and, in so doing, create new 
forms of data that build on the game’s 
commercial content. Moreover, as in-
dividuals develop rich personal pro-
files, they publish new kinds of on-

line representations of themselves. 
This complex non-professional dig-

ital-media landscape, along with new-
found opportunities for copying, ex-
cerpting, and remixing professionally 
produced media, poses new challenges 
for managing intellectual property. 

Many social, legal, and technological 
forces shape our perceptions of who can 
do what with Internet content. As law 
professor and social activist Lawrence 
Lessig points out, in addition to legal 
notions of copyright, market forces and 
technologically enforced prohibitions 
constrain users’ actions; additionally, 
emerging social norms make some on-

line user behaviors seem acceptable to 
most people, while other behaviors are 
perceived as reprehensible.6 

In Order Without Law, property law 
scholar Robert C. Ellickson demon-
strated how people settle their dis-
putes and regulate their behavior via 
these social norms; his analysis shows 
the importance of the norms and how 
they can be as effective as law.3 Legal 
scholar John Tehranian has highlight-
ed how ordinary people (rather than 
legal scholars or jurists) now have a 
heightened awareness of the issues 
surrounding content ownership and, 
at the same time, the gap between 
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no one is looking, people’s behavior is 
highly situated and unselfconscious. It 
is not so much that study-participants 
might want to mislead us, but more 
that they are not always aware of what 
they usually do. 

When we began these studies, we 
thus sought to pin down both prac-
tice and aspiration among a broad 
set of people who spend a substantial 
amount of time online and use spe-
cific types of social media services. We 
designed and ran a set of eight studies 
over the next four years, each focusing 
on the ownership and control of a dif-
ferent media type and service: tweets,9 
photos,10 reviews,20 podcasts, recorded 
videoconferences and educational vid-
eos,12 recordings from multiplayer on-
line games,21 and Facebook content.13 

We screened participants for fa-
miliarity with the content type or so-
cial media service in question, then 
checked responses according to docu-
mented criteria to ensure the study 
had been completed in good faith, 
a process detailed in articles cover-
ing the individual studies.9,10,12,13,20,21 
We collected valid responses from a 
total of 1,738 participants. Many had 
attended college; approximately one-
third were students at the time of the 
study. Most were between 18 and 40, 
although close to 20% were over 40 at 
the time of the study. Participants’ in-
dividual interests and online activities 
varied, and they used a range of appli-
cations and services in addition to the 
one under investigation. Participants 
were generally both content consum-
ers and creators. Two-thirds of them in 
the six studies after 2012 had been on 
the Internet more than 10 years. The 

accompanying table summarizes key 
participant demographics. 

In the studies, we adapted a tech-
nique that has been used successfully 
in legal education8 and legal argument 
analysis:16 scenarios (or cases) plus hy-
potheticals. Hypotheticals explore the 
features of a heuristic or rule, with the 
aim of discovering the edges of how and 
when it applies. For example, we might 
want to know if it is okay for a user to 
download and store a stranger’s photo 
if the user is the subject of the photo. 
To explore these rights, consider a sce-
nario in which Sophia, a 25-year-old 
woman, encounters a photo of herself 
on Instagram that was taken at a wed-
ding reception, and she does not know 
the amateur photographer who was sit-
ting at her table and took the picture. 
Sophia likes the candid shot and wants 
to download it and store it locally. Hy-
potheticals can then be used to explore 
Sophia’s rights to the photo by varying 
different features, say, the action she is 
taking with the photo, storing it rather 
than re-uploading and using it as her 
Facebook profile photo; her relation-
ship to the photo’s subject—herself—
rather than if the subject was, say, an-
other wedding guest; the status of the 
photographer, a fellow wedding guest, 
not a professional photographer; and 
where Sophia is keeping the photo, sav-
ing it to her hard drive rather than stor-
ing it on a cloud-storage service. Sce-
narios thus situate the hypotheticals 
in a story with concrete details derived 
from real-life situations. 

The scenarios and hypotheticals 
are both more engaging than an ab-
stract version of the question (such 
as “Should you be allowed to down-

the body of copyright legislation and 
the social norms that govern owner-
ship behavior is growing.22 That is, al-
though people are aware there are legal 
prescriptions for ownership and its 
reach, they are guided instead by social 
norms. By reflecting on his own online 
practices, Tehranian even showed how 
absurd copyright law has become rela-
tive to more sensible social norms. 

In this article, we take a bottom-up 
view of content ownership and control, 
seeking to identify the norms and prac-
tices of everyday media users. Since 
2010, we have conducted a series of 
surveys aiming to discover the social 
norms associated with content owner-
ship and control and identify which 
media-specific user behaviors shape 
them. Once we arrive at a rich charac-
terization of these norms, policy and 
technology can be designed accord-
ingly and conflicts between practice 
and design can be anticipated and ad-
dressed when unavoidable. 

Uncovering Social Norms 
Having acknowledged the role of social 
norms in reflecting and guiding online 
behavior, it seems like we might want to 
know what these social norms are. How 
situational are they? How much do they 
vary across media types or services? 

To examine them, we must iden-
tify people’s current practice (what 
they do), both as media consumers 
and as media creators, and we need 
to get them to articulate their aspira-
tions. What do they think is fair? What 
should they do? What should others 
do? What behavior do they object to? 
It is important to distinguish practice 
from aspiration; in a pinch or when 

Power consumption for typical components.Key participant demographics. Survey topics are listed in the order the studies were conducted. Values in the “Number of participants” 
column are the number of responses retained after screening. Parenthetical values are the total number of responses collected. 

Study  
topic 

Number of  
participants 

Percent  
attended college 

Percent  
current students 

Percent  
female 

Percent born  
after 1980 

Percent with >10 years  
Internet experience 

Tweets 173 (190) 88% NA 61% 75% 49%

Photos 242 (250) 91% 34% 71% 66% 55%

Reviews 203 (216) 92% 32% 59% 61% 66%

Podcasts 225 (239) 90% 31% 44% 69% 67%

Videos 200 (228) 93% 24% 47% 60% 67%

Educational videos 209 (250) 94% 36% 50% 66% 67%

Multiuser games 241 (251) 80% 29% 35% 77% 66%

Facebook content 244 (250) 92% 25% 45% 72% 68%

Total 1,737 (1,874)  90% NA 51% 68% 63%
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practice is often provoked by a desire to 
curate one’s digital footprint or reflect a 
changing notion of privacy, we designed 
the removal scenarios to elicit feelings 
of shared ownership, as in “You have 
posted something I feel I should be able 
to control, as with, say, a picture of me. 

We returned to saving, sharing, and 
removing throughout the studies. 

Highlights of Study Results 
Our eight media-specific studies 
explored features that influence 
people’s attitudes about the owner-
ship and control of user-contributed 
content. Using a consistent set of ac-
tions—saving, sharing, and remov-
ing—supported comparing whether 
ownership rights are sensitive to expec-
tations introduced by media type and 
nature of the actions users take upon 
them. That is, is saving someone else’s 
photo appreciably different from sav-
ing someone else’s tweet? Moreover, 
the scenarios helped us explore media-
independent features, including: 

Original context. This feature tests 
whether the content’s original con-
text influenced our study participants’ 
perceptions of ownership rights; for 
example, do users have the same right 
to save a photo of a vintage picnic ta-
ble they encounter on another user’s 
public Flickr account as they do a 
similar photo that was used as an eBay 
product description?; 

User’s relationship to content. This 
feature tests some of the complexities 
of ownership. For example, if a person 
is the subject of a photo, as opposed to 
being the photographer, should this 
particular fact influence the person’s 
right to save, reuse, or remove the pho-
to from the service where it resides?; 

Commercial concerns. This feature 
considers users’ understanding of 
corporate ownership rights, as well as 
commercial use by individuals, apart 
from any terms and conditions spelled 
out by the service. For example, does 
the service owner have the right to save 
private communication that occurs 
within the service? And does it have the 
right to analyze the public communica-
tion it supports? Does it have the right 
to remove content it deems offensive?; 

Genre-derived properties. Some con-
tent genres may have properties that 
raise specific expectations about as-
sociated rights. For example, media 

load any picture of yourself and save 
it?”) and less apt to leave the details to 
chance (such as “Are we asking about 
a posed picture or a candid picture?” 
and “Is the photographer a profes-
sional using a camera or a fellow party 
guest using a smartphone?”). These 
details can make a difference in how 
the hypotheticals are interpreted and 
what response(s) they might elicit. 

We captured participant reactions 
using a seven-point Likert scale, from 
strongly disagree to strongly agree. 
Each study presented from 16 to 28 hy-
potheticals associated with from two 
to four related scenarios. We discussed 
methodological details and aggregate 
participant demographics for the first 
six studies in an earlier paper.11 

The studies explored three types of 
common user actions: saving, sharing, 
and removing: 

Saving. We defined saving as the act 
of intentionally downloading content 
from a social media site or service and 
storing it to a place under the user’s 
control. Saving user-contributed me-
dia has minimal effect on others; it nei-
ther affects the digital original nor will 
most legal copyright holders ever know 
the content has been saved elsewhere; 

Sharing. We defined sharing as re-
posting existing user-contributed me-
dia on another site or service, possibly 
without attribution, along with varying 
degrees of content transformation and 
varying user intent. In essence, shar-
ing tests the social norms that circum-
scribe the limits of fair use. Our first 
three studies—covering tweets, pho-
tos, and reviews—distinguished be-
tween sharing by, say, posting content 
on one’s Facebook account so it can be 
accessed by a limited social group and 
publishing openly as, say, a public blog 
post, but participants did not seem 
to notice this distinction themselves 
without considerable explanation. Our 
later studies—covering podcasts, re-
corded videoconferences, educational 
videos, recordings from multiplayer 
online games, and Facebook content—
did not make this distinction; and 

Removing. We defined removing as 
deleting or limiting access to user-con-
tributed content. Removal is an action 
that tests the limits of media ownership 
and control, since it is not usually sup-
ported if the remover is not the explicit 
content owner. Because removal in 

Is saving someone 
else’s photo 
appreciably 
different from 
saving someone 
else’s tweet? 
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Users may save content (such as a 
tweet or a photo) because they fear its 
owner will delete it, because the site it-
self offers no guarantee of permanence 
(such as a story in a newsfeed may dis-
appear and be difficult to re-find), or 
simply because they want to have a copy 
on hand. In the scenarios we spelled 
out in the surveys, saving was always 
motivated so participants would not 
imagine differing reasons for saving 
something; for example, guests inter-
viewed on a podcast might want to save 
copies of the podcast for themselves. 

The scenarios distinguished be-
tween saving for permanence and sav-
ing for reuse; the surveys considered 
reuse separately and are discussed in 
the next section. The scenarios also 
posited that the person was saving 
content without impediment; no tricks 
(such as screen captures of a Snapchat 
session) or special knowledge were 
necessary. That way, saving would not 
seem contrary to the media creator’s 
expectations. In addition to testing 
the features outlined earlier, the hypo-
theticals checked two other aspects of 
saving—saving to cloud storage and ex-
plicitly imposed limits on saving. 

Cloud storage. Cloud storage is often 
portrayed in the popular media and in 

user interfaces as a seamless exten-
sion of local storage. Yet it is never 
fully under user control, and service-
provider terms and conditions may 
apply. From a rights perspective, is 
saving downloaded content to local 
storage (such as on the person’s hard 
drive) different from saving it to private 
cloud storage (such as in the person’s 
Dropbox folder)?; and 

Limits. Responses to hypotheticals 
in the surveys suggest people expect to 
be able to download much of what they 
encounter online. This baseline may 
be tested by imposing artificial limits. 
For example, suppose people are per-
mitted to save tweets they authored 
themselves but not the tweets other us-
ers wrote in response? 

Our results have confirmed the base-
line condition that participants usually 
felt individuals should be able to save 
anything they encounter on the Internet 
to local storage, regardless of whether 
the content is published on the open 
web or shared on a social media service, 
as long as the content is public. 

This result was reaffirmed by our 
own hypotheticals that tested the idea 
of imposing limits on saving; these lim-
its were based on a strong interpreta-
tion of ownership rights. Participants 

considered ephemeral (such as an 
in-game chat session or other forms 
of communication) may influence 
perceptions of another user’s right to 
save the content, regardless of wheth-
er that user was a participant in the 
conversation; and 

Disaggregation. Disaggregation tests 
whether the rights to constituent parts 
of an item are different from the rights 
to the whole. This feature has allowed 
us to test whether, for example, the au-
dio track of a recorded video inherits 
ownership rights from the video. 

Here, we discuss the highlights of 
our findings, including social norms 
that emerged across studies and some-
times across actions. We also note me-
dia-specific norms and where norms 
break down. 

Saving Social Media 
To our participants, saving is the most 
benign, or least ethically contentious, 
action the scenarios explored. In the 
surveys, we define saving as an in-
tentional act of downloading some-
thing—a photo, podcast, document, 
or video—to user-controlled storage 
to maintain a copy, rather than a side 
effect of performing some other action 
(such as viewing a webpage). 

Figure 1. Social norms for saving online content. 
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Pair 1a compares saving all parts of a Twitter conversation with a conventional ownership 
limit imposed on saving tweets, thus saving only one’s own tweets. Pair 1b shows the effect 
of social distance on saving Facebook content. Pair 1c compares saving content locally with 
saving content to the cloud. And Pair 1d compares saving publicly visible in-game activity—
on-screen avatar presence and action—with saving public in-game communication.
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the creation of a media-type-specific 
collection (such as an archive of public 
Facebook content or YouTube videos); 
associated hypotheticals in our surveys 
tested varying limits on access; 

Permission. In our early studies, open-
ended questions revealed that some 
participants thought permission was 
the essential bridge to fair use, although 
a legal approach to fair use does not re-
quire one to seek or obtain permission. 
Our later studies tested the mitigating 
force of permission with hypotheticals; 
that is, if permission is sought or ob-
tained, does it drastically change partici-
pants’ attitudes about reuse?; and 

Venue and purpose. Our surveys used 
hypotheticals to compare reuse of the 
same content in varying contexts. For ex-
ample, do participants’ attitudes change 
if an Amazon book review is republished 
on a blog, on Facebook, or on another 
online bookstore? Because purpose may 
be entwined with venue, hypotheticals 
we spelled out in our studies specified 
a similar purpose so participants would 
judge them against the same baseline. 
Of special note are the hypotheticals in 
which user-contributed content is re-
used as data. This practice is common, 
as personal information is analyzed to 
draw conclusions about users as a group 
or to target advertising. Reuse hypotheti-
cals also distinguished between a posi-
tive or neutral purpose and a distinctly 
negative purpose. 

Our study results confirm the widely 
held user expectation that attitudes 
toward reuse crucially depend on cir-
cumstances and may stray far from 
what is legally permissible under sys-
tematized U.S. fair-use provisions.17 
Aufdeheide et al.’s work with journal-
ists1 shows that users’ stated attitudes 
are often more conservative than the 
law dictates, not less. Nonetheless, our 
participants’ attitudes also confirmed 
Fiesler’s and Bruckman’s observation4 
of the emergence of a rich set of reuse 
heuristics, norms, and self-policing 
tactics within communities, as reuse 
becomes not only commonplace but 
lauded in the creative arena.5

One of the more notable of our re-
sults is derived from commercial reuse 
hypotheticals, especially as they propose 
social media content that is reused as 
big data. Big data is often used in aggre-
gate to profile community behavior and 
individually in personalization mecha-

often disagreed with these imposed 
limits. In an extreme case—a hypothet-
ical that limited saving tweets to saving 
only one’s own tweets—58% (100/173) 
of the participants disagreed at least 
somewhat. Figure 1a contrasts saving 
all tweets in a Twitter conversation 
and saving just one’s own tweets. That 
is, participants like the way content is 
controlled now; for example, if users 
are downloading content and saving it 
to local storage, they should not be lim-
ited to just the content they clearly own 
(such as photographs they have taken 
and posted, bon mots they have typed, 
or their own side of a conversation); 
instead, our study participants feel the 
norm is unfettered saving. 

There are exceptions to this rule 
that also characterize norms associ-
ated with saving content. The strongest 
effect stems from the introduction of 
social networks. Participants respect 
explicit boundaries set by their social 
connections. While it seems perfectly 
acceptable to save any content en-
countered on the open Web, once one 
is inside Facebook, for example, dif-
ferent rules seem to apply. Our survey 
participants expressed a strong nega-
tive reaction to the hypothetical that 
one has the right to save the profile of 
a friend of a friend, even given reason-
able motivation for doing so. Figure 1b 
contrasts one’s right to save one’s own 
profile and friends list (197/244, or 81%, 
agreed) with the right to save the equiv-
alent content for one’s friends (only 
74/244, or 30%, agreed). This reaction 
is surprising, given the laissez-faire at-
titude about saving in general. 

Two weaker effects also appeared in 
our survey results. First, saving to the 
cloud is viewed differently from saving 
to local storage. As a test, study partici-
pants judged two hypotheticals that 
differed only in where the downloaded 
content was stored. In the first, a re-
corded job interview—a Skype-based 
video—was stored to the user’s local 
hard drive and in the second to a cloud 
storage service. In the first hypotheti-
cal, 18% disagreed with an individual’s 
right to record the video and save it; in 
the second, the disagreement jumped 
to 30% (see Figure 1c.) Study partici-
pants may feel local storage is more pri-
vate than cloud storage or are perhaps 
concerned that terms and conditions 
give one less control over the ultimate 

disposition of the content. This effect 
may diminish as people become ac-
customed to cloud storage but may also 
grow if privacy breaches continue to be 
reported in the news. 

A second effect stems from users’ 
expectations that certain media types 
associated with communication will 
remain ephemeral. Some of our study 
participants were uncomfortable with 
the idea that a conversation may be re-
corded and stored locally for an unspeci-
fied period, even without intimations of 
reuse. Hypotheticals in a multiplayer-
gaming scenario in one of our surveys 
revealed that participants were gener-
ally undisturbed by the thought of play-
ers saving recordings of other players’ 
public avatar appearance, gestures, and 
other movement we refer to as “activity”; 
only 24/241, or 10%, disagreed with the 
right to save this content. Comparable 
recordings of public in-game conversa-
tions were regarded more skeptically; 
58/241, or 24%, disagreed with the right 
to save this content. Communication 
carried on in public still carries with 
it an expectation of ephemerality that 
could change as standards for recording 
others in public grow increasingly lax. 

Reusing Social Media 
Reuse is one of the more contentious 
aspects of current legal interpretation 
of copyright and fair use. Some major 
social media sites (such as YouTube) 
receive numerous take-down notices 
for content that copyright owners feel 
has been inappropriately reused or re-
posted. Meanwhile, as Tehranian pre-
dicted in 2007,22 nuanced social norms 
have evolved to handle reuse of differ-
ent media types and genres in a variety 
of circumstances. 

Our reuse scenarios and hypotheti-
cals examined at least eight features: 
the five described earlier—original 
context, the user’s relationship to the 
content, commercial concerns, genre-
derived properties, and disaggregation 
of constituent content—plus three ad-
ditional concepts salient to reuse: 

Public good. Public good scenarios 
seek a balance between individual 
rights (such as to privacy and to be for-
gotten) and the countervailing public 
interest (such as the right to preserve, 
access, and reuse historical content). 
Each of our studies included an insti-
tutional-archiving scenario that posits 
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a cynical light. Even fairly justifiable 
commercial reuse—an author reus-
ing a reader’s positive review on the 
author’s own website—elicited nega-
tive reactions from approximately one-
third of survey participants (68 of 203 
responses). Yet participants recognized 
the value of their personal data and 
exhibited a willingness to monetize it 
themselves; for example, a hypothetical 
that posited the sale of one’s own Face-
book data for personal gain tested rela-
tively positively; 59%, or 145 of 244 par-
ticipants, agreed they should be able to 
sell their personal content themselves. 

Reusing information in a way that 
changes the information’s veracity (that 
is, so it becomes deceptive, false, or is re-
cast in an unintended way) elicited sig-
nificantly more disapproval than benign 
reuse. Contrast the negative responses 
to a hypothetical in which a podcast 
guest re-edited a recording of himself 
and vetted audience comments to elimi-
nate damaging, but valid, material (57% 
of 225 participants disagreed with the 
guest’s right to create this remix) with a 
comparable positive response to repub-
lication of the podcast to seek a broader 
audience (81% favorable). 

Humor is important when con-
tent is reused. Our study participants 

seemed to feel that relatively few own-
ership restrictions should be placed on 
lighthearted content that falls within 
prescribed social norms. On the other 
hand, reuse that is “mean,” unwar-
ranted, or offensive was judged more 
harshly. A “do no harm” heuristic pro-
vides a rough guide for how people pro-
pose to reuse other peoples’ material. 

Reuse for social good is viewed more 
skeptically than reuse of nominally hu-
morous content. In each of our stud-
ies, a final scenario explored the idea 
of the U.S. Library of Congress acquir-
ing public content from a type-specific 
social media service (such as Amazon 
Book Reviews, Facebook, Flickr, and 
YouTube) to create an historical collec-
tion. Three or more associated hypo-
theticals included in each survey tested 
different access restrictions on these 
archives. Results showed participants 
were more satisfied if collection access 
was restricted to researchers or em-
bargoed for a 50-year period. Our own 
further examination of results revealed 
participants wanted to maintain long-
term control of their public content. 

Study participants are increasingly 
aware of what they give up when they 
publish profiles that describe them-
selves. In addition to preventing privacy 

nisms. The strongest disagreement 
arose when we asked the participants 
to react to a hypothetical in which Face-
book sold users’ profile information to 
Amazon (to target advertising). Figure 
2a shows that more than 84% of our sur-
vey’s 244 participants disagreed with 
the premise that this reuse is within the 
service’s rights, and 57% disagreed vehe-
mently. This was the most contentious 
of all of the reuse hypotheticals. Yet the 
same basic hypothetical was palatable 
(less than 7% objected) if the account 
owner’s permission was solicited. The 
two hypotheticals define opposite ends 
of a spectrum of reuse attitudes. 

To help tease apart the effects of the 
different concepts—commercial re-
use, selling data, and permission—our 
survey proposed a third hypothetical—
that Facebook can analyze internal 
communication among users to target 
advertising. This hypothetical elicited 
a strongly negative reaction (over 65% 
of our survey’s 244 participants were 
at least somewhat negative), although 
their reaction was milder than the reac-
tion to the initial hypothetical—com-
mercial reuse of personal content—de-
scribed earlier (see Figure 2a). 

Commercial reuse tends to be re-
garded by our study participants in 

Figure 2. Social norms for content reuse. 
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should not only have the authority to 
remove false or inaccurate content, 
they should also be charged with the 
responsibility for doing so. 

A book-review scenario provides 
good examples of this test. In it, a sev-
en-year-old girl has posted a negative 
book review that turns out to have been 
written by her father. Who has the au-
thority to remove it? Hypotheticals we 
spelled out in our surveys tested remov-
al by six different entities: the commer-
cial host of the review website (Ama-
zon); two potential content owners (the 
father or the girl); the book’s author 
(Maurice Sendak); Sendak’s publicist; 
and an Amazon customer who learned 
the review was posted under false cir-
cumstances. Who do participants be-
lieve should be given prevailing author-
ity to remove the content, given a good 
reason to do so? 

Study participants endorsed the 
idea of granting Amazon, the commer-
cial host of the reviews, the respon-
sibility of removing dubious content 
(89%, or 180/203, positive responses). 
The father or the girl (now a teen), as 
content owners, were secondarily giv-
en the authority to remove the review 
(77% and 79% positive, respectively). 
In spite of the question of self-inter-
est, 51% of the participants thought 
Sendak (the author) should be able to 
remove the apparently fraudulent re-
view. Only 24% thought a knowledge-
able customer (aware of the circum-
stances under which the review was 
written) should normally be allowed 
to remove the review. Unsurprisingly, 
the least popular option was to allow 
the publicist, who was clearly acting in 
her client’s self-interest, to remove the 
review; 83% thought this should not 
be allowed in normal circumstances. 
Figure 3 compares the action taken by 
different stakeholders. 

Removal is generally the most 
controversial of the three actions. Al-
though social media users want to be 
able to groom their own online self-
presentation, there is a concomitant 
expectation that others should not re-
move content willy-nilly. The surprise 
in the study participants’ responses to 
these hypotheticals was the degree of 
authority invested in the commercial 
service providers. The norm is to see 
commercial service providers as con-
tent guardians when such an action 

loss, participants also seek control over 
their digital identities. An important 
reason participants do not want the Li-
brary of Congress to maintain social 
media collections is that their old, un-
revised, public selves may be on display 
in such collections; ordinary citizens 
wish to control the retrospective and 
future versions, not just the current ver-
sion, of themselves. Media types more 
closely associated with one’s sense of 
self—Facebook profiles, photos, tweets, 
gaming data, even reviews—provoke a 
stronger anti-collection response. For 
media types more aligned with personal 
privacy—photos, tweets, gaming data—
survey participants reported that limit-
ing access to researchers—even without 
a definition of what constitutes a re-
searcher—mitigates anticipated harm; 
for media types strongly aligned with 
one’s identity, the preferred mitigation 
strategy is to place the collection under 
a long-term embargo restricting access 
to the collection for a specified period. 
Figure 2b and Figure 2c compare reac-
tions to retaining a collection of gaming 
data as opposed to a collection of online 
book reviews. Gaming data provokes 
a strong anti-collection response if ev-
eryone is given immediate access, miti-
gated somewhat by limiting access to 
researchers, and even more by putting 
the collection under a 50-year embargo. 
On the other hand, the harm associated 
with collecting online book reviews is 
better mitigated by limiting access to 
the collection to researchers, and less by 
the proposed 50-year embargo. 

This finding returns the discussion 
to the issue of intent; to garner popu-
lar support, reuse for the public good 
must be weighed against individuals’ 
ability to develop and maintain a sense 
of digital identity. Likewise, notions 
like veracity, which normally do not en-
ter into the legal calculus of fair use, do 
play a part in defining social norms. 

Figure 2 summarizes important 
reuse concepts, as they give rise to so-
cial norms by providing contrasting 
responses to pairs or triples of hypo-
theticals. 

Removing Social Media 
Removing social media content by any-
one besides the person who posted it 
is the most speculative of the three ac-
tions we have investigated. Our surveys 
refer to this action as “removal” rather 

than “deletion” because it is intended 
to be nondestructive. Removal targets 
the copy in a particular place or context, 
not the content itself. Through their 
responses to open-ended questions 
about content removal, participants’ re-
vealed they usually remove material for 
three curatorial reasons: as a personal 
information management task (such as 
“cleaning up” one’s account); in service 
of online identity management (such 
as untagging an unflattering photo of 
oneself); or to reflect one’s changing 
understanding of privacy or some other 
aspect of online life (such as removing 
one’s birthday from a profile). 

Most social media services do not 
allow users to remove content created 
or posted by someone else. We thus 
derived hypotheticals from what par-
ticipants in other studies mentioned 
they wanted to do.7,19 Our surveys’ re-
moval hypotheticals primarily tested 
three variants: changes in the remov-
er’s relationship to the content (such 
as Should social media users be able 
to remove published content accord-
ing to their own self interest?); cir-
cumstances in which a neutral non-
owner can remove material (such as 
Should non-owners be able to remove 
published content they believe is de-
monstrably wrong); and situations in 
which removal requires requesting 
and receiving permission. 

Participants generally did not sup-
port the idea of removing someone 
else’s content in one’s own self-inter-
est, regardless of whether other miti-
gating circumstances were introduced. 

What about the case of fraud detect-
ed by a neutral non-owner? Wikipedia 
has inured its users to the idea that con-
tent will be reviewed and removed if it 
does not pass the acid test. The results 
of our studies have revealed that cer-
tain entities are imbued with sufficient 
authority to support this hypothetical 
type of removal. As a social norm, ve-
racity is apparently balanced with the 
first factor—self-interest. If self-inter-
est is involved, a content non-owner is 
not entrusted with the public welfare. 

Our study participants have often 
felt a custodial relationship to the con-
tent (such as a website owner, service 
provider, or podcast producer) should 
give users the authority to remove con-
tent. In fact, the common expectation 
is that commercial service providers 
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tent on social media services like Twit-
ter and Facebook. When probed, their 
objections stem less from conventional 
notions of privacy loss than from the 
loss of control of their own digital self-
presentation. Digital self-presentation 
is subject to ongoing revision through 
deletion and curation of relevant online 
material.7 Congruent with Samuelson’s 
analysis of personal data as intellectual 
property,18 our study participants have 
felt a strong right to own and control 
their own digital footprints, regardless 
of the source of this content; 

Reuse norms reflect some aspects of 
fair use and ignore others. Social norms 
for reuse reflect many of the nuanced 
concerns of fair use (such as limiting 
commercial reuse, and encourag-
ing creative or educational use) but 
are more pragmatic and often more 
conservative, relying excessively on 
the mitigating effects of permission. 
Original intent and original context 
are often part of a calculus of circum-
stantial fairness; 

A right to veracity. Our study partici-
pants take information veracity seri-
ously, though they put excessive re-
sponsibility for it into the hands of 
infrastructure providers. Content re-
moved in blatant self-interest falls un-
der this rubric, and participants gen-
erally deny others the right to remove 
content if self-interest is the only ratio-
nale. Fairness and accuracy are, how-
ever, seen by the participants as part of 
a right to remove content; and 

Highly circumstantial reason-
ing about reuse. Differences among 
responses to the varying hypotheti-

cals demonstrate that participants’ 
sense of media rights may be highly 
dependent on the actual reuse situa-
tion. This contextual sensitivity may 
interact with labeling systems like 
Creative Commons, since people may 
be unable to conceive of the full range 
of possible reuse scenarios or predict 
which are most probable. As men-
tioned earlier, “permission” is some 
participants’ go-to way of mitigating 
unpredictable reuse. Not only does fair 
use case law make such a workaround 
unnecessary, it also does not scale to 
viral reuse, and experience suggests 
permission from the original content 
creator is often unobtainable.14 

For example, Etsy artists may ex-
plicitly permit noncommercial use of 
their work, since they envision reuse 
that promotes their art. In so doing, 
they may fail to consider a popular 
crafts parody site that pokes fun at ar-
tisanal work. Although buyers flock 
to the artists’ stores as a result of their 
work’s exposure to a new audience (in 
line with their intent), artists may still 
feel indignant about the nature of the 
reuse. To complicate matters further, 
the parody site donates its proceeds to 
charity, so the sting is mixed with social 
good. Content creators are thus faced 
with complex trade-offs. Whether reuse 
restrictions are implemented through 
technology, policy, or a combination 
of the two, managing rights relies cru-
cially on the ability of content owners to 
envision plausible reuse scenarios and 
predict which are most likely. 

In Code: Version 2.0, Lessig6 iden-
tified four constraints that regulate 

is necessary. Study participants also 
expressed intolerance for content re-
moval motivated by self-interest. 

Conclusion 
We designed these eight studies, con-
ducted over the course of five years, to 
elicit attitudes about how user-con-
tributed content may be saved, reused, 
and removed by people other than the 
content’s most obvious owner. The 
results reveal how far public attitudes 
have strayed from conventional legal 
concepts and how much they are tied 
to media type and other circumstantial 
factors. Yet these attitudes are surpris-
ingly robust, regular, and predictable, 
suggesting emerging norms for the 
ownership and control of social media. 

Among the highlights of our find-
ings, which can be media-type-specific, 
are five recurring social norms: 

Save anything but respect explicit so-
cial constraints. Study participants have 
felt they have the right to save almost 
anything they encounter on the open 
web. They reject notions of artificially 
imposed limits on the right to save con-
tent but also respect the explicit con-
straints introduced by a social network 
like Facebook. Social distance imposes 
a strong effect on whether a person can 
save personal information posted on 
Facebook. Even the powers of a friend of 
a friend are limited. Ownership effects 
are thus stronger inside social network-
ing services than they are outside, on 
the open Web; 

Concern for control of self-presenta-
tion. Participants object to proposals for 
the institutional archiving of public con-

Figure 3. Content-removal norms comparing five potential actors. Hypotheticals refer to a scenario in which an unfavorable book review 
submitted by a child was actually written by the child’s father. 
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online behavior: architecture, law, 
market forces, and social norms. As 
seen in the overall responses in our 
studies, social norms seem to have an 
outsized effect on participants’ percep-
tions of what they (and others) can do 
with user-contributed content. Even 
social-media-savvy participants have 
little understanding of the relevant 
legal guidelines. Software-based gov-
ernance is easy to ignore or thwart. 
And much reuse is oblivious to market 
forces. Furthermore, social norms are 
often nonreciprocal in action; partici-
pants in our studies did not always ap-
ply the same standards to themselves 
that they did to others, especially in 
non-abstract practical situations. This 
lack of reciprocity is not uncommon in 
other aspects of online behavior and 
may be attributed to individual users’ 
ability to reflect on their own motives 
and intentions but not those of others. 

What are the design and policy im-
plications of these results? For one, 
they signal certain design gaps when 
media creators use labeling schemes 
(such as Creative Commons2); study 
participants seemed more sensitive 
to actions like reuse when they are of-
fered examples rather than abstract 
labels. Hypothetical examples of re-
use, especially those based on the 
media being labeled, may be helpful 
for extending Web users’ understand-
ing of the abstract ideas expressed by 
labels. It is no accident that our final 
norm addresses highly circumstantial 
factors as the nature of the content 
(such as “Is it personal?”), the differ-
ential scope of the audience (such as 
“Is the content going viral or is it play-
ing to an audience of 10?” and “How 
different is the scope from the origi-
nal?”), the type of reuse (such as is the 
content used in a way that highlights 
the original intent?), and the way the 
implied (or explicit) social contract 
between all potential owners of both 
the original and derived work is han-
dled (such as “Is attribution or ano-
nymity desired?”). 

Note only one of these factors—the 
nature of the content—is known at 
publication time, or the time when 
content is usually labeled. Other fac-
tors depend on how the content is 
reused (such as changes in genre, au-
dience, or publication venue). Still 
others are not revealed until time has 

passed (such as the differential scope 
of the audience). That these factors 
are crucial to how a labeling scheme 
is used makes us think that supple-
mental mechanisms might be desir-
able; scenarios, hypotheticals, and 
mixed-initiative dialogs help content 
creators better envision many types of 
reuse or decide between attribution or 
anonymity or triggers that reveal when 
the scope or audience has changed. 
Still others depend on, say, the moti-
vations for storing content. Past work 
tells us that individuals archive work 
that is not their own just as surely as 
institutions do.15

Ownership-driven questions need 
to be approached thoughtfully, lest 
we impose legal restrictions when 
none are necessary or fail to antici-
pate normal actions that will trig-
ger reactions that could have been 
averted. Gaps between desired policy 
and current social norms may yet 
be bridged through education and 
thoughtful design. 
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AT A TIME when increasingly potent technologies are 
being developed with the potential to transform society, 
researchers in all technological fields, including 
information and communications technology (ICT), 
are under growing pressure to consider and reflect on 
the motivations, purposes, and possible consequences 
associated with their research. This pressure comes 
from the general public, civil society, and government 
institutions. In parallel is a growing recognition that 
current ethics review procedures within ICT may 
not address broader concerns (such as the potential 
societal consequences of innovation). 

Instances of ICT raising concerns abound. For 
example, along with attention-grabbing headlines 
that artificial intelligence (AI) could ultimately pose 
an existential threat to humankind, there are more 
prosaic, yet strongly felt, social transformations 

already associated with AI technolo-
gies. For example, AI is an increasingly 
powerful protagonist in the story of 
how digital technologies are trans-
forming the nature of work, as more 
types of work are mediated digitally, 
including how it is allocated, assessed, 
and rewarded. With these new forms 
of digital agency driving important as-
pects of labor markets, questions arise 
as to whose interests are being served 
and how accountability and transpar-
ency can be assured. 

This is but one example of many 
debates around technology-, product-, 
and process-based innovation. Poten-
tial conflicts are wide-ranging and, 
most important, often emerge only af-
ter technologies have been embedded 
into the mainstream. 

ICT scholars and professionals have 
long tried to understand and address 
these issues, though there are still nu-
merous areas of concern. A novel con-
cept—“responsible research and inno-
vation,” or RRI —has emerged recently 
in response to the challenge of design-
ing innovations in a socially desirable 
and acceptable way. It may be useful 
for framing the discussion about how 
to manage the introduction of future 
innovations in ICT. In this article, we 
discuss the origins of RRI, consider 
relevant research from computer eth-
ics and human-computer interaction 
(HCI), and illustrate the need for a 
new approach for the governance of 
ICT research. Finally, we suggest ways 
researchers might draw upon a frame-
work for RRI in ICT based on the find-
ings of an interview study conducted 
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˽˽ Responsible research and innovation 

aims to ensure that the processes and 
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Though these approaches to identi-
fying and debating ethical conflicts and 
questions are valuable, what is lacking 
today is a way to combine them in a 
manner that will allow a broad range of 
stakeholders to systematically engage 
with the goals, purposes, challenges, 
problems, and solutions encountered 
in research and innovation processes. 
This means individual researchers, re-
search institutions, professional bod-
ies, research funders, industry, and civil 
society all need to collaborate more. In 
practice, it means incorporating differ-
ent kinds of knowledge, including from 
citizens, to inform the goals, direc-
tions, and trajectories of innovation in 
an inclusive way. This has been the case 
in some areas, as in, say, privacy and 
data protection, where longstanding 
debates have led to regulation and leg-
islation, and to innovation in methods 
for design. However, such processes of 
collective reflection and deliberation 
have not yet happened in many areas of 
ICT. In light of the societal importance 
of ICT, broader engagement may now 
be necessary. Other areas of research 
and innovation that have been more so-
cially contested have a longer history of 
engagement. We thus propose to look 
at RRI as a discourse that has evolved 
from these more contested fields, in-
cluding whether and how it may be ap-
plied to ICT. 

Scope of RRI 
RRI initiatives across policy, academic 
research and scholarship, and legis-
lation emerged more than a decade 
ago.5,15 It began by aiming to identify 
and address uncertainties and risks as-
sociated with novel areas of research, 
beginning with nanotechnology5 and 
moving to the environmental and 
health sciences, including geo-engi-
neering18 and synthetic biology.21 The 
scope of RRI has since expanded to 
include computer science, robotics, in-
formatics, and ICT more generally.8 RRI 
proposes a new process for the gover-
nance of research and innovation. The 
aim is to ensure science and innovation 
are undertaken in the public interest 
by incorporating methods for encour-
aging more inclusive and democratic 
decision making through greater inclu-
sion of stakeholder communities that 
might be directly affected by the intro-
duction of novel technologies. 

That is, RRI proposes a more re-
flective and inclusive research and in-
novation process, from fundamental 
research through to application de-
sign. In each phase of the innovation 
process, certain responsibilities may 
be associated with activities that occur 
within them, particularly in relation 
to how decisions taken might affect 
society. The focus is on creating a new 
mode of practical research governance 
that would transform existing process-
es, ensuring greater acceptability and 
even desirability of novel research and 
innovation outcomes, while also iden-
tifying and managing potential risks 
and uncertainties. RRI requires widen-
ing the scope of research and develop-
ment from governance of risk to gover-
nance of innovation itself.18 

There is a broad debate over the con-
ceptual foundations of RRI and ways to 
implement it in practice. The most ad-
vanced framework for RRI today is prob-
ably the one proposed by Stilgoe et al.,18 
who also provided a non-exhaustive list 
of possible RRI methods, tools, and 
techniques (such as citizen juries and 
moratoriums). This approach has been 
taken up in E.U. policy and research, as 
in the RRI Tools project (https://www.
rri-tools.eu/). It has also been adopted 
and adapted by the U.K. Engineering 
and Physical Science Research Coun-
cil (EPSRC, https://www.epsrc.ac.uk/
research/framework/). The EPSRC 
framework uses the acronym AREA to 
describe four key RRI components: An-
ticipate possible outcomes of research 
and innovation, Reflect on motivations, 
processes and products, Engage with 
relevant stakeholders, and Act accord-
ingly to address issues revealed. 

The ideas behind RRI and the AREA 
framework may be easy enough to un-
derstand but raise significant conceptu-
al and practical questions. Fundamental 
problems include the fact that research 
and innovation do not follow linear and 
predictable patterns. Bunching together 
research and innovation blurs impor-
tant boundaries and hides significant 
differences. To complicate matters, plu-
ralistic democracies usually lack con-
sensus as to what counts as acceptable 
and desirable. Additionally, stakeholder 
engagement can be misused for specific 
aims. The idea of RRI itself contains spe-
cific values, and implementing it may 
engender power struggles. 

with the ICT community by investiga-
tors at the University of Oxford and De 
Montfort University, both in the U.K., 
from 2011 to 2013. 

Ethics and Social Responsibility 
ICT has traditionally been associated 
with the development of tools with 
discrete and transparent functional-
ity aimed at supporting specific tasks. 
However, its diversity, scope, and com-
plexity have extended far beyond this 
view to become situated within the 
very fabric of our daily lives.17 Rather 
than being merely tools, the technolo-
gies now being designed are arguably 
transforming and augmenting the 
world around us, where computer-
generated information, objects, and 
infrastructures “coexist in the same 
space as the real world,” as outlined 
by Azuma et al.1 

Debates about ethical issues in ICT 
are not new; researchers have been 
concerned with ethics in computing 
since at least the 1950s.23 With the 
emergence of HCI in the 1980s, these 
debates have focused on the design of 
usable interactions between people 
and computers, where the broader eth-
ical and societal aspects of application 
design and use have also been consid-
ered.4 ICT researchers have tried to ad-
dress ethical questions in many ways, 
as in, say, participatory design13 and 
ICT for development.10 

In addition to the approaches to 
ethics that come from within the ICT 
research and development commu-
nity, there is a rich array of comple-
mentary thought that likewise tries to 
address particular ethical issues. The 
field of computer ethics, which draws 
on philosophy and social sciences, as 
well as computer science and informa-
tion systems, has a history of reflecting 
on the ethics of ICT.6,11 

Professional bodies like ACM (https://
ethics.acm.org/), IEEE (http://www.
ieee.org/about/ethics.html), and BCS  
(http://www.bcs.org/category/6030) have 
developed codes and standards for 
professionals to follow when consid-
ering ethical issues. While guidelines 
and standards are in place, there is an 
ongoing debate in regards to the limits 
of these approaches. A key question is 
whether or not future ethical and soci-
etal challenges are likely to be amenable 
to being addressed this way. 
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and Ph.D. students, as well as EPSRC 
portfolio managers and representa-
tives of professional bodies in the U.K.3 

The study was the first extensive sum-
mary of current positions regarding 
the boundaries of professional respon-
sibility and identification of potential 
long-term societal consequences of 
ICT. It provides an important base-
line, giving us an opportunity to de-
scribe, understand, and triangulate 
ICT researchers’ and other stakehold-
ers’ questions and concerns across a 
variety of computer science domains, 
including mobile computing, AI, pho-
tonics, and signal processing. 

Many researchers welcome en-
hancements to current governance 
processes (such as by framing ques-
tions that help reflect on research out-
puts). Also, some researchers embrace 
the further integration of social and 
ethical research into design and devel-
opment. Apart from such perceived RRI 
opportunities, many interviewees in our 
study raised concerns. We outline five, 
as discussed by participants. Together, 
they identify typical problems involved 
in integrating RRI into ICT. We thus 
sought to relate them to concepts and 
approaches that would allow research-
ers to specify RRI in ICT. 

The first is the difficulty of predict-
ing the potential uses of research out-
comes. Some researchers we inter-
viewed said it may be inappropriate to 
attempt to predict future effects in the 
context of ICT research because the un-
certainties tend to be social rather than 
scientific, meaning technologies are 
socially shaped and not fixed. Research-
ers in the study cited two unknown 
factors related to prediction. First, in 
fundamental research, risks and uncer-
tainties are identifiable only within the 
context of their use. Second, in appli-
cation-oriented research, industry and 
user adaptation can change the trajec-
tory of ICT in unforeseen ways. The very 
open nature of ICT, its logical mallea-
bility,12 interpretive flexibility,2 and the 
social production of technology make 
it even more difficult to predict out-
comes of research and innovation than 
in other areas of science and technol-
ogy research. We refer to these aspects 
of ICT as related to the “product” of ICT 
research and innovation. 

A second concern points to the per-
ceived differences between ascertain-

Most participants in the RRI dis-
course are well aware of these issues.14 
It is thus important to understand that 
RRI is not an attempt to invent a new 
top-down way of governing research 
and innovation but rather a way of link-
ing and embedding existing principles 
and activities with a view to broadening 
their reach and relevance. This means 
RRI encompasses existing techniques 
for public engagement and reflec-
tion (such as participatory design, re-
search ethics, and professional codes) 
and aims to ensure they can develop 
synergies. It also means building on 
extant research into corporate ICT 
governance. More precisely, RRI may 
be understood as a demand for multi-
level ethics (systemic and institutional 
macro ethics, in addition to individu-
alistic micro ethics), engagement of a 
broader variety of stakeholders, and in-
clusion of social, political, and ethical 
issues in ICT governance.7 It remains 
problematic, though, how these ideas 
can be put into practice. 

Embedding RRI in ICT Innovation 
Embedding RRI into ICT innovation 
is a challenge. First, it is necessary to 
understand how ICT researchers and 
practitioners manage their profession-
al responsibilities, as well as how they 
perceive the notion of RRI, in order to 
assess how to move forward and fit fea-
tures of RRI to researchers’ perceptions 
and expectations. One significant is-
sue is how to develop a set of practical 
actions within an RRI framework that 
may be adopted by the ICT community 
and how it might be embedded and de-
ployed within current organizational 
processes. In order to address these 
questions, we conducted investigations 
from 2011 to 2013 with ICT research-
ers in the U.K. among research funders, 
professional organizations, industry, 
and civil society organizations into the 
ways RRI concepts, tools, and process-
es might become a creative resource for 
innovation in ICT. Our work was part 
of the Framework for Responsible Re-
search and Innovation in ICT project 
funded by the Engineering and Physi-
cal Sciences Research Council (EPSRC, 
https://www.epsrc.ac.uk/) in the U.K. 

The ICT Community Landscape 
We interviewed leading computer sci-
entists, researchers, and postdoctoral 

RRI proposes a 
more reflective 
and inclusive 
research and 
innovation process, 
from fundamental 
research through to 
application design. 
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ICT cannot be realized in a prescriptive 
manner. The nuances of acceptability 
and desirability and competing inter-
ests and their embedding in social, eco-
nomic, and political structures mean 
that many aspects of ICT are likely to 
remain contested for the foreseeable 
future. RRI cannot therefore expect 
to establish universal definitions of 
what counts as responsible but instead 
needs to be understood as a contextual 
process that facilitates development of 
sensitivities toward relevant issues and 
a willingness of stakeholders to en-
gage with one another, making them 
responsive to mutual needs and inter-
ests. 

We frame RRI for ICT as an ongo-
ing cultural dialogue in which multiple 
voices from within the HCI community 
talk to RRI proponents in order to find 
ways of translating back and forth what 
forms of responsible ICT design and 
development might already be avail-
able, be under development, or have 
yet to be developed. This approach 
is akin to the view asserted by Strand 
et al.20 who developed a set of indica-
tors for the European Commission that 
could be used to monitor RRI across 
different disciplines, research themes, 
and projects. While proposing a com-
prehensive list of indicators, Strand et 
al. also suggested that any indicator set 
would ultimately need to be (re)devel-
oped in a given research or application 
context. Our framework is thus self-crit-
ical by design and meant to be continu-
ously challenged and adjusted. 

We exemplify what such a dynamic 
and context-sensitive framework for 
responsible behavior might include 
for ICT. Our EPSRC-funded study fo-
cused on interviewees’ comments re-
garding the difficulty of predicting ICT 
trajectories. While we regard this as 
appropriate skepticism in the overall 
RRI discourse, under “anticipation” of 
socio-technical futures we also suggest 
different approaches that consider the 
possible futures their innovation may 
bring about (such as a collaborative 
quest for future solutions informed 
by current experiences). This alterna-
tive view profits from existing ICT re-
search; that is, ICT researchers have 
much to add to the RRI discourse to 
make it more context-specific and use-
ful. Reeves’s analysis16 of “envisioning” 
techniques is a case in point, making 

ing risks and uncertainties in comput-
er science to that in the physical and 
life sciences. For example, researchers 
participating in our study discussed 
what we refer to as the “rhythm of ICT” 
whereby outputs may occur at a quick-
er pace than in the physical sciences. 
Software may be developed, released, 
and go viral potentially on the same 
day with little, if any, oversight and 
have far-reaching effects on human ac-
tivities and societal structures. These 
concerns relate to the “process” of re-
search and innovation. 

A further distinguishing feature 
typical of ICT is what Johnson11 called 
“the problem of many hands,” or or-
ganizational and institutional reliance 
on a division of labor whereby most 
activities are split among numerous in-
dividuals. The problem becomes more 
fraught beyond organizational bound-
aries when trying to conduct open 
source projects. Moreover, different 
disciplinary languages are significant, 
making interdisciplinary work that 
much more important but difficult to 
achieve in practice. Ascribing account-
ability for eventual consequences is 
therefore difficult. These aspects of 
ICT projects point to the importance 
of considering what we call the “people 
dimension” of RRI in ICT. 

A final concern that emerged from 
our study is the notion of “conver-
gence”9 whereby the increasingly per-
vasive nature of technologies in the age 
of the Internet, Web 2.0, and pervasive 
computing means that demarcating 
clear boundaries among systems, fea-
tures, and functionality is increasing-
ly problematic. Blurring boundaries 
means it becomes progressively more 
difficult to discern the “purpose” of 
ICT research and innovation. 

These concerns pose a significant 
challenge to RRI in ICT that may go 
beyond those in other fields. We thus 
developed the “4 Ps,” or product, proc-
ess, people, and purpose, outlined 
earlier, as well as other concepts and 
approaches to be explained next, to 
develop a framework for RRI specific 
to ICT. 

Toward AREA Plus 
The AREA acronym refers to general 
points of interest in RRI, but more 
detail is needed for ICT research. The 
discussion so far has shown that RRI in 

Fundamental 
problems include 
the fact that 
research and 
innovation do 
not follow linear 
and predictable 
patterns. 
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However, closures may still leave room 
for diversity.19 

In sum, certain forms of practical 
self-reflection and self-criticism ex-
ist in ICT research and could be cul-
tivated further under the extended 
AREA Plus framework. In this sense, 
EPSRC’s original AREA principles are 

clear that the social shaping of tech-
nologies is at the heart of computer sci-
ence, not external to it, as suggested by 
some of the interviewees in our study. 
Visions, utopia, predictions, promises, 
and hype have been produced for de-
cades concerning how socio-technical 
futures may unfold, though much of it 
has been done rather unconsciously, 
thus shaping the trajectories of ICT in 
ways that shut down alternative paths. 
There are thus implicit human and 
technological powers at play. Narra-
tives, teleology, and technological de-
terminism proliferate but are not suf-
ficiently reflected. 

In practical terms, our framework 
draws on such existing approaches to 
ICT development and provides a variety 
of scaffolding questions. Each aspect 
of the framework expands into deeper 
questions, suggesting literature, more 
detailed discussion, and problemati-
zation of a particular aspect of ICT in-
novation. For instance, after scanning 
the framework as a whole (see Figure 1) 
a researcher might want to consider to 
what extent the effects of ICT develop-
ment may be anticipated (see Figure 2 
and Figure 3). Various links between 
approaches provide questions for ex-
ploring different possible pathways, a 
more comprehensive line of reasoning, 
and references. 

Our framework is meant to be 
adapted to the context in which re-
searchers and other stakeholders find 

themselves. The idea is to productively 
“open up” not “close down” expert dis-
course.19 At the same time, we do not 
question “closure” per se. Any design-
and-development process requires tak-
ing countless decisions and translat-
ing them into software and hardware 
solutions at multiple points in time. 

Figure 1. The AREA Plus framework. 

Process
Rhythm of ICT 

Product
Logical malleability  
and interpretive flexibility 

Purpose
Convergence and pervasiveness 

People
Problem of many hands 

Anticipate Is the planned research 
methodology acceptable? 

To what extent are we able to 
anticipate the final product, future 
uses, and impacts?
Will the product be socially 
desirable?
How sustainable are the outcomes? 

Why should we pursue this 
research? 

Have the right stakeholders been 
included? 

Reflect What mechanisms are used to 
reflect on process? 
How might we do it differently? 

How do we know what the 
consequences might be? 
What might be the potential use? 
What do we not know? 
How can we ensure social 
desirability? 
How might we do it differently? 

Is the research controversial? 
How might we do it differently? 

Who is affected? 
How might we do it differently? 

Engage How can we engage a wide group 
of stakeholders? 

What are the viewpoints of a wide 
group of stakeholders?

Is the research agenda 
acceptable? 

Who prioritizes research? 
For whom is the research being 
done? 

Act How can your research structure 
become flexible? 
What training is required? 
What infrastructure is required?

What needs to be done to ensure 
social desirability? 
What training is required? 
What infrastructure is required? 

How might we ensure the implied 
future is desirable? 
What training is required? 
What infrastructure is required? 

Who matters? 
What training is required? 
What infrastructure is required? 

Figure 2. Selecting anticipation. 

Process
Rhythm of ICT 

Product
Logical malleability and interpretive flexibility 

Anticipate Is the planned research 
methodology acceptable?

To what extent are we able to anticipate the final 
product, future uses, and impacts? 
Will the product be socially desirable? 
How sustainable are the outcomes? 

Figure 3. Unpacking anticipation. 

To what extent are we able to anticipate the final product, future uses, and impact?
The future cannot be predicted with certainty, but there is room for exploring different possible 
pathways. Also, researchers and other stakeholders can build on existing formal and informal 
practices of anticipation in the ICT community. 

Exploring different possible pathways 
˲˲ Who might be the intended audience(s) of the envisioned product? 
˲˲ What is the context the envisioned product is meant to address? And what is the context in 

which this anticipation process itself is taking place? 
˲˲ What current issues does the anticipation process target or could target? 
˲˲ What can we learn from earlier (historical) anticipation processes? 
˲˲ In pursuing a particular vision, what pathways might we also be shutting down? And what 

endpoints and current issues might be excluded? 
(Scaffolding questions adopted and adapted from Reeves16) 

Envisioning in ICT 
As in Reeves,16 although it is difficult to predict the trajectory of ICT innovations, including out-
comes, future uses, and impacts, ICT is a domain in which vision, utopia, predictions, promises, and 
hype have been produced for decades. Much of it has been done rather unconsciously, thus shaping 
the trajectories of ICT in ways that shut down alternative paths. Implicit powers are also at play. 
Narratives, teleology, and technological determinism proliferate but are not sufficiently reflected.
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as a strategic concern would facilitate 
practices of anticipation, reflection, 
and engagement to occur in the forma-
tion of new research programs by fund-
ing councils and in the final stages of 
commercialization at the academic/
commercial interfaces where aca-
demic and commercial interests most 
visibly overlap and sometimes col-
lide. In between these poles a respon-
sible research and innovation process 
would incorporate the roles of funding 
councils, professional bodies, and oth-
ers in sustaining RRI practices within 
research teams by providing appropri-
ate support, services, and guidance. 
Responsible behavior thus becomes a 
collective, unpredictable activity, less 
about accountability and liability, and 
more about care and responsiveness to 
the public.18 

There is evidence that these devel-
opments are under way. Academia and 
industry are starting to be aware of 
RRI for many reasons. Maybe the best 
of them, and a good conclusion for 
this article, is that RRI, while largely 
conceived as a risk-management ap-
proach to socio-technical change, has 
a much more positive trajectory than 
simply constraining innovation to 
mitigate risk. By incorporating active 
considerations of alternate socio-tech-
nical futures into design, engaging 
with stakeholders, reflecting on proc-
ess, product, and purpose, and putting 
people at the center of research and in-
novation, RRI may well provide inspi-
ration and become a unique source of 
innovation and creativity. 
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a starting point for the reinvigora-
tion and possible extension of a much 
more nuanced discourse with and 
within ICT research. 

Future AREA Plus Framework 
The framework we started to develop 
in 2011, as explained earlier in this 
article, is not a panacea and cannot 
perform miracles. Many questions of 
relevance concerning ICT projects are 
related to fundamentally opposing 
concerns and socially and politically 
contested interests. Such conflicts will 
not disappear overnight. However, the 
framework may allow researchers and 
innovators to better understand their 
own and others’ positions and con-
tribute to better-informed debate and 
higher-quality policies and decisions. 

Much remains to be done to achieve 
this vision of responsible technology 
development and support its progress. 
The framework needs to be supported 
by effective tools and specific guid-
ance on particular topics, issues, and 
technologies. The web-based resource 
we developed to provide them (http://
www.orbit-rri.org/) is only a starting 
point. We next identify concerns that 
are crucial to the further development 
and adoption of the framework. 

First, embedding RRI activities 
needs to be perceived by research-
ers as something achievable. As we 
explained earlier, “anticipation” be-
comes significantly less mysterious 
when realistically scoped and ground-
ed in concrete practices, including 
specific envisioning techniques and 
questions. Implementing RRI is about 
finding ways to instantiate concrete 
achievable practices and not about 
unattainable ideals of “perfect” fore-
sight or “risk-free” innovation. Also, 
RRI for ICT may require developing 
new initiatives that are likely to de-
pend on more fine-grain case studies 
beyond the scope of this article. 

In addition, an integrated approach 
to RRI is needed for the successful 
adoption of the framework. RRI has to 
be sensitive to the relationships among 
researchers, practitioners, and the 
hierarchies and organizational struc-
tures in which they are situated. Re-
sponsibilities need to be apportioned 
across the entire ecology of organiza-
tions that together deliver research 
and innovation.8 Taking RRI seriously 
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A VARIETY OF Internet online services are designed based 
on contests. A canonical example is crowdsourcing 
services, which solicit solutions to tasks by open calls to 
online communities. Here the tasks can be of different 
categories, such as art design, software development, 
data-science problems, and various challenges such as 
planetary-scale locating of objects.12,28 These services 
operate under certain contest rules that include 
specifying a prize allocation mechanism, for example, 
awarding only a first-place prize or several position 
prizes. The prizes can be monetary, or in-kind rewards 
such as in terms of attention, status, or computing 
resources, for example, CPU, bandwidth, and storage. 
We refer to a contest as any situation in which agents 
invest irreversible and costly efforts toward winning a 
prize, which is allocated based on relative performance. 
We use the term “contest theory” in a broad sense 
to refer to a set of theories developed for the better 
understanding and informed design of contests.

A central question in contest theory 
is: How to allocate prizes to maximize a 
desired objective? The objective may be 
to maximize the utility of production 
to the agent who solicits solutions to a 
task, or to the whole society. The ques-
tion of how to allocate prizes was stud-
ied as early as 1902 by Galton.15 A study 
of how to allocate prizes necessitates 
to consider the incentives of contes-
tants, who act strategically in investing 
costly production efforts.1,11,44 Game 
theory models of contests have been 
studied in auction theory, economic 
theory, operations research, as well 
as theoretical biology; for example, 
Bishop and Smith.3 The use of com-
pensation schemes based on an indi-
vidual’s ordinal rank rather than abso-
lute performance in firms have been 
studied by economists; for example, 
Lazear and Rosen.27 Game theory and 
pertinent computational questions 
have been studied by computer scien-
tists.31,33,36 Several new contributions 
have been made on optimal allocation 
of prizes in crowdsourcing contests, 
equilibrium outcomes in games that 
model simultaneous contests, and the 
worst-case efficiency of production 
in equilibrium outcomes of various 
games that model contests. 

The skill-rating methods that use 
observations of relative performance 
comparisons as input, such as ranking 
outcomes in contests, have been stud-
ied extensively in the past. They are now 
widely used in various applications, 
such as sport competitions, online 
gaming, and online labor platforms. 

Contest 
Theory

DOI:10.1145/3012008

Exploring the basic game theory models  
of contests found in online services.

BY MILAN VOJNOVIĆ

 key insights
˽˽ The operation of various online platforms 

relies on incentive mechanisms for 
eliciting user contributions, which take 
the form of a contest.

˽˽ Contest theory refers to a set of theories 
for the better understanding and 
informed design of contests.

˽˽ The theory provides insights into what 
user behavior may arise in equilibrium, 
guidelines of how to allocate prizes, 
and algorithms for estimating skills  
of individuals based on observed 
contest outcomes.
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The skill parameters reflect the abil-
ities of players: the larger the value of a 
player’s skill parameter, the more pro-
ficient is the player. If the production 
cost is according to a linear function, 
we can normalize the payoff functions 
such that a player’s skill parameter 
can be interpreted as the reciprocal of 
his or her production cost per unit ef-
fort. The game as defined here allows 
us to study equilibrium outcomes un-
der different prize allocation mecha-
nisms, such as assigning fixed shares 
of a prize budget in decreasing order 
of invested efforts, or splitting a prize 
budget among players in proportion to 
their effort investments. The prize al-
location can be interpreted as the win-
ning probabilities for an indivisible 
prize item, or as the shares of an infi-
nitely divisible prize. The game allows 
us to study equilibrium outcomes for 
different types of production costs. For 
example, it is common to consider lin-
ear production costs, we refer to as con-
stant marginal production costs, under 
which the production cost per unit ef-
fort is constant; in particular, we refer 
to unit marginal production cost when 
the production cost per unit effort is of 
unit value. We may also consider pro-
duction costs with either decreasing 
or increasing marginal costs. It is note-
worthy that the game as defined here 
formally corresponds to an auction, 
where efforts, skills, and production 
costs are in correspondence with bids, 
valuations, and payments, respectively

We say a game is with complete in-
formation if the players have perfect 
information about each other’s skill 
parameters. A game with complete in-
formation can be used as a model of a 
contest when the players are informed 
about who is going to participate in 
the contest and about the skills of 
the participants. For example, a situ-
ation like this can be found in com-
petition-based software development 
platforms such as TopCoder, where 
a contest takes place after a registra-
tion phase, which reveals identities 
of participants. A game is said to be 
with incomplete information if the value 
of each player’s skill parameter is his 
or her private information. In a game 
with incomplete information, skill pa-
rameters are assumed to be random 
variables according to a prior distribu-
tion, which is a common knowledge. 

The design of skill-rating methods is 
based on statistical models of rank-
ing outcomes developed from 1920s 
onward. More recent developments 
include skill-rating methods that allow 
for contests among two or more teams 
of players, which are common in online 
gaming and online labour platforms. 
New results have been recently devel-
oped in the area of statistical inference 
for statistical models of ranking data, 
including new characterizations of the 
accuracy of various skill parameter es-
timators and new iterative methods for 
skill parameter estimation.

In this article, we survey some main 
results of contest theory. Specifically, 
we discuss basic game theory models 
of contests that are found in online ser-
vices. We explain the conditions under 
which to optimally allocate prizes to 
maximize a given objective, such as the 
total effort or the maximum individual 
effort, in a strategic equilibrium. We will 
focus on games in which players make 
simultaneous effort investments; the 
games that involve some aspect of se-
quential play are only briefly discussed. 

We consider both games that model a 
single contest (see Figure 1) and games 
that model a system of two or more si-
multaneous contests (Figure 2). Simul-
taneous contests are common in the 
context of online crowdsourcing plat-
forms. We explain basic principles of 
popular skill rating systems and point 
out some new results in this area. We 
conclude with an outlook on future re-
search directions.

This article complements exist-
ing surveys on the game-theoretic as-
pects in contest theory, for example, 
Corchon,9 Konrad,25 and Nitzan.32 We 
provide an overview of some of the top-
ics covered in the book by Vojnović ,42 
where the reader may find a more ex-
tensive coverage of references. 

Strategic Game Models of Contests
The standard game theory framework 
for studying contests is based on the 
assumption that agents are rational 
and strategic players who invest effort 
with a selfish goal to maximize their in-
dividual payoffs. The payoff of a player 
combines the utility of winning a prize 
and the cost of production. Specifically, 
we consider a normal-form game that 
models a contest, defined by:

˲˲ Set of two or more players:  
N={1,2,…,n}; 

˲˲ Payoff functions: for any given vec-
tor of efforts b = (b1, b2, … , bn ), the pay-
off of player i is given by

si (b) = vixi (b) – c(bi )
where 

˲˲ v1, v2, … , vn are positive-valued 
skill parameters,

˲˲ x(b) := (x1 (b), x2 (b), … , xn (b)) is 
prize allocation, and 

˲˲ c(x) is a production cost function. 

Figure 1. Single contest.
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A game with incomplete information 
allows us to model uncertainty about 
skills of competitors in a contest; in 
the context of online services, such an 
uncertainty may arise because it may 
not be a priori known who is going to 
participate in a contest. 

The strategic effort investment by 
a player can be according to a pure 
strategy, specifying a value of the ef-
fort investment, or according to a 
mixed strategy, specifying a probabil-
ity distribution over pure strategies. 
An investment of efforts by players is 
a pure-strategy Nash equilibrium if no 
player can increase his or her payoff by 
a unilateral deviation. Similarly, a set 
of mixed strategies is a mixed-strategy 
Nash equilibrium if no player can in-
crease his or her expected payoff by a 
unilateral deviation. A Bayes-Nash equi-
librium is a mapping of an individual’s 
skill to a value of effort such that no 
player can increase his or her expected 
payoff by a unilateral deviation.

The utility of production is typically 
studied with respect to the following 
two metrics: the total effort and the 
maximum individual effort. The total 
effort has been studied extensively be-
cause it corresponds to the revenue 
accrued in an all-pay auction, and the 
total outlay accrued in a rent-seeking 
contest.26,40 The maximum individual 
effort has been studied motivated by 
applications in contests, such as in 
crowdsourcing services, where a con-
test owner makes use only of the best 
submitted solution. The utility of pro-
duction has also been studied from a 
societal perspective, defined by a social 
welfare function, which is commonly 
defined as the sum of payoffs of all the 
parties involved (players and the con-
test owner). For example, when players 
incur unit marginal production costs 
and the payoff to the contest owner is 
the total effort invested by the players, 
social welfare corresponds to the total 
valuation of prizes by those who win 
them. Social welfare in an equilibrium 
can be smaller than optimal value; in 
some instances, optimum social wel-
fare is achieved only if a given prize 
budget is fully assigned to highest-skill 
players, while in equilibrium a lower-
skill player can have a strictly positive 
winning probability.

Single contest. We now consider a 
normal-form game that models a sin-

gle contest among two or more players, 
for different prize allocation mecha-
nisms and production cost functions. 
A model of a single contest allows us to 
study situations in which players have 
no outside options such as investing 
effort in an alternative contest; we will 
later discuss games that model simul-
taneous contests, which provide play-
ers with such outside options. 

Standard all-pay contest. A classic 
game that models a contest, we refer 
to as the standard all-pay contest, as-
sumes a prize allocation mechanism 
that allocates entire prize budget to 
a highest-effort player with random 
tie break, and unit marginal produc-
tion costs. This game corresponds to 
the well-known game that models an 
all-pay auction, studied in auction 
theory. The given prize allocation 
mechanism is commonly referred 
to as perfect discrimination, because 
it assumes perfect identification of 
a highest-effort player, achieved by 
some flawless mechanism for com-
parison of individual efforts.  

We first discuss Nash equilibrium 
outcomes in the game with complete 
information that models the standard 
all-pay contest. This game does not 
have a pure-strategy Nash equilib-
rium. It can be easily verified that for 
any given effort investments, there is 
always a player who has a beneficial 
unilateral deviation. On the other 
hand, the game always has one or 
more mixed-strategy Nash equilibria, 
which were first fully characterized by 
Baye, Kovenock, and de Vries.2 

The game has a unique mixed-strat-
egy Nash equilibrium only in some 
special cases, such as in a two-player 
contest, or in a contest with three or 
more players but where two players 
have individual skills larger than that 
of any other player. In general, the 
game has a continuum of mixed-strat-
egy Nash equilibria. This may be con-
sidered a drawback because it implies 
a lack of predictive power. The mixed-
strategy Nash equilibria are payoff 
equivalent: whenever a game has two 
or more mixed-strategy Nash equilib-
ria, the expected payoffs in these equi-
libria are equivalent. In general, the 
equilibrium outcomes are not equiva-
lent with respect to either the expected 
total effort or the expected maximum 
individual effort. It is noteworthy that 

A game with 
complete 
information can be 
used as a model 
of a contest when 
the players are 
informed about 
who is going to 
participate in the 
contest and about 
the skills of the 
participants. 
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Rank-order allocation of prizes. We 
now consider a more general situation 
where a prize budget can be arbitrari-
ly split among two or more position 
prizes, which are assigned to players 
in decreasing order of effort, subject to 
the constraint that any position prize 
is at least as large as any lower posi-
tion prize (see Figure 3). For example, 
a prize budget may be split between 
two position prizes such that 2/3 of the 
prize budget is allocated to first place 
prize and the remaining part is allo-
cated to second place prize; a common 
way of splitting a prize budget in Top-
Coder contests. 

We consider the question of how 
should a prize budget be split among 
position prizes to maximize a given 
objective in equilibrium. Clearly, 
the answer depends on the choice of 
the objective, equilibrium concept, 
heterogeneity of skills, and produc-
tion costs. Suppose the objective is 
to maximize the expected total effort 
in equilibrium of the game with in-
complete information, where players 
have identical prior distributions of 
skills and unit marginal production 
costs. Under these assumptions, it 
is optimal to allocate the entire prize 
budget to first place prize, which was 
shown by Moldovanu and Sela.28 Un-
der the same assumptions, allocating 
the entire prize budget to the first-
place prize is also optimal for the 
objective of maximizing the expected 
maximum individual effort, which 
was shown by Chawla, Hartline, and 
Sivan.7 These results hold even more 
generally for any production cost 
function with decreasing marginal 
costs. In contrast, for production cost 
functions with increasing marginal 
costs, it may be optimal to split a prize 
budget among two or more position 
prizes. The optimality of allocating 
entire prize budget to first place prize 
holds also for the game with com-
plete information, under the assump-
tion that players have identical skills 
and decreasing marginal production 
costs, as shown by Glazer and Hassin17 
and Ghosh and McAfee.16

The assumption that in the game 
with incomplete information the skills 
of players have identical prior distri-
butions is critical for the optimality of 
allocating entire prize budget to first 
place prize. Similarly, the assumption 

there always exists a mixed-strategy 
Nash equilibrium in which all but two 
highest-skill players invest zero effort. 
The expected total effort in this equi-
librium is at least as large as in any 
other equilibrium. 

We now discuss some properties 
that hold in any mixed-strategy Nash 
equilibrium. Without loss of general-
ity, assume that players’ identities are 
in decreasing order of their skill pa-
rameters. The expected total effort is 
of value between v2/2 and v2. Interest-
ingly, the expected maximum individ-
ual effort is always at least half of the 
expected total effort. This provides a 
theoretical support for the efficiency 
of competition-based crowdsourcing 
services in which a contest owner so-
licits solutions from multiple work-
ers, but makes use only of the best 
submitted solution. Intuitively, one 
would expect that such a production 
system is bound to be highly ineffi-
cient because much of the invested 
work ends up being wasted. However, 
by this result, inefficiency can only be 
to a limited extent in any mixed-strat-
egy Nash equilibrium. With regard to 
social welfare, there can be some ef-
ficiency loss in equilibrium, because 
a player whose skill is not the highest 
may have a strictly positive winning 
probability. However, this can only be 
up to a limited extent in any mixed-
strategy Nash equilibrium: the expect-
ed social welfare is always at least 4/5 
of the optimum social welfare. 

Another noteworthy property is the 
so-called exclusion principle, which 
refers to the existence of game in-
stances for which the expected total 
effort in equilibrium can be increased 
by excluding some players from the 
competition. In particular, for some 
game instances, it can be beneficial 
to exclude the highest-skill player. 
Intuitively, such exclusion may result 
in a more intense competition among 
players with more balanced skills, 
and, as a result, yield a higher expect-
ed total effort. 

We now move on to discuss the 
game with incomplete information 
that models the standard all-pay con-
test. We restrict our discussion to prior 
distributions according to which skills 
of players are independent and identi-
cally distributed random variables. The 
game has a unique symmetric Bayes-
Nash equilibrium, in which players 
play identical strategies. The expected 
total effort in this equilibrium is equal 
to the expected value of the second-
highest skill of a player. Interestingly, 
the expected maximum individual ef-
fort is at least half of the expected to-
tal effort in any symmetric Bayes-Nash 
equilibrium, which was established by 
Chawla, Hartline, and Sivan.7 This is 
exactly the same relation we previously 
noted to hold between the expected to-
tal effort and the expected maximum 
individual effort in any mixed-strategy 
Nash equilibrium of the game with 
complete information.   

Figure 3. Rank order allocation of prizes: Allocation of fixed shares w1 ≥ w2 ≥ … ≥ wn ≥0  
of a prize budget in decreasing order of effort.
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that in the game with complete infor-
mation the skills of players are iden-
tical is critical for the optimality of 
allocating entire prize budget to first 
place prize. If the skills of players have 
non-identical prior distributions, then 
there exist game instances such that it 
is profitable to split the prize budget 
over two or more position prizes, which 
is shown by the following example. 

Three players, two prizes example. 
Consider a game where a unit prize 
budget is split between two position 
prizes such that ½ ≤ α ≤ 1 is allocated 
to the first place prize and the remain-
ing part is allocated to the second place 
prize. Assume there are three players: a 
high-skill player with the skill param-
eter of value v>1 and two low-skill play-
ers whose skill parameters are of value 
1. Assume that each player incurs unit 
marginal production cost. This game 
has a mixed-strategy Nash equilibrium 
such that the two low-skill players play 
symmetric strategies. This equilibrium 
is such that in the limit of asymptoti-
cally large skill of the high-skill player, 
the mixed strategy of the high-skill 
player converges to a uniform distribu-
tion on [1 – α,α], and that of low-skill 
players converges to a uniform distri-
bution on [0,1 – α]. In this limit, the 
expected effort of the high-skill player 
is ½, and that of each low-skill player is 
(1 – α)/2. This adds up to the expected 
total effort of value ³/2 – α. Therefore, 
we observe the more balanced the split 
of the prize budget between the two 
position prizes, the larger the expected 
total effort. 

An interesting question to ask is 
how should a prize budget be allo-
cated to maximize a given objective in 
equilibrium, without making a com-
mitment to allocate the entire prize 
budget to players, no matter what 
effort investments they make. This 
question has been resolved for the 
game with incomplete information 
and the objective of maximizing the 
expected total effort by the celebrated 
work of Myerson.28 In particular, if 
the skill parameters are independent 
and identically distributed according 
to a prior distribution that satisfies a 
certain regularity condition, it is opti-
mal to award the entire prize budget 
to a highest-effort player subject to 
his or her effort being larger than or 
equal to a minimum required effort, 

and withhold the prize by the contest 
owner, otherwise. Chawla, Hartline, 
and Sivan7 have recently established 
similar characterization of the opti-
mum prize allocation for the objec-
tive of maximizing the expected maxi-
mum individual effort. 

Smooth allocation of prizes. Now 
consider prize allocation mechanisms 
that have a positive bias to awarding 
players who invest high effort, but do 
not guarantee that the prize is allo-
cated to a highest-effort player. Such 
prize allocation mechanisms can arise 
due to various factors. One factor is 
the stochasticity of production, where 
individual production outputs are ran-
dom variables, positively correlated 
with invested efforts. Another factor is 
allocation of prizes based on a ranking 
of players derived from noisy observa-
tions of individual production outputs. 
Such prize allocation mechanisms are 
referred to be with imperfect discrimi-
nation. The stochasticity of production 
may result in prize allocation accord-
ing to a smooth function of invested 
efforts, for all vectors of efforts except 
for some corner cases such as when all 
players invest zero efforts. 

An example of a smooth allocation 
of prizes is proportional allocation 

that splits a prize budget among play-
ers in proportion to invested efforts, 
conditional on at least one player in-
vesting a strictly positive effort; oth-
erwise, the prize is evenly split among 
players (Figure 4). A smooth prize al-
location may be enforced by the de-
sign of a resource allocation mecha-
nism. For example, proportional 
allocation has been used for alloca-
tion of computing resources37 and 
network bandwidth.22 Such resources 
typically consist of a large number of 
small units and, thus, for any practi-
cal purposes, can be regarded as infi-
nitely divisible resources. 

A more general class of smooth al-
locations is defined by allocating in 
proportion to an increasing positive-
valued function of invested effort, re-
ferred to as a general logit allocation. 
A special case is allocation in propor-
tion to a power function of invested 
effort, with a positive exponent param-
eter r. This is commonly referred to 
as Tullock allocation, which has been 
studied extensively in the literature on 
rent-seeking contests.40 Proportional 
allocation is a special case of a Tull-
ock allocation for the value of param-
eter r equal to 1. The larger the value 
of parameter r, the larger the share of 

Figure 4. Proportional allocation.
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tional allocation.14 For the game that 
models the contest with proportional 
allocation, the total effort in the pure-
strategy Nash equilibrium cannot be 
increased by excluding some of the 
players from competition.

Simultaneous contests. In the con-
text of online services, a contest is 
often run simultaneously with other 
contests. For example, in competition-
based crowdsourcing services, there 
are typically many open contests at any 
given time. Similarly, in online labor 
marketplaces, there are usually many 
open jobs at any given time. Multiple 
open contests provide players with 
alternative options to invest efforts, 
which can have a significant effect on 
the effort invested in any given contest. 
A player can invest effort only in a lim-
ited number of contests over a period 
of time, or he or she has a limited ef-
fort budget to invest over available con-
tests. A worker may only be able to pro-
duce a high-quality work by focusing to 
a small number of projects at any given 
time, or he or she may only be able to 
devote a limited number of work hours 
per week. Game theory provides us 
with a framework to study the relation 
between the values of prizes offered by 
different contests and the effort invest-
ments across different contests in a 
strategic equilibrium. 

We consider games that model si-
multaneous standard all-pay contests 
that offer prizes of arbitrary values. 
Such games have been studied for dif-
ferent types of production costs. We 
first consider the case where produc-
tion costs are such it is feasible for 
each player to participate in at most 
one contest, in which he or she incurs 
a unit marginal production cost. In 
such a game, strategic decision mak-
ing of a player consists of two compo-
nents: choosing in which contest to 
invest effort, and deciding how much 
effort to invest in the chosen contest. 
This strategic decision making is in-
formed by the available information, 
which consists of the values of prizes 
offered by different contests and the 
prior information about the skills of 
players. We consider the game with 
incomplete information, where the 
skill parameters of players are inde-
pendent and identically distributed 
according to a prior distribution. 
This game has a symmetric Bayes-

the prize allocated to a highest-effort 
player. For more details about smooth 
allocations, see, for example, Corchon 
and Dahm10 and Vojnović .42

One may ask how do equilibrium 
outcomes in the game that models 
the standard all-pay contest compare 
with those in the game with a smooth 
prize allocation, say, according to pro-
portional allocation. A first notable 
difference is that unlike the game that 
models the standard all-pay contest, 
the game with proportional allocation 
has a pure-strategy Nash equilibrium, 
which is unique. 

The total effort in any pure-strategy 
Nash equilibrium is guaranteed to be 
at least v2/2. The total effort increases 
in the highest-skill parameter v1 and it 
can be larger than v2. This is in contrast 
to the game that models the standard 
all-pay contest, where the total effort in 
any mixed-strategy Nash equilibrium 
is at most v2. One may ask whether 
there exists a smooth allocation of 
prizes that guarantees the total effort 
to be within a constant factor of v1 in 
any pure-strategy Nash equilibrium. 
The answer is negative.41 This gives us 
a useful insight that randomized prize 
allocations can achieve a larger total ef-
fort, but there are fundamental limits 
that cannot be surpassed. 

The maximum individual effort can 
be an arbitrarily small fraction of the 
total effort; for example, this is so for 
the simple game instance with equally 
skilled players by taking the number 
of players to be sufficiently large. This 
is in contrast to the game that models 
the standard all-pay contest where we 
noted that in any mixed-strategy Nash 
equilibrium, the expected maximum 
individual effort is at least 1/2 of the ex-
pected total effort. 

The social welfare in any pure-strategy 
Nash equilibrium of the game with 
proportional allocation is always at 
least 3/4 of the optimum value, a result 
by Johari and Tsitsiklis.21 It has been 
shown the game with proportional al-
location is a smooth game (for exam-
ple, see Roughgarden34), which implies 
that the expected social welfare is at 
least 1/2 of the optimum value in any 
mixed-strategy Nash equilibrium. 

Unlike the game that models the 
standard all-pay contest, the exclusion 
principle does not hold for the game 
that models the contest with propor-

An interesting 
question to ask is 
how should a prize 
budget be allocated 
to maximize a 
given objective 
in equilibrium, 
without making 
a commitment 
to allocate the 
entire prize budget 
to players, no 
matter what effort 
investments they 
make. 
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Nash equilibrium, which admits an 
explicit characterization, established 
in DiPalantino and Vojnović .11 In this 
equilibrium, there is a segregation of 
players in different skill levels, such 
that the players of the same skill level 
choose contests according to iden-
tical mixed strategies. A player of a 
higher skill level chooses a contest to 
participate from a smaller set of con-
tests that offer highest prizes. A high-
er expected participation is attracted 
by contests that offer high prizes, ac-
cording to a relation that exhibits di-
minishing returns with respect to the 
values of the prizes. 

Another type of production costs is 
when each player is endowed with an 
effort budget that he or she can split 
arbitrarily over available contests. 
This game is closely related to so-
called Colonel Blotto game: there are 
two colonels and two or more battle-
fields; each colonel is endowed with a 
number of troops that are simultane-
ously deployed over the battlefields; a 
battlefield is won by the colonel who 
places a larger number of troops on 
this battlefield, and the game is won 
by the colonel who wins more battle-
fields. A continuous Colonel Blotto 
game assumes that each colonel is 
endowed with an infinitely divisible 
amount of army force. 

The game with players endowed 
with effort budgets has a rich set of 
equilibrium properties. There are 
game instances with a continuum of 
mixed-strategy Nash equilibria. For 
example, this is the case for the game 
with two players that have non-iden-
tical effort budgets and two or more 
standard all-pay contests that offer 
identical prizes. When players have 
identical effort budgets, the game has 
both pure and mixed-strategy Nash 
equilibria in which each player invests 
all his or her effort in one contest, pro-
vided that the number of players is 
sufficiently large. In the limit of many 
players, the equilibrium participation 
of players across different contests is 
proportional to the values of prizes. 

Games that model simultaneous 
contests with players endowed with 
effort budgets have also been stud-
ied for other prize allocation mecha-
nisms, including proportional allo-
cation and equal-share allocation. 
The game that models simultaneous 

contests with proportional alloca-
tion and players endowed with effort 
budgets is not guaranteed to have a 
pure-strategy Nash equilibrium. A suf-
ficient condition for the existence of a 
pure-strategy Nash equilibrium is that 
each contest has at least two players 
with strictly positive skill parameters. 
The social efficiency in a pure-strategy 
Nash equilibrium can be arbitrarily 
low in a worst case.

Sharing of the utility of production. 
There have been various studies of pro-
duction systems where agents invest 
effort in one or more activities, which 
results in a utility of production that is 
shared among contributors according 
to a utility sharing mechanism. Some 
online services rely on user contribu-
tions and award credits to incentiv-
ize contributions. For example, some 
online services rely on user-generated 
content, such as questions and an-
swers in online Q&A services, and 
award credits in terms of attention or 
reputation points, which are commen-
surate to user contributions. Sharing 
the utility of production has been also 
studied in the context of cognitive la-
bor and allocation of scientific credit, 
for example, Kitcher23 and Kleinberg 
and Oren.24

A central question here is about the 
social efficiency of production in stra-
tegic equilibrium outcomes. Several 
factors can contribute to social inef-
ficiency of production, including the 
choice of the utility sharing mecha-
nism, the nature of the utility of pro-
duction functions, and the nature of 
production cost functions. Special at-
tention has been paid to local utility 
sharing mechanisms, which specify the 
shares of the utility of production asso-
ciated with a project exclusively based 
on the effort investments in this proj-
ect, and not on the effort investments 
in other projects. It is of interest to un-
derstand social efficiency of simple lo-
cal utility sharing mechanisms, for ex-
ample, allocating a priori fixed shares 
of the utility of production in decreas-
ing order of individual contributions 
or allocating in proportion to individu-
al contributions.      

The nature of the utility of produc-
tion is a critical factor for the social 
efficiency of equilibrium outcomes. If 
the utility of production is allowed to 
be according to a non-monotonic func-

tion of effort investments, then there 
are game instances for which the utility 
of production in a pure-strategy Nash 
equilibrium is an arbitrarily small 
fraction of the optimum; for example, 
this can be for a single project game 
with proportional allocation. This is 
an instance of a general phenomenon 
known as the tragedy of the commons,19 
referring to an inefficient use of con-
gestible resources that arises from 
non-cooperative behavior of selfish 
agents. The nature of the production 
cost functions is also a critical factor. 
If, in a single project game with pro-
portional allocation, the utility of pro-
duction is a monotone function, but 
players incur unit marginal production 
costs, then a similar inefficiency of pro-
duction can arise. 

Are there conditions for the games 
under consideration under which 
equilibrium is guaranteed to exist 
and all equilibria are approximately 
socially efficient? Here we may settle 
for the utility of production to be at 
least a constant factor of the optimum 
value. Such conditions have been iden-
tified by Vetta41 for the class of games 
referred to as monotone valid utility 
games. A game is said to be a mono-
tone valid utility game if the players’ 
payoffs are according to utility func-
tions whose sum is less than or equal 
to the value of a social utility func-
tion, and the following two conditions 
hold. The game is required to satisfy a 
monotonicity condition, which restricts 
to social utility functions whose value 
cannot increase by some player opt-
ing out from participation. The game 
is also required to satisfy a marginal 
contribution condition, which restricts 
each player’s utility to be at least as 
large as his or her marginal contribu-
tion to the social utility. In the context 
of games that model simultaneous 
projects, whether or not the marginal 
contribution condition holds depends 
on the nature of the utility of produc-
tion functions and the utility sharing 
mechanism. For example, the margin-
al contribution condition holds if the 
project utility functions are increasing 
functions with diminishing returns in 
the total effort invested in a project, 
and the utility sharing is according to 
proportional allocation. For mono-
tone valid utility games, the utility of 
production in any pure-strategy Nash 
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and one extra parameter for the un-
certainty of the estimate.

Statistical models of ranking out-
comes. The design of skill-rating sys-
tems is based on statistical models 
of ranking outcomes introduced by 
statisticians as early as in 1920s. A 
commonly used statistical model of 
ranking outcomes was introduced by 
Thurstone.39 Under this model, each 
comparison of a given set of indi-
viduals results in a ranking of these 
individuals generated as follows. 
The individuals are associated with 
latent performance random vari-
ables that are assumed to be inde-
pendent across different individuals 
and comparisons. The ranking out-
come of a comparison is assumed to 
be in decreasing order of individual 
performance. Each individual per-
formance is equal to a determinis-
tic skill parameter plus a zero mean 
noise random variable. The value 
of the skill parameter is unknown 
and has to be inferred from the ob-
served ranking outcomes. The noise 
random variables are assumed to be 
independent and identically distrib-
uted over different individuals and 
different comparisons. 

Specifically, for a comparison of a 
set S of individuals, each individual i 
∈ S is associated with performance bi 

= vi + εi, where vi is a real-valued skill 
parameter and εi is a zero mean noise 
random variable. A ranking outcome is 
derived from admitting that i is ranked 
higher than j whenever their respective 
performances satisfy bi > bj. 

A common assumption is that 
noise random variables are according 
to a Gaussian distribution, with zero 
mean and known variance β2. This as-
sumption was made in the original 
work by Thurstone for pair compari-
sons, and has been admitted by many 
popular skill-rating systems, includ-
ing TrueSkill, TopCoder skill-rating 
system, and skill-rating systems used 
in various sport competitions. The 
probability that individual i is ranked 
higher than individual j, in a compari-
son that involves these two individu-
als, is given by

where Φ(⋅) is the cumulative standard 
normal distribution. 

equilibrium is guaranteed to be at least 
1/2 of the optimum value.

The approximate social efficiency 
of the utility of production in any pure-
strategy Nash equilibrium has been 
established under the assumption that 
project utility functions have diminish-
ing returns. The diminishing returns of 
the utility of production are represen-
tative of production systems in which 
individual contributions are substi-
tutes. If, on the other hand, individual 
contributions are complements (that 
is, the utility of production has increas-
ing returns), then the social efficiency 
in an equilibrium outcome can be ar-
bitrarily low. In such cases, the utility 
of production in a pure-strategy Nash 
equilibrium cannot be guaranteed to 
be a constant-factor of the optimum 
value, but it is always at least 1/k of the 
optimum value, where k is the maxi-
mum number of players participating 
in a project.

Sequential contests and tourna-
ments. So far we discussed games that 
model contests where players simul-
taneously invest effort. A variety of 
games have been studied that model 
contests with some elements of se-
quential play. A coverage of these 
games and related work is avail-
able.42 Here we only mention some of 
these games: a single contest with se-
quential effort investments; a multi-
round two-player contest where the 
winner is the player who first wins a 
given number of rounds more than 
the opponent, referred to as tug-of-
war; a contest in which each player 
continuously invests effort until 
dropping out and the contest ends 
as soon as the number of players that 
are still in the competition is equal 
to the number of available prizes, 
referred to as war-of-attrition;5 a 
multi-round contest that ends as 
soon as the utility of cumulative ef-
fort exceeds a threshold whose value 
is private information of the contest 
owner;35 and, a contest where prizes 
are allocated over multiple rounds 
and each player competes until he or 
she wins a prize.8

Common contest architecture has 
the form of a single-elimination tour-
nament, defined by a directed tree and 
a seeding of players. Each contest of 
the tournament has one winner and 
all players who lose in a contest are 

eliminated from further competition. 
The winner of the tournament is the 
player who wins all contests in which 
he or she participates. A typical single-
elimination tournament consists of 
two-player contests and is defined by 
a binary tree and a seeding of players. 
Seeding procedures have been studied 
with respect to various criteria, such as 
the winning probability of the highest-
skill player. These studies have been 
pursued under two different assump-
tions: contest outcomes are assumed 
to be independent random events ac-
cording to given winning probabili-
ties; and in each round of the tourna-
ment, the players who participate in 
this round make strategic effort invest-
ments accounting for their prospec-
tive payoffs in subsequent rounds of 
the tournament.

Skill-Rating Methods
An important component of some on-
line services is a skill-rating system 
that uses as input observed contest 
outcomes. For example, a contest out-
come may be a full ranking, that is, 
an ordered list of participants in the 
contest in decreasing order of individ-
ual performance, or a partial ranking 
such as a top-1 list that contains in-
formation about who participated in 
a contest and who was the winner in 
this contest. The skill ratings are used 
for various purposes, such as for cre-
ation of league tables, leaderboards, 
seeding of tournaments, and match-
making in online labor platforms. 
Popular skill-rating systems include 
TrueSkill, used in online gaming,20 
TopCoder skill-rating system, and 
skill-rating systems used in various 
sport competitions.13

A common requirement for skill- 
rating systems is to allow for pre-
diction of contest outcomes. For 
example, such predictions are used 
in online games for the purpose of  
matching equally skilled players, 
which results in interesting matches 
with uncertain outcomes. The design 
of skill-rating systems is often re-
quired to be based on simple and easy 
to understand principles, which are 
often made public information. The 
skill-rating systems often use only a 
few parameters to represent an in-
dividual’s skill; for example, using a 
scalar parameter for a point estimate 



MAY 2017  |   VOL.  60  |   NO.  5  |   COMMUNICATIONS OF THE ACM     79

review articles

Another well-known model is the 
Bradley-Terry model, first introduced 
by Zermelo in 1920s45 and later popu-
larized in 1950s by the work of Bradley 
and Terry4 and others. Under the Brad-
ley-Terry model, the probability that 
individual i is ranked higher than indi-
vidual j, in a comparison that involves 
these two individuals, is given by

where θi and θj are positive-valued skill 
parameters. According to the Bradley-
Terry model, the winning probability 
of an individual in a pair comparison 
with another individual is proportional 
to his or her skill parameter. The natu-
ral generalization to comparison sets 
of two or more individuals, where the 
winning probabilities are proportional 
to the skill parameters, is known as the 
Luce’s choice model. Another general-
ization is a model of full ranking out-
comes for comparison sets of two or 
more individuals, defined by sampling 
individuals from a given comparison 
set without replacement with probabil-
ities proportional to their skill parame-
ters; this is known as the Plackett-Luce 
model. The Luce’s choice model is a 
special instance of a Thurstone model 
with noise random variables according 
to a double-exponential distribution 
with zero mean and variance β2. In this 
case, we have

that corresponds to the Bradley-Terry 
model by using the change of param-
eters  log(θi).

The statistical models of ranking 
outcomes discussed so far have been 
extended to accommodate various re-
quirements of modern applications. 
For example, they have been extended 
to allow for skill rating based on ob-
served outcomes of team competi-
tions, which arises in online gaming 
applications. This extension is based 
on a model that assumes a team per-
formance to be according to a given 
function of individual performances. 
For instance, a team performance may 
be assumed to be a linear function of 
individual performances, such as in 
the TrueSkill rating system. An area in 
which advances have been made is on 

statistical inference methods, which 
we briefly review as follows. 

Statistical inference methods. 
Having admitted a statistical model 
of ranking outcomes, it remains to 
choose a statistical inference method 
for estimation of skill parameters 
based on observed ranking outcomes. 
Two approaches are in common use: 
a frequentist approach and a Bayes-
ian approach. The frequentist ap-
proach considers skill parameters as 
unknown parameters and estimates 
them by minimizing a given loss func-
tion, for example, the negative log-
likelihood in the case of the maximum 
likelihood estimation. The Bayesian 
approach considers skill parameters 
as random variables with a given prior 
distribution, and amounts to comput-
ing the posterior distribution of these 
random variables conditional on the 
observed ranking outcomes. 

Frequentist inference. Statistical 
models of pair comparisons, such 
as the Thurstone model with either 
Gaussian or double-exponential dis-
tribution of noise, have a unique 
maximum likelihood estimator (up 
to an additive constant) provided that 
the adjacency matrix, specifying how 
many times different pairs of individu-
als are compared in the input data, is 
irreducible. An adjacency matrix is said 
to be irreducible if the corresponding 
graph, we refer to as a comparison 
graph, is connected. It was recently 
shown that the accuracy of the maxi-
mum likelihood parameter estima-
tor critically depends on how well the 
comparison graph is connected, for 
example, Hajek, Ox and Xu18 and Vo-
jnovic and Yun.43 Specifically, a key 
parameter is the algebraic connectiv-
ity of the comparison graph, defined 
as the second smallest eigenvalue of 
the Laplacian matrix of the compari-
son graph. Another line of recent re-
search is on various iterative methods 
for skill parameter estimation, includ-
ing gradient-descent based methods 
for minimizing the negative log-like-
lihood function, as well as alternative 
methods based on spectral properties 
of matrices and random walks, for ex-
ample, Neghaban, Oh, and Shah.30

Bayesian inference. For statistical 
models of ranking outcomes accord-
ing to a Thurstone model, the pos-
terior distribution of an individual’s 

An important 
component of  
some online 
services is a  
skill ratings system 
that uses as input 
observed contest 
outcomes. 
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skill is a marginal distribution of 
the posterior joint distribution of a 
multivariate variable that consists of 
individual skills and individual per-
formances. This posterior joint dis-
tribution consists of several factors 
that are conveniently represented by 
a graphical model, a way to represent 
the information about which factors 
depend on which variables. The mar-
ginal posterior distributions of skills 
can be computed using standard 
message-passing methods for infer-
ence in graphical models, such as the 
sum-product algorithm. It is common 
to approximate a marginal distribu-
tion of a skill variable with a distribu-
tion from an assumed family of distri-
butions; for example, assuming the 
family of Gaussian distributions, as 
done in the TrueSkill rating system. 
The approximate Bayesian inference 
amounts to approximating marginal 
posterior distributions of skills by 
distributions from the given family of 
distributions, assuming that marginal 
prior distributions belong to this fam-
ily of distributions.

Future Directions
Strategic game models of contests pro-
vide plenty of interesting hypotheses 
about what strategic user behavior 
may arise in different contest situa-
tions. Future work must be devoted to 
narrowing the gap between theoretical 
results and empirical validations. The 
availability of online services whose 
design is based on contests and the 
collected data provides us with an op-
portunity to test the existing theories 
and guide the development of new 
contributions to contest theory. An-
other research direction is to study sta-
tistical inference methods for various 
contest designs, such as in the recent 
study of A/B testing for auctions.6

While the skill-rating methods 
have been studied extensively over 
many years, some interesting ques-
tions still remain open. Most skill-rat-
ing methods represent an individual’s 
skill by a scalar parameter. In many 
situations, however, it is of interest 
to consider an individual’s skill over 
multiple dimensions; for example, 
an online worker may have differ-
ent types of skills such as analytical 
problem solving, strategic business 
planning, and software programming 

skills. Another interesting direction 
is to study statistical inference meth-
ods for statistical models of ranking 
outcomes that allow for a larger set of 
unknown parameters. For example, in 
an online labor platform, a ranking of 
job applicants would depend not only 
on the idiosyncratic skills of the ap-
plicants, but also on the specific job 
requirements, both of which may have 
uncertainties. Another direction is to 
develop solid theoretical foundations 
for individual skill rating based on 
observed team performance outputs. 
Current statistical inference meth-
ods used in practice assume simple 
models of team performance, such as 
that a team performance is the sum of 
individual performances, which may 
not always be valid in practice. 	

References
1.	 Archak, N. Money, glory and cheap talk: analysing 

strategic behavior of contestants in simultaneous 
crowdsourcing contests on TopCoder.com. In 
Proceedings of WWW ‘10 (Raleigh, N.C., 2010), 21–30.

2.	 Baye, M.R., Kovenock, D. and de Vries, C.G. The all-pay 
auction with complete information. Econ. Theory 8, 2 
(1996), 291–305.

3.	 Bishop, D.T. et al. The war of attrition with random 
rewards. J. Theoretical Bio 70, 1 (1978), 85–124.

4.	 Bradley, R. A. and Terry, M.E. Rank analysis of 
incomplete block designs: I. Method of paired 
comparisons. Biometrika 20, 3–4 (1952), 334–345.

5.	 Bulow, J. et al. The generalized war of attrition. Amer. 
Econ. Rev. 39, 3–4 (1997), 324–345.

6.	 Chawla, S., Hartline, J.D. and Nekipelov, D. A/B testing 
of auctions. In Proceedings of ACM EC ‘16 (Maastricht, 
Neterlands, 2016), 856–868.  

7.	 Chawla, S., Hartline, J.D. and Sivan, B. Optimal 
crowdsourcing contests. In Proceedings of SODA ‘12, 
(Kyoto, Japan, 2012), 856–868.

8.	 Clark, D.J. and Riis, C. Competition over more than one 
prize. Amer. Econ. Rev. 88, 1 (1998), 276–289.

9.	 Corchon, L.C. The theory of contests: A survey. Rev. 
Econ. Design 11 (2007), 69–100.

10.	 Corchon, L. and Dahm, M. Foundations for contest 
success functions. Econ.Theory 88, 1 (2010), 81–98.

11.	 DiPalantino, D. and Vojnovic, M. Crowdsourcing and 
all-pay auctions. In Proceedings of ACM EC ‘09 
(Stanford, CA, 2009), 119–128.

12.	 Doan, A., Ramakrishnan, R. and Halevy, A.Y. 
Crowdsourcing systems on the World-Wide Web. 
Commun. ACM 54, 4 (Apr. 2011), 85–96.

13.	 Elo, A.E. The rating of chessplayers. Ishi Press 
International, 1978.

14.	 Franke, J., Kanzow, C., Leininger, W. and Schwartz, A. 
Lottery versus all-pay auction contests: A revenue 
dominance theorem. Games and Economic Behavior, 
13 (2014), 116–126.

15.	 Galton, F. The most suitable proportion between the 
value of first and second prizes. Biometrika 1, 4 (1902), 
385–399.

16.	 Ghosh, A. and McAfee, R.P. Crowdsourcing with 
endogenous entry. In Proceedings of WWW ‘12 (Lyon, 
France, 2012), 999–1008.

17.	 Glazer, A. and Hassin, R. Optimal contests. Economic 
Inquiry 26, 1 (1988), 133–143.

18.	 Hajek, B., Oh, S. and Xu, J. Minimax-optimal inference 
from partial rankings. In Proceedings of  NIPS ‘14, 
(Montreal, Quebec, 2014), 1475–1483.

19.	 Hardin, G. The tragedy of the commons. Science 162, 
3859 (1968), 1243–1248.

20.	 Herbrich, R., Minka, T. and Graepel, T. TrueSkill: A 
Bayesian skill rating system. In Proceedings of  NIPS 
‘06, (Vancouver, B.C., 2006), 569–576.

21.	 Johari, R. and Tsitsiklis, J.N., Efficiency loss in a 
network resource allocation game. Math. Operations 
Res 29, 3 (2004), 402–435.

22.	 Kelly, F. Charging and rate control for elastic traffic. 

European Trans. Telecommun. 8, 1 (1997), 33–37.
23.	 Kitcher, P. The division of cognitive labor. J. Philosophy 

87, 1 (1990), 5–22.
24.	 Kleinberg, J. and Oren, S. Mechanisms for (mis)

allocating scientific credit. In Proceedings of STOC ‘11 
(San Jose, CA, 2011), 529–538.

25.	 Konrad, K.A. Strategy in Contest—An Introduction. 
WZB-Markets and Politics Working Paper N. SP II 
2007-01; 2007 (http://ssrn.com/abstract=960458).

26.	 Krueger, A.O. The political economy of the rent-
seeking society. Amer. Econ. Rev. 64, (1974), 291–303.

27.	 Lazear, E.P. and Rosen, S. Rank-order tournaments 
as optimum labor contracts. J. Pol. Econ. 89, 5 (1981), 
841–864.

28.	 Moldovanu, B. and Sela, A. The optimal allocation of 
prizes in contests. American Econ. Rev. 91, 3 (2001), 
542–558.

29.	 Myerson, R.B. Optimal auction design. Mathematics of 
Operations Research 6, 1 (1981), 58–73.

30.	 Neghaban, S., Oh, S., and Shah, D. Iterative ranking 
from pair-wise comparisons. In Proceedings of  NIPS 
‘12, (Lake Tahoe, NV, 2012), 2483–2491.

31.	 Nisan, N., Roughgarden, T., Tardos, E. & Vazirani, 
V. V., 2007. Algorithmic Game Theory. Cambridge 
University Press.

32.	 Nitzan, S., 1994. Modelling rent-seeking contests. Eur. 
J. Polit. Econ. 10 (1994),, pp. 41-60.

33.	 Roughgarden, T. Algorithmic game theory. Commun. 
ACM 53, 7 (2010), 78–86.

34.	 Roughgarden, T. Intrinsic robustness of the prize of 
anarchy. Commun. ACM 55, 7 (2012),  116–123.

35.	 Shaili, J., Yiling, C., Parkes, D.C. Designing incentives 
for online question and answer forums. In Proceedings 
of ACM EC ‘09 (Stanford, CA, 2009), 129–138.

36.	 Shoham, Y. Computer science and game theory. 
Commun. ACM 51, 8 (2008), 75–79.

37.	 Stoica, I. et al. A proportional share resource 
allocation algorithm for real-time, time-shared 
systems. In Proceedings of the 17th Real-Time 
Systems Symposium. (Washington, D.C., 1996), 
288–299.

38.	 Tang, J.C. et al. Reflecting on the DARPA Red Balloon 
Challenge. Commun. 54, 4 (2011), 78–85.

39.	 Thurstone, L.L. A law of comparative judgment. 
Psychological Review 34, 2 (1927), 273–286.

40.	Tullock, G., Efficient rent seeking. In Theory of the 
Rent-Seeking Society. A&M University Press (1980), 
131–146.

41.	 Vetta, A., Nash equilibria in competitive societies, with 
applications to facility location, traffic routing and 
auctions. In Proceedings of the 43rd Annual IEEE 
Symposium on Foundations of Computer Science 
(2002), 416–425.
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the running sum, as one would likely 
write in a loop using an imperative 
language such as C or Java. The trans-
lation from the zip-reduce solution 
to such a loop form can be done au-
tomatically by the Haskell compiler 
using stream fusion. However, the re-
sulting code is inherently sequential, 
as would be the C or Java code, and 
inhibits the use of bulk operations, 
or vector instructions. Instead, the 
target code needs to be able to chunk 
(or block) the vectors into pieces to 
which the bulk operations or vector 
instructions can be applied. 

The authors propose a solution for 
such chunking. The approach recog-
nizes that no one representation is 
useful for all situations, so instead 
maintains multiple representations 
of a stream in what they refer to as 
a bundle. Maintaining multiple rep-
resentations might seem inherently 
inefficient due to redundancy, but 
given the stream framework, only one 
representation need be generated for 
a producer at the behest of the con-
sumer, and the unevaluated remain-
ing ones can be tossed. Making this 
all work imposes several other chal-
lenges that are discussed. Ultimately, 
the paper provides a variety of results 
that show the approach can lead to 
Haskell code outperforming C on cer-
tain benchmarks even when it uses 
the vector library. 

The holy grail of compilers for 
functional languages, that is, always 
outperforming hand-tuned code, 
has certainly not yet been achieved 
in general, but compilers for typed 
functional languages continue to 
make big steps. 	

Guy Blelloch is a professor of computer science at 
Carnegie Mellon University, Pittsburgh, PA.

Copyright held by owner/author.

PROGRAMMING IN A functional pro-
gramming style can often lead to 
surprisingly elegant solutions to 
complicated problems. This arises in 
part from abstracting away from loca-
tions and state and thinking instead 
in terms of values and functions, in a 
mathematical style. Also, important-
ly, the lack of side effects means that 
the components are easily compos-
able. This is particularly important 
for parallel programs since it means 
the lack of side effects leads to code 
that can run in parallel but has a de-
terministic sequential semantics. 
Since the functional programming 
style focuses on values rather than 
state, it abstracts away from the no-
tion of memory and location. This 
can be viewed as a failure, or as an op-
portunity. 

On the one side it fails to let the 
user control how memory is laid out 
or how operations are ordered dur-
ing the computation. This disallows 
many optimizations by the user that 
are crucial for performance on mod-
ern hardware—for example, laying 
out structures adjacently so they 
share a cache line, or avoiding levels 
of indirection, often referred to as 
boxing. 

On the other side it is an opportu-
nity for smart compilers or runtime 
systems to do these optimizations 
for the user. The compiler has the 
advantage that it can be customized 
for different machines, and can po-
tentially have a more accurate model 
of the costs of a machine. Also com-
pilers are more capable of searching 
large parameter spaces—it is surely 
rare that any humans still do register 
allocation by hand. On this side, com-
pilers for typed functional languages 
have taken large steps at generating 
code that can sometimes match or 
even beat optimized low-level human 
generated codes. Such compilers in-
clude the MLton compiler for Stan-
dard ML and the Glasgow Haskell 
Compiler (GHC) for Haskell. Both 
are very proficient at unboxing and 

hence avoiding levels of indirection. 
GHC also performs stream fusion, 
which can avoid generating interme-
diate results that are expensive to 
write and read back. The following 
paper by Mainland, Leshchinskiy, 
and Peyton Jones points out, how-
ever, that stream fusion by itself is 
not well suited for generating bulk 
instructions such as vector or SIMD 
instructions. 

As an example, the authors consid-
er a simple vector dot product. A dot 
product is expressed naturally, and 
compositionally, as an element-wise 
product of the two vectors, followed 
by a sum of the elements of the re-
sulting vector—or in functional par-
lance, a zip-with multiply followed 
by a reduce plus. This is elegant and 
high-level because it does not directly 
specify the ordering of how the ele-
ment-wise multiplies or sums in the 
reductions are applied. 

Naïvely, however, such a dot prod-
uct creates an intermediate vector 
containing all the element-wise prod-
ucts. This is inefficient since writing 
out the intermediate vector and read-
ing it back will end up being a sig-
nificant portion of the cost. Instead it 
can be much more efficient to multi-
ply a pair and immediately add it into 

Technical Perspective
Functional Compilers 
By Guy Blelloch

To view the accompanying paper,  
visit doi.acm.org/10.1145/3060597 rh
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Abstract
Ideally, a program written as a composition of concise, self-
contained components should perform as well as the equiv-
alent hand-written version where the functionality of what 
was many components has been manually combined into a 
monolithic implementation. That is, programmers should 
not have to sacrifice code clarity or good software engineer-
ing practices to obtain performance—we want composi-
tionality without a performance penalty. This work shows 
how to attain this goal for high-level Haskell in the domain 
of sequence-processing functions, which includes applica-
tions such as array processing.

Prior work on stream fusion3 shows how to automatically 
transform some high-level sequence-processing functions 
into efficient implementations. It has been used to great 
effect in Haskell libraries for manipulating byte arrays, 
Unicode text, and unboxed vectors. However some opera-
tions, like vector append, do not perform well within the 
stream fusion framework. Others, like SIMD computation 
using the SSE and AVX instructions available on modern 
x86 chips, do not seem to fit in the stream fusion framework 
at all. We describe generalized stream fusion, which solves 
these issues through a careful choice of stream representa-
tion. Benchmarks show that high-level Haskell code written 
using our compiler and libraries can produce code that is 
faster than both compiler- and hand-vectorized C.

1. INTRODUCTION
It seems unreasonable to ask a compiler to be able to turn 
numeric algorithms expressed as high-level Haskell code 
into tight machine code. The compiler must cope with boxed 
numeric types, handle lazy evaluation, and eliminate interme-
diate data structures. However the Glasgow Haskell Compiler 
has become “sufficiently smart” that, in many domains, 
Haskell libraries for expressing numerical computations no 
longer have to sacrifice speed at the altar of abstraction.

The key development that made this sacrifice unneces-
sary is stream fusion.3 Algorithms over sequences—whether 
they are lists or vectors (arrays)—are expressed naturally in 
a functional language using operations such as folds, maps, 
and zips. Although highly modular, these operations pro-
duce unnecessary intermediate structures that lead to inef-
ficient code. Eliminating these intermediate structures is 
termed deforestation, or fusion. Equational laws, such as 
map f  map g ≡ map (f  g), allow some of these intermedi-
ate structures to be eliminated; finding more general rules 
has been the subject of a great deal of research.

Stream fusion, based on the observation that recursive 
structures can be transformed into non-recursive co-structures 
for which fusion is relatively straightforward, was the first truly 
general solution. Instead of working directly with lists or vec-
tors, stream fusion works by re-expressing these functions as 
operations over streams, each represented as a state and a step 
function that transforms the state while potentially yielding a 
single value. Alas, different operations need different stream 
representations, and no single representation works well for 
all operations (Section 2.2). Furthermore, for many operations 
it is not obvious what the choice of representation should be.

We solve this problem with a new generalized stream fusion 
framework where the primary abstraction used to express 
operations on vectors is a bundle of streams. The streams 
are chosen so that for any given high-level vector operation 
there is a stream in the bundle whose representation leads to 
an efficient implementation. The bundle abstraction has no 
run-time cost because standard optimizations performed by 
the Glasgow Haskell Compiler (GHC) eliminate intermedi-
ate bundle structures. We describe the generalized stream 
framework as well as a stream representation that leads to 
efficient vectorized code. Our benchmarks compare to the 
very best C and C++ compilers and libraries that we could find. 
Remarkably, our benchmarks show that choosing the proper 
stream representations can result in machine code that beats 
compiler-vectorized C and is competitive with hand-tuned 
assembly.

2. BACKGROUND
We begin by providing the background necessary for under-
standing stream fusion. There is no new material here—it is 
all derived from Coutts et al.3 However, we describe fusion 
for functions of vectors of unboxed values, as implemented 
in the vector10 library, rather than fusion for functions over 
lists. Some of the implementation details are elided, but the 
essential aspects of stream fusion as we describe them are 
faithful to the implementation.

The big idea behind stream fusion is to rewrite recursive 
functions, which are difficult for a compiler to automatically 
optimize, as non-recursive functions. The abstraction that 
accomplishes this is the Stream data type:

data Stream a where
Stream :: (s → Step s a) → s → Int → Stream a

data Step s a = Yield a s
| Skip s

The original version of this paper was published in Pro-
ceedings of the 18th SIGPLAN International Conference on 
Functional Programming (Boston, MA, 2013), 37–48.

*  This work was performed while the author was at Microsoft Research Ltd.
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| Done
A stream is a triple of values: an internal (existentially 

quantified) state, represented by the type variable s in the 
above definition, a size, and a step function that, when 
given a state, produces a Step. A Step may be Done, indi-
cating that there are no more values in the Stream, it may 
Yield a value and a new state, or it may produce a new state 
but Skip producing a value. The presence of Skip allows 
us to easily express functions like filter within the stream 
fusion framework.

To see concretely how this helps us avoid recursive func-
tions, let us write map for vectors using streams

map :: (a → b) → Vector a → Vector b
map f = unstream  map

s
 f  stream

The functions stream and unstream convert a Vector to and 
from a stream. A Vector is converted to a stream whose state 
is an integer index and whose step function yields the value 
at the current index, which is incremented at each step. 
To convert a stream back into a Vector, unstream allocates 
memory for a new vector and writes each element to the 
vector as it is yielded by the stream—unstream embodies a 
recursive loop. Though imperative, the allocation and writ-
ing of the vector are safely embedded in pure Haskell using 
the ST monad.9

The real work is done by map
s
, which is happily 

non-recursive:

map
s
 :: (a → b) → Stream a → Stream b

map
s
 f (Stream step s) = Stream step′s

where
step′ s = case step s of

Yield x s′ → Yield (f x) s′
Skip s′     → Skip s′
Done       → Done

With this definition, the equational rule mentioned in the 
Introduction, map f  map g ≡ map (f  g), falls out automati-
cally. To see this, let us first inline our new definition of map 
in the expression map f  map g:

map f  map g ≡
unstream  map

s
 f  stream  unstream  map

s
  

  g  stream

Given this form, we can immediately spot where an inter-
mediate structure is formed—by the composition stream  
unstream. This composition is, in effect, the identity func-
tion, so we should be able to eliminate it entirely. GHC’s 
rewrite rules enable programmers to express algebraic iden-
tities such as stream  unstream = id in a form that GHC can 
understand and automatically apply. Stream fusion relies 
critically on this ability, and the vector library includes 
exactly this rule. With the rule in place, GHC transforms our 
original composition of maps into

map f  map g ≡
unstream  map

s
 f  map

s
 g  stream

Conceptually, stream fusion pushes all recursive loops 
into the final consumer. The two composed invocations 
of map become a composition of two non-recursive calls 

to map
s
. The inliner is now perfectly capable of combin-

ing map
s
 f  map

s
 g into a single Stream function. Stream 

fusion gives us the equational rule map f  map g ≡ map 
(f  g) for free.

2.1. Fusing the vector dot product
The motivating example we will use for the rest of the 
paper is the vector dot product. A high-level implemen-
tation of this function in Haskell might be written as 
follows:

dotp :: Vector Double → Vector Double → Double
dotp v w = sum (zipWith (*) v w)

It seems that this implementation will suffer from severe 
inefficiency—the call to zipWith produces an unneces-
sary intermediate vector that is immediately consumed 
by the function sum. In expressing dotp as a composition 
of collective operations, we have perhaps gained a bit of 
algorithmic clarity, but in turn we have incurred a perfor-
mance hit.

We have already seen how stream fusion eliminates inter-
mediate structures in the case of a composition of two calls 
to map. Previous fusion frameworks could handle that exam-
ple but were stymied by the presence of a zipWith. However 
stream fusion has no problem fusing zipWith, which we can 
see by applying the stream transformations we saw earlier 
to dotp.

The first step is to re-express each Vector operation as the 
composition of a Stream operation and appropriate conver-
sions between Vectors and Streams at the boundaries. The 
functions zipWith and sum are expressed in this form as 
follows:

zipWith :: (a → b → c) → Vector a → Vector b →  
  Vector c
zipWith f v w = unstream (zipWiths

 f (stream v)  
  (stream w) )
sum :: Num a ⇒ Vector a → a
sum v = foldl′s 0 (+) (stream v)

It is now relatively straightforward to transform dotp to elimi-
nate the intermediate structure:

dotp :: Vector Double → Vector Double → Double
dotp v w ≡ sum (zipWith (*) v w)

≡ foldl′s 0 (+) (stream (unstream
(zipWiths (*) (stream v) (stream w) ) ) )

≡ foldl′s 0 (+)
(zipWiths (*) (stream v) (stream w) )

This transformation again consists of inlining a few defini-
tions, something that GHC can easily perform, and rewriting 
the composition stream  unstream to the identity function. 
After this transformation, the production (by zipWith) and 
following consumption (by sum) of an intermediate Vector 
becomes the composition of non-recursive functions on 
streams.

We can see how iteration is once again pushed into the 
final consumer by looking at the implementations of foldl’

s
 

and zipWith
s
. The final consumer in dotp is foldl′

s
, which 

is implemented by an explicit loop that consumes stream 
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values and combines the yielded values with the accumula-
tor z using the function f (the call to seq guarantees that the 
accumulator is strictly evaluated):

foldl′
s
 :: (a → b → a) → a → Stream b → a

foldl′
s
 f z (Stream step s) = loop z s

  where
loop z s = z ‘seq’
  case step s of
    Yield x s′ → loop (f z x) s′
    Skip s′     → loop z s′
    Done       → z

However, in zipWith
s
 there is no loop—the two input 

streams are consumed until either both streams yield 
a value, in which case a value is yielded on the output 
stream, or until one of the input streams is done produc-
ing values. The internal state of the stream associated 
with zipWith

s
 contains the state of the two input streams 

and a one-item buffer for the value produced by the first 
input stream:

zipWith
s
 :: (a → b → c) → Stream a → Stream  

  b → Stream c

zipWith
s
 f (Stream stepa sa na) (Stream stepb sb nb) =

    Stream step (sa, sb, Nothing) (min na nb)
  where
    step (sa, sb, Nothing) =
      case stepa sa of
        Yield x sa′ → Skip (sa′, sb, Just x)
        Skip sa′     → Skip (sa′, sb, Nothing)
        Done         → Done
    step (sa, sb, Just x) =
      case stepb sb of
        Yield y sb′ → Yield (f x y) (sa, sb′, Nothing)
        Skip sb′     → Skip (sa, sb′, Just x)
        Done         → Done

Given these definitions, GHC’s call-pattern specializa-
tion in concert with the standard inliner suffice to transform 
dotp into a single loop that does not produce an intermedi-
ate structure. If there is any doubt that this results in effi-
cient machine code, we give the actual assembly language 
inner loop output by GHC using the LLVM back end. Stream 
fusion preserves the ability to write compositionally without 
sacrificing performance:

.LBB2_3:
movsd (%rcx), %xmm0
mulsd (%rdx), %xmm0
addsd %xmm0, %xmm1
addq  $8, %rcx
addq  $8, %rdx
decq  %rax
jne .LBB2_3

2.2. Stream fusion inefficiencies
Though stream fusion does well for the examples we have 
shown, it still does not produce efficient implementations 
for many other operations. In particular, the inadequacy of 

the single-value-at-a-time nature of streams becomes par-
ticularly problematic when attempting to opportunistically 
utilize the SIMD instructions available on many current 
architectures, for example, SSE on x86 and NEON on ARM. 
These instructions operate in parallel on data values that 
contains two (or four or eight, depending on the hardware 
architecture) floating point numbers at a time. To avoid nota-
tional confusion, we call these multi-values, or sometimes 
just multis.

To enable sum to use SIMD instructions, we would like a 
stream representation that yields multi-values (rather than 
scalars), with perhaps a bit of scalar “dribble” at the end of 
the stream when the number of scalar values is not divisible 
by the size of a multi.

Although a stream of scalar values is useless for SIMD 
computation, a stream of multi-values is not quite right 
either, because of the “dribble” problem. Perhaps, we could 
get away with a stream that yielded either a scalar or a multi 
at each step, but this would force all scalar-only operations 
to handle an extra case, complicating the implementations 
of all operations and making them less efficient. There is a 
better way!

3. GENERALIZED STREAM FUSION
We have seen that different stream operations work best 
with different stream representations. In this section, we 
describe how to incorporate multiple stream representa-
tions into the stream fusion framework, elaborate on the 
details of a representation that enables SIMD computa-
tion with vectors, and show how to use our framework to 
transparently take advantage of SIMD instructions in Data 
Parallel Haskell programs.

The idea underlying generalized stream fusion is straight-
forward but its effects are wide-ranging: instead of trans-
forming a function over vectors into a function over streams, 
transform it into a function over a bundle of streams. A bun-
dle is a collection of streams, each semantically identical but 
with a different cost model, allowing each stream operation 
to choose the most advantageous stream representation in 
the bundle. We give a simplified version of the Bundle data 
type here:

data Bundle a = Bundle
  {sSize       :: Size
  , sElems    :: Stream a
  , sChunks  :: Stream (Chunk a)
  , sMultis     :: Multis a
  }

The sElems field of the Bundle data type contains the 
familiar stream of scalar values that we saw in Section 2. 
The stream of Chunks contained in the sChunks field of 
the record enables the efficient use of bulk memory opera-
tions, like vector append, which we do not describe here. We 
next describe the representation contained in the sMultis 
field of the record, which enables the efficient use of SSE 
instructions.
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This implementation strategy works nicely for folds. 
However, if we try to implement the SIMD equivalent of 
zipWith

s
, we hit a roadblock. A SIMD version of zipWith

s
 

requires that at each step either both of its input streams 
yield a Multi or they both yield a scalar—if one stream were 
to yield a scalar while the other yielded a Multi, we would 
have to somehow buffer the components of the Multi. And if 
one stream yielded only scalars while the other yielded only 
Multis, we would be hard-pressed to cope.

Instead of a stream representation where the producer 
chooses what is yielded, let us instead choose a representa-
tion where the stream consumer is in control:

data MultisC a where
  MultisC :: (s → Step s (Multi a) )

→ (s → Step s a)
→ s
→ MultisC a

The idea is for a MultisC a to be able to yield either a value 
of type Multi a or a value of type a—the stream consumer 
chooses, which by calling one of the two step functions. 
Note that the existential state is quantified over both step 
functions, meaning that the same state can be used to yield 
either a single scalar or a Multi. If there is not a full Multi avail-
able, the first step function will return Done. The remaining 
scalars will then be yielded by the second step function. This 
representation allows us to implement a SIMD version of 
zipWiths

.
Regrettably, a MultisC still is not quite what we need. 

Consider appending two vectors of Doubles, each of 
which contains 41 elements. We cannot assume that the 
two vectors being appended are laid out consecutively 
in memory, so even though the stream that results from 
appending them together will contain 82 scalars, this 
stream is forced to yield a scalar in the middle of the 
stream. One might imagine an implementation that buf-
fers and shifts partial Multi values, but this leads to very 
inefficient code. The alternative is for append

s
 to produce 

a stream in which either a scalar or a Multi is yielded at 

3.1. A stream representation fit for SIMD computation
Modifying the stream fusion framework to accommodate 
SIMD operations opens up the possibility of dramatically 
increased performance for a wide range of numerical algo-
rithms but requires a more thoughtful choice of representa-
tion. We focus on SIMD computations using 128-bit wide 
vectors and SSE instructions on x86/x64 since that is what our 
current implementation supports, although the approach 
generalizes.

Our implementation represents SIMD values using the 
type family Multi. We have chosen the name to avoid confu-
sion with the Vector type, which represents arrays of arbi-
trary extent. In contrast, a value of type Multi a is a short 
vector containing a fixed number of elements—known as 
its multiplicity—of type a. On a given platform, Multi a has 
a multiplicity that is appropriate for the platform’s SIMD 
instructions. For example, on x86, a Multi Double, will have 
multiplicity 2 since SSE instructions operate on 128-bit wide 
vectors, whereas a Multi Float will have multiplicity 4. Multi 
is implemented as an associated type1 in the MultiType type 
class; their definitions are shown in Figure 1. MultiType 
includes various operations over Multi values, such as rep-
licating a scalar across a Multi and folding a function over 
the scalar elements of a Multi. These operations are defined 
in terms of new primitives we added to GHC that compile 
directly to SSE instructions.

Given a value of type Vector Double, how can we operate 
on it efficiently using SSE instructions within the general-
ized stream fusion framework? An obvious first attempt is 
to include a stream of Multi Doubles in the stream bundle. 
However, this representation is insufficient for a vector with 
an odd number of elements since we will have one Double 
not belonging to a Multi at the end—the “dribble” men-
tioned earlier. Let us instead try this instead: a stream that 
can contain either a scalar or a Multi. We call this stream a 
MultisP because the producer chooses what will be yielded 
at each step:

data Either a b = Left a | Right b
type MultisP a = Stream (Either a (Multi a) )

Now we can implement summation using SIMD opera-
tions. Our strategy is to use two accumulating parameters, 
one for the sum of the Multi values yielded by the stream and 
one for the sum of the scalar values. Note that (+) is over-
loaded: we use SIMD (+) to add summ and y, and scalar (+) 
to add sum1 and x:

msumPs
 :: (Num a, Num (Multi a) ) ⇒ MultisP a → a

msumP
s
 (Stream step s _) = loop 0.0 0.0 s

  where
    loop summ sum1 s =
      case step s of
        Yield (Left x)   s′ → loop summ (sum1 + x) s′
        Yield (Right y) s′ → loop (summ + y) sum1 s′
        Skip                s′ → loop summ         sum1 s′
        Done                 → multifold (+) sum1 summ

When the stream is done yielding values, we call the multi-
fold member of the MultiType type class to fold the addition 
operator over the components of the Multi.

class MultiType a where
data Multi a   -- Associated type

-- The number of elements of type a in a Multi a.
multiplicity :: Multi a Int

-- A Multi a containing the values 0, 1, ...,
-- multiplicity - 1.

multienum :: Multi a

-- Replicate a scalar across a Multi a.
multireplicate :: a Multi a

→

→

→

→
→ →→

→

→→→→

→→

→
-- Map a function over the elements of a Multi a.

multimap :: (a a) Multi a Multi a

-- Fold a function over the elements of a Multi a.
multifold :: ( b a b) b Multi a b

-- Zip two Multi a’s with a function.
multizipWith  :: (a a a)

Multi a Multi a Multi a

Figure 1. The MultiType type class and its associated type, Multi.
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each step—but that was the original representation we 
selected and then discarded because it was not suitable 
for zips!

The final compromise is to allow either—but not both—
of these two representations. We cannot allow both—hence 
there is only one new bundle member rather than two—
because while we can easily convert a MultisC a into a MultisP a, 
the other direction is not efficiently implementable. The 
final definition of the Multis type alias is therefore:

type Multis a = Either (MultisC a) (MultisP a)

Each stream function that can operate on Multi values 
consumes the Multis a in the sMultis field of the stream 
bundle. It must be prepared to accept either a MultisC or a 
MultisP, which is a “mixed” stream of scalars and Multi’s. 
However, we always try to produce a MultisC and only fall 
back to a MultisP as a last resort. Even operations that can 
work with either representation are often worth specializ-
ing for the MultisC form. In the case of msum

s
 above, this 

allows us to gobble up as many Multi values as possible and 
only then switch to consuming scalars, thereby cutting the 
number of accumulating parameters in half and reducing 
register pressure.

One could imagine attempting a representation that 
somehow guarantees longer runs of Multis, but this would 
add complexity and we doubt it would have any advantage 
over the MultisC representation, which has a distinct “phase 
shift” between operations on Multi and operations on sca-
lars. For operations like zip that operate on multiple streams, 
we would need to guarantee that both streams have the same 
structure—it simply does not do to have one stream in the 
pair yield a scalar while the other yields a Multi. The MultiC/
MultiP distinction neatly captures this requirement by fram-
ing it in terms of who has control over what is yielded next, 
consumers or producers.

3.2. A SIMD version of dotp
With a stream representation for SIMD computation in hand, 
we can write a SIMD-ized version of the dot product from 
Section 2:

dotp_simd :: Vector Double → Vector Double → Double
dotp_simd v w = msum (mzipWith (*) v w)

The only difference with respect to the scalar implemen-
tation in Section 2.1 is that we use variants of foldl′ and 
zipWith specialized to take function arguments that operate 
on values that are members of the Num type class. While we 
could have used versions of these functions that take two 
function arguments (our library supports both options), one 
for scalars and one for Multis, the forms that use overloading 
to allow the function argument to be used at both the type 
a → a → a and Multi a → Multi a → Multi a are a convenient 
shorthand:

mfold′ :: (PackedVector Vector a, Num a, Num (Multi a) )
        ⇒(∀b.Num b ⇒ b → b → b)
        → a → Vector a → a
mzipWith :: (PackedVector Vector a, Num a, Num  

  (Multi a) )
             ⇒ (∀b.Num b ⇒ b → b → b)
             → Vector a → Vector a → Vector a
msum :: (PackedVector Vector a, Num a, Num (Multi a) )
          ⇒ Vector a → a
msum = mfold′ (+) 0

The particular fold we use here, mfold′, maintains two accu-
mulators (a scalar and a Multi) when given a MultisP a and 
one accumulator when given a MultisC a. The initial value 
of the scalar accumulator is the third argument to mfold′ 
and the initial value of the Multi accumulator is formed by 
replicating this scalar argument across a Multi. The result 
of the fold is computed by combining the elements of the 
Multi accumulator and the scalar accumulator using the 
function multifold from Figure 1. Note that the first argu-
ment to mfold′ must be associative and commutative. The 
PackedVector type class constraint ensures both that the 
type a is an instance of MultiType and that elements con-
tained in the vector are contiguous so that they can be 
extracted a Multi a at a time.

The stream version of mfold′, mfold′s, can generate effi-
cient code no matter what representation is contained in 
a Multis a. On the other hand, the stream version of mzip-
With, mzipWith

s
, requires that both its vector arguments 

have a MultisC representation. Since there is no good way 
to zip two streams when one yields a scalar and the other a 
Multi, if either bundle argument to mzipWith

s
 does not have a 

MultisC representation available, mzipWith
s
 falls back to an 

implementation that uses only scalar operations.

3.3. Automatic parallelization
Using SIMD instructions does not come entirely for free. 
Consider mapping over a vector represented using multis:

mmap :: (PackedVector Vector a)
⇒ (a → a)
→ (Multi a → Multi a)
→ Vector a → Vector a

To map efficiently over the vector, it does not suffice to 
pass a function of type (a → a), because that does not work 
over multis. We must also pass a semantically equivalent 
multi-version of the function. For simple arithmetic, matters 
are not too bad:

foo :: Vector Float → Vector Float

foo v = mmap (λx y → x + y * 2) (λx y → x + y * 2) v

The two lambdas are at different types, but Haskell’s over-
loading takes care of that. We could attempt to abstract this 
pattern like this:

mmap :: (PackedVector Vector a)
⇒ (∀a.Num a ⇒ a → a)
→ Vector a → Vector a

But that attempt fails if you want operations in class Floating, 
say, rather than Num. What we want is a way to automatically 
multi-ize scalar functions (such as (λx y → x + y * 2) above), so 
that we get a pair of a scalar function and a multi function, 
which in turn can be passed to map.
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4. IMPLEMENTATION
There are three substantial components of our implemen-
tation. We first modified GHC itself to add support for 
SSE instructions. This required modifying GHC’s register 
allocator to allow overlapping register classes, which was 
necessary to allow SSE vectors to be stored in registers. 
We then added support for fully unboxed primitive SIMD 
vector types and primitive operations over these types to 
GHC’s dialect of Haskell. The STG and C-intermediate 
languages as well as GHC’s LLVM code generator, were 
also extended to support compiling the new Haskell 
SIMD primitives. Boxed wrappers for the unboxed primi-
tives and the MultiType type class and its associated Multi 
type complete the high-level support for working directly 
with basic SIMD data types. Because the SIMD support we 
added to GHC utilizes the LLVM back-end, it should be 
relatively straightforward to adapt our modifications for 
other CPU architectures, although at this time only x86-64 
is supported.

Second, we implemented generalized stream fusion in a 
modified version of the vector library10 for computing with 
efficient unboxed vectors in Haskell. We replaced the exist-
ing stream fusion implementation with an implementa-
tion that uses the Bundle representation and extended the 
existing API with functions such as mfold′ and mzipWith 
that enable using SIMD operations on the contents of vec-
tors. The examples in this paper are somewhat simplified 
from the actual implementations. For example, the actual 
implementations are written in monadic form and involve 
type class constraints that we have elided. Vectors whose 
scalar elements can be accessed in SIMD-sized groups, that 
is, vectors whose scalar elements are laid out consecutively 
in memory, are actually represented using a PackedVector 
type class. These details do not affect the essential design 
choices we have described, and the functions used in all 
examples are simply type-specialized instances of the true 
implementations.

Third, we modified the DPH libraries to take advantage 
of our new vector library. The DPH libraries are built on 
top of the stream representation from a previous version of 
the vector library, so we first updated DPH to use our bun-
dle representation instead. We next re-implemented the 
primitive wide-vector operations in DPH in terms of our 
new SIMD operations on bundles. While we only provided 
SIMD implementation for operations on double-precision 
floating point values, this part of the implementation was 
quite small, consisting of approximately 20 lines of code 
not counting #ifdefs. Further extending SIMD support in 
DPH will be easy now that it is based on bundles rather 
than streams.

Our support for SSE and AVX instructions is part of 
the standard GHC distribution, and our modifications to 
the vector and DPH libraries are available in a public git 
repository.

5. EVALUATION
Our original goal in modifying GHC and the vector 
library was to make efficient use of SSE instructions 
from high-level Haskell code. The inability to use SSE 

The programmer has to use mmap, which is a bit incon-
venient. However, in separate work,2, 13 the Data Parallel 
Haskell project has shown how to automatically vectorize 
programs; the target there was turning nested data paral-
lelism into flat data parallelism, but it turns out that we 
can use the same technology to turn element-wise data 
parallelism into SIMD multi-style data parallelism. Putting 
together DPH and the ideas of this paper gives the best 
of both worlds: programmers can write data parallel pro-
grams without considering SIMD, and the compiler will 
automatically exploit the vector instructions if they are 
present. Better still, DPH allows us to take advantage of 
multiple cores as well as the SIMD units in each core.

We updated DPH to use our modified vector library. 
Because DPH programs are vectorized by the compiler so 
that all scalar operations are turned into operations over 
wide vectors, by implementing these wide vector opera-
tions using our new SIMD functions like msum, programs 
written using DPH automatically and transparently 
take advantage of SSE instructions—no code changes are 
required of the programmer. The full version of the paper 
includes benchmarks for our modified implementation 
of DPH.

3.4. How general is generalized stream fusion?
We do not mean to suggest that the representations we 
have chosen for our Bundle data type are complete in any 
sense except that they allow us to take advantage of bulk 
memory operations and SIMD instructions, which was our 
original goal. Generalized stream fusion is not “general” 
because we have finally hit upon the full set of representa-
tions one could possibly ever need, but because the frame-
works we have put forth admit multiple new, specialized 
representations. The key features of generalized stream 
fusion are (1) the ability to add new specialized stream rep-
resentations, notably without requiring the library writer 
to rewrite the entire library; (2) leveraging the compiler 
to statically eliminate all intermediate Bundle structures 
and leave behind the single representation that is actu-
ally necessary to perform the desired computation; and 
(3) not requiring the end user to know about the details of 
Bundles, or even that they exist.

Generalized stream fusion provides a representation 
and algebraic laws for rewriting operations over this rep-
resentation whose usefulness extends beyond Haskell. 
Although we have implemented generalized stream fusion 
as a library, it could also be incorporated into a compiler 
as an intermediate language. This was not necessary in 
our implementation because GHC’s generic optimizer is 
powerful enough to eliminate all intermediate structures 
created by generalized stream fusion. In other words, 
GHC is such a good partial evaluator that we were able to 
build generalized stream fusion as a library rather than 
incorporating it into the compiler itself. Writing high-
level code without paying an abstraction tax is desirable 
in any language, and compilers other than GHC could also 
avoid this tax by using the ideas we outline in this paper, 
although perhaps only by paying a substantial one-time 
implementation cost.
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operations from Haskell and its impact on perfor-
mance is a deficiency that was brought to our attention 
by Lippmeier and Keller.11 The first step we took was to 
write a small number of simple C functions utilizing SSE 
intrinsics to serve as benchmarks. This gave us a very 
concrete goal—to generate machine code from Haskell 
that was competitive with these C implementations. It 
is not a coincidence that one of the first such C func-
tions that we wrote was an implementation of the vector 
dot product, in both a scalar version and a version using 
compiler intrinsics for manual SSE support. We omit 
the C versions, but repeat the definition of the Haskell 
implementation here:

ddotp :: Vector Double → Vector Double → Double
ddotp v w = mfold′ (+) 0 (mzipWith (*) v w)

Though not exactly onerous, the C version with SSE sup-
port is already unpleasantly more complex than the scalar 
version. The Haskell version, consisting of a single line of 
code (not including the optional type signature), is certainly 
the simplest. Also note that the Haskell programmer can 
think compositionally—it is natural to think of dot product 
as pairwise multiplication followed by summation. The C 
programmer, on the other hand, must manually fuse the 
two loops into a single multiply-add. Furthermore, as well 
as being constructed compositionally, the Haskell imple-
mentation can itself be used compositionally. That is, if the 
input vectors to ddotp are themselves the results of vector 
computations, generalized stream fusion will potentially 
fuse all operations in the chain—not just the dot product’s 
zip and fold—into a single loop. In contrast, the C program-
mer must manifest the input to the C implementation of 
ddotp as concrete vectors in memory—there is no potential 
for automatic fusion with other operations in the C version.

Figure 2 compares the single-threaded performance 
of several implementations of the dot product, including 

C and Haskell versions that only use scalar operations 
as well as the implementation provided by GotoBLAS2 
1.13.5, 6 Times were measured on a 3.40 GHz Intel i7-2600K 
processor, averaged over 100 runs. To make the relative 
performance of the various implementations clearer, we 
show the execution time of each implementation rela-
tive to the scalar C version, which is normalized to 1.0, in 
Figure 3.

Surprisingly, both the naive scalar C implementation 
and the version written using SSE intrinsics perform 
approximately the same. This is because GCC automati-
cally vectorizes the scalar implementation. However, the 
Haskell implementation is almost always faster than both 
C versions; it is 5–20% slower for very short vectors (those 
with fewer than about 16 elements) and 1–2% slower just at 
the point where the working set size exceeds the capacity of 
the L1 cache. Not only does Haskell outperform C on this 
benchmark, but it outperforms GCC’s vectorizer. Once the 
working set no longer fits in L3 cache, the Haskell implemen-
tation is even neck-and-neck with the implementation of 
ddotp from GotoBLAS, a collection of highly tuned BLAS 
routines hand-written in assembly language that is gener-
ally considered to be one of the fastest BLAS implementa-
tion available.

5.1. Prefetching and loop unrolling
Why is Haskell so fast? Because in addition to leveraging 
loop fusion and a careful choice of representation, we have 
also exploited the high-level stream-fusion framework to 
embody two additional optimizations: loop unrolling and 
prefetching.

The generalized stream fusion framework allowed us 
to implement the equivalent of loop unrolling by adding 
under 200 lines of code to the vector library. We changed 
the MultisC data type to incorporate a leap, which is a Step 
that contains multiple values of type Multi a. We chose Leap 
to contain four values—so loops are unrolled four times—
since on x86-64 processors this tends not to put too much 
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Not only can the client of our modified vector library 
write programs in terms of boxed values and directly compose 
vector operations instead of manually fusing operations 
without paying an abstraction penalty, but he or she can 
transparently benefit from low-level prefetch “magic” baked 
into the library. Of course the same prefetch magic could 
be expressed manually in the C version. However, when we 
originally wrote the C implementation of dot product using 
SSE intrinsics, we did not know about prefetching. We sus-
pect that many C programmers are in the same state of igno-
rance. In Haskell, this knowledge is embedded in a library, 
and clients benefit from it automatically.

6. RELATED WORK
Wadler16 introduced the problem of deforestation, that is, 
of eliminating intermediate structures in programs writ-
ten as compositions of list transforming functions. A great 
deal of follow-on work4, 7, 8, 12, 14, 15 attempted to improve the 
ability of compilers to automate deforestation through pro-
gram transformations. Each of these approaches to fusion 
has severe limitations. For example, Gill et al.4 cannot fuse 
left folds, such as that which arises in sum, or zipWith, and 
Takano and Meijer14 cannot handle nested computations 
such as mapping a function over concatenated lists. Our 
work is based on the stream fusion framework described by 
Coutts et al.,3 which can fuse all of these use cases and more. 
The vector library uses stream fusion to fuse operations on 
vectors rather than lists, but the principles are the same.

7. CONCLUSION
Generalized stream fusion is a strict improvement on stream 
fusion; by re-casting stream fusion to operate on bundles of 
streams, each vector operation or class of operations can 
utilize a stream representation tailored to its particular pat-
tern of computation. Though we focused on leveraging SSE 
instructions in this article, our implementation also adds 
support for efficient use of bulk memory operations in vec-
tor operations. As part of our work, we added support for 
low-level SSE instructions to GHC and incorporated gen-
eralized stream fusion into the vector library. Using our 
modified library, programmers can write compositional, 
high-level programs for manipulating vectors without loss 
of efficiency. Benchmarks show that these programs can 
perform competitively with hand-written C.

Although we implemented generalized stream fusion in a 
Haskell library, the bundled stream representation could be 
used as an intermediate language in another compiler. Vector 
operations would no longer be first class in such a formulation, 
but it would allow a language to take advantage of fusion without 
requiring implementations of the general purpose optimiza-
tions present in GHC that allow it to eliminate the intermediate 
structures produced by generalized stream fusion.�

register pressure on the register allocator. Adding multiple 
Leaps of different sizes would also be possible. MultisC con-
sumers may choose not to use the Leap stepping function, 
in which case loops will not be unrolled:

data Leap a = Leap a a a a
data MultisC a where
  MultisC :: (s → Step s (Leap (Multi a) ) )

→ (s → Step s (Multi a) )
→ (s → Step s a)
→ s
→ MultisC a

Prefetch instructions on Intel processors allow the pro-
gram to give the CPU a hint about memory access patterns, 
telling it to prefetch memory that the program plans to use 
in the future. In our library, these prefetch hints are imple-
mented using prefetch primitives that we added to GHC. 
When converting a Vector to a MultisC, we know exactly 
what memory access pattern will be used—each element 
of the vector will be accessed in linear order. The function 
that performs this conversion, stream, takes advantage 
of this knowledge by executing prefetch instructions as it 
yields each Leap. Only consumers using Leaps will com-
pile to loops containing prefetch instructions, and stream 
will only add prefetch instructions for vectors whose size is 
above a fixed threshold (currently 8192 elements), because 
for shorter vectors the extra instruction dispatch overhead 
is not amortized by the increase in memory throughput. 
A  prefetch distance of 128 * 12, based on the line fill buf-
fer size of 128 bytes, was chosen empirically. Loop unroll-
ing and prefetching produce an inner loop for our Haskell 
implementation of ddotp that is shown in Figure 4.a
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tionships from the data sources and 
the details of the extractions are im-
plemented in Python. Based on this 
specification, DeepDive then uses an 
efficient statistical inference engine 
to compute probabilities of the facts 
in the database. Using a set of tools 
that facilitate examining erroneous 
extractions, the user can iteratively 
adjust the DDLog rules to obtain the 
desired precision and recall. Deep-
Dive has already been used in sev-
eral substantial applications, such 
as detecting human trafficking and 
creating a knowledge base for pale-
obiologists with quality higher than 
human volunteers. 

One of the areas the DeepDive 
project focused on in particular is 
the incremental aspect of building a 
database. As noted, in several applica-
tions of the system, knowledge base 
construction is an iterative process. 
As the user goes through the process 
of building the knowledge base, the 
rules used to extract the data change 
and, of course, the underlying data 
may change as well. The DeepDive 
project developed algorithms to ef-
ficiently recompute the facts in the 
knowledge base and to efficiently 
recompute the probabilities of facts 
coming from the inference engine. 
The results show that efficient incre-
mental computation can make a sub-
stantial difference in the usability of a 
KBC system. 

Like with any deep scientific en-
deavor, there is much more research 
to be done (and for now, too many 
coffee lovers need to settle for over-
roasted coffee because the database of 
cafés does not exist yet). We hope that 
reading this paper will inspire you to 
work on the KBC problem and hopefully 
to contribute ideas from far-flung fields.	

Alon Halevy is CEO of the Recruit Institute of Technology 
(R.I.T), Mountain View, CA.

Copyright held by owner/author.

I M AG I N E  T H E  TA S K  of creating a data-
base of all the high-quality specialty 
cafés around the world so you never 
have to settle for an imperfect brew. 
Relying on reviews from sites such as 
Yelp will not do the job because there 
is no restriction on who can post re-
views there. You, on the other hand, 
are interested only in cafés that are 
reviewed by the coffee intelligentsia. 
There are several online sources with 
content relevant to your envisioned 
database. Cafés may be featured in 
well-respected coffee publications 
such as sprudge.com or baristamaga-
zine.com, and data of more fleeting 
nature may pop up on your social me-
dia stream from coffee-savvy friends. 

The task of creating such a database 
is surprisingly difficult. You would 
begin by deciding which attributes 
of cafés the database should model. 
Attributes such as address and open-
ing hours would be obvious even to a 
novice, but you will need to consult a 
coffee expert who will suggest more 
refined attributes such as roast profile 
and brewing methods. The next step 
is to write programs that will extract 
structured data from these heteroge-
neous sources, distinguish the good 
extractions from the bad ones, and 
combine extractions from different 
sources to create tuples in your data-
base. As part of the data cleaning proc-
ess, you might want to employ crowd 
workers to confirm details, such as 
opening hours that were extracted 
from text or whether two mentions 
of cafés in text refer to the same café 
in the real world. In the extreme case, 
you might even want to send some-
one out to a café to check on some of 
the details in person. The process of 
creating the database is iterative be-
cause your extraction techniques will 
be refined and because the café scene 
changes frequently. 

This Knowledge Base Construc-
tion task (KBC) has been an ongoing 
challenge and an inspiration for deep 

collaborations between researchers 
and practitioners in multiple fields, 
including data management and in-
tegration, information extraction, 
machine learning, natural language 
understanding, and probabilistic rea-
soning. Aside from the compelling ap-
plication detailed here, the problem 
arises in many other settings where 
we need to construct databases from 
messy data. For example, imagine the 
task of creating a database (or ontol-
ogy) of all job categories for a job-
search site, or compiling a database 
of dishes served in Tokyo restaurants   
for the purpose of restaurant search 
or trend analysis. 

The following paper is a prime ex-
ample of groundbreaking work in the 
area of KBC. DeepDive, a project led by 
Chris Ré at Stanford, is an end-to-end 
system for creating knowledge bas-
es. The input to DeepDive is a set of 
data sources such as text documents, 
PDF files, and structured databases. 
DeepDive extracts, cleans, and inte-
grates data from the multiple sources 
and produces a database in which 
a probability is attached to every tu-
ple. A user interacts with DeepDive 
in a high-level declarative language 
(DDLog) that uses predicates defined 
with functions in Python. The rules 
in DDLog specify how to extract en-
tities, mentions of entities, and rela-

The following paper 
is a prime example 
of groundbreaking 
work in the area of 
Knowledge Base 
Construction. 

Technical Perspective
Building Knowledge Bases 
from Messy Data  
By Alon Halevy

To view the accompanying paper,  
visit doi.acm.org/10.1145/3060586 rh
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Abstract
The dark data extraction or knowledge base construc-
tion (KBC) problem is to populate a relational database 
with information from unstructured data sources, such as 
emails, webpages, and PDFs. KBC is a long-standing prob-
lem in industry and research that encompasses problems 
of data extraction, cleaning, and integration. We describe 
DeepDive, a system that combines database and machine 
learning ideas to help to develop KBC systems. The key idea 
in DeepDive is to frame traditional extract–transform–load 
(ETL) style data management problems as a single large 
statistical inference task that is declaratively defined by the 
user. DeepDive leverages the effectiveness and efficiency 
of statistical inference and machine learning for difficult 
extraction tasks, whereas not requiring users to directly 
write any probabilistic inference algorithms. Instead, 
domain experts interact with DeepDive by defining features 
or rules about the domain. DeepDive has been successfully 
applied to domains such as pharmacogenomics, paleobi-
ology, and antihuman trafficking enforcement, achieving 
human-caliber quality at machine-caliber scale. We pres-
ent the applications, abstractions, and techniques used in 
DeepDive to accelerate the construction of such dark data 
extraction systems.

1. INTRODUCTION
The goal of knowledge base construction (KBC) is to popu-
late a structured relational database from unstructured 
input sources, such as text documents, PDFs, and diagrams. 
As the amount of available unstructured information has 
skyrocketed, this task has become a critical component 
in enabling a wide range of new analysis tasks. For exam-
ple, analyses of protein–protein interactions for biologi-
cal, clinical, and pharmacological applications29; online 
human trafficking activities for law enforcement support; 
and paleological facts for macroscopic climate studies36 
are all predicated on leveraging data from large volumes 
of text documents. This data must be collected in a struc-
tured format in order to be used, however, and in most cases 
doing this extraction by hand is untenable, especially when 
domain expertise is required. Building an automated KBC 
system is thus often the key development step in enabling 
these analysis pipelines.

The process of populating a structured relational data-
base from unstructured sources has also received renewed 
interest in the database community through high-profile 
start-up companies, established companies such as IBM’s 
Watson,5, 15 and a variety of research efforts.9, 26, 31, 41, 46 At the 
same time, the natural language processing and machine 
learning communities are attacking similar problems.3, 12, 22 

Although different communities place differing emphasis 
on the extraction, cleaning, and integration phases, all seem 
to be converging toward a common set of techniques that 
includes a mix of data processing, machine learning, and 
engineers-in-the-loop.a

Here, we discuss DeepDive, our open-source engine for 
constructing knowledge bases with human-caliber quality 
at machine-caliber scale (Figure 1). DeepDive takes the view-
point that in information extraction, the problems of extrac-
tion, cleaning, and integration are not disjoint algorithmic 
problems, though the database community has treated them 
as such for several decades. Instead, these problems can be 
more effectively attacked jointly, and viewed as a single sta-
tistical inference problem that takes all available informa-
tion into account to produce the best possible end result. 
We have found that one of the most harmful inefficiencies of 
traditional pipelined approaches is that developers struggle 
to understand how changes to the separate extraction, clean-
ing, or integration modules improve the overall system qual-
ity, leading them to incorrectly distribute their development 

The original version of this paper is entitled “Incremen-
tal Knowledge Base Construction Using DeepDive” and 
was published in Proceedings of the VLDB Endowment, 
2015. This paper also contains content from other previ-
ously published work.16, 36, 39, 51

Figure 1. Knowledge base construction (KBC) is the process 
of populating a structured relational knowledge base from 
unstructured sources. DeepDive is a system aimed at facilitating the 
KBC process by allowing domain experts to integrate their domain 
knowledge without worrying about algorithms.
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efforts. For example, developers might decide to sink a large 
amount of time into improving the quality of some upstream 
component of their pipeline, only to find that it has a negligi-
ble effect on end system performance—essentially, running 
into an Amdahl’s law for quality. In contrast, by formulating 
the task as a single probabilistic inference problem, DeepDive 
allows the developer to effectively profile the end-to-end 
quality of his or her application. We argue that our approach 
leads to higher quality end-to-end models in less time, which 
is the ultimate goal of all information extraction systems.

Like other KBC systems, DeepDive uses a high-level 
declarative language to enable the user to describe applica-
tion inputs, outputs, and model structure.9, 31, 33 DeepDive’s 
language is based on SQL, but also inherits Markov Logic 
Networks’ formal semantics to enable users to declaratively 
describe their KBC task as a type of probabilistic graphical 
model called a factor graph.11, 33

DeepDive uses a standard execution model9, 31, 33 in 
which programs go through two main phases, grounding 
and inference. In the grounding phase, DeepDive evaluates 
a sequence of SQL queries to produce a factor graph that 
describes a set of random variables and how they are cor-
related. Essentially, every tuple in the database which rep-
resents a candidate extraction to be potentially included in 
the output knowledge base is included as a random variable 
(node) in this factor graph. In the inference phase, DeepDive 
then takes the factor graph from the grounding phase and 
performs statistical inference using standard techniques, 
for example, Gibbs sampling.47, 50 The output of inference is 
the marginal probability of every tuple in the output knowl-
edge base. As with Google’s Knowledge Vault12 and others,34 
DeepDive also produces marginal probabilities that are 
calibrated: if one examined all facts with probability 0.9, 
we would expect approximately 90% of these facts to be cor-
rect. To calibrate these probabilities, DeepDive estimates 
(i.e., learns) parameters of the statistical model from data. 
Inference is a subroutine of the learning procedure and is 
the critical loop. Inference and learning are computation-
ally intense (hours on 1TB RAM/48-core machines).

In our experience, we have found that DeepDive can reli-
ably obtain extremely high quality on a range of KBC tasks. 
In the past few years, DeepDive has been used to build doz-
ens of high-quality KBC systems by a handful of technol-
ogy companies, a number of law enforcement agencies via 
DARPA’s MEMEX program, and scientists in fields, such as 
paleobiology, drug repurposing, and genomics. Recently, we 
compared the quality of a DeepDive system’s extractions to 
those provided by human volunteers over the last 10 years 
for a paleobiology database, and we found that the DeepDive 
system had higher quality (both precision and recall) on 
many entities and relationships. Moreover, on all of the 
extracted entities and relationships, DeepDive had no worse 
quality.36 Additionally, the winning entry of the 2014 TAC-
KBC competition was built on DeepDive.1

One key lesson learned was that in all cases, enabling 
developers to iterate quickly was critical to achieving such 
high quality. More broadly, we have seen that the process 
of developing KBC systems for real applications is funda-
mentally iterative: quality requirements change, new data 

sources arrive, and new concepts are needed in the applica-
tion. Thus, DeepDive’s architecture is designed around a set 
of techniques that not only make the execution of statistical 
inference and learning efficient, but also make the entire 
pipeline incremental in the face of changes both to the data 
and to the declarative specification.

This article aims at giving a broad overview of DeepDive. 
The rest of the article is organized as follows. Section 2 
describes some example applications of DeepDive and 
outlines core technical challenges. Section 3 presents the 
system design and language for modeling KBC systems 
inside DeepDive. We discuss the different techniques in 
Section 4 and give pointers for readers who are interested 
in each technique.

2. APPLICATIONS AND CHALLENGES
KBC plays a critical role in many analysis tasks, both scien-
tific and industrial, and is often the bottleneck to answering 
new and impactful macroscopic questions. In many scien-
tific analyses, for example, one first needs to assemble a 
large, high-quality knowledge base of facts (typically from 
the literature) in order to understand macroscopic trends 
and patterns, for example, about the amount of carbon in 
the Earth’s atmosphere throughout time36 or all the drugs 
that interact with a particular gene,29 and some scientific 
disciplines have undertaken decade-long collection efforts 
to this end, for example, PaleoDB.org and PharmaGKB.org.

In parallel, KBC has attracted interest from industry15, 52 
and many areas of academia outside of computer science.2, 3, 6, 

14, 23, 25, 31, 34, 37, 41, 43, 48 To understand the common patterns in 
KBC systems, we are actively collaborating with scientists 
from a diverse set of domains, including geology,49 pale-
ontology,36 pharmacology for drug repurposing, and oth-
ers. We first describe one KBC application we built, called 
PaleoDeepDive, then present a brief description of other 
applications built with similar purposes and finally discuss 
the challenges inherent in building such systems.

2.1. PaleoDB and PaleoDeepDive
Paleontology is based on the description and biological clas-
sification of fossils, an enterprise that has been recorded 
in hundreds to thousands of scientific publications over 
the past four centuries. One central task that paleontolo-
gists have long been concerned with is the construction of 
a knowledge base about fossils from scientific publications. 
Existing knowledge bases compiled by human volunteers—
for example, PaleoDB—have already greatly expanded the 
intellectual reach of paleontology and led to many funda-
mental new insights into macroevolutionary processes 
and the nature of biotic responses to global environmen-
tal change. However, the current process of using human 
volunteers is usually expensive and time-consuming. For 
example, PaleoDB, one of the largest such knowledge bases, 
took more than 300 professional paleontologists and 11 
human years to build over the last two decades, resulting 
in PaleoDB.org. To get a sense of the impact of this data-
base on this field, at the time of writing, this dataset has con-
tributed to 205 publications, of which 17 have appeared in 
Nature or Science.

http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=94&exitLink=http%3A%2F%2FPaleoDB.org
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call, whereas human annotators only obtain 93% precision 
and 92.5% recall. MEMEX has been covered on 60 min and 
other news sources, currently supports the operations of 
several law enforcement agencies nationwide, and has been 
used in at least one arrest and conviction.

Medical genetics. The body of literature in the life sci-
ences has been growing at an accelerating speed, to the 
extent that it has been unrealistic for scientists to perform 
research solely based on reading and/or keyword search. Nu-
merous manually curated structured knowledge bases are 
likewise unable to keep pace with exponential increases in 
the number of publications available online. For example, 
OMIM is an authoritative database of human genes and 
Mendelian genetic disorders that dates back to the 1960s, 
and so far contains about 6000 hereditary diseases or phe-
notypes, growing at a rate of roughly 50 records per month 
for many years. Conversely, almost 10,000 publications were 
deposited into PubMed Central per month last year. In col-
laboration with Prof. Gill Bejerano at Stanford, we are devel-
oping DeepDive applications to create knowledge bases in 
the field of medical genetics. Specifically, we use DeepDive 
to extract mentions of direct causal relationships between 
specific gene variants and clinical phenotypes from the lit-
erature that are presently being applied to clinical genetic 
diagnostics and reproductive counseling.b

Pharmacogenomics. Understanding the interactions of 
chemicals in the body is a key to drug discovery. However, 
the majority of this data resides in the biomedical literature 
and cannot be easily accessed. The Pharmacogenomics 
Knowledge Base is a high quality database that aims to an-
notate the relationships between drugs, genes, diseases, ge-
netic variation, and pathways in the literature. In collabora-
tion with Emily Mallory and Prof. Russ Altman at Stanford, 
we used DeepDive to extract mentions of gene–gene inter-
actions from the scientific literature,29 and are currently 
developing DeepDive applications with extraction schemas 
that include relations between genes, diseases, and drugs 
in order to predict novel pharmacological relationships.c

TAC-KBP. TAC-KBP is a NIST-sponsored research com-
petition in which the task is to extract common properties 

The potential impact of automating this labor-intensive 
extraction task and the difficulty of the task itself provided 
an ideal test bed for our KBC research. In particular, we con-
structed a prototype called PaleoDeepDive36 that takes in 
PDF documents and extracts a set of paleontological enti-
ties and relations (see Figure 2). This prototype attacks chal-
lenges in optical character recognition, natural language 
processing, information extraction, and integration. Some 
statistics about the process are shown in Figure 3. As part 
of the validation of this system, we performed a double-
blind experiment to assess the quality of PaleoDeepDive 
versus PaleoDB. We found that PaleoDeepDive achieved 
accuracy comparable to—and sometimes better than—that 
of PaleoDB (see Figure 3).36 Moreover, PaleoDeepDive was 
able to process roughly 10x the number of documents, with 
per-document recall roughly 2.5x that of human annotators.

2.2. Beyond paleontology
The success of PaleoDeepDive motivates a series of other 
KBC applications in a diverse set of domains, including both 
natural and social sciences. Although these applications 
focus on very different types of KBs, they are usually built 
in a way similar to PaleoDeepDive. This similarity across 
applications has motivated us to build DeepDive as a unified 
framework to support these diverse applications.

Human trafficking. Human trafficking is an odious crime 
that uses physical, economic, or other means of coercion to 
obtain labor from human beings, who are often used in sex 
or factory work. Identifying victims of human trafficking is 
difficult for law enforcement using traditional means; how-
ever, like many other forms of commerce, sex work advertis-
ing is now online, where providers of sex services post ads 
containing price, location, contact information, physical 
characteristics, and other data. As part of the DARPA MEMEX  
project, we ran DeepDive on approximately 90M adver-
tisements and 0.5M forum posts, creating two distinct 
structured tables that included extracted attributes about 
potentially trafficked workers, such as price, location, phone 
number, service types, age, and various other attributes that 
can be used to detect signs of potential trafficking or abuse. 
In many cases, DeepDive is able to extract these attributes 
with comparable or greater quality levels than human anno-
tators; for example, on phone number extraction from ser-
vice ads, DeepDive achieves 99.5% precision and 95.5% re-

Figure 2. Example relations extracted from text, tables, and diagrams in the paleontology literature by PaleoDeepDive.

... The Namurian  Tsingyuan Formation

from Ningxia, China, divided into

three members ...

Natural Language Text

Formation Time

Tsingyuan Fm. Namurian

Formation–Time (Location)

Taxon–Formation
Taxon–Taxon Taxon–Real Size

Table

Formation Location Taxon Formation
Taxon Taxon Taxon Real Size

Tsingyuan Fm. Ningxia Retispira Tsingyuan Fm.
Strobeus
rectilinea

Buccinum
rectineum

Shansiella
tongxinensis

5 cm x 5 cm

Document Layout Image

b  http://www.cbsnews.com/news/new-search-engine-exposes-the-dark-web/.
c  https://www.pharmgkb.org/.
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need to be considered together—that is, jointly—to make a 
correct extraction. In Figure 4, for example, to reach the 
extraction that the genus Xenacanthus appears in the 
location of the name Obara, the extraction system needs 
to consult extractions from text, tables, and external 
structured sources.

Scale. KBC systems need to be able to ingest massive num-
bers of documents, far outstripping the document counts  
of even well-funded human curation efforts. For example, 
Figure 5 illustrates the data flow of PaleoDeepDive. The in-
put to PaleoDeepDive contains nearly 300K journal articles 
and books, whose total size exceeds 2TB. These raw inputs 
are then processed with tools such as OCR and linguistic 
parsing, which are computationally expensive and may take 
hundreds of thousands of machine hours.d

Multimodal input. We have found that text is often not 
enough: often, the data that are interesting to scientists are 
located in the tables, figures, and images of articles. For ex-
ample, in geology, more than 50% of the facts that we are 
interested in are buried in tables.16 For paleontology, the 
relationship between taxa, as known as taxonomy, is al-
most exclusively expressed in section headers.36 For phar-
macology, it is not uncommon for a simple diagram to con-
tain a large number of metabolic pathways. Additionally, 
external sources of information (other knowledge bases) 
typically contain high-quality signals (e.g., Freebase and 
Macrostrat) that we would like to leverage and integrate. To 
build a high-quality KBC system, we need to deal with these 
diverse modalities of input.e

of people and organizations (e.g., age, birthplace, spouses, 
and shareholders) from 1.3 million newswire and web 
documents—this task is also termed slot filling. In the 
2014 evaluation, 31 US and international teams partici-
pated in the competition, including a Stanford team that 
submitted a solution based on DeepDive.1 The DeepDive-
based solution achieved the highest precision, recall, and 
F1 of all the submissions.

2.3. Challenges
In all the applications mentioned above, KBC systems built 
with DeepDive achieved high quality as illustrated in Figure 3. 
Achieving this high quality level requires that we deal with 
several challenging aspects of the KBC problem.

Unstructured data complexity. In its full generality, the 
KBC task encompasses several longstanding grand chal-
lenges of computer science, including machine reading  
and computer vision. Even for simple schemas, extraction of 
structured information from unstructured sources contains 
many challenging aspects. For example, consider extracting 
the relation Causes(Gene, Phenotype)—that is, as-
sertions of a genetic mutation causing a certain phenotype 
(symptom)—from the scientific literature (see Section 2.2). 
Genes generally have standardized forms of expression (e.g., 
BRCA1); however, they are easily confused with acronyms 
for diseases they cause; signals from across the document 
must be used to resolve these false positives. Phenotypes 
are even more challenging, because they can be expressed 
in many synonymous forms (e.g., “headache,” “head pain,” 
and “pain in forehead”). And extracting pairs that partici-
pate in the Caused relation encompasses dealing with all 
the standard challenges of linguistic variation and complex-
ity, as well as application-specific domain terminology.

This challenge becomes even more serious when infor-
mation comes from different sources that potentially 

Figure 3. Quality of KBC systems built with DeepDive. On many 
applications, KBC systems built with DeepDive achieve comparable 
(and sometimes better) quality than professional human volunteers, 
and lead to similar scientific insights on topics, such as biodiversity. 
This quality is achieved by iteratively integrating diverse sources of 
data-often quality scales with the amount of information we enter 
into the system.
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knowledge bases. This problem becomes even more challenging 
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Input Document Table Snippet

AppearInLocation
(Obara, Xenacanthus)

Extractions
from Table

External Knowledge
(Czech Republic; GPS 49° 27’
34” N, 16° 36’ 8” E)...

Extractions from Text

… from the Obara village near
Boskovice, in central Moravia

Final
Extraction

AppearInLocation
(Obara @ 49°N  16°E, Xenacanthus)

d  http://www.freebase.com/.
e  http://macrostrat.org/.

http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=96&exitLink=http%3A%2F%2Fwww.freebase.com%2F
http://mags.acm.org/communications/may_2017/TrackLink.action?pageName=96&exitLink=http%3A%2F%2Fmacrostrat.org%2F


 

MAY 2017  |   VOL.  60  |   NO.  5  |   COMMUNICATIONS OF THE ACM     97

would have another number. A relation associates two (or 
more) entities, and represents the fact that there exists a 
relationship between the participating entities. For exam-
ple, “Barack_Obama_1” and “Michelle_Obama_1” partici-
pate in the HasSpouse relation, which indicates that they 
are married. These real-world entities and relationships are 
described in text. A mention is a span of text in an input doc-
ument that refers to an entity or relationship: “Michelle” 
may be a mention of the entity “Michelle_Obama_1.” A 
relation mention is a phrase that connects two mentions 
that participate in a relation, such as Barack Obama and 
M. Obama. The process of mapping mentions to entities is 
called entity linking.

3.2. The DeepDive frameworkf

DeepDive is an end-to-end framework for building KBC sys-
tems. In this section, we walk through each phase. DeepDive 
supports both SQL and Datalog, but we use datalog syntax 
for this exposition. The rules we describe in this section are 
manually created by the user of DeepDive, and the process 
of creating these rules is application-specific. For simplicity 
of exposition, we focus on an example with text input in the 
rest of the section (Figure 7).g

Candidate mapping and feature extraction. All data in 
DeepDive—preprocessed input, intermediate data, and 
final output—is stored in a relational database. The first 
phase populates the database using a set of SQL queries and 
user-defined functions (UDFs) that we call feature extractors. 
By default, DeepDive stores all documents in the database 
in one sentence per row with markup produced by standard 

3. KBC USING DEEPDIVE
We describe DeepDive, an end-to-end framework for build-
ing KBC systems with a declarative language.

3.1. Definitions for KBC systems
The input to a KBC system is a heterogeneous collection of 
unstructured, semistructured, and/or structured data, rang-
ing from text documents to existing but incomplete KBs, 
and an application schema specifying the target relations to 
extract. The output of the system is a relational database con-
taining relations extracted from the input according to the 
application schema. Creating the knowledge base involves 
extraction, cleaning, and integration.

Example  3.1.  Figure 6 illustrates a running example in which 
our goal is to construct a knowledge base with pairs of individu-
als who are married to each other. The input to the system is a col-
lection of news articles and an incomplete set of married people; 
the output is a Knowledge base (KB) containing pairs of people 
that the input sources assert to be married. A KBC system extracts 
linguistic patterns, for example, “. . . and his wife . . .” between 
a pair of mentions of individuals (e.g., Barack Obama and  
M. Obama); these patterns are then used as features in a classifier 
deciding whether this pair of mentions indicates that they are 
married (in the HasSpouse) relation.

We adopt standard terminology from KBC, for example, 
ACE. There are four types of objects that a KBC system seeks 
to extract from input documents, namely entities, relations, 
mentions, and relation mentions. An entity is a real-world 
person, place, or thing. For example, “Michelle_Obama_1” 
represents the actual entity for a person whose name is 
“Michelle Obama”; another individual with the same name 

f  http://www.itl.nist.gov/iad/mig/tests/ace/2000/.
g  For more information, including examples, please see http://deepdive.
stanford.edu. Note that our engine is built on Postgres and Greenplum for 
all SQL processing and UDFs. There is also a port to MySQL.

Figure 5. Another challenge of building high-quality KBC systems 
is that one usually needs to deal with data at the scale of terabytes. 
These data are not only processed with traditional relational 
operations, but also operations involving machine learning and 
statistical inference. Thus, DeepDive consists of a set of techniques 
to increase the speed, scale, and incremental execution of inference 
tasks involving billions of correlated random variables.
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in a sentence. If phrase returns the same result for two rela-
tion mentions, they receive the same weight. We explain 
weight tying in more detail in Section 3.3. In general, phrase 
could be an arbitrary UDF that operates in a per-tuple fash-
ion. This allows DeepDive to support common feature types 
ranging from “bag-of-words” to context-aware NLP features 
to feature sets incorporating domain-specific dictionaries 
and ontologies. In addition to specifying sets of classifiers, 
DeepDive inherits Markov Logic’s ability to specify rich cor-
relations between entities via weighted rules. Such rules are 
particularly helpful for data cleaning and data integration.

Supervision. Just as in Markov Logic, DeepDive can use 
training data or evidence about any relation; in particular, 
each user relation is associated with an evidence relation 
with the same schema and an additional field that indicates 
whether the entry is true or false. Continuing our example, 
the evidence relation MarriedMentions_Ev could contain 
mention pairs with positive and negative labels. Operationally,  
two standard techniques generate training data: (1) hand- 
labeling and (2) distant supervision, which we illustrate here.

Example  3.4.  Distant supervision19, 30 is a popular technique to 
create evidence in KBC systems. The idea is to use an incomplete KB 
of married entity pairs to heuristically label (as True evidence) 
all relation mentions that link to a pair of married entities:

(S1) � MarriedMentions_Ev(m1, m2, true) : - 
MarriedCandidates(m1, m2), EL(m1, e1),  
EL(m2, e2), Married(e1, e2).

Here, Married is an (incomplete) list of married real-world 
persons that we wish to extend. The relation EL is for “entity 
linking” that maps mentions to their candidate entities. At first 
blush, this rule seems incorrect. However, it generates noisy, 
imperfect examples of sentences that indicate two people are 
married. Machine learning techniques are able to exploit 
redundancy to cope with the noise and learn the relevant 
phrases (e.g., and his wife). Negative examples are generated 
by relations that are largely disjoint (e.g., siblings). Similar to 
DIPRE4 and Hearst patterns,18 distant supervision exploits the 
“duality”4 between patterns and relation instances; further-
more, it allows us to integrate this idea into DeepDive’s unified 
probabilistic framework.

NLP preprocessing tools, including HTML stripping, part-
of-speech tagging, and linguistic parsing. After this loading 
step, DeepDive executes two types of queries: (1) candidate 
mappings, which are SQL queries that produce possible 
mentions, entities, and relations, and (2) feature extractors, 
which associate features to candidates, for example, “. . . and 
his wife . . .” in Example 3.1.

Example  3.2.  Candidate mappings are usually simple. Here, 
we create a relation mention for every pair of candidate persons 
in the same sentence (s): 

(R1) �MarriedCandidate(m1, m2): - 
 PersonCandidate(s, m1), PersonCandidate(s, m2).

Candidate mappings are simply SQL queries with UDFs 
that look like low-precision but high-recall extract–transform–
load (ETL) scripts. Such rules must be high recall: if the 
union of candidate mappings misses a fact, DeepDive has 
no chance to extract it.

We also need to extract features, and we extend classical 
Markov logic11 in two ways: (1) user-defined functions (UDFs) 
and (2) weight tying, which we illustrate by example.

Example  3.3.  Suppose that phrase(m1, m2, sent) returns 
the phrase between two mentions in the sentence, for example, 
“and his wife” in the above example. The phrase between two 
mentions may indicate whether two people are married. We 
would write this as:

(FE1) �MarriedMentions(m1, m2) : -  
MarriedCandidate(m1, m2), Mention(s, m1),  
Mention(s, m2), Sentence(s, sent)  
weight = phrase(m1, m2, sent).

One can think about this as a classifier: This rule says that 
whether the text indicates that the mentions m1 and m2 are 
married is influenced by the phrase between those mention 
pairs. The system will infer, based on training data, its confi-
dence (by estimating the weight) that two mentions are indeed 
indicated to be married.

Technically, phrase returns an identifier that determines 
which weights should be used for a given relation mention 

Figure 7. An example KBC system (see Section 3.2 for details).
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mentions, and provide a guideline to the developer for im-
proving the KBC system built using DeepDive.

Incremental and efficient execution. Especially with the 
above design choices, performance is a major challenge.  
In our KBC systems using DeepDive, we may need to per-
form inference and learning on a large number of highly 
correlated random variables. For example, in PaleoDeep-
Dive, we construct factor graphs that contain more than 300 
million variables, each representing a potential mention to 
extract as final output. Therefore, one of our technical focus 
areas has been to speed up probabilistic inference.32, 33, 35, 50, 51 
A second major technical focus has been the development of 
efficient incremental methods for grounding and inference, 
given the iterative nature of KBC application development.  
In Section 4, we briefly describe these techniques and provide 
pointers to readers who are interested in further details.

4. TECHNIQUES
A DeepDive program is a set of rules with weights specified 
using the language we described above. During inference, 
the values of all weights are assumed to be known, whereas 
in learning, one finds the set of weights that maximizes the 
probability of the evidence. The execution of a DeepDive 
program consists of two phases: (i) grounding and (ii) sta-
tistical inference and learning. In this section, we briefly 
describe the techniques we developed in each phase to 
make DeepDive performant and scalable.

4.1. Groundingh

As shown in Figure 8, DeepDive explicitly constructs a factor 
graph for inference and learning using a set of SQL queries. 
A factor graph is a triple (V, F, ŵ) in which V is a set of nodes 
that correspond to Boolean random variables, F is a set of 
hyperedges (for f ∈ F, f ⊆ V ), and ŵ: F×{0, 1}V → R is a weight 
function. In DeepDive, V and F are explicitly created using a 
set of SQL queries, and this process is called grounding.

Learning and inference. In the learning and inference 
phase, DeepDive generates a factor graph, similar to Markov 
Logic, and uses techniques from Tuffy.33 The inference and 
learning are done using standard techniques (Gibbs sam-
pling) that we describe below after introducing the formal 
semantics.

Error analysis. DeepDive runs the above three phases 
in sequence, and at the end of the learning and inference, 
it obtains a marginal probability p for each candidate fact. 
To produce the final KB, the user selects facts that DeepDive 
predicts are true with probability above some user-selected 
threshold, for example, p > 0.95. Typically, the user needs to 
inspect errors and repeat the previous steps, a process that 
we call error analysis. Error analysis is the process of under-
standing the most common mistakes (incorrect extractions, 
overly specific features, candidate mistakes, etc.) and decid-
ing how to correct them.39 To facilitate error analysis, users 
write standard SQL queries.

3.3. Discussion of design choices
We have found the following key aspects of the DeepDive 
approach that we believe enable noncomputer scientists to 
build sophisticated KBC systems: (1) There is no reference 
in a DeepDive program to the underlying machine learn-
ing algorithms. Thus, DeepDive programs are declarative 
in a strong sense. Probabilistic semantics provide a way to 
debug the system independent of the algorithm it uses. (2) 
DeepDive allows users to write feature extraction code (UDFs) 
in familiar languages (Python, SQL, and Scala). (3) By using 
and producing relational databases, DeepDive fits into the 
familiar SQL stack, which allows standard tools to inspect 
and visualize the data. (4) The user constructs an end-to-end 
system and then refines the quality of the system in a pay-
as-you-go way.28 In contrast, traditional pipeline-based ETL 
scripts may lead to a user’s time and effort being overspent  
on a specific extraction or integration step—without the 
ability to evaluate how important each step is for the quality 
of the end result. Anecdotally, pay-as-you-go leads to more 
informed decisions about how to improve quality.

The above design choices necessitated overcoming several 
technical challenges, two of which we briefly highlight below.

Joint statistical inference. In many systems, successive 
stages are simply pipelined together, propagating errors 
from one stage to the next, and complicating iterative 
development efforts. This can also have noticeable per-
formance effects when the information from different 
sources are all noisy, and potentially need to be consid-
ered together—that is, jointly—to make a correct extrac-
tion. To join extractions with different confidence levels 
together, one needs a principled framework. The Deep-
Dive approach to this challenge is based on a Bayesian 
probabilistic approach. DeepDive treats all these informa-
tion sources as one joint probabilistic inference problem, 
with all predictions modeled as random variables within a 
factor graph model. This probabilistic framework ensures 
that all facts produced by DeepDive are associated with 
a marginal probability. These marginal probabilities are 
meaningful in DeepDive; that is, they represent the em-
pirical accuracy that one should expect for the extracted 

h  There is a justification for probabilistic reasoning, as Cox’s theorem  
asserts (roughly) that if one uses numbers as degrees of belief, then one must 
either use probabilistic reasoning or risk contradictions in one’s reason-
ing system; that is, a probabilistic framework is the only sound system for  
reasoning in this manner. We refer the reader to Jaynes et al.21

Figure 8. Schematic illustration of grounding. Each tuple 
corresponds to a Boolean random variable and node in the factor 
graph. We create one factor for every set of groundings of an 
inference rule.
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Example  4.1.  Take the database instances and rules in 
Figure 8 as an example: each tuple in relation R, S, and Q is 
a random variable, and V contains all random variables. The 
inference rules F1 and F2 ground factors with the same name in 
the factor graph, as illustrated in Figure 8. Both F1 and F2 are 
implemented as SQL statements in DeepDive.

Incremental grounding. Because DeepDive is based on 
SQL, we are able to take advantage of decades of work on 
incremental view maintenance. The input to this phase 
is the same as the input to the grounding phase: a set of 
SQL queries and the user schema. The output of this phase 
is how the output of grounding changes, that is, a set of 
modified variables ∆V and their factors ∆F. Since V and F 
are simply views over the database, any view maintenance 
techniques can be applied to incremental grounding. 
DeepDive uses the DRed algorithm,17 which handles both 
additions and deletions. Recall that in DRed, for each re-
lation Ri in the user’s schema, we create a delta relation, 
Rδi, with the same schema as Ri and an additional column 
count. For each tuple t, t.count represents the number of 
derivations of t in Ri. On an update, DeepDive updates del-
ta relations in two steps. First, for tuples in Rδi, DeepDive 
directly updates the corresponding counts. Second, an 
SQL query called a delta rule is executed, which processes 
these counts to generate modified variables ∆V and fac-
tors ∆F. We found that the overhead of DRed is modest 
and the gains may be substantial, so DeepDive always runs 
DRed—except on initial load.

4.2. Statistical inference and learningi

The main task that DeepDive conducts on factor graphs 
is statistical inference, that is, determining for a given 
node what the marginal probability is that this node takes 
the value 1, that it is a correct output tuple that should be 
included in the final knowledge base. In general, computing 
these marginal probabilities is #P-hard.45 Like many other 
systems, DeepDive uses Gibbs sampling40 to estimate the 
marginal probability of every tuple in the database.

Efficiency and scalability. There are two components to 
scaling statistical algorithms: statistical efficiency, roughly how 
many steps an algorithm takes to converge, and hardware effi-
ciency, how efficient each of those steps is. We introduced this 
terminology and studied this extensively in a recent paper.51

DimmWitted, the statistical inference and learning engine 
in DeepDive,51 is built upon our research on how to design a 
high-performance statistical inference and learning engine 
on a single machine.27, 32, 50, 51 DimmWitted models Gibbs 
sampling as a “column-to-row access” operation: each row 
corresponds to one factor, each column to one variable, and 
the nonzero elements in the data matrix correspond to edges 
in the factor graph. To process one variable, DimmWitted 
fetches one column of the matrix to get the set of factors, and 
other columns to get the set of variables that connect to the 
same factor. On standard benchmarks, DimmWitted was 

3.7× faster than GraphLab’s implementation without any 
application-specific optimization. Compared with traditional 
work, the main novelty of DimmWitted is that it considers 
both hardware efficiency and statistical efficiency for execut-
ing an inference and learning task.

•	 Hardware efficiency. DeepDive takes into consider-
ation the architecture of modern nonuniform memory 
access (NUMA) machines. A NUMA machine usually 
contains multiple nodes (sockets), where each socket 
contains multiple CPU cores. To achieve higher hard-
ware efficiency, one wants to decrease the communica-
tion across different NUMA nodes.

•  Statistical efficiency. Pushing hardware efficiency to the 
extreme might decrease statistical efficiency, because 
the lack of communication between nodes might 
decrease the rate of convergence of a statistical infer-
ence and learning algorithm. DeepDive takes advantage 
of the theoretical results of model averaging53 and our 
own results about lock-free execution.27, 32

On the whole corpus of Paleobiology, the factor graph con-
tains more than 0.2 billion random variables and 0.3 billion 
factors. On this factor graph, DeepDive is able to run Gibbs 
sampling on a machine with four sockets (10 cores per 
socket), and we find that we can generate 1000 samples for 
all 0.2 billion random variables in 28 min. This is more than 
4× faster than a non-NUMA-aware implementation.

Incremental inference. Due to our choice of incremen-
tal grounding, the input to DeepDive’s inference phase is a 
factor graph along with a set of changed variables and fac-
tors. The goal is to compute the output probabilities com-
puted by the system. Our approach is to frame the incre-
mental maintenance problem as approximate inference. 
Previous work in the database community has looked at 
how machine learning data products change in response 
to both new labels24 and new data.7, 8 In KBC, both the pro-
gram and data change on each iteration. Our proposed ap-
proach can cope with both types of change simultaneously.

The technical question is which approximate inference 
algorithms to use in KBC applications. We choose to study 
two popular classes of approximate inference techniques: 
sampling-based materialization (inspired by sampling-
based probabilistic databases such as MCDB20) and vari-
ational-based materialization (inspired by techniques for 
approximating graphical models44). Applying these tech-
niques to incremental maintenance for KBC is novel, and 
it is not theoretically clear how the techniques compare. 
Thus, we conducted an experimental evaluation of these 
two approaches on a diverse set of DeepDive programs. 
We found these two approaches to be sensitive to changes 
along three largely orthogonal axes: the size of the factor 
graph, the sparsity of correlations, and the anticipated 
number of future changes. The performance varies by up 
to two orders of magnitude in different points of the space. 
Our study of the tradeoff space highlights that neither 
materialization strategy dominates the other. To automati-
cally choose the materialization strategy, we developed a 
simple rule-based optimizer.42

  i  For example, for the grounding procedure illustrated in Figure 8, the 
delta rule for F1 is qδ(x): −Rδ(x, y).
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5. RELATED WORK
KBC has been an area of intense studies over the last 
decade.2, 3, 6, 14, 23, 25, 31, 37, 41, 43, 48, 52 Within this space, there are a 
number of approaches.

5.1. Rule-based systems
The earliest KBC systems used pattern matching to extract 
relationships from text. The most well-known example is the 
“Hearst Pattern” proposed by Hearst18 in 1992. In her seminal 
work, Hearst observed that a large number of hyponyms can 
be discovered by simple patterns, for example, “X such as Y.” 
Hearst’s technique has formed the basis of many further 
techniques that attempt to extract high-quality patterns from 
text. Rule-based (pattern matching-based) KBC systems, 
such as IBM’s SystemT,25, 26 have been built to aid developers 
in constructing high-quality patterns. These systems provide 
the user with a (declarative) interface to specify a set of rules 
and patterns to derive relationships. These systems have 
achieved state-of-the-art quality on tasks, such as parsing.26

5.2. Statistical approaches
One limitation of rule-based systems is that the developer 
needs to ensure that all rules provided to the system are high-
precision rules. For the last decade, probabilistic (or machine 
learning) approaches have been proposed to allow the sys-
tem to select from a range of a priori features automatically. 
In these approaches, the extracted tuple is associated with a 
marginal probability that it is true. DeepDive, Google’s knowl-
edge graph, and IBM’s Watson are built on this approach. 
Within this space, there are three styles of systems based 
on classification,2, 3, 6, 14, 48 maximum a posteriori,23, 31, 43 and 
probabilistic graphical models.11, 37, 52 Our work on DeepDive 
is based on graphical models.

6. CURRENT DIRECTIONS
6.1. Data programming
In a standard DeepDive KBC application (e.g., as in Section 
3.2), the weights of the factor graph that models the extraction 
task are learned using either hand-labeled training data or 
distant supervision. However, in many applications, assem-
bling hand-labeled training data is prohibitively expensive 
(e.g., when domain expertise is required), and distant super-
vision can be insufficient or time consuming to implement 
perfectly. For example, users may come up with many poten-
tial distant supervision rules that overlap, conflict, and are of 
varying unknown quality, and deciding which rules to include 
and how to resolve their overlaps could take many develop-
ment cycles. In a new approach called data programming,38 we 
allow users to specify arbitrary labeling functions, which sub-
sume distant supervision rules and allow users to programati-
cally generate training data with increased flexibility. We then 
learn the relative accuracies of these labeling functions and 
denoise their labels using automated techniques, resulting 
in improved performance on the KBC applications outlined.

6.2. Lightweight extraction
In some cases, users may have simple extraction tasks which 
need to be implemented rapidly, or may wish to first iterate 
on a simpler initial version of a more complex extraction task. 

For example, a user might have a complex extraction task 
involving multiple entity and relation types, connected by a 
variety of inference rules, over a large web-scale dataset; but 
they may want to start by iterating on just a single relationship 
over a subset of the data. For these cases, we are developing a 
lightweight, Jupyter notebook-based extraction system called 
Snorkel, intended for quick iterative development of simple 
extraction models using data programming.13 We envision 
Snorkel as a companion and complement to DeepDive.j

6.3. Asynchronous inference
One method for speeding up the inference and learning 
stages of DeepDive is to execute them asynchronously. In 
recent work, we observed that asynchrony can introduce 
bias in Gibbs sampling, and outline some sufficient condi-
tions under which the bias is negligible.10 Further theoreti-
cal and applied work in this direction will allow for faster 
execution of complex DeepDive models asynchronously.
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out” in the “Star Trek” slogan “… seek-
ing out new life and new civilizations 
…” In “Star Trek: The Next Generation,” 
Lieutenant Barkley undergoes a mind 
meld with superior aliens who were 
curious about humans and apparently 
friendly, yet had no effect on the Federa-
tion.9 These genius beings were never 
seen again. Although they brought the 
Enterprise 8,000 parsecs across the Gal-
axy and then sent it back, the Federation 
never benefited from its super-warp 
drive; no scientific knowledge or even 
sources of nutrition became available. 
Maybe if the beings were warlike and 
dangerous to humans, the screenwrit-
ers would have found them more com-
pelling and followed up. Another genius 
civilization, the Q beings, had, however, 
transcended technology and viewed the 
Federation with contempt. The story of 
how the Q achieved their transcendence 
would have been fascinating. What 
might we gain if we really did contact 
advanced civilizations, unconstrained 
by the boundaries of an episodic weekly 
TV show? Imagine the possibilities … 	
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impact on air quality from rocket ex-
haust. One episode of “Star Trek: Voyag-
er” concerned a space elevator,2 but the 
existence of a transporter beam appar-
ently made the technology unnecessary. 
Aliens lacking a transporter beam would 
be interesting nonetheless. But a space 
elevator would have been a good alter-
native given the hazardous possibilities 
of transporter failure. You could never 
get me to use such a glorified Xerox ma-
chine; if the transporter malfunctions, 
as in “Star Trek: The Motion Picture,”7 
one could materialize as a nightmare of 
disorganized body parts, and worse. 

Compared with medical practice 
in the 1960s, medical technology ad-
vanced dramatically in the “Star Trek” 
universe, but no scriptwriter considered 
the conquest of ageing and death, or 
immortality. Such a narrow view of the 
limitless “Star Trek” universe is a pity, 
because one would need immortality 
to have time to read and view all the in-
teresting “Star Trek” and other science 
fiction media our own civilization is 
creating. My DVR is figuratively bulging 
with episodes of “Dark Matter” I have 
not had time for, and the three-part 
Syfy channel adaptation of Arthur C. 
Clarke’s novel Childhood’s End, among 
other titles, awaits. Science fiction pro-
ductions I want to see are proliferating 
like Tribbles. I need the ability to absorb 
scenes at accelerated speed, the way Lt. 
Commander Gary Mitchell did when 
mutating into an advanced being.10 

Only rarely did Starfleet crews pursue 
contact with advanced non-human be-
ings. For example, Captain Kirk’s meet-
ing with the advanced but creepy Balok, 
the trippy childlike alien with adult voice 
in a gigantic starship led to no percepti-
ble gains for the Federation.12 Moreover, 
the Federation managed to incorporate 
no new classes of technology from the 
“new civilizations” it encountered, put-
ting in doubt the value of the “seeking 

and inter-
planetary space with autonomous rovers 
and spacecraft. Robotic assistants and 
artificial intelligence are objects of in-
tense public and academic interest and 
business investment. It is indeed surpris-
ing that they would not be widespread by 
the 24th century. Robots of various kinds 
are common in “Star Wars” “… long, long 
ago, in a galaxy far away ...” Maybe it 
was that alternate futuristic world that 
tempted the creators of “Star Trek: 
Voyager” to finally accept a cybernetic 
holographic character, “the Doctor,” 
into the crew of the starship Voyager. 

Replicated androids like Data 
would make exponential cascades of 
robots building robots building ro-
bots … providing a workforce to ren-
der the Federation a paradise of lei-
sure. The robots could “terraform”  
desolate planets and further expand the 
Federation. They might even build spin-
ning space stations for artificial gravity 
or an inflatable planet. 

Another technology being devel-
oped today is direct neural connections 
with electronic devices. Body hackers 
have surgically attached toy devices 
to their nervous systems, and brain-
machine interfaces enjoy a flourish-
ing research environment. Compared 
with direct wireless control of starship 
systems through thoughts alone, as 
relayed by, say, Bluetooth, the Enter-
prise control panels might seem insuf-
ficiently futuristic. It is but one more 
step to augmenting human memory 
and, perhaps, intellectual capability. 

Some of the thousands of exoplan-
ets that have been discovered by earth-
ly astronomers in recent years may be 
ocean worlds. The Federation in the 
far future might thus expect to encoun-
ter floating or undersea cities in their 
meetings with aliens. We might then 
ponder the plot potential of combining 
another 1960s TV show, “Voyage to the 
Bottom of the Sea,” with “Star Trek” on 
such a planet. The writers of the forth-
coming series “Star Trek: Discovery” 
should keep this in mind for the sake 
of realism, as well as for the promise of 
future TV spin-offs and residuals. 

Space elevators have inspired many 
technology lovers since Konstantin Tsi-
olkovsky conceived and proposed them 
in 1895. They offer exciting possibili-
ties for expanding access to space at low 
marginal cost, along with low marginal 

The stress and 
awakening emotional 
conflict destroyed  
her robot mind. 
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From the intersection of computational science and technological speculation, 
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to save the Enterprise by repairing its 
radioactive warp engine in the heart-
rending death scene in the movie Star 
Trek II: The Wrath of Khan.13 

The great project of artificial intelli-
gence, begun in earnest in the 20th centu-
ry, foundered in the world of the original 
“Star Trek” series. If artificial humanoids 
were encountered, they were threats or 
fatally flawed. In one episode, Nomad, 
a robotic space probe, returned from its 
mission with newfound destructive in-
tent.8 In another, the robot colony that 
captured Harry Mudd, led by its chief, 
Norman,5 decided to seduce all human-
ity with offers of service and had to be 
subdued with illogical assertions and 
paradoxes. Afterward, the tamed robots 
were left to themselves, as if for them to 
serve any useful role would have been 
a disturbance in the established order 
of the Federation. Another episode fea-
tured a humanoid robot woman called 
Rayna who was deceived by her maker 
into believing she was human,1 but Cap-
tain Kirk ruined that project by attract-
ing her to himself and forcing her to 
confront her beloved creator. The stress 
and awakening emotional conflict de-
stroyed her robot mind. In the universe 
of 23rd-century “Star Trek,” that par-
ticular AI project seemed ill conceived. 
Maybe the scriptwriters feared the ro-
bots would rebel and go into business for 
themselves, as with the Nomad probe. 

In the 24th-century environment of 
the “Star Trek: The Next Generation” 
TV series, robots would be even more 
scarce than before, except for Enterprise 
crew member Data, who seemed to be 
an isolated experiment. NASA today  
explores Mars 

bioengineered alien could offer com-
panionship and amusing views in a fu-
ture universe of starships some human 
viewers found sterile. 

Early “Star Trek” scriptwriters did 
not anticipate a network of comput-
ers, even though, in 1946, science fic-
tion writer Murray Leinster predicted 
a worldwide Internet-like network in 
his story “A Logic Named Joe.”6 Social 
networks are not a feature of computer 
use in the “Star Trek” universe. The 
writers stuck with isolated mainframes 
like the ship’s computer, even though 
such monolithic machines went awry, 
as with the M5 multitronic unit,3 or 
were hacked by more computationally 
advanced aliens, invaded and pwned. A 
shipboard network of special-purpose 
processors might be less vulnerable. 

Telepresence robots today let us ex-
plore space and deep-ocean environ-
ments, perform remote surgery, visit 
the insides of malfunctioning nuclear 
power plants, and disarm bombs. Such 
a device might have spared the life of 
Mr. Spock when he sacrificed himself 

THE 50TH ANNIVERSARY in 2016 of the iconic 
franchise saw multiple checklists of 
the speculative technologies that have 
become real due in part to the inspir-
ing vision of “Star Trek,” and many 
fans continue to cheer for even more 
treknology. This is an amazing record 
for a low-budget 1960s TV show (ap-
proximately $190,700 per episode) 
that first struggled for ratings but then 
spawned three subsequent “Star Trek” 
TV series and 13 movies.14 “Star Trek” 
has inspired technological innovation 
from smartphones to quantum phys-
ics, and the enduring popularity of the 
original show in syndication continues 
to make it a launchpad for future ideas 
and advances “Star Trek” creators never 
imagined. Here, I explore some of the 
technologies, from simple to far-out, 
that might yet find a place in the “Star 
Trek” universe if the forthcoming series 
gets the budget and ratings it deserves. 

Many technologies would have 
improved the “Star Trek” universe in 
terms of realism and physical common 
sense. Some, like seatbelts, are simple 
and primitive, and would have kept 
numerous crewmembers assigned to 
the bridge from being shaken up when 
the starship Enterprise took a hit from, 
say, a Romulan plasma torpedo.11 As 
another example, when furry, prolific 
Tribbles experienced a population ex-
plosion aboard the Enterprise,4 they 
could have become a nourishing re-
source for a remote Federation colony, 
not sent to some horrific fate aboard a 
Klingon battle cruiser. What if, instead 
of consuming Tribbles, Federation sci-
entists had genetically enhanced them 
for intellect? A talking Tribble or other 

Future Tense 
Beyond ‘Star Trek’ 
On a mission to boldly go where no man has gone before, the series  
and movies somehow missed some promising technologies … 
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F O R  T H E  F I R S T  time since 1992, the 
ACM Code of Ethics and Profession-
al Conduct (the Code) is being up-
dated. The Code Update Task Force 
in conjunction with the Committee 
on Professional Ethics is seeking ad-
vice from ACM members on the up-
date. We indicated many of the moti-
vations for changing the Code when 
we shared Draft 1 of Code 2018 with 
the ACM membership in the December 
2016 issue of CACMb and with others 
through email and the COPE website 
(ethics.acm.org). Since December, we 
have been collecting feedback and are 
vetting proposed changes. 

We have seen a broad range of con-
cerns about responsible computing in-
cluding bullying in social media, cyber 
security, and autonomous machines 
making ethically significant decisions. 
The Task Force appreciates the many 
serious and thoughtful comments it 
has received. In response, the Task 
Force has proposed changes that are 
reflected in Draft 2 of the Code. There 
are a number of substantial changes 
that require some explanation. In 
this article, we discuss these, and we 
explain why we did not include other 
requested changes in Draft 2. We look 
forward to receiving your comments 
on these suggested changes and your 
requests for additional changes as we 
work on Draft 3 of the Code. We have 
provided opportunities for your com-
ments and an open discussion of Draft 
2 at the ACM Code 2018 Discussion 
website [http://code2018.acm.org/
discuss]. Comments can also be con-
tributed at the COPE website https://
ethics.acm.org, and by direct emails to 
chair@ethics.acm.org.

a	 Corresponding author and chair of Code 2018 
project chair@ethics.acm.org

b	 http://cacm.acm.org/magazines/2016/12/ 
210366-the-acm-code-of-ethics/fulltext

The Nature of an Ethics Code 
ACM members are part of the comput-
ing profession and the ACM’s Code 
of Ethics and Professional Conduct 
should reflect the conscience of the 
computing profession. When the Code 
adequately reflects the ethics of the pro-
fession, it also clarifies what that profes-
sion should strive to be. A code provides 
positive direction for its members. 

The current update of the ACM 
Code begins positively; “Contribute to 
society and to human well-being, ac-
knowledging that all people are stake-
holders in computing.” As computing 
professionals, we are asked to promote 
good while working within ethical con-
straints including: be honest, don’t 
cause harm, and avoid conflicts of in-
terest. As the areas in which comput-
ing can make a positive impact have in-
creased so has the range of our moral 
responsibility.

In Draft 1, the Task Force’s suggest-
ed modifications reflected the need for 
members to better understand how 
computing technologies and artifacts 
impact the social infrastructure and 
how they ought to promote the com-
mon good. Professionalism in comput-
ing requires us to improve our abilities 
to anticipate broader impacts, both 
positive and negative, and to accept re-
sponsibility for those impacts. 

This understanding of a code helps 
address concerns expressed by many 
commenters who noted a lack of clar-
ity about to whom the ACM’s Code 
applies. There were places where the 
Code seemed to apply to computing 
professionals more generally and other 
places where it seemed to apply only to 
ACM members. There were even a few 
places where the Code seemed to apply 
only to ACM members who were also 
computing professionals. 

These concerns are addressed in 
Draft 2 in three ways. First, the Pre-
amble now identifies what is meant by 

“computing professional.” We intend 
for this term to be interpreted broadly, 
including students, software engineers, 
software architects, managers, leaders, 
and computer science teachers and 
scholars. Given the ubiquity of comput-
ing and the aspirational nature of the 
Code, we therefore aim to include those 
who may consider themselves profes-
sionals in the area of computing from 
non-standard backgrounds as well as 
those more traditionally considered 
computing professionals.

A second change intended to reflect 
that the Code provides aspirational 
guidance to a broad community in-
volved replacing the categorical lan-
guage of “moral imperatives” with the 
less prescriptive “ethical principles.” 
Each of the principles in the Code is 
to be used to help us understand our 
ethical responsibility and to guide our 
decision making in varying and com-
plex situations, rather than provide a 
rigid set of rules to follow unthinkingly. 
These principles are to be considered in 
our deliberations as we set professional 
goals for ourselves and carry out our dai-
ly activities. Section 1, especially, sets 
forth principles that need to be given 
special weight in those deliberations.

A third change was to clarify that ev-
ery principle applies to computing pro-
fessionals, regardless of their affiliation 
with the ACM, with the exception of the 
guidance given in Section 4. In princi-
ple 4.1, ACM members take on the ad-
ditional responsibility of encouraging 
and supporting adherence to the ACM 
Code by all computing professionals. In 
the guidance for principle 4.2, we have 
retained the language whereby ACM 
members who violate the Code may 
have their membership terminated.

Requested Changes Made 
One of the primary reasons for updat-
ing the Code is the increased influ-

Listening to Professional Voices: 
Draft 2 of the ACM Code of Ethics 
and Professional Conduct
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ence of computing since 1992. Princi-
ple 1.1 has been modified to make this 
change (that almost all people are now 
impacted by computing) explicit by 
adding to the principle “acknowledg-
ing that all people are stakeholders 
in computing and its artifacts.” The 
phrase “computing and its artifacts” 
is meant to remind practitioners that 
it is not just the code that they write 
that matters, but also those things 
that emerge from that code. In par-
ticular, the Task Force is addressing 
growing concerns about algorithms 
that emerge from machine learning 
rather than directly from algorithm 
designers. Consistent with the impor-
tance of computing and the ways it 
can contribute to society, we added an 
encouragement to perform pro bono 
or volunteer work. Like other profes-
sions, computing is a service to soci-
ety. Following John Rawls’ difference 
principle,c we emphasized computing 
professionals’ responsibility toward 
the least powerful: “When the interest 
of multiple groups conflict, the needs 
of the least advantaged should be giv-
en increased attention and priority.”

The revisions to principle 1.2 con-
tinue the clarification of a comput-
ing professional’s responsibility to a 
broad range of stakeholders, and of 
the responsibility not to harm them. 
Sometimes causing harm is not un-
ethical; examples often cited include 
self-defense and a just war. We have 
modified this principle to reflect these 
exceptions. Emergent technologies 
such as data remixing or policy-mak-
ing software can also cause harm. To 
address this concern we have added, 
“Those involved with pervasive or in-
frastructure systems should also con-
sider Principle 3.7” which advocates 
deeper analysis of emergent systems 
such as machine learning.

In the 1992 Code, principle 1.4 read 
“Be fair and take action not to dis-
criminate.” There was some concern 
that this might be misinterpreted due 
to the fact that “discrimination” does 
not necessarily imply unfairness, and 
in Draft 1 it was changed to “Be fair 
and take action not to discriminate un-
fairly.” This has been roundly criticized 

c	 Rawls, J. (2001) Justice as Fairness: A Restate-
ment, E. Kelly (ed.), Cambridge, MA: Harvard 
University Press.

as being even worse and may appear to 
some as a loophole for those who are 
seeking to justify discrimination that 
is unfair. Hence, in Draft 2, we have re-
verted back to the 1992 language.

A frequent request was to explicitly 
address harassment, and especially 
sexual harassment, in the Code. The 
line “Sexual harassment is a form of 
discrimination that limits fair access 
to the spaces where the harassment 
takes place” has been added to the 
guidance of principle 1.4. The Task 
Force is attempting to correct a com-
mon misunderstanding about sexual 
harassment, the (false) belief that 
it does not have any consequences 
beyond just offending the harassed 
party. Instead, we emphasize that 
harassment is also a form of unfair 
discrimination because it makes the 
workplace or place of study unfairly 
inhospitable to certain individuals 
based on their identity. Sexual harass-
ment is, in itself, an offense against 
principle 1.4 and other principles of 
the Code.

Principle 1.4 also speaks against 
bullying, a form of harassment based 
on a power differential rather than 
on sexual difference (although sexual 
harassment may also include power 
differentials). For example, it speaks 
against academic bullying which may 
occur when a more established schol-
ar, or a person who has power because 
of their position (for example, an edi-
tor or program committee member), 
misuses that power to make unrea-
sonable demands or to harm early 
career scholars, including graduate 
students. Bullying is also a form of 
unfair discrimination, as it does not 
recognize the inherent worth of every 
person and group.

In the 1992 Code, principles 1.5 
and 1.6 were about honoring physical 
and intellectual property (IP) rights 
(copyright, patents, and crediting 
others’ work). Draft 1 merged these to 
create a single statement about intel-
lectual property rights. Understand-
ably, the world of IP has changed sig-
nificantly since 1992, and these days 
the definitions of “intellectual prop-
erty” are complex and controversial, 
particularly in the computing world. 
Thus we received some significant 
criticism on the rewrite of this sec-
tion, from multiple sides of intellec-

Professionalism 
in computing 
requires us to 
improve our abilities 
to anticipate 
broader impacts, 
both positive 
and negative, 
and to accept 
responsibility for 
those impacts. 
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tual property arguments. The Task 
Force, after extensive discussion both 
internally and externally,d simplified 
the focus of this principle to a basic 
concept that the Code should protect 
the time, effort, and often consider-
able risk taken by people who come 
up with new ideas, innovations, and 
creative works; computing profes-
sionals should honor those invest-
ments. These creators usually have 
made decisions about how to pro-
tect their work; choices include open 
source or creative commons licens-
ing, copyright, patents, other tradi-
tional legal avenues, or wanting no 
protection at all. This change also 
takes into account norms for specific 
endeavors, for example, the expecta-
tion that academic work will be cited 
if used in other research, teaching, or 
innovation. Since created works add 
significant value to society, the Code 
specifies that the creators’ wishes for 
their works should be respected. 

In moving away from explicitly list-
ing in the Code the specific methods 
to be respected with respect to intel-
lectual property works, we allow for a 
continuing dialogue on what the legal 
methods ought to be and focus on what 
computing professionals should do 
once a method is decided upon by the 
creator. We hope that computing pro-
fessionals will be encouraged to inves-
tigate more open methods of sharing 
their works, with the full knowledge 
that the Code requires other profes-
sionals to respect their decisions about 
their works. 

In addition to these requested 
changes, the Task Force made a num-
ber of smaller changes. For example, 
the guidance to principle 2.6 was short-
ened in order to add clarity. To further 
emphasize the importance of using 
the public good as the paramount 
decision-making principle, we moved 
principle 3.4 to principle 3.1, which 
resulted in the renumbering of princi-
ples 3.1, 3.2, and 3.3. We made further 
clarifying changes in principles 3.2, 
3.3, and 3.4 to better reflect that lead-
ers and groups in contemporary soft-
ware development process are often 
more flexible and transient.

d	 The Task Force would like to thank Brian 
Ballsun-Stanton in particular for his feed-
back on an early redraft of this section.

the Code. The Task Force has chosen 
to approach compliance in a different 
way. The Code is something that can 
be used by all computing profession-
als regardless of their affiliation with 
the ACM, but compliance issues are 
limited to ACM members and ACM 
events. Therefore, aside from the 
broad principles in Section 4, compli-
ance procedures will be in the ACM 
bylaws, not in the Code itself. COPE 
is cooperating with the ACM Council 
to develop a new compliance policy 
that better supports enforcement of 
the Code. We plan to include in those 
policies appropriate due process pro-
cedures, and multiple levels of sanc-
tions to better reflect that some vio-
lations of the Code are more serious 
than others. 

We invite further suggestions on is-
sues that COPE might consider for fu-
ture revisions. They can be submitted 
at the ACM Code 2018 Discussion web-
site (http://code2018.acm.org/discuss) 
We look forward to receiving your com-
ments for improving the Code.

ACM Code of Ethics and Profession-
al Conduct: Draft 2
Draft 2 was developed by The Code 
2018 Task Force. (It is based on the 
2018 ACM Code of Ethics and Profes-
sional Conduct: Draft 1).e

Preamble
The ACM Code of Ethics and Profes-
sional Conduct (“the Code”) identi-
fies key elements of ethical conduct in 
computing.

The Code is designed to support 
all computing professionals, which 
is taken to mean current or aspir-
ing computing practitioners as well 
as those who influence their profes-
sional development, and those who 
use technology in an impactful way. 
The Code includes principles formu-
lated as statements of responsibil-
ity, based on the understanding that 
the public good is always a primary 
consideration. Section 1 outlines 
fundamental ethical considerations. 
Section 2 addresses additional, more 

e	 A complete track changes version of Draft 2 
showing all additions and deletions to Draft 
1 version is available at http://ethics.acm.org/
code-2018.

Requested Changes Not Made 
There were numerous requests for 
more specificity within the Code. 
Many commenters were looking 
for clear and specific definitions of 
terms like “harm” and “public good.” 
Presumably, with more detailed defi-
nitions of these terms, there would 
be more clarity about applying the 
Code to specific situations. That is, 
the Code would become much more 
like an algorithm that would gener-
ate a clear indication of required 
action in specific situations. We de-
cided against this request primar-
ily for two reasons. The first is to 
reflect that society and social values 
are fluid. Our second reason stems 
from the fact that one of the respon-
sibilities established in principle 2.2 
is for the computing professional to 
maintain “skill in reflective analysis 
for recognizing and navigating ethi-
cal challenges.” A computing profes-
sional who is maintaining such skill 
will quite naturally be in a position to 
understand these more fluid terms. 
Indeed, part of professional practice 
might include regular reflection on 
the nature of these terms.

Additionally, there were requests 
to incorporate into the Code explicit 
principles and guidance relating to 
specific forms of computing technol-
ogy such as cyber security and artifi-
cial intelligence. While it is clear that 
these are areas of concern, they are 
beyond the scope of a code of ethics 
that is intended for the more broad 
definition of “computing profes-
sional” that we employ here. The par-
ticular ethical behaviors surrounding 
specific computing technologies are 
derivable from the general principles 
of the Code. For example, it follows 
from principle 2.5 that those working 
in AI should do a proactive analysis of 
the potential future impacts of self-
mutating code. Nonetheless, COPE is 
planning on developing supporting 
materials that will illustrate how these 
broad principles apply to specific tech-
nologies. In our experience, changing 
supporting materials is far easier than 
changing the Code, so this strategy 
should help the ACM to be more agile 
in reacting to the ethical implications 
of new applications of technology.

Finally, there were also requests 
for including a compliance policy in 
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specific considerations of profes-
sional responsibility. Section 3 per-
tains more specifically to individuals 
who have a leadership role, whether 
in the workplace or in a volunteer 
professional capacity. Commitment 
to ethical conduct is required of ev-
ery ACM member and principles in-
volving compliance with the Code 
are given in Section 4.

The Code as a whole is concerned 
with how fundamental ethical prin-
ciples apply to one’s conduct as a 
computing professional. Each prin-
ciple is supplemented by guidelines, 
which provide explanations to assist 
members in understanding and ap-
plying it. These extraordinary ethical 
responsibilities of computing pro-
fessionals are derived from broadly 
accepted ethical principles.

The Code is not an algorithm for 
solving ethical problems, rather it is 
intended to serve as a basis for ethi-
cal decision making in the conduct 
of professional work. Words and 
phrases in a code of ethics are sub-
ject to varying interpretations, and 
a particular principle may seem 
to conflict with other principles 
in specific situations. Questions 
related to these kinds of conflicts 
can best be answered by thoughtful 
consideration of the fundamental 
ethical principles, understanding 
the public good is the paramount 
consideration. The entire profes-
sion benefits when the ethical de-
cision making process is transpar-
ent to all stakeholders. In addition, 
it may serve as a basis for judging the 
merit of a formal complaint pertain-
ing to a violation of professional ethi-
cal standards.

1. GENERAL MORAL PRINCIPLES
A computing professional should...

1.1 Contribute to society and to human 
well-being, acknowledging that all 
people are stakeholders in computing.
This principle concerning the quality 
of life of all people affirms an obliga-
tion to protect fundamental human 
rights and to respect diversity. An 
essential aim of computing profes-
sionals is to minimize negative con-
sequences of computing, including 
threats to health, safety, personal se-

curity, and privacy. Computing pro-
fessionals should give consideration 
to whether the products of their ef-
forts will be used in socially respon-
sible ways, will meet social needs, 
and will be broadly accessible. They 
are encouraged to actively contribute 
to society by engaging in pro bono or 
volunteer work. When the interests of 
multiple groups conflict the needs of 
the least advantaged should be given 
increased attention and priority.

In addition to a safe social environ-
ment, human well-being requires a 
safe natural environment. Therefore, 
computing professionals should be 
alert to, and make others aware of, 
any potential harm to the local or 
global environment.

1.2 Avoid harm.
In this document, “harm” means 
negative consequences to any stake-
holder, especially when those conse-
quences are significant and unjust. 
Examples of harm include unjustified 
death, unjustified loss of information, 
and unjustified damage to property, 
reputation, or the environment. This 
list is not exhaustive.

Well-intended actions, including 
those that accomplish assigned du-
ties, may unexpectedly lead to harm. 
In such an event, those responsible are 
obligated to undo or mitigate the harm 
as much as possible. Avoiding uninten-
tional harm begins with careful con-
sideration of potential impacts on all 
those affected by decisions.

To minimize the possibility of in-
directly harming others, computing 
professionals should follow generally 
accepted best practices for system de-
sign, development, and testing. Ad-
ditionally, the consequences of emer-
gent systems and data aggregation 
should be carefully analyzed. Those 
involved with pervasive or infrastruc-
ture systems should also consider 
Principle 3.7.

At work, a computing professional 
has an additional obligation to report 
any signs of system risks that might 
result in serious personal or social 
harm. If one’s superiors do not act to 
curtail or mitigate such risks, it may 
be necessary to “blow the whistle” 
to reduce potential harm. However, 
capricious or misguided reporting 
of risks can itself be harmful. Before 

reporting risks, the computing pro-
fessional should thoroughly assess 
all relevant aspects of the incident as 
outlined in Principle 2.5.

1.3 Be honest and trustworthy.
Honesty is an essential component of 
trust. A computing professional should 
be fair and not make deliberately false 
or misleading claims and should pro-
vide full disclosure of all pertinent 
system limitations and potential prob-
lems. Fabrication of data, falsification 
of data, and scientific misconduct are 
similarly violations of the Code. One 
who is professionally dishonest is ac-
countable for any resulting harm.

A computing professional should 
be honest about his or her own quali-
fications, and about any limitations in 
competence to complete a task. Com-
puting professionals should be forth-
right about any circumstances that 
might lead to conflicts of interest or 
otherwise tend to undermine the inde-
pendence of their judgment.

Membership in volunteer orga-
nizations such as ACM may at times 
place individuals in situations where 
their statements or actions could be 
interpreted as carrying the “weight” 
of a larger group of professionals. 
An ACM member should exercise 
care not to misrepresent ACM, or 
positions and policies of ACM or any 
ACM units.

1.4 Be fair and take action not to dis-
criminate.
The values of equality, tolerance, re-
spect for others, and equal justice 
govern this principle. Prejudicial dis-
crimination on the basis of age, color, 
disability, ethnicity, family status, gen-
der identity, military status, national 
origin, race, religion or belief, sex, 
sexual orientation, or any other inap-
propriate factor is an explicit violation 
of ACM policy. Sexual harassment is a 
form of discrimination that limits fair 
access to the spaces where the harass-
ment takes place.

Inequities between different 
groups of people may result from the 
use or misuse of information and 
technology. Technologies should be 
as inclusive and accessible as pos-
sible. Failure to design for inclusive-
ness and accessibility may constitute 
unfair discrimination.
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1.5 Respect the work required to pro-
duce new ideas, inventions, and other 
creative and computing artifacts.
The development of new ideas, inven-
tions, and other creative and comput-
ing artifacts creates value for soci-
ety, and those who expend the effort 
needed for this should expect to gain 
value from their work. Computing pro-
fessionals should therefore provide 
appropriate credit to the creators of 
ideas or work. This may be in the form 
of respecting authorship, copyrights, 
patents, trade secrets, non-disclosure 
agreements, license agreements, or 
other methods of attributing credit 
where it is due.

Both custom and the law recog-
nize that some exceptions to a cre-
ator’s control of a work are necessary 
to facilitate the public good. Comput-
ing professionals should not unduly 
oppose reasonable uses of their intel-
lectual works.

Efforts to help others by contrib-
uting time and energy to projects 
that help society illustrate a positive 
aspect of this principle. Such efforts 
include free and open source soft-
ware and other work put into the 
public domain. Computing profes-
sionals should avoid misappropria-
tion of a commons.

1.6 Respect privacy.
”Privacy” is a multi-faceted concept 
and a computing professional should 
become conversant in its various defi-
nitions and forms.

Technology enables the collection, 
monitoring, and exchange of personal 
information quickly, inexpensively, 
and often without the knowledge of 
the people affected. Computing pro-
fessionals should use personal data 
only for legitimate ends and without 
violating the rights of individuals and 
groups. This requires taking precau-
tions to ensure the accuracy of data, 
as well as protecting it from unauthor-
ized access or accidental disclosure to 
inappropriate individuals or groups. 
Computing professionals should es-
tablish procedures that allow indi-
viduals to review their personal data, 
correct inaccuracies, and opt out of 
automatic data collection.

Only the minimum amount of 
personal information necessary 
should be collected in a system. The 

retention and disposal periods for 
that information should be clearly 
defined and enforced, and personal 
information gathered for a specific 
purpose should not be used for oth-
er purposes without consent of the 
individual(s). When data collections 
are merged, computing professionals 
should take special care for privacy. 
Individuals may be readily identifi-
able when several data collections are 
merged, even though those individu-
als are not identifiable in any one of 
those collections in isolation.

1.7 Honor confidentiality.
Computing professionals should pro-
tect confidentiality unless required to 
do otherwise by a bona fide require-
ment of law or by another principle of 
the Code.

User data observed during the nor-
mal duties of system operation and 
maintenance should be treated with 
strict confidentiality, except in cases 
where it is evidence for the violation 
of law, of organizational regulations, 
or of the Code. In these cases, the 
nature or contents of that informa-
tion should not be disclosed except 
to appropriate authorities, and the 
computing professional should con-
sider thoughtfully whether such dis-
closures are consistent with the Code.

2. PROFESSIONAL  
RESPONSIBILITIES
A practicing computing professional 
should...

2.1 Strive to achieve the highest qual-
ity in both the process and products of 
professional work.
Computing professionals should in-
sist on high quality work from them-
selves and from colleagues. This 
includes respecting the dignity of 
employers, colleagues, clients, users, 
and anyone affected either directly 
or indirectly by the work. High qual-
ity process includes an obligation 
to keep the client or employer prop-
erly informed about progress toward 
completing that project. Profession-
als should be cognizant of the seri-
ous negative consequences that may 
result from poor quality and should 
resist any inducements to neglect 
this responsibility.

“Privacy” is  
a multi-facet 
concept and 
a computing 
professional  
should become 
conversant in its 
various definitions 
and forms. 
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2.2 Maintain high standards of profes-
sional competence, conduct, and ethi-
cal practice.
High quality computing depends on 
individuals and teams who take per-
sonal and organizational responsibil-
ity for acquiring and maintaining pro-
fessional competence. Professional 
competence starts with technical 
knowledge and awareness of the so-
cial context in which the work may be 
deployed. Professional competence 
also requires skill in reflective analysis 
for recognizing and navigating ethi-
cal challenges. Upgrading necessary 
skills should be ongoing and should 
include independent study, confer-
ences, seminars, and other informal 
or formal education. Professional 
organizations, including ACM, are 
committed to encouraging and facili-
tating those activities.

2.3 Know, respect, and apply existing 
laws pertaining to professional work.
ACM members must obey existing 
regional, national, and interna-
tional laws unless there is a com-
pelling ethical justification not to 
do so. Policies and procedures of 
the organizations in which one par-
ticipates must also be obeyed, but 
compliance must be balanced with 
the recognition that sometimes ex-
isting laws and rules are immoral or 
inappropriate and, therefore, must 
be challenged. Violation of a law or 
regulation may be ethical when that 
law or rule has inadequate moral ba-
sis or when it conflicts with another 
law judged to be more important. If 
one decides to violate a law or rule 
because it is unethical, or for any 
other reason, one must fully accept 
responsibility for one’s actions and 
for the consequences.

2.4 Accept and provide appropriate 
professional review.
Quality professional work in comput-
ing depends on professional reviewing 
and critiquing. Whenever appropri-
ate, computing professionals should 
seek and utilize peer and stakehold-
er review. Computing professionals 
should also provide constructive, criti-
cal review of the work of others.

2.5 Give comprehensive and thorough 
evaluations of computer systems and 

their impacts, including analysis of 
possible risks.
Computing professionals should 
strive to be perceptive, thorough, 
and objective when evaluating, rec-
ommending, and presenting sys-
tem descriptions and alternatives. 
Computing professionals are in a 
position of special trust, and there-
fore have a special responsibility to 
provide objective, credible evalua-
tions to employers, clients, users, 
and the public. Extraordinary care 
should be taken to identify and miti-
gate potential risks in self-changing 
systems. Systems whose future risks 
are unpredictable require frequent 
reassessment of risk as the system 
develops or should not be deployed. 
When providing evaluations the pro-
fessional must also identify any rel-
evant conflicts of interest, as stated 
in Principle 1.3.

As noted in the guidance for Prin-
ciple 1.2 on avoiding harm, any signs of 
danger from systems should be reported 
to those who have opportunity and/or 
responsibility to resolve them. See the 
guidelines for Principle 1.2 for more 
details concerning harm, including the 
reporting of professional violations.

2.6 Accept only those responsibilities 
for which you have or can obtain the 
necessary expertise, and honor those 
commitments.
A computing professional has a re-
sponsibility to evaluate every potential 
work assignment. If the professional’s 
evaluation reveals that the project is 
infeasible, or should not be attempted 
for other reasons, then the profession-
al should disclose this to the employer 
or client, and decline to attempt the 
assignment in its current form.

Once it is decided that a project 
is feasible and advisable, the profes-
sional should make a judgment about 
whether the project is appropriate to 
the professional’s expertise. If the pro-
fessional does not currently have the 
expertise necessary to complete the 
project the professional should dis-
close this shortcoming to the employer 
or client. The client or employer may 
decide to pursue the project with the 
professional after time for additional 
training, to pursue the project with 
someone else who has the required ex-
pertise, or to forego the project.

The major underlying principle 
here is the obligation to accept person-
al accountability for professional work. 
The computing professional’s ethical 
judgment should be the final guide in 
deciding whether to proceed.

2.7 Improve public understanding of 
computing, related technologies, and 
their consequences.
Computing professionals have a re-
sponsibility to share technical knowl-
edge with the public by creating aware-
ness and encouraging understanding 
of computing, including the impacts 
of computer systems, their limita-
tions, their vulnerabilities, and oppor-
tunities that they present. This imper-
ative implies an obligation to counter 
any false views related to computing.

2.8 Access computing and communi-
cation resources only when authorized 
to do so.
This principle derives from Principle 
1.2 - “Avoid harm to others.” No one 
should access or use another’s com-
puter system, software, or data with-
out permission. One should have 
appropriate approval before using sys-
tem resources, unless there is an over-
riding concern for the public good. 
To support this clause, a computing 
professional should take appropriate 
action to secure resources against un-
authorized use. Individuals and orga-
nizations have the right to restrict ac-
cess to their systems and data so long 
as the restrictions are consistent with 
other principles in the Code (such as 
Principle 1.4).

3. PROFESSIONAL  
LEADERSHIP PRINCIPLES
In this section, “leader” means any 
member of an organization or group 
who has influence, educational re-
sponsibilities, or managerial responsi-
bilities. These principles generally ap-
ply to organizations and groups, as well 
as their leaders.

A computing professional acting as a 
leader should...

3.1 Ensure that the public good is a 
central concern during all professional 
computing work.
The needs of people—including us-
ers, other people affected directly and 
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indirectly, customers, and colleagues—
should always be a central concern in 
professional computing. Tasks associat-
ed with requirements, design, develop-
ment, testing, validation, deployment, 
maintenance, end-of-life processes, and 
disposal should have the public good as 
an explicit criterion for quality. Comput-
ing professionals should keep this focus 
no matter which methodologies or tech-
niques they use in their practice.

3.2 Articulate, encourage acceptance of, 
and evaluate fulfillment of the social re-
sponsibilities of members of an organi-
zation or group.
Technical organizations and groups 
affect the public at large, and their 
leaders should accept responsibilities 
to society. Organizational procedures 
and attitudes oriented toward quality, 
transparency, and the welfare of so-
ciety will reduce harm to members of 
the public and raise awareness of the 
influence of technology in our lives. 
Therefore, leaders should encourage 
full participation in meeting social re-
sponsibilities and discourage tenden-
cies to do otherwise.

3.3 Manage personnel and resources to 
design and build systems that enhance 
the quality of working life.
Leaders are responsible for ensur-
ing that systems enhance, not de-
grade, the quality of working life. 
When implementing a system, lead-
ers should consider the personal and 
professional development, accessi-
bility, physical safety, psychological 
well-being, and human dignity of all 
workers. Appropriate human-com-
puter ergonomic standards should 
be considered in system design and 
in the workplace.

3.4 Establish appropriate rules for  
authorized uses of an organization’s 
computing and communication re-
sources and of the information they 
contain.
Leaders should clearly define appro-
priate and inappropriate uses of or-
ganizational computing resources. 
These rules should be clearly and ef-
fectively communicated to those us-
ing their computing resources. In ad-
dition, leaders should enforce those 
rules, and take appropriate action 
when they are violated.

3.5 Articulate, apply, and support poli-
cies that protect the dignity of users and 
others affected by computing systems 
and related technologies.
Dignity is the principle that all humans 
are due respect. This includes the gen-
eral public’s right to autonomy in day-to-
day decisions.

Designing or implementing sys-
tems that deliberately or inadvertently 
violate, or tend to enable the violation 
of, the dignity or autonomy of individ-
uals or groups is ethically unaccept-
able. Leaders should verify that sys-
tems are designed and implemented 
to protect dignity.

3.6 Create opportunities for members 
of the organization and group to learn, 
respect, and be accountable for the prin-
ciples, limitations, and impacts of sys-
tems.
This principle complements Principle 
2.7 on public understanding. Educa-
tional opportunities are essential to 
facilitate optimal participation of all 
organization or group members. Lead-
ers should ensure that opportunities are 
available to computing professionals 
to help them improve their knowledge 
and skills in professionalism, in the 
practice of ethics, and in their technical 
specialties, including experiences that 
familiarize them with the consequences 
and limitations of particular types of 
systems. Professionals should know the 
dangers of oversimplified models, the 
improbability of anticipating every pos-
sible operating condition, the inevitabil-
ity of software errors, the interactions of 
systems and the contexts in which they 
are deployed, and other issues related to 
the complexity of their profession.

3.7 Recognize when computer systems 
are becoming integrated into the infra-
structure of society, and adopt an appro-
priate standard of care for those systems 
and their users.
Organizations and groups occasionally 
develop systems that become an impor-
tant part of the infrastructure of society. 
Their leaders have a responsibility to be 
good stewards of that commons. Part 
of that stewardship requires that com-
puting professionals monitor the level 
of integration of their systems into the 
infrastructure of society. As the level of 
adoption changes, there are likely to be 
changes in the ethical responsibilities of 

the organization. Leaders of important 
infrastructure services should provide 
due process with regard to access to 
these services. Continual monitoring of 
how society is using a product will allow 
the organization to remain consistent 
with their ethical obligations outlined in 
the principles of the code. Where such 
standards of care do not exist, there may 
be a duty to develop them.

4. COMPLIANCE WITH THE CODE
A computing professional should...

4.1 Uphold, promote, and respect the 
principles of the Code.
The future of computing depends on 
both technical and ethical excellence. 
Computing professionals should ad-
here to the principles expressed in the 
Code. Each ACM member should en-
courage and support adherence by all 
computing professionals. Computing 
professionals who recognize breaches 
of the Code should take whatever ac-
tions are within their power to resolve 
the ethical issues they recognize.

4.2 Treat violations of the Code as incon-
sistent with membership in ACM.
If an ACM member does not follow the 
Code, membership in ACM may be ter-
minated.

Join the Discussion
The Committee on Professional Ethics 
is asking you to participate in an open 
discussion about this Code and suggest 
ways in which it might be improved: 
http://code2018.acm.org/discuss; 
https://ethics.acm.org; or by direct email 
to chair@ethics.acm.org.
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