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editor’s letter

I
N  J A N UA R Y  2 0 0 7 ,  I undertook the 
task of revitalizing Communica-
tions of the ACM. In the 1970s, 
Communications was one of the 
premier publications in com-

puting, publishing seminal articles 
such as Codd’s “A Relational Model 
of Data for Large Shared Data Banks” 
(June 1970) and Rivest, Shamir, and 
Adleman’s “A Method for Obtaining 
Digital Signature and Public-Key Cryp-
tosystems” (February 1978). By the 
1990s, however, Communications’ con-
tent had evolved to be strongly slanted 
toward Management Information Sys-
tems. Over time, a significant segment 
of the ACM membership had lost in-
terest in the publication. When David 
Patterson became ACM President in 
2005, he argued that this state of af-
fairs was unacceptable. The revitalized 
Communications was launched in July 
2008, and by March 2009 I was able 
to conclude “Yes, it can be done” (see 
https://goo.gl/0ySCMj). Now, after 10 
years at the helm of Communications, 
it is time for me to move on and for the 
magazine to get new leadership. Ex-
pect a formal announcement on this 
in the very near future!

My 10 years with Communications 
has been an incredible learning expe-
rience. I would like to share one of the 
most important lessons I learned. To 
turn Communications around, it was 
important to understand first what 
went wrong. How has Communications 
evolved from a premier publication in 
computing to one that was of interest 
only to a narrow segment of the com-
puting community? The answer, in one 
word, is emergence, the phenomenon 
whereby a systemwide behavior arises 
through numerous interactions among 
system components. An example of 

emergence is gentrification, which is 
a process of renovation of deteriorated 
urban neighborhoods by means of the 
influx of more affluent residents. The 
reverse trend is usually called urban de-
cline. Gentrification and urban decline 
are the result of numerous individual 
decisions of residents moving into and 
moving out of the neighborhood. With 
no central direction, a neighborhood 
can completely change its character 
over a couple of decades.

The standard scholarly editorial 
model is that of filtration: authors sub-
mit articles, and editors filter them, 
with the help of reviewers, based on 
scope and quality. While the editorial 
process plays a critical role in shaping 
the face of a publication, the dominant 
factor is the nature of the submitted 
articles, which is determined solely 
by the submitting authors. Authors 
make submission decisions to a large 
measure based on articles already pub-
lished. Thus, just as a neighborhood 
can change its character over a couple 
of decades, a publication can see its 
character change in just a few years. 
This is how Communications changed 
in the 1990s from a magazine repre-
senting all of computing to essentially 
“MIS Monthly.”

The key to the turnaround of Com-
munications was to change the edito-
rial model from one mostly based on 
filtration to one mostly based on cura-
tion. The word “curation” comes from 
the verb “to care” It is typically used in 
the context of museums, where a cu-
rator selects items for exhibits. It also 
refers more broadly to the process of 
gathering and selecting content. While 
Communications is open to submis-
sions, the lion’s share of its published 
content is curated. Certain sections, 

such as News, Viewpoint columns, 
and Practice, are purely curated, with 
an editorial-board section in charge 
of the curation. Other sections, com-
bine curation and filtration. Take 
Contributed Articles, for example. 
During 2016, we received 202 submis-
sions. Most of these articles were un-
solicited, but a significant fraction of 
the submitted articles were solicited, 
which means that an editor encour-
aged a specific author to submit an ar-
ticle on a specific topic. Both solicited 
and unsolicited articles are subject to 
the same rigorous peer review, but the 
selection of topics and authors of so-
licited articles results in a higher prob-
ability of a positive editorial outcome.

Curation ensures Communications 
continues to be a publication that is 
broadly representative of comput-
ing. But curation requires an editorial 
board that is not merely reactive, but is 
strongly proactive, continually seeking 
topics and authors for high-quality 
articles. Communications’ Editorial 
Board consists of approximately 100 
committed volunteers. The quality and 
commitment of the Editorial Board is 
the real key to the success of the revital-
ized Communications. For all of Com-
munications’ success these past years, 
it will continue to remain a work in 
progress that will need the dedicated 
involvement of members of the commu-
nity to keep it current and relevant for the 
fast-changing field of computing. Both 
ACM and the community will need to 
continue investing in Communications 
to keep it strong and vital.

Follow me on Facebook, Google+, 
and Twitter.

Moshe Y. Vardi, EDITOR-IN-CHIEF

Copyright held by author.

Ten Years at the Helm of 
Communications of the ACM
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profit institutions and partly by the 
“publish or perish” dynamic in the 
academic world. Library budgets have 
not kept up with the cost of increasing 
numbers of publications. Changing 
this dynamic may necessitate revising 
the metrics of value: favoring quality 
over quantity. Academic tenure deci-
sions often seem to turn on quantity 
and perhaps that must change. 

Reproducibility of reported re-
search is an important trend and is 
aided by funding-agency require-
ments for the preservation of research 
data, associated metadata, software 
and equipment documentation, as 
well as reported analytic results. This 
is the essence of the scientific meth-
od and is a laudable goal. The U.S. 
National Science Foundation spon-
sors the Research Data Alliance that 
undertakes to achieve this objective. 
Preservation of software and its ex-
ecution environments is a topic about 
which I have written more than once 
in this column so I will simply reiter-
ate here the challenge and importance 
of achieving this objective. 

One of the challenges associated 
with data and publication preserva-
tion is the creation of business mod-
els that can sustain long-duration ar-
chives over decades, if not centuries. 
Present publication business models 
often sustain significant portions of 
the operating costs for academic or-
ganizations. For many research pub-
lishers, all of their operating costs 
must be covered this way. Ironically, 
researchers have often noted that aca-
demic colleagues at little direct cost 

to publishers undertake the editing 
and review functions of most scien-
tific journals. This has led some insti-
tutions to consider the formation of 
digital publication processes staffed 
by volunteer editors and reviewers. 
It should be noted, however, that 
considerable infrastructure must be 
maintained to ensure access to digital 
content over long periods of time and 
that, too, has an underlying cost. 

In a recent National Academy of En-
gineering Spring Symposium, one of the 
speakers, Bret Victor, offered a working 
example of a modern-day digital publi-
cation that was far from static. Indeed, 
the tables and charts were fully interac-
tive. Readers could alter parameters to 
see how the results might look under 
varied conditions. This kind of compos-
ite publication might indeed become 
the forerunner of a mechanism for re-
producibility, especially if the research-
er’s tools might be accessed through 
the publication to test new hypotheses 
or to feed new data into the system. 

In the ensuing discussions, it 
seemed clear the participants who 
might have been expected to be at odds 
on the economics of research publica-
tion were in fact open to exploring new 
ways to ensure increasingly open ac-
cess to research results and data. I was 
reminded of the success of the Human 
Genome Project and the role that pub-
lishers played: if your papers were to be 
published, you had to agree to put your 
discovered genetic sequences into one 
of three international human genome 
databases. The resulting sharing of 
this key information accelerated our 
understanding of the human genome 
and its implications.	

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.

It is June and as we do every year, ACM 
celebrates the extraordinary accomplishments 
and contributions of some of our colleagues 
in computer science and information 

technology. This year, we honor Sir Tim 
Berners-Lee as the recipient of ACM’s 
most prestigious 2016 A.M. Turing 
Award. The impact of the World Wide 
Web has steadily increased since it was 
first introduced in late 1991 and stands 
as a remarkable infrastructure, en-
hancing the value of the Internet, data-
centers, smartphones, and all manner 
of other programmable systems. 

This year also marks the first time 
the new ACM Prize in Computing is 
awarded—the inaugural recipient is 
Alexei A. Efros, for his groundbreaking, 
data-driven approaches to computer 
graphics and computer vision. Many 
other deserving recipients will be feted 
at the annual ACM Gala in San Francisco 
on June 24 and I hope to see many of you 
there to celebrate the achievements of 
our colleagues. 

I recently spent a half-day with a 
group of government agency, publish-
ing industry, and academic institution-
al representatives to discuss key con-
siderations leading to improved access 
to academic research results, associ-
ated data, and analytic software. The 
sponsoring organization is the Open 
Scholarship Initiative (osinitiative.org) 
and its primary goal is accessibility of 
research and scholarly output. This 
was not necessarily about free access 
as much as making things easily dis-
coverable and accessible. 

The world of scientific and academic 
publishing has grown over time and 
this is not surprising. The number of 
narrowly focused academic publica-
tions is increasing, partly driven by 
business models of profit and non-

Open Access to Academic Research
DOI:10.1145/3084224		  Vinton G. Cerf
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Enough Already with  
Patent Profusion 
I was seriously dismayed by the de-
scriptions of three U.S. design pat-
ents in Pamela Samuelson’s Legally 
Speaking column “Supreme Court on 
Design Patent Damages in Samsung v. 
Apple” (Mar. 2017): “a black rectangu-
lar round-cornered front face for the 
device”; “a rectangular round-cor-
nered front face with a surrounding 
rim or bezel”; and “a colorful grid of 
16 icons to be displayed on a screen.” 
The profusion of such patents is in-
tended primarily to stifle competition 
rather than protect truly innovative 
work and has a detrimental effect 
on computational scientists and the 
general public alike. These examples 
represent clear evidence that the U.S. 
patent system is in serious need of re-
form. 

Nicholas Horton, Amherst, MA 

Reengineer Peer Review to 
Eliminate Reviewer Bias
Elizabeth Varki’s Viewpoint “Where 
Review Goes Wrong” (Mar. 2017) 
served computer science with its 
courageous and honest disclosure of 
struggles with the flawed scholarly 
peer-review system. As an ACM Fel-
low with more than 200 publications, 
I can attest to the problems she iden-
tified. I, too, have had papers reject-
ed from venues on the basis of rants 
from the same reviewers. I was once 
able to make my case and solicit 
fresh reviews because carbon cop-
ies proved the same typewriter had 
been used. Digital documents and 
submission portals now make bias 
or abuse all but impossible to prove. 
Reviewing the same paper for more 
than one publication or conference 
is unethical, and reviewers should 
be required to recuse themselves on 
these grounds. 

As someone who has seen the pub-
lication process from all sides—au-
thor, referee, conference organizer, 
and editor of multiple journals in 
multiple disciplines—I can say blind 

T
HE  CE R F ’S UP  column “So-
cial and Ethical Behavior 
in the Internet of Things” 
(Feb. 2017) by Francine Ber-
man and Vinton G. Cerf was 

a welcome reminder of the importance 
of ethical issues involving sociotechni-
cal systems in general and the Internet 
of Things in particular. Berman and 
Cerf did a great service giving them a 
high profile and thoughtful exposition. 
Here, we focus on their claim “Tech-
nologies have no ethics.” Many com-
puting professionals express this opin-
ion, and we are confident many more 
believe it. But we think it is, as stated, 
a mistake, indeed a perilous mistake. 

It is true that technologies do not 
“have ethics” in exactly the same way hu-
man beings have ethics. A human being 
is a carbon-based, biological entity, and 
any computer artifact (or other techno-
logical device) is fundamentally silicon-
based and mechanical. Despite their 
differences, humans and technologies 
are interrelated and co-dependent. So-
ciety shapes technology, and technol-
ogy shapes society. Technologies are the 
creations of humans; without humans, 
the technologies would not exist, and 
humans drive the creation of technol-
ogy. Humans imbue their creations 
with moral significance, meaning their 
creations embody ethical decisions. 
Those ethics may be noble or they may 
be sketchy, but human ethics live inside 
every technology. 

The 2009 book Technology and 
Society: Building Our Sociotechnical 
Future by Deborah G. Johnson and 
Jameson M. Wetmore, as well as the 
work of many other scholars of science 
and technology studies, addressed so-
ciotechnical systems, including the 
Internet of Things. In that context, we 
explore some aspects of how ethics, 
technology, and computing profes-
sionals are related. Sociotechnical sys-
tems include people, devices, policies, 
and the connections among them. To 
properly understand any technology, 
the entire sociotechnical system of 
which they are a part must be under-
stood. As technologies are developed, 

they are already part of a sociotechni-
cal system that develops concurrently 
with the technology. 

At each stage of development of a 
sociotechnical system, people make de-
cisions. Any system, including its tech-
nological components, embodies those 
decisions. Most decisions, regardless of 
how “technical” they may appear at face 
value, have an ethical component, be-
cause technical decisions and human 
values are intertwined. Sociotechnical 
systems matter to people, and those 
people are important stakeholders in 
the systems. Decisions that shape the 
systems and artifacts matter to people 
and thus have ethical significance. 

Because any technology is best un-
derstood as part of a sociotechnical 
system, and because both the tech-
nological artifacts and the systems of 
which they are a part have ethically sig-
nificant human decisions embedded 
in them, these artifacts and systems 
“have ethics.” Such ethics are not iden-
tical to the ethics of a person, but they 
exist. Technologies have ethics; people 
put them there. And as technologies 
are developed, those ethics need to 
be considered by the people who put 
them there. 

�ACM Committee on  
Professional Ethics 

Authors Respond: 
Any blanket generalization is risky so 
we accept the argument that one may 
find an ethical element built into some 
technologies. Many technologies are, 
however, sufficiently neutral that they can 
be used and abused in accordance with 
human choices, regardless of the intent of 
the technology developer. The Internet is 
merely one of many examples. Perhaps the 
way we can end up in the same place as the 
Committee is to observe that programmers 
(and, more generally, technologists) should 
feel ethical responsibilities in the course 
of developing new technology to assure it 
resists accidental or deliberately induced 
malfunction. 

�Francine Berman, Troy, NY, and  
Vinton G. Cerf, Mountain View, CA 
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and ultra-Orthodox. We do this, not be-
cause of a social agenda but because 
diversity makes business sense, help-
ing our team ship great products and 
survive challenges. 

We can also learn an important les-
son that goes beyond business sense. 
American tech companies employ di-
verse work forces, including every oth-
er ethnicity you can think of. Whether 
or not we agree with the learning eth-
ic of families of any of them, we can 
agree that the drive to succeed in sci-
ence and technology starts at home at 
a young age. I do not pretend to know 
how to change home values, but if I 
were looking to encourage people to 
go into engineering, I would start by 
encouraging parents to inspire their 
children to achieve in science, math, 
and computing. 

Danny Lieberman, Modiin, Israel 

In Constricting an Art Form, 
Digitization Can Open It As Well
Esther Shein’s news story “Comput-
ing the Arts” (Apr. 2017) explored the 
relation between digitization and the 
arts. The history of European written 
music illustrates this development. 
The historic act of fixing Gregorian 
chant in a notation that used a seven-
note octave during the European 
Middle Ages could be seen as a con-
striction of expression, as it eliminated 
the vitality of diverse vocal pitches 
in favor of just seven notes. But this 
particular form of digitization of 
music also opened the way for poly-
phony and the intense harmonies of 
later European music. Meanwhile, 
mathematics of a different type was 
behind the practice of perspective 
in Renaissance art. Digitization can 
derive insights by looking back at 
such historic precedents. 

Andy Oram, Boston, MA 

Communications welcomes your opinion. To submit  
a Letter to the Editor, please limit yourself to 500 words 
or less, and send to letters@cacm.acm.org. 
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peer review, the putative gold stan-
dard in science, is seriously flawed. 
Double-blind review is a sham. A re-
viewer who is current and competent 
in the subject matter will almost al-
ways know who are the authors of a 
submitted paper, from content, style, 
reputation, or cited references. So-
cial science research has repeatedly 
proved double-blind reviewing is a 
myth. Identical papers submitted un-
der female or ethnic names are more 
likely to be reviewed unfavorably and 
rejected. Single-blind review converts 
to certainty only the probability that 
authors are disadvantaged. 

One issue Varki did not raise is 
the competence of referees to review 
a particular paper. As an editor and 
conference organizer, I know how dif-
ficult it is to secure enough capable 
referees. The more innovative and 
advanced the paper and author, the 
more likely reviewers will be less ex-
perienced and underqualified. His-
tory attests to cases of work that ul-
timately proved groundbreaking but 
was repeatedly rejected due to poor 
reviewing. My own work on coupling 
and cohesion, which spawned a rich 
research literature and eventually 
entered the canon of software engi-
neering, was repeatedly rejected until 
a fluke opportunity brought it to the 
world in a journal then at the academic 
margins. I have seen solid papers by 
others rejected by reviewers who were 
self-evidently unqualified to evaluate 
the paper, even sometimes by their 
own admission. 

It is time to consider re-engineer-
ing the entire peer-review process to 
reflect research evidence from the 
social sciences and the realities of 
contemporary academic publishing. 
Radical though it may seem, a fair 
process might be an open one with-
out anonymity. So-called anonymous 
review that is only selectively anony-
mous leads to abuses and complica-
tions. In the deeply incestuous com-
munities of scientific specialties and 
subspecialties, anonymous reviewing 
as now practiced is a hidebound fic-
tion that fails in the ultimate purpose 
of peer review—ensure the quality of 
the cumulative literature and guaran-
tee fair and open access to all quali-
fied contributors. 

Larry Constantine, Rowley, MA 

To Inspire Future Engineers,  
Start at Home 
Several fallacies stood out in Gregory 
Mone’s news article “Bias in Tech-
nology” (Jan. 2017), which made 
the tacit but arguable assumption 
that working in tech has enough so-
cial value that getting more women 
and African-Americans into tech jobs 
is a laudable goal. Mone said African-
Americans represent 1% of the work 
force at Google and Facebook and 4.6% 
of students awarded a bachelor’s degree 
in computer science but wondered 
why only 1% or 2% at “some major com-
panies are African American.” Consider 
that 1% to 2% is actually an extremely 
high percentage. In his book Work 
Rules! Insights from Inside Google That 
Will Transform How You Live and Lead, 
Laszlo Bock, Google’s Senior VP of 
People Operations (what other com-
panies call “human resources”) said, 
“We receive more than two million 
applications every year. [...] Of these, 
Google hires only several thousand 
per year, making Google 25 times more 
selective than Harvard, Yale, or Princ-
eton. Approximately 0.1% to 0.3% of 
applicants get jobs at Google. I imagine 
the numbers are about the same for 
Facebook, Apple, and Microsoft. 

Mone quoted Kaya Thomas, a sec-
ond-year computer science student 
at Dartmouth, saying, “If you want 
to sell to everybody, you have to hire 
everybody.” This statement is wrong 
in both theory and practice. The de-
sign principles that guide Facebook, 
Apple, and Microsoft to create great 
products used by billions of people 
around the world are universal and 
have nothing to do with affirmative 
action. Consider, the deeper reason 
for diversity. Diversity is important in 
an engineering organization not be-
cause of a social agenda or because 
you want to sell to everybody but be-
cause of the value of hiring smart peo-
ple who think different from you and 
the opportunity to learn from them 
and because of the resilience diversity 
brings to building a great team. 

As an engineer who has worked at In-
tel and as an entrepreneur, I am proud 
that my startup—Clear Clinica (cloud 
monitoring of clinical trial data)—
has equal representation of men and 
women, native Israeli, American-born, 
Russian-born, religious, non-religious, 

http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=9&exitLink=mailto%3Aletters%40cacm.acm.org


10    COMMUNICATIONS OF THE ACM    |   JUNE 2017  |   VOL.  60  |   NO.  6

Follow us on Twitter at http://twitter.com/blogCACM

The Communications Web site, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.

efficient way to learn for Simon, and his 
concern was for motivation:

When, for whatever reason, students 
cannot construct the knowledge for them-
selves, they need some instruction. The 
argument that knowledge must be con-
structed is very similar to the earlier argu-
ments that discovery learning is superior 
to direct instruction. In point of fact, there 
is very little positive evidence for discovery 
learning and it is often inferior ... Because 
most of the learning in discovery learning 
only takes place after the construct has 
been found, when the search is lengthy or 
unsuccessful, motivation commonly flags.

A teacher of introductory computer 
science faces the tension between let-
ting students figure out complex situ-
ations and telling students the answer. 
I’m going to describe the tension using 
a generalized, perhaps even stereotypi-
cal description of what students want. 
As Valerie Barr has pointed out (http://
bit.ly/2nFRSFx), teachers need to un-
derstand the students who are in their 
classes, not generalizations. While the 
generalization I’m using doesn’t ac-
curately describe all students, the gen-

eralization matches how CS teachers 
think about their students (http://bit.
ly/2nYA3nE), which does explain what 
we do in our classes.

A student who takes an introduc-
tory computer science course wants to 
make something. Even if the student 
doesn’t want to become a professional 
software developer, they want to cre-
ate software, to design something digi-
tal. We want to go from where they are 
to producing something interesting. 
The challenge (as Briana Morrison 
and I describe in the November 2016  
Communications, http://bit.ly/2iIFeEc) 
is that students enter CS class with less 
background in the discipline than any 
other STEM field. It’s difficult to design 
when you don’t understand the medi-
um that you’re designing with.

We know students need to develop 
an understanding of what the computer 
does when it executes programs. Com-
puting education researchers call that 
the notional machine (see the report 
from a Dagstuhl Seminar group on stu-
dent learning about notional machines 
at http://bit.ly/2oy1KoO). To design and 

Mark Guzdial  
‘Figure It Out’ Isn’t 
Enough: Striking a New 
Balance Between 
Understanding, 
Problem-Solving, and 

Design in Introductory CS Classes
�http://bit.ly/2jvlDdO 
January 9, 2017

A computing educator has to balance 
teaching efficiently and motivating the 
student. Efficient teaching means teach-
ing abstractly, emphasizing practice, 
and preferring direct instruction over 
having students “figure it out.” Motivat-
ing the student means giving the stu-
dents authentic situations, real-world 
complexity, and reasons to practice.

I recently wrote an essay describing 
this tension (http://bit.ly/2nFRuGZ). 
Herbert Simon (one of the three authors 
of the Science article first answering the 
question “What is Computer Science?”; 
http://bit.ly/2nFIzpf) strongly believed 
in direct instruction, rather than prob-
lem-solving. Having students “figure 
out” the solution for themselves, to dis-
cover solutions to problems, was an in-

Balancing Teaching 
CS Efficiently with 
Motivating Students
Mark Guzdial suggests a new balance is needed in computer science 
education between discovery learning and direct instruction. 
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debug programs, students need to de-
velop a mental model of the notional 
machine. We have a poor track record 
in helping students be able to trace 
and predict program execution, as Ray-
mond Lister has been exploring in his 
research (see http://bit.ly/2n7A8Xr). 

Maybe our students don’t develop 
enough understanding of the notion-
al machine because our introductory 
courses don’t make program under-
standing a key learning goal. Students 
need to understand, but they want to 
build. We can teach for understand-
ing, but that’s harder to do in authen-
tic, complex learning situations, as 
Simon and others have pointed out 
(http://bit.ly/2nFRuGZ).

Perhaps in response, many intro-
ductory computer sciences take a 
middle ground and focus on problem-
solving (see examples at http://bit.
ly/2oVyXXu and http://bit.ly/2n7yu80). 
Some teachers even define computer 
science as “algorithmic problem-
solving” (http://bit.ly/2nYJhQP, which 
doesn’t appear at all in the Newell, Per-
lis, and Simon definition of the field at 
http://bit.ly/2nFIzpf). Teachers can get 
students to realize they have to solve 
problems to create software, so they 
emphasize how to solve problems with 
programs and algorithms.

A focus on problem-solving is a ratio-
nal way to strike a balance between get-
ting students to understand programs 
and their desire to build. We give stu-
dents problem statements (describing 
things to build), and we teach them how 
to go from the problem statements to a 
working program. We teach them how 
to design with objects, and how to ana-
lyze problems for the data structures 
within them.

The problem is that teaching prob-
lem-solving is not the same thing as 
teaching for understanding, and em-
pirical evidence suggests it isn’t work-
ing. John Sweller showed years ago that 
more problem-solving doesn’t lead to 
greater understanding. Problem-solv-
ing creates enormous cognitive load 
that interferes with learning to under-
stand (http://bit.ly/2nAufgV). If we want 
students to understand more, we have 
to teach for understanding. In my book 
Learner-Centered Design of Comput-
ing Education (http://bit.ly/1JYLeUz), 
I describe some of the evidence that 
students are not developing an under-

standing of programs and developing a 
mental model of the notional machine.

To teach for understanding, we 
would give students worked examples 
and ask them questions about the ex-
amples, ask students to predict out-
comes or next steps in a visualization 
(http://bit.ly/2nAs5xN), or ask students 
to solve Parson’s Problems. We would 
do far less of giving students a problem 
they’ve never seen before, and asking 
them to generate a brand-new program 
to solve that problem.

At ICER 2016, Briana Morrison, Lau-
ren Margulieux, and Adrienne Decker 
presented a replication study showing 
that introductory students miss impor-
tant details in problem statements, but 
they figure them out when the students 
reach their second CS course (http://bit.
ly/2n7BOjH). Morrison thinks it takes 
students that long to develop their un-
derstanding so they are more effective 
at problem-solving. We could perhaps 
achieve better understanding earlier, 
but we’d have to teach for understand-
ing. We computer science teachers 
tend to underemphasize program 
comprehension, because it’s boring 
for us—and it’s easy for computer sci-
ence teachers. It falls in our expert blind 
spot. A focus on understanding can be 
boring for the students, too, because it’s 
not about making stuff.

We need a new balance point. We 
need to do more to get students to 
understand. They need to build, too, 
because that’s important for student 
motivation. We need to create learn-
ing situations where we ask students 
to practice program reading, to predict 

program execution, and to understand 
program idioms. More problem-solving 
might need to wait until student under-
standing catches up.

Comments
I have to question the assumptions that 
teaching for understanding is the right goal. 
There are many aspects in the applications 
I build that I don’t understand. But I don’t 
need to.

“Understanding” is such a slippery goal, 
whether we talking about understanding 
computers or Shakespeare. It only becomes 
well defined when we talk about when you 
need it, for example, to find a bug, or adapt 
a solution to a new problem. But then we’re 
back to skills in designing and problem 
solving as the primary goal.

I do love the notional machine concept 
though, at least as I “understand” it so far. 
Which means how I see applying it is thus: 
to help students when they are struggling 
in debugging or design, help them articulate 
and develop a better, partial, locally useful, 
notional machine. 

—Christopher Riesbeck

Hi Chris,
I bet that we would agree that the depth 

of the understanding is the question. I use 
my computer all the time without thinking 
about transistors.

Think about it in terms of Bloom’s 
taxonomy. The lowest level of learning is 
simply being able to repeat what was heard. 
Later levels include being able recognize 
the right thing and to predict. The highest 
levels are synthesis and problem-solving. 
Surely those lower levels matter in computer 
science. We can’t ONLY expect students to 
perform at the highest levels. We also have 
to teach for those lower levels, too. 

—Mark Guzdial

Dear Mr. Guzdial, 
Many thanks for your article on CS for all. 

Being retired, I spare my time with a group 
“fighting against school dropping out.” We 
receive students after their school hours and 
help them doing their homework. It works 
fine! I’m planning, may be some times from 
now, to introduce them to CS. Your article 
inspired me. Again, many thanks! 

—Mario Beland

Mark Guzdial is Director of Contextualized Support for 
Learning at the Georgia Tech College of Computing. 

© 2017 ACM 0001-0782/17/06 $15.00

We need to create 
learning situations 
where we ask 
students to practice 
program reading, 
to predict program 
execution, and  
to understand 
program idioms.
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ingly good, and it’s all thanks to neural  
machine translation,” Cho said. 

Data posted by Google in November 
2016 show that its new system is now 

O
VER THE LAST few years, data-
intensive machine-learn-
ing techniques have made 
dramatic strides in speech 
recognition and image 

analysis. Now these methods are mak-
ing significant advances on another 
long-standing challenge: translation 
of written text between languages.

Until a couple of years ago, the 
steady progress in machine translation 
had always been dominated by Google, 
with its well-supported phrase-based 
statistical analysis, said Kyunghyun 
Cho, an assistant professor of com-
puter science and data science at New 
York University (NYU). 

However, in 2015, Cho (then a 
post-doc in Yoshua Bengio’s group 
at the University of Montreal) and 
others brought neural-network-
based statistical approaches to 
the annual Workshop on Machine 
Translation (WMT 15), and for the 
first time, the “Google translation 
was not doing better than any of 
those academic systems.”

Since then, “Google has been re-
ally quick in adapting this (neural 
network) technology” for translation, 
Cho observed. Based on its success, 

last fall Google began replacing the 
phrase-based system it had used for 
years, starting with some popular lan-
guage pairs. The new system is “amaz-

Deep Learning Takes  
on Translation
Improvements in hardware, the availability of massive amounts of 
data, and algorithmic upgrades are among the factors supporting 
better machine translation. 

Science  |  DOI:10.1145/3077229	 Don Monroe

NEW TRANSLATIONOLD TRANSLATION

A demonstration of the improvement in Google Translate thanks to the use of neural 
machine translation.

http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=12&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3077229
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essentially as good as human transla-
tors, at least for translation between 
European languages. (Google declined 
to be interviewed for this story.)

Neural Networks
The architectures that enable these 
advances, as well as the methods for 
configuring them, are fundamentally 
similar to those developed in the late 
1980s, says Yann LeCun, director of 
AI research at Facebook and a pro-
fessor at NYU. These systems employ 
multiple layers of simple elements 
that are extensively interconnected 
like those in the brain, inspiring the 
name “neural networks.” Individual 
elements typically combine the out-
puts of many other elements with 
variable weights, and then use a non-
linear threshold function to deter-
mine their own output. 

“To solve a complicated problem, 
especially if we start with very low-
level sensory information, we need to 
have a very high level of abstraction,” 
said Cho. “To get that kind of higher-
level abstraction, it turns out we need 
to have many layers of processing.” 

In analyzing an image, for ex-
ample, initial layers might compare 
nearby pixels to identify lines or other 
primitive features, while deeper lay-
ers flag progressively more complex 
combinations of features, until the 
final object is classified as, say, a cat 
or a tank.

The specific analysis a particular 
network performs depends on the nu-
merical weights assigned to each inter-
connection and on the details of how 
their combined output is computed. 
The challenge is to set the parameters 
for a particular task by exposing the 
system to a large series of inputs whose 
desired outputs are known, and se-
quentially adjusting the parameters to 
reduce any discrepancies. 

After such “training” with known 
examples, the network can quickly 
extract high-level information from a 
novel low-level representation. With 
a large enough set of examples, this 
training can be done without even 
specifying which features are needed 
for classification.

Deep Learning
Neural networks are often described 
as “deep learning.” The phrase en-

compasses systems that perform more 
complex functions than traditional 
“neurons,” but it also sidesteps the 
somewhat-checkered reputation of 
neural networks.

Several ingredients help explain 
neural networks’ recent renaissance. 
First, hardware is vastly superior to 
that available 30 years ago, includ-
ing commercial graphical processing 
units (GPUs) for rapid calculations. 
“That really brought a qualitative dif-
ference in what we can do,” LeCun 
said. Google has developed hardware 
it calls tensor processing units, which 
it says are needed for the rapid results 
that Web users expect. 

A second enabler for deep learn-
ing is that researchers can now access 
enormous amounts of data. Such large 
data sets, gleaned from our increas-
ingly digital lives, are critical for nail-
ing down the many parameters of deep 
neural networks.

In addition, although “the basic 
principles were around 30 years ago, 
there are a few details in the way we 
do things now that are different from 
back then that allow us to train very 
large, very deep networks,” LeCun said. 
These algorithmic improvements in-
clude better nonlinear functions and 
methods for regularizing and normal-
izing input data to help the networks 
identify the data’s salient features.

Assessing Quality
An ongoing challenge is measuring 
the quality of a translation or a similar 
task. “As the problems that we solve get 

more and more advanced,” Cho said, 
“how can we even tell that a model is 
doing well?” 

Even when automated systems are 
excellent on average, they occasion-
ally can make mistakes that humans 
find shocking. “We call them stupid 
errors,” said Salim Roukos, an IBM 
Fellow at IBM’s Thomas J. Watson 
Research Center in New York. Fif-
teen years ago, he and his colleagues 
developed a computer-based trans-
lation metric called bilingual evalu-
ation understudy, or BLEU, which is 
still widely used and helpful for qual-
ity control and tool improvement.

However, BLEU is not sensitive 
enough to individual misfires, Roukos 
said. “When we invented BLEU, we 
thought that in three or five years we 
would have a better metric, because it 
has the significant shortcoming which 
is it’s not very good at the level of a sen-
tence.” Researchers therefore still turn 
to human evaluators of translation for 
the ultimate validation, although even 
humans have weaknesses, such as fa-
voring translations that sound natural 
even if they are inaccurate.

Turning to Translation
In the past few years, such deep-learn-
ing techniques have produced “step-
function” improvements for image 
analysis and for recognition of spoken 
speech, said Roukos. The improve-
ment for translation, while significant, 
“has not been as great” so far, he said. 
“The jury is still out.”

Most implementations of transla-
tion employ two neural networks .The 
first, called the encoder, processes in-
put text from one language to create 
an evolving fixed-length vector repre-
sentation of the evolving input. A sec-
ond “decoder” network monitors this 
vector to produce text in a different 
language. Typically, the encoder and 
decoder are trained as a pair for each 
choice of source and target language.

An additional critical element is the 
use of “attention,” which Cho said was 
“motivated from human translation.” 
As translation proceeds, based on 
what has been translated so far, this 
attention mechanism selects the most 
useful part of the text to translate next. 

Attention models “really made a 
big difference,” said LeCun. “That’s 
what everybody is using right now.”

Most translation 
implementations 
employ an encoder 
network and a 
decoder network  
that are trained as  
a pair for each choice 
of source and  
target language. 
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cept of a word” is not the same as in 
English, Roukos said. Goldberg noted 
the challenge arising from free word 
order in Hebrew. In these cases, pre-
processing of the text, for example di-
viding Arabic words into multiple seg-
ments to facilitate mapping between 
languages, can significantly improve 
translation.

Even at a practical level, the separa-
tion of encoder and decoder may help 
solve the problem of inadequate train-
ing data for many language pairs. The 
more than 100 languages supported by 
Google Translate would require data 
sets for more than 50,000 language 
pairs. Training encoders and decod-
ers separately would vastly ease the 
burden. Google reported “reasonable” 
translations for two languages that had 
never been used as a pair for training.

In written Chinese, noted Vic-
tor Mair, a professor of Chinese lan-
guage and literature at the Univer-
sity of Pennsylvania, there are no 
spaces separating words. In addition, 
he said that Chinese writing frequent-
ly includes words from Cantonese and 
other variants, as well as “classicisms” 
that may contain  archaic vocabulary 
and grammar. “It confuses the com-
puter no end,” Mair said, but he still 
finds the translation tools useful. 

The new Google is “really pretty 
good” between Chinese and English, 
but Mair suspects that “there are 
some things they will never get right.”

Revolutions in Progress
In view of recent progress, however, 
“never” may not be so far away. New-
er systems do not require spaces be-

tween words, Cho said, and “neural 
machine translation is making it easi-
er for us to build a translation system” 
that makes use of the internal struc-
ture of complex Chinese characters, 
or the components of a compound 
German word.

A remaining question is how good 
neural systems can get at translation 
without exploiting traditional expert 
knowledge. “Knowing something 
about language in general, or proper-
ties of linguistic structure, definitely 
does help in the translation,” Gold-
berg said. “We shouldn’t be oblivious 
to the concepts of linguistics or expect 
them to be learned on their own.” 

But the powerful new systems are 
continually challenging the impor-
tance of expertise. 

Based on his experience with neural 
networks going back to Bell Labs in the 
1980s, LeCun cited a fourth reason for 
the upswing in deep learning, besides 
fast computers, big data, and new 
ideas: “People started believing.” The 
reputation of neural nets as finicky, he 
said, began to break down with wide-
spread sharing of code and methods, 
and a steady stream of solid results.

“First in speech recognition, then 
in image processing, and now in 
natural-language understanding and 
translation in particular, it really is a 
revolution,” LeCun said. “It’s an in-
credibly short time” for going from 
blue-sky research to industry stan-
dard. “All the large companies that 
have big language translation services 
are basically using neural nets.”	

Further Reading

Byrne, M.
This DARPA Video Targeting AI Hype Is 
Necessary Viewing, Motherboard, https://
motherboard.vice.com/en_us/article/
this-darpa-video-targeting-ai-hype-is-
necessary-viewing 

A Neural Network for Machine Translation, 
at Production Scale, Google Research Blog, 
https://research.Googleblog.com/2016/09/
a-neural-network-for-machine.html

Zero-Shot Translation with Google’s 
Multilingual Neural Machine Translation 
System, Google Research Blog,
http://bit.ly/2nc469z

Don Monroe is a science and technology writer based in 
Boston, MA.
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A Universal Language?
The separation of the encoder for one 
language from the decoder for anoth-
er language raises an intriguing ques-
tion about the vector that passes in-
formation between the two. As Google 
put it in a November 2016 blog post, 
“Is the system learning a common rep-
resentation in which sentences with 
the same meaning are represented in 
similar ways regardless of language 
—i.e., an ‘interlingua’?” This possibility is 
reminiscent of the universal language 
envisioned by 17th-century polymath 
Gottfried Leibniz for formally denot-
ing philosophical, mathematical, and 
scientific concepts.

 “I would be careful about inter-
preting things in this sense,” cau-
tioned Yoav Goldberg, a senior lec-
turer in computer science at Bar Ilan 
University in Israel. “There definitely 
is some representation of the sen-
tence that can be used for translating 
it into different languages,” he said, 
but “it is a very opaque representation 
which we cannot understand at all.” 

Goldberg suspects the representa-
tion is only capturing words and short 
phrases, “so there is some kind of a 
shared structure, but I think it’s still 
kind of a shallow mapping between 
these languages.”

Cho even imagines a more general 
“plug-and-play” capability in the fu-
ture, for example with an encoder for 
images driving a decoder for language 
to automatically create captions in 
any language. “We are a long way from 
that,” he admitted.

Beyond Europe
Even at a practical level, the separa-
tion of encoder and decoder may 
help solve the problem of inadequate 
training data for many language 
pairs. The more than 100 languag-
es supported by Google Translate 
would require data sets for more 
than 50,000 language pairs. Training 
encoders and decoders separately 
would vastly ease the burden. Google 
reported “reasonable” translations 
for two languages that had never 
been used as a pair for training.

Nonetheless, translations are defi-
nitely more difficult between languag-
es from different families. Arabic, for 
example, relies heavily on word end-
ings to convey meaning, so “the con-

When dealing 
with languages 
from different 
linguistic families, 
preprocessing  
of the text can 
significantly improve 
translation.
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The machine at Stanford is far from 
the first to attack optimization prob-
lems by emulating the behavior of Ising 
spin glasses. D-Wave Systems, Google, 
Microsoft, and a number of universities 
and computing companies are focusing 
on designs that use quantum effects to 
drive the annealing process.  

Explains McMahon, “Quantum an-
nealers are types of Ising machine. The 
leading quantum-annealing technologies 
are these superconducting circuits that use 
magnetic flux and circulating current 
rather than photons as the information 
in their systems. It’s now a fairly advanced 
technology compared to ours: D-Wave has 
been around for almost 20 years now.”

The major problems facing build-
ers of computers that use the Ising 
model are scale and connectivity. With-
out scale, digital computers will eas-
ily outpace quantum annealers and 
other machines that exploit spin-glass 
behavior. At the beginning of 2017, D-
Wave unveiled a machine that doubles 
the number of qubits to several thou-
sand. Yet the D-Wave design is limited 
in terms of connectivity.

A 
20TH-CENTURY THEORETICAL 
model of the way magne-
tism develops in cooling 
solids is driving the devel-
opment of analog comput-

ers that could deliver results with much 
less electrical power than today’s super-
computers. But the work may instead 
yield improved digital algorithms rather 
than a mainstream analog architecture.

Helmut Katzgraber, associate pro-
fessor at Texas A&M in College Station, 
TX, argues, “There is a deep synergy 
between classical optimization, statisti-
cal physics, high-performance comput-
ing, and quantum computing. Those 
things really go hand in hand. Nature is 
the best optimizer out there. Lightning 
typically chooses the path of least re-
sistance. A soap bubble will always give 
you the minimal surface.” 

“Maybe we should go back to what 
we did in the 1930s and 1940s: we 
built special-purpose computers,” adds 
Katzgraber. The problem with such alter-
native architectures, he notes, is that the 
technology for such analog machines is 
at the level of digital computing in the 
1940s. “Today we only have very limited 
machines and limited experience.”

One physical process that lies at the 
heart of a number of experimental ma-
chines is the annealing of a spin glass. 
The focus of a model developed by phys-
icist Ernst Ising in the 1920s, a spin glass 
represents the highly disordered state of 
a hot magnetic material. In the initial 
state, the spins are not aligned with each 
other, but as the material cools, an an-
nealing process leads to the spins slowly 
becoming aligned as the spins of indi-
vidual atoms flip up and down. 

In Ising’s model, a cost matrix that 
links each simulated atom to each of 
the others influences how the spins 
will align. The overall energy is cap-
tured in a Hamiltonian, a mathemati-
cal operator used in quantum me-

chanics. The operator represents the 
sum of individual energy states in the 
system. A prototype for one special-
purpose computer that uses the Ising 
model is a long loop of fiber-optic ca-
ble in the E.L. Ginzton Laboratory at 
Stanford University in California. 

The photonic machine at Stanford 
finds “approximate or exact solutions 
to the Ising problem,” says Stanford 
University researcher Peter McMahon. 
“Phrased this way, it sounds very re-
strictive. It’s more general than that 
one specific problem: it can be used for 
quadratic binary optimization prob-
lems, but it’s not so general that it can 
solve any optimization problem.”

The key is to develop a cost matrix 
that encapsulates the parameters to 
be optimized, and use that to drive the 
Hamiltonian to its lowest energy state. 
In principle, the physics-based simu-
lation can find optimal solutions to 
certain problems in many fewer steps 
than classical digital techniques, but it 
is far from clear that the analog accel-
erators will prove to be faster than their 
digital counterparts. 

Optimization Search 
Finds a Heart of Glass
Analog computing could provide greater efficiency,  
improved digital algorithms.

Technology  |  DOI:10.1145/3077233	 Chris Edwards

Stanford University visiting researcher Alireza Marandi (right) and post-doctoral scholar 
Peter McMahon inspect a prototype of a new light-based computer.
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In the Ising model, the spin of each 
particle can couple to the spin of any 
of the others. The second-generation 
D-Wave can couple the spins of fewer 
than 10 qubits within each cluster. 
These clusters are aggregated into a 
tree-like structure called Chimera. 

In 2008, Vicky Choi, then at D-Wave 
and now an assistant professor at Virgin-
ia Polytechnic Institute and State Uni-
versity, showed how problems could be 
split into groups that could be mapped 
onto the Chimera architecture. The cost 
was the use of more qubits to represent a 
problem than would be needed in a fully 
connected architecture. 

McMahon says the photonic ap-
proach he works on has a fundamen-
tal advantage in terms of connectivity. 
“We’ve come up with a scheme that al-
lows us to connect every spin to every 
other spin. We have built systems that 
are much larger than what people have 
been able to do before, in our case with 
up to 100 spins.”

In the photonic machines built by 
McMahon and colleagues at Stanford, 
and in a parallel experiment at NTT’s 
Basic Research Laboratories in Japan, 
photonic pulses pass a detector on 
each pass through the fiber. An elec-
trical circuit tracks the state of each 
pulse and uses its stored cost matrix to 
apply a feedback signal that attempts 
to flip the phase of the photon, rather 
than its spin. “We only use the word 
‘spin’ because the Ising Hamiltonian 
is related to spin,” McMahon says. “We 
don’t provide massive feedback to get 
an answer. We do it slowly over 100 or 
so round trips in a form of annealing 
that’s not quantum annealing. But the 
way in which we carry out the computa-
tion is very similar.”

McMahon says groups working 
with superconducting devices are now 
looking at similar architectures based 
on microwave-frequency photonics at 
chip rather than fiber scale, to build 
fully connected architectures. 

There are other approaches to full 
connectivity. A group from The Insti-
tute of Photonic Sciences (ICFO) in 
Barcelona, Spain, developed a quan-
tum annealer with full coupling. The 
machine uses trapped ions manipu-
lated by lasers.

Says ICFO researcher Tobias Grass, 
“One can think of trapped ions as a lat-
tice of spins. By shining light onto an 

ion, it is possible to flip the spin and 
at the same time create or annihilate a 
lattice vibration.”

The lattice motion can be modeled 
using phonons, particles that trans-
fer vibrations. Grass continues, “Once 
created, this phonon travels through 
the lattice and might at some point be 
absorbed together with another spin 
flip at a different position. Since these 
phonons represent a collective motion 
of the lattice, they travel through the 
whole system, and therefore can cou-
ple any pair of spins.”

The fully coupled architectures have 
their own scaling limits. Grass says the 
mutual repulsion between ions makes 
scaling to 100 qubits difficult using to-
day’s techniques. McMahon says the 
photonic architecture can increase the 
size of the system to 10,000 elements—
each one represented by a photon trav-
elling around the loop of fiber. “Maybe 
you could really push it and get to 
50,000 or 100,000, but 10,000 is where 
it looks to get prohibitively expensive,” 
he notes.

Even with highly connected archi-
tectures, the performance of Ising 
machines varies depending on the 
problem as well as the connectivity. 
Katzgraber points to tests in which the 
couplings defined in the cost matrix 
were altered to gauge their effect on the 
computability of the problem. 

“As the numbers were changed, the 
problem became much easier. It seems 
that the values of the interactions 
matter more than the architecture,” 
Katzgraber says. Changing from a well-
connected structure to one based on 
the Chimera architecture might make 
it harder to solve some problems, he 
adds. “You want to have as many con-
nections as possible because that will 
allow you to work on many different 
problems. But you can get pathological 
graphs; they get stuck.”

One way researchers at Google be-
lieve it may still be possible to har-
ness their work on quantum anneal-
ing in the face of problem-specific 
hurdles is to use digital computers to 
decide when it makes sense to hand 
off a computation to the analog accel-
erator. However, the multiple research 
projects may simply find that classical 
techniques are more likely to outper-
form annealing-based machines. 

The U.S. Defense Department’s In-

telligence Advanced Research Projects 
Activity (IARPA) is funding some of the 
academic work to determine the most 
likely path of progress. Katzgraber says, 
“The goal of the IARPA program is not 
to build a working quantum computer 
but to prove beyond reasonable doubt 
if quantum annealing has a practical 
use or not. The goal is to either bury it 
or invest in it.”

The result of the work may use expe-
rience derived from annealing-based 
techniques to develop algorithms for 
classical computers, rather than new 
analog or quantum architectures. That 
has already happened in the field of 
satisfiability (SAT) solvers, Katzgraber 
says. Such a solver determines whether 
a Boolean formula made up of AND, 
OR, and NOT gates can be satisfied. It 
is possible to reframe the problem in a 
way that can be solved, on a small scale 
today, by quantum annealing. 

“Satisfiability used to be an appli-
cation for the IARPA program. We de-
veloped an approach to building SAT 
filters that’s so efficient that doing it 
in quantum devices will be a waste of 
time,” Katzgraber claims. “Every time 
quantum shows a success, classical 
tries to outperform it. You will see simi-
lar innovations driven by this.”	
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they constitute. He does not advocate 
a total ban on LAWS, but suggests the 
need to look at specific instances of 
weapons and decide on a one-by-one 
basis whether they are viable or should 
be banned. He explains: “I am a pro-
ponent of a moratorium until there is 
more understanding of autonomous 
weapons. We all agree we don’t want a 
scenario like The Terminator, but we do 
need to talk about what we do want.”

Arkin argues that a better under-
standing of autonomous weapons 
could lead to the development of in-
telligent autonomous military sys-
tems that could be precise in hitting 
targets and, at the same time, re-
duce civilian casualties and property 
damage when compared to the per-
formance of human fighters, whose 
behavior in the theatre of war can be 
inconsistent and waver between he-
roic and atrocious. 

Says Arkin, “We need to assume 
more responsibility for non-combat-

T
H E  H I S TO R Y  O F  battle knows 
no bounds, with weapons of 
destruction evolving from 
prehistoric clubs, axes, and 
spears to bombs, drones, 

missiles, landmines, and systems 
used in biological and nuclear war-
fare. More recently, lethal autono-
mous weapon systems (LAWS) pow-
ered by artificial intelligence (AI) have 
begun to surface, raising ethical is-
sues about the use of AI and causing 
disagreement on whether such weap-
ons should be banned in line with in-
ternational humanitarian laws under 
the Geneva Convention. 

Much of the disagreement around 
LAWS is based on where the line should 
be drawn between weapons with lim-
ited human control and autonomous 
weapons, and differences of opinion on 
whether more or less people will lose 
their lives as a result of the implemen-
tation of LAWS. There are also contrary 
views on whether autonomous weapons 
are already in play on the battlefield. 

Ronald Arkin, Regents’ Profes-
sor and Director of the Mobile Robot 
Laboratory in the College of Comput-
ing at Georgia Institute of Technol-
ogy, says limited autonomy is already 
present in weapon systems such 
as the U.S. Navy’s Phalanx Close-In 
Weapons System, which is designed 
to identify and fire at incoming mis-
siles or threatening aircraft, and Is-
rael’s Harpy system, a fire-and-forget 
weapon designed to detect, attack, 
and destroy radar emitters. 

The Campaign to Stop Killer Ro-
bots, which was founded in 2013 by a 
group of regional, national, and inter-
national non-governmental organiza-
tions (NGOs), agrees that no fully au-
tonomous weapons are yet in use, but 
says existing systems could soon be 
extended to become fully autonomous 
and that the window to fulfill its ambi-
tion of achieving a preemptive ban on 
all such systems is closing. 

The campaign’s key tenet is that 
giving machines the power to decide 

who lives and dies on the battlefield is 
an unacceptable application of tech-
nology and makes human control of 
any combat robot essential to ensur-
ing humanitarian protection. 

Mary Wareham, global coordinator 
of the Campaign to Stop Killer Robots 
at Human Rights Watch in Washing-
ton D.C., explains the potential of pre-
curser weapon systems that could be 
extended, exampling armed drones. 
Says Wareham, “Remotely piloted 
armed drones still have a human in 
the loop deciding on the selection of 
targets and force to be used, but new 
generations of arms could fly autono-
mously and complete missions with 
no human control. We don’t want to 
see these systems in action.”

From a robotic perspective, Arkin 
also defines autonomous machines as 
those that have no opportunity for hu-
man intervention, but says one of the 
concerns around LAWS is that there 
is no substantive agreement on what 

Society  |  DOI:10.1145/3077231 	 Sarah Underwood

Potential and Peril  
The outlook for artificial intelligence-based autonomous weapons.

Participants in the first NGO Conference of the Campaign to Stop Killer Robots in London in 2013.
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how it will behave, so the last place to 
put AI systems that are trained on data 
in the environment is the battlefield, 
which is already a chaotic place. 

“The real challenge is ensuring 
good outcomes of AI, but unexpected 
outcomes could be good or bad, and 
that is for us to decide.”

Other perils identified by AI re-
searchers in this space include uni-
lateral use of autonomous weapons 
to support asymmetric warfare, the 
potential unpredictability of weapon 
behavior particularly where multiple 
systems interact as swarms, and the 
unimaginable human and material de-
struction that could result from terror-
ist use of such weapons.

Looking at the ethical issues of 
LAWS, Eric Schwitzgebel, professor 
of philosophy at University of Califor-
nia, Riverside with research interests 
in philosophy of mind and moral psy-
chology, discusses AI-based systems 
as objects of moral concern and ques-
tions whether AI could become sophis-
ticated enough to be conscious. 

Schwitzgebel acknowledges that 
such a scenario is unlikely in the short 
term, but says it could be possible to 
create an autonomous system capable 
of experiencing joy and suffering at a 
similar level to a human. If such a sys-
tem were to be sent to war and “die,” 
he suggests this may not be morally 
different to the case of a human who is 
sent to war and dies, as the system was 
human enough that it would not want 
this to happen. Similarly, Schwitzgebel 
notes that if a system was sent to war 
against its will, this would be the moral 
equivalent of creating slaves and send-
ing them to war. 

Says Schwitzgebel, “We haven’t 
thought through carefully what sorts of 
AI systems we need and don’t need to be 
concerned about, and the differences 
between them and us that would make 
them morally different. Hypothetically, 
an artificial being could be created with 
moral rights and the capacities of a 
person. This sort of AI will not be devel-
oped any time soon, but development 
could go in this direction and should be 
stopped short of getting there.” 

Schwitzgebel cites more immediate 
dangers of deploying autonomous in-
telligences in combat as loss of respon-
sibility and lack of predictability. The 
loss of responsibility for autonomous 

ants, and not shoot first and ask ques-
tions later. In some circumstances, 
autonomous weapons could comply 
better with international humanitar-
ian law than humans. But if weapons 
can’t do as well as human fighters, they 
should not be put in place, hence my 
view on a moratorium.”

With countries including the U.S., 
U.K., China, Russia, and South Korea 
developing autonomous weapons, and 
the U.K. Ministry of Defence estimating 
in 2011 that AI-based systems, as op-
posed to complex and clever automated 
systems, could be achieved in five to 15 
years and that fully autonomous swarms 
of weapons such as drones could be 
available by 2025, the Campaign to Stop 
Killer Robots goes a step further than Ar-
kin in its call for a pre-emptive ban on all 
autonomous weapons. It is pressing for 
the ban to be enacted through the imple-
mentation of international legislation 
or a new protocol under the Conven-
tion on Certain Conventional Weapons 
(CCCW), the key U.N. vehicle promot-
ing disarmament, aiming to protect 
military troops from inhumane injuries, 
and seeking to prevent non-combatants 
from accidentally being wounded or 
killed by certain types of arms. 

The most recent weapons to be ex-
cluded from warfare under the CCCW 
treaty are blinding lasers, which were 
banned in 1995.

The campaign defines three types of 
robotic weapons: human-in-the-loop 
weapons, robots that can select targets 
and deliver force only with a human 
command; human-on-the-loop weap-
ons, robots that can select targets and 
deliver force under the oversight of a 
human operator who can override the 
robots’ actions; and human-out-of-the-
loop weapons, robots that are capable 
of selecting targets and delivering 
force without any human input or in-
teraction. While these definitions are 
commonly used among developers of 
AI-powered weapons, their definitive 
meanings have yet to be agreed upon.

Reporting on a February 2016 round-
table discussion on autonomous weap-
ons, civilian safety, and regulation ver-
sus prohibition among AI and robotics 
developers, Heather Roff, a research sci-
entist in the Global Security Initiative at 
Arizona State University with research 
interests in the ethics of emerging mili-
tary technologies, international hu-

manitarian law, humanitarian interven-
tion, and the responsibility to protect, 
distinguishes automatic weapons from 
autonomous weapons. She describes 
sophisticated automatic weapons as 
incapable of learning, or of changing 
their goals, although their mobility and, 
in some cases, autonomous navigation 
capacities mean they could wreak havoc 
on civilian populations and are most 
likely to be used as anti-material, rather 
than anti-personnel, weapons.

Roff describes initial autonomous 
weapons as limited learning weapons 
that are capable both of learning and 
of changing their sub-goals while de-
ployed, saying, “Where sophisticated 
automatic weapons are concerned, 
governments must think carefully 
about whether these weapons should 
be deployed in complex environments. 
States should institute regulations on 
how they can be used. But truly au-
tonomous systems—limited learning 
or even more sophisticated weapons—
ought to be banned. Their use would 
carry enormous risk for civilians, might 
escalate conflicts, and would likely pro-
voke an arms race in AI.”

Toby Walsh, professor of AI at the 
University of New South Wales, Aus-
tralia, says, “There are many dangers 
here, not only malevolence, but also 
incompetence, systems designed by 
those with malicious intent, or systems 
that are badly made. Today, the mili-
tary could develop, sell, and use stupid 
AI that hands responsibility to weap-
ons that can’t distinguish between ci-
vilians and combatants. The technol-
ogy is brittle and we don’t always know 

“There are many 
dangers here, not 
only malevolence, but 
also incompetence, 
systems designed by 
those with malicious 
intent, or systems 
that are made badly.”
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systems in combat makes it difficult 
to apportion blame when something 
goes wrong. The question of whether 
the weapon designer, deployer, or in-
deed, any other entity should take the 
blame is far from answered. Schwit-
zgebel suggests the diffusion of blame 
could be consistent with governments 
collaborating on undesirable uses of 
autonomous systems.

Lack of predictability could also 
become a more serious threat as AI 
systems become more complex. “Hu-
man soldiers in warfare can be unpre-
dictable, but within limits as military 
commanders have an understanding 
of what has happened in various con-
ditions in the past,” says Schwitzgebel. 
“Autonomous systems could be more 
unpredictable than humans, which in 
warfare could lead to disastrous con-
sequences. The ethics of autonomous 
weapons and issues of AI and philoso-
phy are not as widely talked about as 
they should be.”

With many questions about the 
benefits and dangers of LAWS still up 
in the air, and no international agree-
ments in place to provide answers, the 
Campaign to Stop Killer Robots and 
other research organizations keen to 
ensure a ban on their development, 
manufacture, and deployment, are 
exerting pressure on governments to 
adopt and implement their approach. 

While the campaign is concerned 
that the window of time to reach 
agreement on a ban on LAWS is clos-
ing as autonomous weapons are being 
developed, progress in its favor is be-
ginning to be made and autonomous 
weapons are moving up the agenda 
following a December 2016 United 
Nations review of the CCCW. 

Making a small piece of history, the 
U.N. voted during the review to start 
a formal process that might lead to a 
ban on LAWs. Of course, there are no 
guarantees that the process will be suc-
cessful, but as Walsh puts it: “If states 
hadn’t voted to start the process, there 
would have been no chance to finish.”  
Russia abstained from the vote. 

Countries participating in the 
vote agreed to set up an open-ended 
Group of Governmental Experts that 
will discuss nations’ concerns about 
LAWS and the line between auto- 
nomous and non-autonomous weap-
ons. The group will meet for two 

weeks in August this year, but the ex-
pectation is that it will take multiple 
years to reach consensus and add a 
protocol to the CCCW that will ban 
autonomous weapons operating be-
yond the boundaries of international 
humanitarian law.	  

Further Reading
Losing Humanity: The Case  
against Killer Robots
November 2012, Human Rights Watch 
and International Human Rights Clinic at 
Harvard Law School
https://www.hrw.org/report/2012/11/19/
losing-humanity/case-against-killer-robots

Views of the International Committee of the 
Red Cross (ICRC) on autonomous weapon 
systems
April 2016, ICRC 
https://www.icrc.org/en/document/views-
icrc-autonomous-weapon-system

Three in Ten Americans Support Using 
Autonomous Weapons
February 2017, Ipsos
http://www.ipsos-na.com/news-polls/
pressrelease.aspx?id=7555

IEEE Ethically Aligned Design Document 
Elevates the Importance of Ethics in the 
Development of Artificial Intelligence (AI) 
and Autonomous Systems (AS)
December 2016, IEEE
http://standards.ieee.org/news/2016/
ethically_aligned_design.html

Lethal Autonomous Systems and the Plight 
of the Non-combatant
July 2103, Ronald Arkin, Georgia Institute 
of Technology
http://www.cc.gatech.edu/ai/robot-lab/
online-publications/aisbq-137.pdf

Campaign to Stop Killer Robots
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more unpredictable 
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in warfare could 
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consequences.”
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DETERMINING NORMS  
FOR CYBER WARFARE

Patrick 
McDaniel, a 
Distinguished 
Professor in the 
School of 
Electrical 
Engineering 

and Computer Science at 
Pennsylvania State University 
(Penn State), says that when he 
was 11 years old, his father 
brought home a TRS-80 portable 
computer from Radio Shack, 
and handed him the manual to 
BASIC. “Within 10 minutes I 
was addicted, and I have never 
looked back. I have bachelor’s, 
master’s, and Ph.D. degrees in 
computer science, and it has 
never even been a thought to do 
anything else.”

McDaniel obtained his 
undergraduate degree at Ohio 
University in 1989, and his 
master’s degree at Ball State 
University in 1991. He then 
worked to develop some of the 
first IP networking hardware as 
a project manager at Primary 
Access Corp. in San Diego, 
which was acquired by 3Com 
in 1995. 

He later earned his Ph.D. 
in computer science and 
engineering at the University of 
Michigan, Ann Arbor. McDaniel 
spent several years as a senior 
research staff member at AT&T 
Labs in New Jersey, before 
joining the faculty at Penn State 
in 2004.

McDaniel is director of 
the Institute for Networking 
and Security Research at Penn 
State, and also university 
lead for the U.S. Army Cyber 
Security Research Alliance, a 
10-year project to develop an 
understanding of how to make 
security-relevant decisions in 
cyberspace. 

One area McDaniel is 
focused on concerns the norms 
for international cyber warfare. 
He works to help define and 
set standards for what is 
allowable; in effect, a Geneva 
Convention for cyber warfare. 
“Right now, because nothing 
is set up, it is really hard to go 
to the U.N. Security Council for 
sanctions when you haven’t set 
up any norms.”

—John Delaney
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of testing the potential of the NeXT  
machine, a new computer architec-
ture designed by Steve Jobs. 

There were many types of com-
puter systems in existence at the 
time—documentation systems, help 
systems, note-taking systems, paper-
publishing systems—but each tended 
to focus on just one type of informa-
tion. Berners-Lee wanted to break 
down the separation between those 
systems: “I realized the Web had to 
be universal. It had to be completely 
without attitude about what you were 
doing with it.” It also had to work no 
matter the type of computer, the pro-
gramming language, or the language 
or culture of the user. 

His one requirement was that  
everybody in the world label every-
thing they had with what he originally 
called a UDI, or universal document 
identifier. That would later become 
known as a uniform resource locator 
(URL), and is now becoming a URI, 
uniform resource identifier. “That’s 
a very big ‘ask,’ so you can’t ask any-
thing else,” he says.

Having made that “ask,” he then 
set out to make everything else about 
his system easy to swallow, which 
led to a set of fairly arbitrary design 
choices as he was creating Hypertext 
Markup Language, such as deciding 
whether to use round or square brack-
ets and which type of slash to use. 

“Whether those slashes were for-
ward slashes or back slashes didn’t af-
fect how the Web worked,” he says, “but 
it does affect how other developers re-
act to it, so the trick was to use design 
languages that they already used.” 

Berners-Lee made Hypertext 
Transfer Protocol (HTTP) look like 
other Internet protocols, such as Sim-
ple Mail Transfer Protocol (SMPT)
and Network News Transfer Proto-
col (NNTP). He designed Hypertext 
Markup Language (HTML) to look 
like Standard Generalized Markup 

W
HE N  H E FIRST came up 
with the idea for the 
World Wide Web in 
1989, Sir Tim Berners-
Lee had trouble get-

ting people to grasp the concept. If he 
gave a lecture to a room of 100 people, 
demonstrating how his browser/edi-
tor could jump from one document 
to another when he clicked on a hy-
pertext link, he recalls, the response 
would be a collective “So what?”

 “Maybe two or three at the back 
would get it. Most people wouldn’t,” 
says Berners-Lee. 

Hypertext was not new. CD-ROMs 
had links that allowed navigation 
from one page of, say, an encyclope-
dia to another, but “people didn’t 
understand the power of the link if it 
could link to everything conceivable,” 
he says. “That’s a paradigm shift, that 
if you click on it, it can go to anything 
on the planet.” 

It is for creating that paradigm 
shift—by inventing the World Wide 
Web, the URL naming scheme, the 
HTTP protocol, and the HTML mark-
up language—that Berners-Lee has 
been designated to receive the 2016 
Turing Award in June, the 50th time 
the prize will have been bestowed. 

The Web has become so funda-
mental, he says, that it has become as 
difficult to imagine the Web did not 
exist, as it once was to imagine that 
it should. “The paradigm shift is im-
penetrable both ways,” Berners-Lee 
says. “It was impossible to explain to 
people what the Web would be like 
then, and now when you talk to mil-
lennials they can’t understand what 
the problem was.”

Berners-Lee was working at 
CERN, the European Organization 
for Nuclear Research, in Geneva at 
the time. He had an undergraduate 
degree in physics from The Queen’s 
College, Oxford, but no formal train-
ing as a computer scientist, although 

he had built his own computer and 
written software, and it was that 
combination of skills CERN needed.

He created the Web, in large part, 
to make his own life easier. There were 
perhaps 10,000 people working for 
CERN at the time, he says, but only 
about 3,000 on the actual campus;  
others were coming and going between 
there and other institutions. Berners-
Lee thought it would be useful to have 
an online collaborative space where 
people could share ideas, and where 
people who came along later could fol-
low the decision-making process by 
clicking through the links. 

However, just bringing co-workers 
together did not seem like enough. 
The Web, he believed, should allow 
anybody anywhere to create informa-
tion and link to it.

By 1989, the Internet was beginning 
to become generally connected, and 
Berners-Lee felt that linking everything 
to everything would spur users’ creativi-
ty. “I’d been harping on about joining all 
information together for ages,” he says. 
“What was critical at that point was that 
my boss finally let me just do it as a side- 
project.”

That boss, Mike Sendall, could not 
justify the project as having a direct 
relation to CERN’s goals. Instead, 
he decided it could be a good way 

Weaving the Web 
Sir Tim Berners-Lee created a paradigm shift that changed  
the world with his invention of the World Wide Web,  
Hypertext Transport Protocol, and Hypertext Markup Language. 

Profile  |  DOI:10.1145/3077334 	 Neil Savage

It has become  
as difficult  
to imagine the Web 
did not exist, as  
it once was to  
imagine that it should.
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Language (SGML). He felt it would be 
more logical if domain names were 
listed in descending order of hierar-
chy—org.acm.cacm, for instance—
but the Domain Name System already 
existed, so he took it as it was. 

In 1990, Paolo Palazzi, a physicist at 
CERN, tried to tempt Berners-Lee into 
joining his Programming Techniques 
Group. Instead, Berners-Lee showed 
him the Web project he was working 
on. Palazzi says he saw the problem 
Berners-Lee was trying to solve, but 
did not fully understand his proposed 
solution. Nonetheless, he thought the 
project was worthy of support. “Tru-
ly innovative ideas cannot really be 
grasped, so you have to trust the per-
son proposing it,” he says.

Berners-Lee was someone he 
trusted. “He had a special way of go-
ing about solving problems,” Pala-
zzi says. “Tim is one of this class of 
people who have peculiar abilities at 
inventing or discovering.”

It was the way he combined existing 
ideas—hypertext and Internet proto-
cols—that was innovative, Palazzi says. 
HTML, HTTP, and URIs were inventive 
in themselves, but, Palazzi says, “The 
way they combine together is, I think,  
a stroke of genius.”

 By 1994, the Web had progressed 
from a small research project to a 
global phenomenon, with compa-
nies such as IBM adopting it and new 
companies such as Netscape, the first 
browser company, being created. 
Berners-Lee moved to the computer 
science department at the Massachu-
setts Institute of Technology (MIT) 
and founded the World Wide Web 
Consortium, an international group 
that developed standards for the Web. 
In 2008, he was named the 3Com 
Founders Professor of Engineering at 
MIT. In 2016, he became a professor 
in the computer science department 
at Oxford University, although he is 
also still working at MIT.

The Turing Award is the latest in 
a long list of honors recognizing the 
work of Berners-Lee. In 2004, he was 
knighted by Queen Elizabeth, who 
also awarded him the Order of Merit in 
2007. He is a fellow or member of many 
professional organizations, includ-
ing the Royal Society and the National 
Academy of Sciences, and has been giv-
en medals by groups ranging from the 

Institute of Physics (IOP) to the United 
Nations Educational, Scientific, and 
Cultural Organization (UNESCO). 

The Turing Award includes a prize 
of $1 million, with financial support 
provided by Google. Berners-Lee has 
not yet made plans for what he will do 
with that sum.

In 2008, Berners-Lee founded the 
World Wide Web Foundation, a non-
profit organization promoting access 
to the Web for all. “That was about 
recognizing that there was a duty 
that the haves have to the have-nots, 
to try and get as many people to have 
as much access as possible,” he says. 
The Alliance for Affordable Internet, 
a project of the Foundation, seeks to 
drive down the price of broadband 
access so people in developing coun-
tries can access the Web.

Open access continues to be an is-
sue for the Web, Berners-Lee says. 
“Whenever people ask me the ques-
tion, ‘What’s your biggest fear?’, it’s al-
ways been that some one entity, either 
commercial or political, should control 
the Web. That would be the death of it.” 
Net neutrality is important, he says; a 
service provider should not be able to 
control what content its customers see. 

He also worries about govern-
ments either blocking access to cer-
tain Websites, or worse, using the 
Web to track which websites users 
visit, then punishing people based 
on that information. 

“It’s also something which coun-
tries like America and the U.K. have 
to be very careful with, make sure they 
don’t slip into the fear of terrorism. 
The war on terrorism is being used as 
an excuse for many things, but one of 
them can be taking away people’s fun-
damental rights to communicate.” He 
cites recent calls by the U.K. govern-
ment, in the wake of the terror attack 
in London in March, to be given back-
door access to applications such as 
Whatsapp for fear terrorists are using 
them to coordinate attacks. 

At MIT, Berners-Lee is co-director of 
the Decentralized Information Group, 
which is working, in his words, on “re-
decentralizing” the Web to burst some 
of the “filter bubbles” people have cre-
ated for themselves on social media. 

“Because the Internet didn’t have 
countries as a thing, [some people] 
hoped that people would learn to just 
break down cultural barriers and it 
would lead to love and understanding 
across borders, and world peace. And 
it didn’t,” he says. The group is pursu-
ing the notion that perhaps the right 
software could help realize that uto-
pian vision. 

Another project Berners-Lee cur-
rently is working on seeks to give people 
greater control over their data, such as 
where it is stored and what other people 
and applications have access to it.

For young computer scientists 
looking to have an impact on the 
world, Berners-Lee recommends ig-
noring conventional wisdom and fol-
lowing their own instincts. 

“You should feel free to develop 
something for yourself, because it 
seems to appeal to you, scratches an 
itch that you have,” he says. “To a cer-
tain extent, one has to beware of ask-
ing the users what they want, because 
the things which they would find re-
ally exciting, they can’t imagine.”	

Neil Savage is a science and technology writer based in 
Lowell, MA.	
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tion, interaction, and movement—in-
cluding all types of other macro-level 
descriptions of society and people and 
the world—are now available to us. 

As more data is collected from a grow-
ing pool of devices, has the individual 
lost the right to information privacy?

MICHAEL STONEBRAKER: Imagine this 
simple example: you show up at your 
doctor’s office and have an x-ray done 
and you want the doctor to run a que-
ry that shows who else has x-rays that 
look like yours, what was their diagno-
sis and what was the morbidity of the 
patients. That requires integrating es-
sentially the country’s entire online 
medical databases and presumably 
would extend to multiple countries 
as well. While that is a daunting data 
integration challenge, because every 
hospital chain stores its data with dif-
ferent formats, different encodings 
for common terms, etc., the social val-
ue gained from solving it is just huge. 
But that also creates an incredibly dif-
ficult privacy problem, one that is not 
a technical issue. Because if you’re 
looking for an interesting medical 
query, you’re not looking for com-
mon events; you’re looking for rare 
events, and at least to my knowledge, 
there aren’t any technical solutions 
that will allow access to rare events 
without indirectly disclosing who the 
events belong to. 

I view the privacy problem to be 
basically a legal problem. We have 
to have legal remedies in this area. 

S
INCE ITS INAUGURATION in 
1966, the ACM A.M. Turing 
Award has recognized ma-
jor contributions of lasting 
importance to computing. 

Through the years, it has become the 
most prestigious award in computing. 
To help celebrate 50 years of the ACM 
Turing Award and the visionaries who 
have received it, ACM has launched 
a campaign called “Panels in Print,” 
which takes the form of a collection of 
responses from Turing laureates, ACM 
award recipients and other ACM ex-
perts on a given topic or trend.

For our fourth and final Panel in 
Print, we invited 2014 ACM A.M. Tur-
ing Award recipient MICHAEL STONE-

BRAKER, 2013 ACM Prize recipient DAVID 

BLEI, 2007 ACM Prize recipient DAPHNE 
KOLLER, and ACM Fellow VIPIN KUMAR to 
discuss trends in big data. 

Gartner estimates that there are cur-
rently about 4.9 billion connected devic-
es (cars, homes, appliances, industrial 
equipment, among others) generating 
data. This is expected to reach 25 billion 
by 2020. What do you see as some of the 
primary challenges and opportunities 
this wave of data will create?

VIPIN KUMAR: One of the major chal-
lenges we are going to see is that the 
data being gathered from these con-
nected devices and sensors is very dif-
ferent from other datasets that our big 
data community has had to deal with. 

The biggest successes we have seen 
for big data are in applications such as 

Internet search, e-commerce, place-
ment of online ads, language transla-
tion, image processing, autonomous 
driving. These successes have been 
enabled, to a great extent, by the avail-
ability of large, relatively structured da-
tasets that can be used to train a broad 
range of machine learning algorithms. 
But the data from multitudes of in-
terconnected devices in its raw state, 
can be highly fragmented, disparate 
in space and time, and very heteroge-
neous. Analyzing such data will be a big 
and new technological challenge for 
the machine learning and data mining 
communities. 

DAVID BLEI: The key idea here is that 
just the data from something as sim-
ple as Netflix watching habits doesn’t 
provide the recommendation of a new 
movie; it’s that data alongside all the 
data from everybody else that helps 
make recommendations. 

It’s an exciting world because we 
are personalizing our interaction with 
devices through the aggregate data 
of everybody using their devices. Of 
course, this all comes with a challenge 
around privacy and what we give up 
when we make our data available or 
the spectrum of how much we can give 
up against how much personalization 
power we get in return. 

The other opportunity is in an un-
precedented way to learn about the 
world through these huge collections 
of many individuals. This is a massive 
dataset, and patterns of communica-

Big Data 
DOI:10.1145/3079064		
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There are tons of examples of data 
that can be assembled right now that 
will compromise privacy. Unfortu-
nately, the social value to compro-
mising privacy is pretty substantial. 
So, you can argue that technology has 
rendered privacy a moot question. Or 
you can argue that preserving privacy 
is a legislative issue. 

As predictive models are increasing-
ly used, how do we avoid biases when 
interpreting and using data? 

DAPHNE KOLLER: Bias will always be 
a challenge, and there isn’t a single, 
magic solution. The bigger question 
is: “How do we disentangle correlation 
from causation?” The gold standard in 
medicine is that of randomized case 
control. In the case of Web data, it’s 
called AB testing. Although not per-
fect, randomized case control, or AB 
testing, is about as good a tool as we 
have been able to develop for address-
ing some of the confounders. Unfortu-
nately, this type of control is not fea-
sible in all cases. Then processes must 
be carefully scrutinized to check for 
different confounders and to look for 
any and all correlations that give rise 
to the phenomenon being viewed. It’s 
a process that requires a lot of thought 
and a lot of care and cannot be over-
stated in its importance. 

For example, sometimes there are 
biases that are reflected in the conclu-
sions that are drawn from the data. In 
searches on certain sites for example, 
“Steph” auto-completes to “Stephen” 
rather than “Stephanie” because Ste-
phen is a more common search term. 
Some would say this is a gender bias 
and should be eliminated. As a woman 
in tech, I can certainly relate to and un-
derstand that perspective. Some would 
also say that the data is what it is, and 
if Stephen is a more common search 
term than Stephanie—then do we re-
ally want to make the algorithm do 
something other than what is best for 
user efficiency? It’s a real quandary, and 
one can make legitimate arguments 
either way. 

MICHAEL STONEBRAKER: The trouble 
with predictive models is that they 
are built by humans, and humans by 
nature are prone to bias. If we look at 
the most recent presidential election, 
we see a spectacular failure of exist-
ing polling models. Twenty-twenty 
hindsight shows that nobody thought 

Trump could actually win, when in 
reality, it is far more likely the polling 
models were subtly biased against him. 

So, the problem with predictive 
models is the models themselves. If 
they include fraud, bias, etc., they can 
yield very bad answers. One has to take 
predictive models with a grain of salt. 
We put way too much faith in predic-
tive modeling. 

What role can big data and machine 
learning play in helping scientists under-
stand data (for example, in the Human 
Genome project) and bring forth some 
potential real-world opportunities in 
health and medicine?

DAPHNE KOLLER: One of the main 
reasons I came back to the healthcare 
field is because I think the opportu-
nity here is so tremendous. As costs go 
down, our ability to sequence new ge-
nomes increases dramatically. And it’s 
not just genomes; it’s transcriptomes 
and proteomes and many other data 
modalities. When we combine that 
with wearable devices that allow you 
to see the effect of phenotypes, there is 
an amazing explosion of data that we 
could access. One reason this is ben-
eficial is that it will improve our ability 
to determine the genetic factors that 
cause certain diseases. Yes, we could 
do that before, but when faced with 
tens of millions of variations in the 
genome and only a couple hundred ex-
amples to use, it’s really difficult to ex-
tract much out of that except the very 
strongest signals. 

Are there potential technological 
breakthroughs on the horizon that 
could transform this area again in the 
near future?

DAVID BLEI: I think we are in the 
middle of a transformative time for 
machine learning and statistics, and 

it’s fueled by a few ideas. Reinforce-
ment learning is a big one. This is the 
idea that we can learn how to act in 
the face of an uncertain environment 
with uncertain consequences of our 
actions; it’s fueling a lot of the amaz-
ing results that we’re seeing in ma-
chine learning and AI. Deep learning 
is another idea—a very flexible class 
of learners that, when given massive 
datasets, can identify complex and 
compositional structure in high-di-
mensional data. Another idea is 60 
years old, but it’s optimization: I have 
some kind of function and I want the 
maximal value of that function, how 
do I do that? Well, it’s called an op-
timization procedure. Optimization 
tells us how to do that very efficiently 
with massive datasets. 

VIPIN KUMAR: New types of sensors 
and communication technologies 
can be quite transformational. The 
kinds of sensors that we see today, we 
could not even have been imagined 
just a few decades ago. Mobile health 
sensors such as Fitbit and Apple 
Watches that can record our physio-
logical parameters at unprecedented 
detail have been around only for the 
past decade or so. New types of sen-
sors based on advances in electron-
ics, nanotechnology, and biomedical 
sciences are already enabling deploy-
ment of small and inexpensive satel-
lites that can monitor the earth and 
its environment at spatial and tempo-
ral resolutions never possible before. 
Without technologies such as RFID, 
it would be very hard for someone 
to imagine that you could walk into 
a store and purchase something just 
by looking at it or by being close to 
it—something that is now possible at 
Amazon Go, a grocery store in Seattle 
that has no checkout counter. New 
sensors based on quantum technol-
ogy may open up entirely new appli-
cations that we are not even consider-
ing today. 

Final thoughts? 
MICHAEL STONEBRAKER: All of the fancy 

social benefits we expect from big data 
depends on seamless data integration. 
Solving the problem of how to improve 
data integration is going to be key in 
getting the most benefit from all the 
data being created.  	
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wrong, or may change over time—for 
example, as new types of threats are de-
tected and exploited.

In addition to trustworthiness or 
untrustworthiness of people relevant 
to their interactions with computers in 
the above sense, trustworthiness and 
specifically personal integrity are also 
meaningful attributes of people and 
governments in their daily existence. 
In particular, truthfulness and honesty 
are typically thought of as trustworthi-
ness attributes of people. The ques-
tion of whether a particular computer 
system is honest would generally not 
be considered, because such a system 
has no moral compass to guide it. How-
ever, truthfulness is another matter. A 
system might actually be considered 
dishonest or even untruthful if it con-
sistently or even intermittently gives 
wrong answers just in certain cases—
especially if it had been programmed 
explicitly to do exactly that. For exam-
ple, such behavior has been associated 
with certain proprietary voting sys-
tems—see Douglas W. Jones and Bar-

T
R USTWOR THINESS  IS  AN  at-
tribute that is fundamental 
to our technologies and to 
our human relations. Overly 
trusting something that is 

not trustworthy often leads to bad re-
sults. Not trusting something that re-
ally is trustworthy can also be harmful.

In many of the past 240 Inside Risks 
columns, we have been concerned ex-
tensively with trustworthiness, which 
should be a basic requirement of all 
computer-related systems—particu-
larly when used in mission-critical 
applications, but also in personal set-
tings such as maintaining your own 
quality of life. Trustworthiness is abso-
lutely essential to the proper behavior 
of computers and networks, and to the 
well-being of entire nations and indus-
tries that rely on proper behavior of 
their computer-based enterprises.

Computer-Based 
Systems and People
Trustworthy system behavior typically 
may depend on trustworthiness of 

people—for example, system design-
ers, hardware developers and program-
mers, operational staff, and high-level 
managers. Many systems that might 
have some assessment of trustwor-
thiness can nevertheless be seriously 
compromised by malicious malware, 
external adversaries, and insider mis-
use, or otherwise disrupted by denial-
of-service attacks. If such compromises 
arise unexpectedly, then those systems 
were most likely not so trustworthy as 
had been believed.

Thus, we need system designs and 
implementations that are tolerant of 
people who might usually be trustwor-
thy but who make occasional errors, as 
well as systems that are resistant to and 
resilient following many other poten-
tial adversities. More importantly, we 
need measures of assurance—which 
assess how trustworthy a system might 
actually be in certain circumstances 
(albeit typically evaluated only against 
perceived threats). Unfortunately, 
some the assumptions made prior to 
the evaluation process may have been 

Inside Risks  
Trustworthiness  
and Truthfulness  
Are Essential 
Their absence can introduce huge risks … 
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with Ruin at the Virtual Casino,” The 
New York Times, Feb. 5, 2017).

˲˲ People who believe that elections 
based on Internet voting and propri-
etary unauditable voting machines are 
inherently “fair” can be easily misled. 
People who continue to believe that Rus-
sians had no influence on the November 
2016 election in the U.S. or in the April 
preliminary elections in France are 
oblivious to real evidence in both cases. 
Furthermore, The Netherlands recently 
abandoned electronic voting systems, 
returning to paper ballots—wary of fur-
ther ongoing Russian interference.

Risks of Believing in Human 
Truthfulness and Integrity
Human creativity can have its down-
sides. For example, opportunities for 
ransomware, cyberfraud, cybercrime, 
and even spam all seem to be not only 
increasing, but becoming much more 
sophisticated.

Social engineering is still a simple 
and effective way to break into other-
wise secure facilities or computer sys-
tems. It takes advantage of normal hu-
man decency, helpfulness, politeness, 

bara Simons, Broken Ballots, University 
of Chicago Press, 2012.

Systems can be untrustworthy be-
cause of false assumptions by the 
programmers and designers. For ex-
ample, sensors measure whatever they 
are designed to measure, which may 
not include the variables that should 
be of greatest concern. Thus, a system 
assessing the slipperiness of the road 
for a vehicle might rely upon a sensor 
that determines whether the road is 
wet. Sometimes that is done by check-
ing whether the windshield wipers are 
on—which is a rather indirect mea-
sure of slipperiness and can lead to 
false or imprecise recommendations 
or actions. At least one commercial 
aviation accident resulted from an in-
direct and imprecise determination of 
runway slipperiness.

Risks of Believing in  
Computer Trustworthiness
Many people believe computers are in-
fallible and cannot lie. However, com-
puters are created by people who are 
not infallible. Therefore, logically we 
might conclude that computers can-

not be infallible. Indeed, they cannot 
always perform exactly as expected, 
given the presence of hardware errors, 
power outages, malware, hacking at-
tacks, and other adversities.

Indeed, computers can be made 
to lie, cheat, or steal. In such cases, of 
course, the faults may originate with or 
be amplified by people who commis-
sion systems, or design them, or pro-
gram them, or even just use them, but 
not with the computers themselves. 
However, even supposedly ‘neutral’ 
learning algorithms and statistics can 
be biased and untrustworthy if they 
are presented with a biased or untrust-
worthy learning set. Unfortunately, the 
complexity of systems makes such be-
havior difficult to detect. Worse, many 
statistical learning algorithms (for ex-
ample, deep learning) and artificial in-
telligence cannot specify how they ac-
tually reached their decisions, making 
it difficult to assess their validity.

˲˲ People who believe that online 
gambling is “fair” are likely to be be 
easy victims. So can those who know it 
is not fair, but are nevertheless addict-
ed (see Francis X. Clines, “Threatened 



28    COMMUNICATIONS OF THE ACM    |   JUNE 2017  |   VOL.  60  |   NO.  6

viewpoints

be confused with truth, even though 
that confusion appears remarkably 
common. People who believe every-
thing they read on Facebook, Google, 
Amazon, Twitter, and other Internet 
sites are clearly delusional.

Conclusion
People who are less aware of technol-
ogy-related risks tend to overendow 
computers as perfect, while computers 
have little respect for people. Neither 
computer behavior nor human behav-
ior is always perfect, and should not be 
expected to be so. There are significant 
risks in blindly believing in computer 
trustworthiness and human truthful-
ness. We must not believe in computer 
infallibility, or in everything we read on 
the Internet in the absence of credible 
corroboration. But then we should also 
not believe people who pervasively dis-
honor truthfulness.

Unfortunately, the trends for the fu-
ture seem relatively bleak. Computer 
system trustworthiness and the impli-
cations of its absence are increasingly 
being questioned. For example, a re-
cent article by Bruce G. Blair (Hack-
ing our Nuclear Weapons, The New 
York Times, Mar. 14, 2017) suggests 
“Loose security invites a cyberattack 
with possibly horrific consequences.” 
Semi- and fully autonomous systems, 
the seemingly imminent Internet of 
Things, and artificial intelligence are 
providing further examples in which 
increasing complexity leads to obscure 
and unexplainable system behavior. 
The concept of trustworthiness seems 
to becoming supplanted with people 
falsely placing their trust in systems 
and people that are simply not trust-
worthy—without any strong cases be-
ing made for safety, security, or indeed 
assurance that might otherwise be 
found in regulated critical industries 
such as aviation. However, the risks of 
false would-be “facts” may be the ulti-
mate danger. An obvious consequence  
might be the extensive institutional 
loss of trust in what is neither trustwor-
thy nor truthful. The truth and trust-
worthiness may be even more impor-
tant now than ever before.	

Peter G. Neumann (neumann@csl.sri.com) moderates 
the ACM Risks Forum and is Senior Principal Scientist in 
SRI International’s Computer Science Lab. He is grateful 
to Donald Norman for considerable useful feedback.

Copyright held by author. 

and altruism. A knee-jerk attempt to 
rein in social engineering could involve 
eliminating these very desirable social 
attributes (which might also eliminate 
civility and decency from our society).

How Does This All Fit Together?
It should be fundamental to readers 
of Inside Risks articles that point solu-
tions to local problems are generally in-
sufficient, and that we have to consider 
trustworthiness in the total-system con-
text that includes hardware, software, 
networking, people, environmental 
concerns, and more. On September 22, 
1988, Bob Morris (then chief scientist of 
the National Computer Security Center 
at NSA) said in a session of the Nation-
al Academies’ Computer Science and 
Telecommunications [now Technology] 
Board on problems relating to security, 
“To a first approximation, every com-
puter in the world is connected with ev-
ery other computer.” That quote is even 
more relevant today, almost 30 years lat-
er. Similarly, all of the issues considered 
in this column involving computers and 
people may be intimately intertwined.

Science is never perfect or immu-
table—it is often a work in progress. 
Hence, scientists can rarely if ever 
know they have the absolute final an-
swer. However, scientific methods have 
evolved over time, and scientists gener-
ally welcome challenges and disagree-
ments that can ultimately be resolved 
through better theories, experimental 
evidence, and rational debate. Occa-
sionally, we even find fake science and 
untrustworthy scientists, although 
these aberrations tend to be refuted 
eventually via peer pressure. Where 
science has strong credible evidence, 
it deserves to be respected—because 
in the final analysis reality should be 
able to trump fantasies (although this 
in fact may not work).

Truth is perhaps even more in flux 
than science, and certainly relative, 
not absolute—with many caveats. 
However, truth matters. We might 
paraphrase the oft-cited Albert Ein-
stein quote as “Everything should be 
stated as simply as possible, but not 
simpler.” Oversimplifications, the lack 
of foresight, and a seriously non-ob-
jective perspective are often sources of 
serious misunderstandings, and can 
result in major catastrophes. On the 
other hand, untruthfulness must not 
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to address issues of engagement and 
education. While specifically charged 
with addressing the long-standing 
underrepresentation of many groups 
within the computing community, 
many, if not most, of the Alliances’ 
activities also worked to increase 
awareness, access, engagement, 
and inclusion for all students. The 
Alliances’ strategies encompass not 
only activity design and implementa-
tion but also promotion of computing 
education through workshops and 
information dissemination. 

Considered together as a whole, the 
BPC Alliances are expected to have sig-
nificant impact on both the quality of 
opportunities afforded to participants 
and the number of participants. To as-
sess this collective impact, in 2012, EDC, 
Inc., was awarded a contract to evaluate 
the accomplishments and impacts of 
the BPC-A program as a whole. They part-
nered with Westat, Inc., and the College 
of Education at Kansas State University 
in the multiple-year evaluation to inves-
tigate the BPC-A program’s creation of a 
national system of resources to support 
broadening participation in computing, 
focusing document review on the first 
five years (2006–2011) and empirical 
data collection on the second five years 
of program funding (2011–2016). 

As of 2011, there were eight BPC 
Alliances: 

˲˲ Access Computing (AC), University 
of Washington; http://www.washing-
ton.edu/accesscomputing/

˲˲ Computing Alliance of Hispanic-
Serving Institutions (CAHSI), Univer-
sity of Texas at El Paso; http://cahsi.
cs.utep.edu/

˲˲ Sustainable Diversity in the Com-
puting Research Pipeline: Computing 
Research Association-Women/ The Co-
alition to Diversity Computing (CRA-
W/CDC), the Computing Research As-
sociation in Washington D.C.; http://
cra.org/cra-w/

˲˲ Expanding Computing Education 
Pathways (ECEP), University of Massa-

I
N  E A R LY  2016,  the White House 
announced a government-wide 
investment in computing edu-
cation—Computer Science 
for All—to be included in the 

President’s 2017 budget. Computer 
Science for All would give every P–12 
student the chance to learn computer 
science and to be given the opportuni-
ties “that allow them to join the inno-
vation economy, have the tools to solve 
our toughest challenges, and become 
active citizens in our increasingly tech-
nological world.”2 A major component 
of the initiative is inclusion in comput-
ing by students from underrepresent-
ed groups, such as African Americans, 
Hispanics, Native Americans, and peo-
ple with disabilities. The White House 
announcement stated that CS for All 
builds on computing education mo-
mentum at state and local levels.

Although the sources of this mo-
mentum were not named, we speculate 
that an important impetus for innova-
tion and growth in computer science 
P–12 education comes from programs 
funded at the federal level, such as the 
NSF-funded CS 10K initiative, and com-
munity efforts, such as code.org. Pre-
dating these P–12 education efforts, the 
National Science Foundation launched 
the Broadening Participation in Com-
puting (BPC) program in 2006 as a mod-
el to effectively address the issues of un-

derrepresentation, as well as respond 
to the need to increase participation 
in computing education and produce 
computing professionals. Chubin and 
Johnson1 provided a description of the 
11 alliances that constituted the core 
of BPC as of 2009. In total, 15 BPC Alli-
ances (BPC-A) have been funded. These 
Alliances represent broad coalitions of 
academic postsecondary institutions, 
secondary and middle schools, govern-
ment, industry, professional societies, 
and other not-for-profit organizations. 

The goal of BPC-Alliances is to de-
sign and carry out comprehensive pro-
grams to reduce underrepresentation 
in the computing disciplines at vari-
ous stages of the academic pathway 
from K–12 through the early faculty 
ranks. To this end, the BPC-Alliances 
have endeavored to create the best 
practices, educational resources, ad-
vocacy networks, and forums needed 

Broadening 
Participation  
The Influence and 
Promise of Alliances 
Evaluating the influence of broadening participation  
efforts on students, faculty, organizations,  
and the computing education infrastructure. 

DOI:10.1145/3084346	 Leslie Goodyear, Gary Silverstein, and Linda P. Thurston 

Alliances use diverse 
strategies to expose 
students to computing 
concepts and careers.
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˲˲ Through capacity-building work-
shops, conferences, and professional 
development, Alliances inspire faculty, 
teachers, and other professionals to 
develop collaborations and change the 
climate in computer science education.

˲˲ Organizations across the comput-
ing education spectrum benefit from 
Alliances’ resources, finding new ap-
proaches to teaching and learning, re-
cruiting and retaining students, and de-
veloping public/private partnerships.

˲˲ Alliances are well positioned to 
serve as national resources, dissemi-
nating promising practices, scaling 
tested models, and supporting na-
tional and regional efforts to broaden 
participation. In this capacity, they 
disseminate new knowledge and re-
search about broadening participation 
in computing through publications, 
presentations, conferences, and Web-
based dissemination strategies. 

˲˲ Evaluation at both the Alliance and 
the program level is critical for document-
ing Alliances’ influence and outcomes. 
However, more and stronger data are 
needed to document the influence of the 
Alliances (individually and collectively) on 
broadening participation in computing.

The evaluation team discovered that 
BPC Alliances employ many different 
approaches, influencing people, orga-
nizations, infrastructure and ultimately 
the landscape of the field, demonstrat-
ing that there is no “one right way” to 
broaden participation in computing. 
Together, the Alliances for Broadening 
Participation in Computing are building 
a more equitable ecosystem for comput-
er science education in the U.S.	
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chusetts at Amherst; http://expanding-
computing.cs.umass.edu/

˲˲ Institute for African-American 
Mentoring in Computing Sciences 
(iAAMCS), Clemson University; http://
www.iaamcs.org/

˲˲ Into the Loop (ITL), University of 
California Los Angeles; http://idea.
gseis.ucla.edu/projects/into-the-loop 

˲˲ National Center for Women and 
Information Technology (NCWIT), 
University of Colorado at Boulder; 
https://www.ncwit.org/

˲˲ STARS Computing Corps (STARS), 
University of North Carolina at Char-
lotte; http://starscomputingcorps.org/

The programs and resources offered 
by these Alliances have leveraged pub-
lic and private partnerships to target 
computing education in K–20 grade 
levels, preparing diverse students for 
careers in computing and computer 
science. These activities built a founda-
tional wealth of knowledge and prac-
tices for the field of computing educa-
tion research and diversity education 
research. The foci for these Alliances 
are seen in the figure here. 

Documenting and assessing the as-
sociations, relationships, outcomes, 
and influence among Alliances and 
with their partners was a significant 
undertaking because of the reach and 
depth of the Alliances’ partnerships. In 
addition, the Alliances target different 
but overlapping audiences; implement 
a variety of strategies and activities; de-
velop multiple types of resources and 

products; and partner with diverse orga-
nizations to reach their outcomes and 
objectives. In consideration of these 
challenges, the evaluation team utilized 
a multiple-method case study approach 
to answer a variety of evaluation ques-
tions related to the Alliances’ influence 
on students, faculty, organizations and 
the infrastructure of computing educa-
tion and efforts to broaden participa-
tion. This column describes a small part 
of the findings of the evaluation. 

The evaluation team described the 
program accomplishments in two stag-
es. The first five years of the Alliances 
were spent developing and testing 
models, such as courses, mentoring, 
service learning, workshops, summer 
programs, fellowships, webinars, and 
competitions. The second five years of 
the program focused more on leverag-
ing knowledge and serving as national 
resources. Examples of activities dur-
ing these years are influencing policies, 
serving as national resources, fostering 
research, facilitating networks of pro-
fessionals and supporting a national 
infrastructure. 

A cross-case analysis showed several 
findings related to the accomplish-
ments and reach of the Alliances. 

˲˲ Alliance partnerships and activi-
ties reached every state in the U.S. 

˲˲ Alliances use diverse strategies 
to expose students to computing con-
cepts and careers, influencing their 
interest and confidence in pursuing 
computing careers. 

Foci of Eight Broadening Participation in Computing Alliances

The Alliances

AccessComputing
Supporting students with disabilities to pursue 
degrees in computing fields

Into the Loop
Enhancing high school students’ computer 
science learning through implementation and 
dissemination of equity-focused curricula and 
professional development 

Computing Alliance of Hispanic-Serving 
Institutions (CAHSI)
Leveraging member institutions to increase the 
number of Hispanic students who complete 
degrees in computing 

Institute for African-American Mentoring in 
Computer Science 
Addressing the shortage of African Americans 
pursuing Ph.D.’s and research careers in 
computing-related fields 

Sustainable Diversity in the Computing 
Research Pipeline Increasing the participation 
of women and underrepresented minorities in 
computing research careers 

National Center for Women & Information 
Technology (NCWIT) 
Bringing together universities, non-profits, and for-
profit organizations to advance women’s and girls’ 
participation in computer science 

Expanding Computing  
Education Pathways (ECEP)
Increasing the number and diversity of students 
completing computing degrees by supporting 
state-level computing education policy change 

Students in Technology, Academia, Research, 
and Service Alliance (STARS)
Fostering a community of practice for students 
through service learning and building computing 
education capacity in member institutions
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Kode Vicious  
Forced Exception 
Handling  
You can never discount the human element in programming.

ure to handle nonfatal errors?” 
Well, let’s see what else the paper 

had to say and then think about how 
software is actually implemented in 
the real world, rather than how we be-
lieve it ought to be implemented in the 
illusory world that management and 
marketing inhabit.

To get to the heart of why nonfatal 
errors might have led to fatal errors, we 
need look no further than this snippet 
from the paper: “This difference is likely 
because the Java compiler forces de-
velopers to catch all the checked ex-
ceptions; and a variety of errors are 
expected to occur in large distributed 
systems, and the developers pro-
gram more defensively. However, we 
found they were often simply sloppy in 
handling these errors” (https://www.
usenix.org/system/files/conference/
osdi14/osdi14-paper-yuan.pdf). 

Hopefully anyone who has been a 

Dear KV,
I subscribe to “The Morning Paper,” a 
daily summary prepared by one person, 
Adrian Colyer, who curates research pa-
pers and sends them out to interested 
readers (https://blog.acolyer.org). Last 
fall he reviewed “Simple Testing Can Pre-
vent Most Critical Failures: An Analysis of 
Production Failures in Distributed Data-
Intensive Systems” (https://blog.acolyer.
org/2016/10/06/simple-testing-can- 
prevent-most-critical-failures/). It had 
some surprising results, including:

˲˲ Almost all catastrophic failures (48 
in total, or 92%) are the result of incor-
rect handling of nonfatal errors explic-
itly signaled in software;

˲˲ Error handlers with TODO or FIX-
ME in the comments. This example 
took down a 4,000-node production 
cluster; and 

˲˲ Error handlers that catch an abstract 
exception type (for example, Exception or 
Throwable in Java) and then take drastic 
action such as aborting the system. This 
example brought down a whole Hadoop 
Distributed File System (HDFS) cluster.

And the list went on from there.
I have been reading your Kode Vi-

cious columns for quite a while, and 
as I read the review and then the pa-
per itself, it looked like something you 
would be interested in, so I have sent 
along the link.

Helpfully Not in Error

Dear Helpfully,
Yes, KV also reads “The Morning Pa-
per,” although he has to admit that he 

does not read everything that arrives in 
his inbox from that list. Of course, the 
paper you mention piqued my interest, 
and one of the things you did not point 
out is that it is actually a study of distrib-
uted systems failures. Now, how can we 
make programming harder? I know! 
Let’s take a problem on a single 
system and distribute it. Someday I 
would like to see a paper that tells us 
if problems in distributed systems 
increase along with the number of 
nodes, or the number of intercon-
nections. Being an optimist, I can 
only imagine that it is N(N + 1) / 2, 
or worse.

I don’t think you pointed out this pa-
per to KV just to hear me bang my head 
on my desk while thinking distributed 
systems, so let’s assume you’re asking 
the “Why?” question: “Why is it the 
case that 92% of the catastrophic fail-
ures in this paper are caused by a fail-
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professional programmer for more than 
a few days knows that many developers 
will always write the code they are 
most interested in, or pressured to 
deliver first, which is not the error- 
and exception-handling code, nor is 
it test code, nor documentation, the 
latter two of which I have already ha-
rangued readers about, ad nauseam. 
What management and the rest of 
the team want, is “the code,” and 
what most people see as “the code” 
is only the part of it that explicitly 
does the job you are expected to do. 
It’s not even the demands of others 
that cause this narrow focus; it’s 
often just that the error-handling 
parts are not as interesting to the per-
son writing the code as getting a result. 
It would seem that many programmers 
just want to move those bits, munge 
that data, and show pictures of cats.

In point of fact we have a clear indi-
cation of the importance programmers 
put on the error-handling components 
of the code by this finding: “Error han-
dlers with TODO or FIXME in the com-
ment.” Personally, I prefer XXX, as it re-
minds me of my time in Amsterdam in 
the early 1990s, and unless you’re work-
ing in certain industries—industries 
that might also serve photos, and might 
still serve photos of cats—you’re unlike-
ly to find XXX as a variable in the code.

We can look at the fact that the Java 
compiler forces programmers to catch 
all the unchecked exceptions in one of 
two ways. If we are charitable—and KV 
is the heart and soul of charity—we as-
sume the Java language and compiler 
developers are simply helping program-
mers make fewer mistakes and make 
sure their code not only does what it is 
meant to do, but also acts appropriately 
when things go awry.

If we are less charitable, or perhaps 
more honest and realistic, we see this en-
forcement quite differently: as a naked 
attempt to control programmers and 
make them do what the language and 
compiler people thought was right at the 
time. “Programmers don’t do proper er-
ror handling. I know, we will MAKE them 
handle errors, or their programs won’t 
compile at all!” I believe this is said in the 
voice of an overbearing schoolteacher. 
“You will dot your i’s! You will catch all 
exceptions!” Except that unlike dotting 
an i, there are ways to skate around han-
dling the exception that was meant to be 

handled. In a rush? Well then, just add 
a TODO or FIXME or XXX in the com-
ments and move on. You’ll come back to 
it later ... of course you will.

Both sides are a little bit wrong in 
this case. We can all point fingers at the 
person who leaves a trail of FIXMEs in 
the code, but who among us is with-
out blame in that regard? We can also 
blame the pedants who thought that 
forcing every exception to be caught 
was doing us a favor. You can never 
discount the human element in pro-
gramming. For everything you try to 
force on someone, there is something 
they will work to avoid if at all pos-
sible. Tool builders need to under-
stand that the people who use their 
tools are often trying to get a very nar-
row job completed with a minimum 
amount of effort. Was it wrong to add 
the forced exception handling into 
the tool? Maybe and maybe not. In the 
hands of someone with the time and 
inclination to do the right thing, these 
errors are a welcome way of finding 
problems that they do have to handle. 

Clearly, in the hands of a large per-
centage of programmers who work on 
some of the most complex systems yet 
devised, the feature is actually a nui-
sance, and it is likely time to rethink 
how this particular exception ought to 
be handled.

KV
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Viewpoint 
Remaining Trouble Spots 
with Computational 
Thinking 
Addressing unresolved questions concerning computational thinking. 

C
O M P U TAT I O N A L  T H I N K I N G 

H A S  been a hallmark of 
computer science since the 
1950s. So also was the no-
tion that people in many 

fields could benefit from computing 
knowledge. Around 2006 the promot-
ers of the CS-for-all K–12 education 
movement claimed all people could 
benefit from thinking like computer 
scientists. Unfortunately, in attempts 
to appeal to other fields besides CS, 
they offered vague and confusing 
definitions of computational think-
ing. As a result today’s teachers and 
education researchers struggle with 
three main questions: What is com-
putational thinking? How can it be as-
sessed? Is it good for everyone? There 
is no need for vagueness: the meaning 
of computational thinking, evolved 
since the 1950s, is clear and supports 
measurement of student progress. 
The claims that it benefits everyone 
beyond computational designers are 
as yet unsubstantiated. This examina-
tion of computational thinking sharp-
ens our definition of algorithm itself: 
an algorithm is not any sequence of 
steps, but a series of steps that control 
some abstract machine or computa-
tional model without requiring hu-
man judgment. Computational think-
ing includes designing the model, not 
just the steps to control it.

Computational thinking is loosely 
defined as the habits of mind developed 

from designing programs, software 
packages, and computations performed 
by machines. The Computer Science for 
All education movement, which began 
around 2006, is motivated by two prem-
ises: that computational thinking will 
better prepare every child for living in 
an increasingly digitalized world, and 
that computational thinkers will be su-
perior problem solvers in all fields.

Since 2006 hundreds of educators 
have participated in workshops, stud-

ies, committees, surveys, new courses, 
and public evaluations to define com-
putational thinking for “CS for all” cur-
ricula. The Computer Science Teachers 
Association issued an operational defi-
nition in 2011 (see Box 1), the Comput-
ing at School subdivision of the British 
Computer Society followed in 2015 
with a more detailed definition (see 
Box 2), and the International Society 
for Technology in Education followed 
in 2016 with a generalized technology I
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Question 1: What Is 
Computational Thinking? 
A good place to look for an answer is 
in our history. Computational think-
ing has a rich pedigree from the be-
ginning of the computing field in the 
1940s. As early as 1945, George Polya 
wrote about mental disciplines and 
methods that enabled the solution of 
mathematics problems.29 His book 
How to Solve It was a precursor to 
computational thinking. 

In 1960, Alan Perlis claimed the 
concept of “algorithmizing” was al-
ready part of our culture.18 He argued 
that computers would automate and 
eventually transform processes in all 
fields and thus algorithmizing would 
eventually appear in all fields.

In the mid-1960s, at the time I was 
entering the field, the pioneers Allen 
Newell, Alan Perlis, and Herb Simon 
were defending the new field from 
critics who claimed there could be no 
computer science because computers 
are man-made artifacts and science is 
about natural phenomena.23 The three 
pioneers argued that sciences form 
around phenomena that people want 
to harness; computers as information 

definition (see Box 3). There are other 
frameworks as well.21,27

Given all this work, I was surprised 
recently when some teachers and edu-
cation researchers asked for my help 
answering three questions with which 
they continue to struggle:

1.	 What is computational thinking?
2.	 How do we measure students’ 

computational abilities?
3.	 Is computational thinking good 

for everyone?
To support my answers, I reviewed 

many published articles. I learned that 
these three questions are of concern 
to teachers in many countries and that 
educators internationally continue to 
search for answers.21

It concerns me that teachers at the 
front lines of delivering computing ed-
ucation are still unsettled about these 
basic issues. How can they be effective 
if not sure about what they are teaching 
and how to assess it? In 2011, Elizabeth 
Jones, then a student at the University 
of South Carolina, warned that lack of 
answers to these questions could be-
come a problem.16

I believe the root of the problem is 
that, in an effort to be inclusive of all 

fields that might use computing, the 
recent definitions of computational 
thinking made fuzzy and overreach-
ing claims. Is it really true that any se-
quence of steps is an algorithm? That 
procedures of daily life are algorithms? 
That people who use computational 
tools will need to be computational 
thinkers? That people who learn com-
putational thinking will be better prob-
lem solvers in all fields? That compu-
tational thinking is superior to other 
modes of thought?

My critique is aimed not at the many 
accomplishments of the movements to 
get computer science into all schools, 
but at the vague definitions and un-
substantiated claims promoted by 
enthusiasts. Unsubstantiated claims 
undermine the effort by overselling 
computer science, raising expecta-
tions that cannot be met, and leaving 
teachers in the awkward position of 
not knowing exactly what they are sup-
posed to teach or how to assess wheth-
er they are successful.

My purpose here is to examine these 
questions and in the process elucidate 
what computational thinking really is 
and who is it good for.

Formulating problems for 
computational solution

Logically organizing and  
analyzing data

Abstractions including models and 
simulations

Algorithmic thinking

Evaluation for efficiency and 
correctness

Generalizing and transferring to 
other domains

Supported by: dispositions 
of confidence in dealing with 
complexity, persistence with 
difficult problems, tolerance for 
ambiguity, open-ended problems, 
communication and collaboration

Box 1.

Computer 
Science Teachers 
Association’s
Concepts of 
Computational 
Thinking:4

Logical reasoning

Algorithmic thinking

Decomposition

Generalization

Patterns

Abstraction

Representation

Evaluation

Supported by: techniques of 
reflecting, coding, designing, 
analyzing, and applying 

Box 2.

Computing  
at School’s 
Concepts of 
Computational 
Thinking:3

Leverage the power of technological 
methods to develop and test solutions

Collect data

Analyze data

Represent data

Decomposition

Abstraction

Algorithms

Automation

Testing

Parallelization

Simulation

Supported by: empowered 
learner, digital citizen, knowledge 
constructor, designer, communicator, 
collaborator

Box 3.

ISTE’s 
Standards for Students 
in Computational 
Thinking:15
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transformers were a new focal phe-
nomenon covered by no other field. 
They also argued that “algorithmic 
thinking”—a process of designing a 
series of machine instructions to drive 
a computational solution to a prob-
lem—distinguishes computer science 
from other fields.

In 1974, Donald Knuth said that 
expressing an algorithm is a form of 
teaching (to a dumb machine) that 
leads to a deep understanding of a 
problem; learning an algorithmic ap-
proach aids in understanding concepts 
of all kinds in many fields.

In 1979, Edsger Dijkstra wrote about 
the computational habits of mind he 
learned to help him program well:9  
separation of concerns; effective use 
of abstraction; design and use of no-
tations tailored to one’s manipulative 
needs; and avoiding combinatorially 
exploding case analyses.

Seymour Papert may have been the 
first to use the term computational 
thinking in 1980, when in his book 
Mindstorms he described a mental 
skill children develop from practic-
ing programming.24,25

In 1982, Ken Wilson received a No-
bel prize in physics for developing 
computational models that produced 
startling new discoveries about phase 
changes in materials. He went on a 
campaign to win recognition and re-
spect for computational science. He ar-
gued that all scientific disciplines had 
very tough problems—“grand chal-
lenges”—that would yield to massive 
computation.33 He and other vision-
aries used the term “computational 
science” for the emerging branches 
of science that used computation as 
their primary method. They saw com-
putation as a new paradigm of sci-
ence, complementing the traditional 
paradigms of theory and experiment. 
Some of them used the term “com-
putational thinking” for the thought 
processes in doing computational 
science—designing, testing, and us-
ing computational models to make 
discoveries and advance science. They 
launched a political movement to se-
cure funding for computational sci-
ence research, culminating in the High 
Performance Communication and 
Computing (HPCC) Act passed in 1991 
by the U.S. Congress. Computer scien-
tists were slow to join the movement, 

which grew up independently of them. 
Easton noted that, as computational 
science matured, computational think-
ing successfully infiltrated the sciences 
and most sciences now study informa-
tion processes in their domains.12

The current surge of interest in 
computational thinking began in 
2006 under the leadership of Jean-
nette Wing.35–37 While an NSF assis-
tant director for CISE, she catalyzed 
a discussion around computational 
thinking and mobilized resources to 
bring it into K–12 schools. Although 
I supported the goal of bringing com-
puter science to more schools, I took 
issue with the claim of some enthusi-
asts that computational thinking was 
a new way to define computing.7 The 
formulations of computational think-
ing at the time emphasized extensions 
of object-oriented thinking to soft-
ware development and simulation—a 
narrow view the field. Moreover, the 
term had been so widely used in sci-
ence and mathematics that it no lon-
ger described something unique to the 
computing field.

In 2011, on the eve of Alan Turing’s 
100th birthday, Al Aho wrote a signifi-
cant essay on the meaning of compu-
tational thinking2 for a symposium 
on computation in ACM Ubiquity.5 He 
said: “Abstractions called computation-
al models are at the heart of computa-
tion and computational thinking. Com-
putation is a process that is defined in 
terms of an underlying model of com-
putation and computational thinking 
is the thought processes involved in for-
mulating problems so their solutions 
can be represented as computational 
steps and algorithms.”2, a

a	 Aho’s definition Aho’s definition was noted by 
Wing in 201035 and is used as the definition of 
computational thinking by K12cs.org.

Aho emphasized at great length the 
importance of computational mod-
els. When we design an algorithm 
we are designing a way to control any 
machine that implements the model, 
in order that the machine produces a 
desired effect in the world. Early ex-
amples of models for computational 
machines were Turing machines, 
neural networks, and logic reduction 
machines, and, recently, deep earn-
ing neural networks for artificial intel-
ligence and data analytics. However, 
computational models are found in 
all fields. The Wilson renormalization 
model is an example in physics, the 
Born-Oppenheimer approximation 
is an example in chemistry, and the 
CRISPR model is an example from biol-
ogy. Aho says further, “[With new prob-
lems], we discover that we do not always 
have the appropriate models to devise 
solutions. In these cases, computation-
al thinking becomes a research activ-
ity that includes inventing appropriate 
new models of computation.”2

As an example, Aho points out that 
in computational biology there is a big 
effort to find computational models 
for the behavior of cells and their DNA. 
The search for computational mod-
els pervades all of computational sci-
ence. Aho’s insight that computation-
al thinking relies on computational 
models is very important and has been 
missed by many proponents.

Aho’s term computational model 
is not insular to computer science—it 
refers to any model in any field that 
represents or simulates computation. 
I noted several examples above. More-
over, his definition captures the spirit 
of computational thinking expressed 
over 60 years of computer science and 
30 years of computational science.b 
It also captures the spirit of computa-
tional thinking in other fields such as 
humanities, law, and medicine.

This short survey of history reveals 
two major sources of ambiguity in the 
post-2006 definitions of computation-
al thinking. One is the absence of any 
mention of computational models. 
This is a mistake: we engage with ab-
straction, decomposition, data repre-

b	 I was an active researcher in the computational 
sciences field during the 1980s and 1990s and 
can attest that his definition captures what 
the computational scientists of the day said 
they were doing.

The search  
for computational 
models pervades 
all of computational 
science.

http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=35&exitLink=http%3A%2F%2FK12cs.org
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sentation, and so forth, in order to get 
a model to accomplish certain work.

The other is the suggestion contained 
in the operational definitions that any 
sequence of steps constitutes an algo-
rithm. True, an algorithm is a series of 
steps—but the steps are not arbitrary, 
they must control some computational 
model. A step that requires human judg-
ment has never been considered to be 
an algorithmic step. Let us correct our 
computational thinking guidelines to 
accurately reflect the definition of an al-
gorithm. Otherwise, we will mis-educate 
our children on this most basic idea.

Question 2: How Do We Measure 
Students’ Computational Abilities? 
Most teachers and education research-
ers have the intuition that computa-
tional thinking is a skill rather than a 
particular set of applicable knowledge. 
The British Computer Society CAS 
description quoted earlier seems to 
recognize this when discussing what 
“behaviors” signal when a student 
is thinking computationally.3 But we 
have no consensus on what constitutes 
the skill and our current assessment 
methods are unreliable indicators. 

A skill is an ability acquired over time 
with practice—not knowledge of facts 
or information. Most recommended 
approaches to assessing computational 
thinking assume that the body of knowl-
edge—as outlined in Boxes 1–3—is the 
key driver of the skill’s development. 
Consequently, we test students’ knowl-
edge, but not their competence or their 
sensibilities. Thus it is possible that a 
student who scores well on tests to ex-
plain and illustrate abstraction and de-
composition can still be an incompetent 
or insensitive algorithm designer. Teach-
ers sense this and wonder what they can 
do. The answer is, in a nutshell, to direct-
ly test for competencies.c

The realization that mastering a do-
main’s body of knowledge need not 
confer skill at performing well in the 

c	 In 1992, Ted Sizer of Brown University started 
a national movement for competency-based 
assessment in schools.31 He used the term “ex-
hibitions” for assessment events. I gave exam-
ples for engineering schools.8 According to the 
Christensen Institute, competency-based learn-
ing is a growing movement in schools.34 In 2016, 
Purdue became the first public university to 
fully embrace competency-based learning in an 
academic program in its Polytechnic Institute.

domain is not new. As early as 1958, 
philosopher Michael Polanyi discussed 
the difference between “explicit knowl-
edge” (descriptions written down) and 
“tacit knowledge” (skillful actions).28 
He famously said: “We know more than 
we can say.” He gave many examples of 
skilled performers being unable to say 
how they do what they do, and of aspi-
rants being unable to learn a skill sim-
ply by being told about it or reading a 
description. Familiar examples of tacit 
knowledge are riding a bike, recognizing 
a face, or diagnosing an illness. Many 
mental skills fall into this category too, 
such programming or learning a foreign 
language. Every skill is a manifestation 
of tacit knowledge. People learn a skill 
only by engaging with it and practicing it.

To certify skills you need a mod-
el for skill development. One of the 
most famous and useful models is 
the framework created by Stuart and 
Hubert Dreyfus in the 1970s.10 They 
said that practitioners in any domain 
progress through six stages: beginner, 
advanced beginner, competent, profi-
cient, expert, and master. A person’s 
progress takes time, practice, and ex-
perience. The person moves from rule-
based behaviors as a beginner to fully 
embodied, intuitive, and game-chang-
ing behaviors as a master. Hubert 
Dreyfus gives complete descriptions 
of these levels in his book on the Inter-
net.11 We need guidelines for different 
skill levels of computational thinking 
to support competency tests.

The CAS and K12CS organizations 
have developed frameworks for defin-
ing computational thinking that feature 
progressions of increasingly sophis-
ticated learning objectives in various 
tracks including algorithms, program-
ming, data, hardware, communication, 
and technology.d These knowledge 
progressions are not the same as skill 
acquisition progression in the Dreyfus 
model. The CAS framework does not 
discuss abilities to be acquired during 
the progression. The K12CS framework 
gets closer by proposing seven prac-
ticese—only three of which are directly 

d	 CAS: https://community.computingatschool.
org.uk/resources/2324; K12CS: https://k12cs.org

e	 Fostering an inclusive and diverse computing 
culture, collaborating, recognizing and defin-
ing computational problems, developing and 
using abstractions, creating computational 
artifacts, testing and refining, communicating.
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thinking. Other luminaries have fol-
lowed suit.9,18,19,24,33,35 However, this 
general claim has never been substan-
tiated with empirical research.

For example, it is reasonable to ques-
tion whether computational thinking 
is of immediate use for professionals 
who do not design computations—for 
example, physicians, surgeons, psy-
chologists, architects, artists, lawyers, 
ethicists, realtors, and more. Some of 

related to competence at designing 
computations. Their notion of practice 
is “way of doing things” rather than an 
ability accompanied by sensibilities. 
Teachers who use these frameworks are 
likely to find that the associated assess-
ment methods do not test for the abili-
ties they are after. 

Employers are turning to compe-
tency-based assessment faster than 
educational institutions. Many employ-
ers no longer trust transcripts and diplo-
mas. Instead they organize interviews 
as rigorous problem-solving sessions 
with different groups in the company. 
An applicant will not be hired without 
demonstrating competence in solving 
the kinds of problems of interest to the 
employer. The idea of assessing skill by 
performance is actually quite common 
in education. In sports, music, theater, 
and language departments, for example, 
students audition for spots on the team, 
places in the orchestra, roles in the play, 
or competency certificates at a language. 
Although code-a-thons are becoming 
more prevalent and many computing 
courses include projects that assess skill 
by performance, computing education 
would benefit from a deep look at com-
petency-based assessment.

Given that so much education is 
formulated around students acquiring 
knowledge, looking carefully at skill 
development in computational think-
ing is a new and challenging idea. We 
will benefit our students by learning 
to approach and assess computational 
thinking as a skill.

Question 3: Is Computational 
Thinking Good for Everyone? 
The third question addresses a bundle 
of claims about benefits of computa-
tional thinking. Let us unpack them 
and see which claims are substantiated 
and which are not.

Wing’s vision for the computational 
thinking movement was that “every-
one, not just those who major in com-
puter science, can benefit from think-
ing like a computer scientist”36,37 At 
a high level it is hard to question this 
claim—more tools in the mental tool-
box seems like a worthy goal. However, 
on a closer look not everyone benefits 
and some claims do not seem to ben-
efit anyone. Consider the following.

There is little doubt that people 
who design and produce computa-

tional models and software in many 
fields—let’s call them computational 
designers—develop strong skills of 
computational thinking. Experienced 
computational designers believe they 
are sharper and more precise in their 
thinking and are better problem solvers.

Recognizing this early on, Alan Per-
lis was one of the first to generalize 
(1960): he claimed that everyone can 
benefit from learning computational 

Traditional versus New 
Computational Thinking
The companion article traces the history of computational thinking from its origins in 
the 1950s until the present time. It is a story of the mental habits and disciplines for 
designing useful and reliable programs. It began with Alan Perlis in the 1950s, was well 
characterized for CS by Donald Knuth and Edsger Dijkstra in the 1970s, and expanded 
as the third way of science in the computational science movement of the 1980s. We 
call this Traditional CT.

After 2006 a new version emerged, seeded by an article by Jeannette Wing and 
then propelled when the U.S. National Science Foundation put a lot of resources into 
using CT as a conceptual lever to get computing into all K–12 schools. This massive 
effort defined its own version of CT independent of the past history. It is a story of how 
problems might be solved by expressing their solutions as computational steps. We call 
this New CT.

The Traditional CT and the New CT are not the same. One of the important 
differences is that in Traditional CT programming ability produces CT, and in New CT 
learning certain concepts produces programming ability. The direction of causality is 
reversed. The table here may help readers understand the origins of the trouble spots 
discussed in this Viewpoint.

Traditional CT New CT

Mental habits and disciplines for designing   
useful software

Formulating problems so that their solutions 
can be expressed as computational steps

Extensively practicing programming cultivates 
CT as a skill set

CT is a conceptual framework that enables 
programming

Skills of design and software crafting—for 
example separation of concerns, effective use  
of abstraction, devising notations tailored to 
one’s needs, and avoiding combinatorically 
exploding case analyses

Set of problem solving concepts such as 
representation, divide-and-conquer, abstrac-
tion, information hiding, verification, and logical 
reasoning

A new way of conducting science, alongside 
theory and experiment—a revolution in science

Useful in sciences and most other fields

Algorithms are directions to control a compu-
tational model (abstract machine) to perform 
a task

Algorithms are expressions of recipes for car-
rying out tasks; no awareness of computational 
models is needed

Programs are tightly coupled with algorithms; 
programs are algorithms expressed in a 
computer language; algorithms derive their 
precision from a computational model

Programs are loosely coupled with algorithms; 
algorithms are for all kinds of information 
processors including humans—it is completely 
optional whether an algorithm will ever be 
translated into a program

Designing computations in a domain requires 
extensive domain knowledge

Someone schooled in the principles of CT can 
find computational solutions to problems in any 
domain

End users can follow algorithms and get 
the result without any understanding of the 
mechanism

People engaging in any step-by-step procedure 
are performing algorithms and are (perhaps 
unconsciously) thinking computationally

Engaging in a computational task without 
awareness is not computational thinking

People who are engaging in any task that could 
be performed computationally are engaging in 
subconscious computational thinking
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Conclusion
Promoters of computer science have 
long believed computational think-
ing is good for everyone. The defi-
nition of computational thinking 
evolved over 60 years applies mainly 
to those involved in designing com-
putations whether in computer sci-
ence or in other fields. The promoters 
of computer-science-for-all, believ-
ing that “designing computations” is 
an insular computer science activity, 
sought a broader, more encompass-
ing definition to fit their aspiration. 
The result was a vague definition that 
targeted not only designers but all us-
ers of computational tools, anyone 
engaging in step-by-step procedures, 
and anyone engaging in a practice 
that could potentially be automated. 
Teachers who find the vagueness con-
fusing have asked for a more precise 
definition that also clarifies how to 
assess student learning of computa-
tional thinking.

My advice to teachers and educa-
tion researchers is: use Aho’s histori-
cally well-grounded definition and use 
competency-based skill assessments to 
measure student progress. Be wary of 
the claim of universal value, for it has 
little empirical support and draws you 
back to the vague definitions. Focus on 
helping students learn to design useful 
and reliable computations in various 
domains of interest to them. Leave the 
more advanced levels of computational 
design for education in the fields that 
rely heavily on computing. 

In the late 1990s, we in computer 
science (including me) believed ev-
eryone should learn object-oriented 
programming. We persuaded the Ed-
ucational Testing Service to change 
the Advanced Placement curriculum 
to an object-oriented curriculum. It 
was a disaster. I am now wary of be-
lieving that what looks good to me as 
a computer scientist is good for ev-
eryone. The proposed curriculum for 
computational thinking looks a lot 
like an extended object-oriented cur-
riculum. This is not a good start for 
a movement aiming to define some-
thing greater than programming. Ear-
ly warnings that the object-oriented 
vision was not working came from 
the front-line teachers who did not 
understand it, did not know how to 
assess it, and could not articulate the 

dence but have not found any. One 
of the most notable studies, by Pea 
and Kurland in 1984, found little 
evidence that learning programming 
in Logo helped students’ math or 
general cognitive abilities. In 1997, 
Koschmann weighed in with more 
of the same doubts and debunked 
a new claim that learning program-
ming is good for children just as 
learning Latin once was.20 (There 
was never any evidence that learning 
Latin helped children improve life 
skills.) Mark Guzdial reviewed all the 
evidence available by 2015 and reaf-
firmed there is no evidence to support 
the claim.14

Guzdial does note that teachers can 
design education programs that help 
students in other domains learn a small 
core of programming that will teach 
enough computational thinking to help 
them design tools in their own domains. 
They do not need to learn the competen-
cies of software developers to be useful. 

Finally, it is worth noting that educa-
tors have long promoted a large num-
ber of different kinds of thinking: en-
gineering thinking, science thinking, 
economics thinking, systems think-
ing, logical thinking, rational think-
ing, network thinking, ethical think-
ing, design thinking, critical thinking, 
and more. Each academic field claims 
its own way of thinking. What makes 
computational thinking better than 
the multitude of other kinds of think-
ing? I do not have an answer. 

My conclusion is that computation-
al thinking primarily benefits people 
who design computations and that the 
claims of benefit to non-designers are 
not substantiated.

these professionals may become com-
putational designers when they modify 
tools, for example by adding scripts to 
document searchers—but not every-
body. It would be useful to see some 
studies of how essential computation-
al thinking is in those professions.

Another claim suggested in the op-
erational definitions is that users of 
computational tools will develop com-
putational thinking. An architect who 
uses a CAD (computer aided design) 
tool to draw blueprints of a new build-
ing and a VR (virtual reality) tool to al-
low users to take simulated tours in 
the new building can set up the CAD 
and VR tools without engaging in com-
putational thinking. The architect is 
judged not for skill in computational 
thinking but for design, esthetics, re-
liability, safety, and usability.f Similar 
conclusions hold for doctors using di-
agnostic systems, artists drawing pro-
grams , lawyers document searchers, 
police virtual reality trainers, and real-
tors house-price maps. Have you no-
ticed that our youthful “digital natives” 
are all expert users of mobile devices, 
apps, online commerce, and social 
media but yet are not computational 
thinkers? As far as I can tell, few people 
accept this claim. It would be well to 
amend the operational definitions to  
remove the suggestion.

Another claim suggested in the 
operational definitions is that com-
putational thinking will help people 
perform everyday procedural tasks 
better—for example, packing a knap-
sack, caching needed items close by, or 
sorting a list of customers. There is no 
evidence to support this claim. Being a 
skilled performer of actions that could 
be computational does not necessarily 
make you a computational thinker and 
vice versa.13,14 This claim is related to 
the idea I criticized earlier, that any se-
quence of steps is an algorithm. 

The boldest claim of all is that 
computational thinking enhances 
general cognitive skills that will trans-
fer to other domains where they will 
manifest as superior problem-solving 
skills.3,37 Many education research-
ers have searched for supporting evi-

f	 If the architect were to specify how to erect the 
building by assembling 3D printed parts in a 
precise sequence, we could say the architect 
thought computationally for the manufactur-
ing aspect but not for the whole design.

Underlying all  
the claims is  
an assumption  
that the goal of 
computational 
thinking is  
to solve problems.
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benefit for their students. We are now 
hearing similar early concerns from 
our teachers. This concerns me.

Underlying all the claims is an as-
sumption that the goal of computa-
tional thinking is to solve problems. 
Is everything we approach with com-
putational thinking a problem? No. 
We respond to opportunities, threats, 
conflicts, concerns, desires, etc by de-
signing computational methods and 
tools—but we do not call these re-
sponses problem-solutions. It seems 
overly narrow to claim that computa-
tional thinking, which supports the ul-
timate goal of computational design, is 
simply a problem-solving method.

I have investigated three remaining 
trouble spots with computational think-
ing—the definition, the assessment 
methods, and the claims of universal 
benefit. It would do all of us good to 
tone down the rhetoric about the uni-
versal value of computational thinking. 
Advocates should conduct experiments 
that will show the rest of us why we 
should accept their claims. Adopting 
computational thinking will happen, 
not from political mandates, but from 
making educational offers that help peo-
ple learn to be more effective in their own 
domains through computation.	
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SOFTWARE DEVELOPERS SPEND  35%–50% of their 
time validating and debugging software.1 The cost of 
debugging, testing, and verification is estimated to 
account for 50%–75% of the total budget of software 
development projects, amounting to more than 
$100 billion annually.11 While tools, languages, 
and environments have reduced the time spent on 
individual debugging tasks, they have not significantly 
reduced the total time spent debugging, nor the cost 
of doing so. Therefore, a hyperfocus on elimination 
of bugs during development is counterproductive; 
programmers should instead embrace debugging as 
an exercise in problem solving.

It is more appropriate for programmers to focus their 
efforts on acquiring and encouraging effective learning 

strategies that reduce the time spent 
debugging, as well as changing the way 
they perceive the challenge. This ar-
ticle describes how effective problem-
solving skills can be learned, taught, 
and mentored through applying re-
search on the psychology of problem 
solving, conducted by Stanford’s Carol 
Dweck and others.

In the 1974 classic, The Elements 
of Programming Style, Kernighan and 
Plauger wrote, “Everyone knows that 
debugging is twice as hard as writing a 
program in the first place. So if you are 
as clever as you can be when you write 
it, how will you ever debug it?”6 Is de-
bugging really twice as hard as writing 
a program? If so, why should it be? 

To answer these questions, let’s first 
consider why bugs occur. In a 2005 
paper, Andrew J. Ko and Brad A. Mey-
ers suggest that bugs occur as a result 
of “chains of cognitive breakdowns... 
formed over the course of program-
ming activity.”7 

At a fundamental level, all software 
describes changes in the state of a sys-
tem over time. Because the number 
states and state transitions in soft-
ware can have combinatorial complex-
ity, programmers necessarily rely on 
approximations of system behavior 
(called mental models) during develop-
ment. The intent of a mental model is 
to allow programmers to reason accu-
rately about the behavior of a system.

Since mental models are approxi-
mations, they are sometimes incorrect, 
leading to aberrant behavior in software 
when it is developed on top of faulty as-
sumptions. Neophyte programmers 
experience this problem to a greater 
degree: their models of the language 
and development environment are nec-
essarily incomplete, and even a simple 
syntax error can be a major blocker for 
someone learning to program. This is 
not limited to novice programmers. 
The C11 language specification is just 
north of 700 pages, for example. How 
many systems programmers under-
stand the language completely?

The most sinister bugs occur when 
programmers falsely believe their men-
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tal models to be complete. This is the 
crux of the problem: they have assumed 
correctness in their implementations 
and by definition do not know where 
they went wrong. The only way program-
mers can hope to solve such bugs is 
through knowledge acquisition. While 
it remains unclear whether Kernighan 
is correct about the quantitative dif-
ference in difficulty between program-
ming and debugging, it does seem clear 
that debugging is the more difficult 
task. Since solving bugs requires learn-
ing, the debugging process can be made 
easier by better understanding effective 
learning and teaching strategies.

Teaching Debugging Skills
Debugging is simply a domain-specific 
term for problem solving. Bugs are de-
scribed as word problems: for exam-

ple, “An out-of-bounds write to object 
O causes corruption of adjacent mem-
ory when conditions A and B are both 
true.” Unfortunately, word problems 
are found to be some of the most diffi-
cult to teach, and in software nearly all 
bugs can effectively be characterized as 
word problems.13

Perhaps to compensate for this dif-
ficulty, much existing research on the 
pedagogy of debugging focuses first on 
discriminating “experts” from “nov-
ices” and assessing the techniques 
each use in debugging tasks. It then at-
tempts to improve the novice’s ability 
through teaching expert techniques. A 
review of the literature, however, finds 
that even experts differ greatly in de-
bugging skill.8

Those most effective at debugging 
draw from extensive experience, as well 

as refined problem-solving skills. They 
also employ generalized strategies for 
problem solving13 instead of treating 
every individual bug as a new, specific 
case. While teaching the techniques 
of expert programmers can reduce the 
time novices spend on programming 
activities, it has not been shown to be 
effective in reducing the time spent 
debugging. Furthermore, testing stu-
dents from groups that have and have 
not received expert technique interven-
tion does not yield statistically signifi-
cant differences in test scores.2

Experience and accurate models 
are precisely the tools the novice pro-
grammer lacks. Although computer 
science education devotes a lot of time 
to teaching algorithms and fundamen-
tals, it appears that not much of this 
time is spent applying them to general I
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individuals can hold an incremental 
theory toward intelligence, while still 
having entity-theory views on specific 
skills such as programming or debug-
ging,12 so this research does not imply 
global views.

Individuals with an entity theory of 
intelligence are more likely to be moti-
vated by appearance than performance, 
are more likely to engage in maladap-
tive behaviors (such as giving up or 
cheating) in the face of problems, and 
are less likely to collaborate with oth-
ers. In the software development field, 
these behaviors manifest through mal-
adaptive strategies including hero wor-
ship, impostor syndrome, “cargo cult-
ing,” and lackadaisical work ethic.

Incremental theorists by contrast 
are motivated by performance-ori-
ented goals. Whereas the entity theo-
rist takes shortcuts to appear smart 
(such as tacking a large number of 
objectively simple tasks), the incre-
mental theorist tackles hard prob-
lems head-on, seeing hard work as a 
necessity to gain knowledge and de-
liver value. Furthermore, incremen-
tal theorists tend to work effectively 
in groups, value helping educate and 
promote the success of others, and 
engage in other behaviors generally 
positive for professional program-
ming environments.

This incremental theory of intelli-
gence is clearly beneficial to program-
mers and characteristic of the best in 
the field, whether professionally or 
academically oriented. It would be use-
ful to figure out how to apply Dweck’s 
research effectively, recognizing that 
the practice of programming (like 
many other fields) gains from lifelong 
learning. Educators, managers, and 
mentors would benefit from incorpo-
rating this research into courseware, 
management, and teaching strategies.

The key to applying Dweck’s re-
search to our field is that it is possible 
to “shift” on the spectrum of self-theo-
ries. By changing the way you react to, 
respond to, and praise folks, you can 
help move others (and yourself) from a 
“fixed” to a “growth” view.

Self-Theories in Computer Science
How capable are you at programming 
compared with when you started? At 
debugging? Whether you have been at 
it for one year or 50, you are almost cer-

problems. Debugging is not taught as a 
specific course in universities. Despite 
decades of literature suggesting such 
courses be taught, no strong models 
exist for teaching debugging.

The problems are what to teach and 
how to teach it. Carefully considering 
research in the field of psychology can 
be helpful in both understanding stu-
dents’ needs and designing appropri-
ate curricula.13 Instructors, mentors, 
and educators should therefore be 
aware of the relevant research in this 
area to guide what they are teaching 
and how they are teaching it. Individu-
als must be cognizant of how to ap-
proach problems, and whether they are 
perceived as limits of ability or as part 
of the learning process.

A Note on Tools and Environments
Significant effort has been expended 
on developing tools, languages, and 
programming environments aimed at 
reducing or eliminating bugs. Tools 
(once their use is understood) un-
doubtedly save time in the debugging 
process, but they can’t solve all prob-
lems. What if no tool exists for a spe-
cific problem? What if available tools 
don’t scale to the load required to re-
produce an issue? What if you are un-
aware of the tools, or unable to afford 
them? Tools are not a panacea; when 
they don’t exist (or are otherwise un-
available for use), you need to be will-
ing and able either to write them or to 
forego their use.

Virtual machine-based languages, 
interpreted languages, and languages 
with runtime environments encourage 
users to view the execution environ-
ment as a black box. The goal here is 
to make programming easier by reduc-
ing the scope of the mental model the 
programmer must maintain. When 
bugs occur in these execution environ-
ments, you are left with a complete gap 
in understanding. You might solve this 
by understanding more about the ex-
ecution environments, but then what 
is the point of that abstraction? Such 
runtime environments are not a pana-
cea; you still need to understand how 
they behave.

Finally, extensive research exists 
in the area of formally verifiable lan-
guages. These environments allow 
programmers to prove the correctness 
of their code while solving some prob-

lem, but they do not help us under-
stand the problems they are solving in 
the first place. If you do not fully under-
stand a problem and then implement 
a “provably correct” solution based on 
incomplete understanding, debugging 
will still be required. Such languages 
are not a panacea; you still need a com-
plete understanding of the problems to 
be solved before writing your software.

Since bugs occur because of an in-
complete mental model, the philoso-
phy of relying entirely on tools, run-
time environments, and languages 
to catch bugs seems self-defeating. 
It’s almost as if we are saying that we 
cannot possibly be smart enough to 
understand these bugs, so why even 
bother? Such a view falls squarely to 
the side of the “entity theorist” as de-
scribed by Carol Dweck’s research on 
“self-theories of intelligence.”5

Self-Theories of Intelligence
Dweck, a leading researcher in the field 
of motivation, is responsible for four 
decades of research that attempts to 
identify and characterize behaviors of 
high-achieving individuals. Her work 
has been repeatedly validated in many 
studies across individuals of varying 
cultures, genders, ages, and socioeco-
nomic backgrounds.

Dweck proposes that individuals 
fall somewhere on a spectrum of self-
theories. This spectrum varies from 
the entity theorist on one end to the 
incremental theorist on the other. An 
entity theorist tends to view intelli-
gence as innate and fixed, and funda-
mentally believes that not much can 
be done to increase intelligence. An 
incremental theorist fundamentally 
believes that challenging problems 
are a core part of the learning proc-
ess and that intelligence is malleable: 
it can be gained through hard work. 
When confronted with challenges, en-
tity theorists interpret them as limits 
of their abilities and do not try hard to 
solve them. In literature, an entity the-
ory is frequently referred to as a fixed 
mindset and an incremental theory as 
a growth mindset—owing largely to the 
underlying motivations of the entity 
and incremental theorists.

Though Dweck’s work initially fo-
cused on theories of intelligence, 
these theories of self can be applied to 
domain-specific beliefs. For example, 
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tainly solving problems that seemed 
intractable when you began your learn-
ing journey. This isn’t a result of innate 
ability: before we started program-
ming, none of us had this ability. We 
don’t have to look very far back in his-
tory to understand that ability in this 
area is nascent among humanity.

Still, we must carefully consider psy-
chological research before applying 
it to our work13 and decide if it is rel-
evant. In a 2008 paper, Laurie Murphy 
and Lynda Thomas enumerate ways in 
which embracing such research can 
help in the field of computer science:9

˲˲ Applying this research to introduc-
tory computer science courses may 
improve student learning and course 
retention rate.

˲˲ The gender gap in computer sci-
ence education and practice may be 
directly attributable to cultural influ-
ences on self-theories of intelligence 
in women.

˲˲ Collaborative work, such as pair 
programming, is found in some stud-
ies to be wildly effective—and wildly 
ineffective in others. Conflicting 
goals of entity versus incremental 
theorists could explain these appar-
ent contradictions.

˲˲ Defensive classroom climates, 
characterized by students who ask 
“pseudo-questions” to demonstrate 
knowledge and professors who af-
ford special status to those students, 
could be explained and ameliorated by 
adopting Dweck’s work.

As bugs present themselves as prob-
lems, and because problems tend to be 
perceived by the entity theorist as fun-
damental limits on ability, the focus 
here should be on moving students, 
peers, and co-workers toward a more 
malleable view of intelligence.

Organizational Adoption  
of Malleable Self-Theories
Whether operating as a manager, men-
tor, or educator, adopting and promot-
ing malleable self-theories is impor-
tant in creating successful students 
and co-workers. Debugging must not 
be an afterthought in educating; indus-
try must stop insisting that bugs be in-
terpreted as failures of individual pro-
grammers (especially since individual 
programmers are rarely responsible for 
the design and functioning of an entire 
system). Programmers should instead 

be praised for their efforts in solving 
bugs. In all cases, solving bugs is part 
of the learning process. How can they 
be presented as such?

Several studies have attempted to 
move individuals’ views from a fixed 
to a malleable perspective. A famil-
iarity with the literature is important 
here, especially for educators and 
managers. In a 2004 paper, Mantz 
Yorke and Peter Knight suggest that 
educators should “appreciate the sig-
nificance of self-theories for student 
learning; be able to infer whether stu-
dents are inclined toward fixedness or 
malleability; and possess strategies 
for encouraging ‘fixed’ students to 
move toward malleability.”14

To do this, Murphy and Thomas 
suggest looking at psychologist Lev 
Vygotsky’s work from the early 20th cen-
tury. They state, “students learn best 
when pushed slightly beyond their in-
dependent capabilities.” This requires 
an instructor or mentor capable of 
assisting students past their current 
ability; Yorke and Knight observe that 
this system works best when both the 
teacher and student possess a mallea-
ble view of intelligence.

Moving an individual from an en-
tity to an incremental view can be as 
simple as framing information in a 
particular way. In multiple studies, 
Dweck notes that information pre-
sented as praise of ability promotes 
formation of an entity theory, where-
as praise for effort promotes an incre-
mental theory. This appears to be true 
whether or not the individual receiv-
ing the information is the individual 
being praised.

Dweck states that the temporal ef-
fect of praise-based shifts is unclear. 
In one set of individuals in their study, 
Cutts et al. consistently reinforced an 
incremental mindset every time feed-
back was given on graded work.3 Only 
students receiving this intervention 
(coupled with two other intervention 
methods) saw movement toward in-
cremental self-theories and statisti-
cally significant improvement in test 
scores (a feat that no other study I have 
found has been able to show). It may 
be that consistent environmental feed-
back promoting an incremental theory 
is sufficient for an individual’s long-
term adoption. Given that it is shown 
to work in short-term situations, con-
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toring others, it is vital to be curious. 
Many paths exist to arrive at some 
knowledge, and your own intrinsic 
views are not always the best for ev-
erybody. When learning, people want 
to relate new knowledge to existing 
knowledge; this gives them a strong 
foundation upon which to build. Curi-
osity is about being open to ideas, solu-
tions, and methods of thinking that do 
not necessarily reflect your own views. 
You must teach from the perspective of 
those you wish to educate.

A General Approach to Debugging
Through continued learning, mal-
leable views of problems, and effec-
tive use of tools, you can become suc-
cessful in debugging. Still, some insist 
that debugging is more of an art than 
a science. I think we can dispatch this 
idea entirely. It is clear that debugging 
requires learning, and the scientific 
method is specifically designed to yield 
new knowledge. The method, summa-
rized: (1) Develop a general theory of 
the problem. (2) Ask questions leading 
to a hypothesis. (3) Form a hypothesis. 
(4) Gather and test data against the hy-
pothesis. (5) Repeat.

In my experience, very little atten-
tion is paid to the formation of a hy-
pothesis, resulting in a wasted effort, 
testing without any theory pertaining 
to the cause of the bug. Forming a good 
hypothesis is rather more difficult than 
it would seem. In practice, hypotheses 
are poorly formed, and many rely more 
on intuition than information gather-
ing. Intuition can be an effective strat-
egy for debugging but requires exten-
sive experience and, when used as the 
only strategy, leaves the programmer 
unprepared to handle new, unfamiliar 
bugs. Lacking a framework for solving 
these bugs is particularly damaging for 
entity theorists.

A good hypothesis describes a prob-
lem and is both testable and falsifiable. 
In fact, forming a proper hypothesis al-
most always implies that a bug is fully 
understood. Consider the following 
three statements:

˲˲ A bug exists in the logging module. 
˲˲ A race condition exists in the log-

ging module when concurrent log pro-
ducers enqueue the same item. 

˲˲ A race condition between concur-
rent log producers consuming pooled 
work objects is caused by an improper-

sistent feedback may simply be a func-
tional equivalent.

Most examples of such feedback fall 
into framing information in a way that 
promotes growth-oriented goals. When 
a colleague solves a particularly nasty 
bug, people tend to say, “You’re bril-
liant!” Instead they should say, “Great 
job on the hard work!” If you task en-
gineers with work that is very easy for 
them to solve, you can be apologetic: 
“I’m sorry for assigning you a task you 
couldn’t learn much from.” Try to di-
rect more challenging work to those 
colleagues in the future. Students and 
individuals will face frustration when 
solving bugs. If you, your students, or 
your colleagues voice frustration, try 
to frame it in terms of what you or they 
can expect to learn upon completing 
the project.

Unfortunately, students and job 
candidates are generally not able to 
choose teachers or managers who 
hold such views. Because learning is 
best achieved when both students and 
teachers hold incremental theories,14 
it is crucial that organizations hire in-
dividuals possessing such views and 
train existing staff on the material.

Instructors and tutors possessing an 
entity theory are more likely to focus on 
helping only those they perceive to be 
the brightest, writing off the struggling 
students as lost causes. This is particu-
larly unfortunate since in several stud-
ies, Dweck shows that underachieving 
students with a malleable mindset 
moving into harder problems (as hap-
pens in transitions from elementary 
school to middle school, or from high 
school to college) tend to outperform 
high-achieving students with an entity 
theory. Instructors with an entity theo-
ry are less likely to help the underper-
forming students succeed.

Reinforcing Incremental 
Theories for Individuals
Education is a lifelong process. As in-
dividuals, we should adopt malleable 
views of intelligence in daily life. There 
are specific ways of approaching prob-
lems that develop and reinforce a mal-
leable view of intelligence.

Active recall. One way people may 
force themselves into entity-frame-
work thinking is an overreliance on ref-
erence manuals and documentation. 
Are the arguments to memcpy in the 

order of source, destination, length; or 
are they destination, source, length? 
Is strstr haystack, needle; or is it 
needle, haystack? Many individuals de-
velop a habit of consulting references 
(such as system manuals) as soon as 
the question comes up.

Active recall is a study method in 
which you first make a guess before 
looking up the solution. (This is the 
basis upon which study tools like flash 
cards are built, but it must be em-
ployed properly to be effective.) In the 
case of interfaces such as memcpy and 
strstr, write the code first: take your 
best guess at the argument ordering. 
Once you have done this, look at the 
reference manual to confirm whether 
you have done it correctly.

Segmented study. Think of the last 
time you spent an entire day on a mara-
thon debugging session. Did you solve 
the problem? Or did you need to take a 
break and work on something else for 
a bit, perhaps going home, sleeping, 
then solving the problem the next day?

Engineers frequently engage in sunk-
cost fallacies while debugging, expend-
ing additional effort solving a problem 
despite diminishing returns for the 
time spent. Our brains are not tuned 
to focus on specific tasks for hours on 
end. Segmented study is the idea of hav-
ing one or two additional and unrelated 
tasks to switch to over the course of an 
activity. Switching gears and taking 
breaks are (perhaps counterintuitively) 
effective methods for making progress 
when you are stuck.

For managers, mentors, and edu-
cators, this is also true. Explicitly al-
low colleagues and students time to 
work on other problems. Students 
and employees will not usually ask to 
work on something else, so it is cru-
cial to grant folks the time they need 
to process information.

Persevere. What segmented study 
doesn’t mean is giving up when things 
get difficult. You must persevere: te-
nacity and passion are at least as im-
portant as intelligence to both success 
and skill development. The most suc-
cessful individuals in a field practice 
their craft for years at the edge of their 
ability. This “grit” is highly correlated 
with individual success factors.4

Be curious. With sufficient experi-
ence, it becomes appropriate to men-
tor others. When teaching and men-
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ly handled return code when the pool 
is empty, and later results in a double-
free when the consumer attempts to 
reenqueue the same object multiple 
times into a pool but fails because the 
pool is then full.

These statements were part of a 
thought process around solving a real 
bug. The first hypothesis is indicative 
of very little planning or research, and 
is the result of the “hunch” program-
mers have about what could constitute 
a bug. This is a testable hypothesis, 
but it is poor: if this hypothesis is con-
firmed through testing, the testing is 
unable to provide any more data on 
how to solve the problem.

The second statement is marginal-
ly better. It’s clear that it is operating 
on more information, and so it seems 
like the bug has been reproduced at 
this point. This hypothesis is still in-
complete, because it does not make 
any predictions as to why concurrent 
log producers would produce the 
same item. Furthermore, though it 
sounds like it describes what the fail-
ure is (a race condition), this is not ac-
tually the terminal flaw, as described 
in the third hypothesis.

This third hypothesis is clearly the 
best. It describes both why the bug 
happens and what the failure is. Im-
portantly, it identifies that the cause of 
failure occurs separately from where 
and when the program actually fails. 
This hypothesis is great because it can 
be very specifically tested. If regres-
sion tests are part of your development 
framework, only this hypothesis pro-
vides a description of how such a test 
should behave.

Falsifiability is an important and 
crucial property of a real hypothesis. 
If a hypothesis cannot be proven false, 
any test will confirm it. This cannot 
possibly give you confidence that you 
understand the issue.

Forming a sound hypothesis is 
important for other reasons as well. 
Mental models can be used to intuit 
the causes of some bugs, but for the 
more difficult problems, relying on 
the mental model to describe the 
problem is exactly the wrong thing 
to do: the mental model is incorrect, 
which is why the bug happened in 
the first place. Throwing away the 
mental model is crucial to forming a 
sound hypothesis.

This may be harder than it seems. 
For example, comments in code sus-
pected to contain bugs may reinforce 
existing mental models. This may 
cause you to paper over buggy code, 
thinking it is obviously correct. Con-
sider, for example:

/* Flush all log entries */
�for (i = 0; i <= n _ entries; i++) 
{ flush _ entry(&entry[i]); }

This code (maybe obviously) illus-
trates an example of an off-by-one er-
ror. The comment above it is correct 
but incomplete. This code will flush 
all entries. It will also flush one more. 
When debugging, treat comments as 
merely informative, not normative.

Conclusion
Debugging is one of the most difficult 
aspects of applied computer science. 
Individuals’ views and motivations 
in the area of problem solving are be-
coming better understood through 
far-reaching research conducted by 
Carol Dweck and others. This research 
provides a means to promote contin-
ued growth in students, colleagues, 
and yourself.

Debugging is a science, not an art. 
To that end, it should be embraced as 
such in institutions of higher learning. 
It is time for these institutions to intro-
duce entire courses devoted to debug-
ging. This need was suggested as far 
back as 1989.10 In 2004, Ryan Chmiel 
and Michael C. Loui observed that “[t]
he computing curriculum proposed 
by the Association for Computing Ma-
chinery and the IEEE Computer Soci-
ety makes little reference to the impor-
tance of debugging.”2 This appears to 
still be true.

Learning solely through experience 
(suggested by Oman et al. as the prima-
ry way debugging skills are learned10) 
is frustrating and expensive. At a time 
when the software engineering in-
dustry is understaffed, it appears that 
individuals with certain self-theories 
resulting from social and cultural influ-
ences are left behind. Understanding 
Dweck’s work and changing the way we 
approach education, mentorship, and 
individual study habits can have a pro-
found long-term effect on the progress 
of the software development industry. 
While research into tools to ease the 

task of debugging continues to be im-
portant, we must also embrace and 
continue research asking and show-
ing how better to help students, col-
leagues, and peers toward success in 
computer science.	
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WEB -SCALE COMPUTING MEANS running hundreds 
of thousands of servers. It requires a fundamentally 
different approach from smaller environments. 
Consistent server hardware and datacenter plans, 
as well as consistent and simple configurations, are 
essential. Everything is designed to expect and embrace 
failure without human intervention. Operations 
must be largely autonomous. Software must assume 
crashes. Development, test, and deployment must have 
integrated and automated solutions.

This article offers a brief survey of many of the 
techniques so well known to those working at Web 
scale and yet frequently surprising to others.

Web-scale infrastructure implies 
lots of servers working together—of-
ten tens or hundreds of thousands 
of servers all working toward the 
same goal. How can the complexity 
of these environments be managed? 
How can commonality and simplic-
ity be introduced?

A lot of effort goes in to achieving 
uniform and fungible hardware re-
sources in Web-scale datacenters. If 
you can have just one kind of server 
with the same CPU, same DRAM, same 
storage, and the same network capaci-
ty, then any server is as good as the next 
server. When all the servers are the 
same, there is a single pool of spares 
and a single resource to allocate.

You want to treat your hardware 
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resources like a bag of nails. Any single 
nail doesn’t matter very much. It’s the 
aggregate number of useful nails that 
gets the house built. Typically, you buy 
too many nails, expecting a certain fail-
ure rate. When a nail bends or breaks, 
you don’t get too emotional about it.

Similarly, when a server in the data-
center breaks, you cannot get emotion-
al. It happens all the time.

Variety leads to complexity. Com-
plexity leads to unpredictability and a 
lack of website availability.

The law of large numbers is prob-
ably true. The law of large numbers says 
that individual pieces may be unreliable 
but the aggregate expected failure rate 
is predictable. While you cannot know 
the exact outcome of the toss of a pair 

of dice, you can know the expected rate 
over time. The more tosses you have, the 
better the confidence in the average.

Similarly, in a large datacenter, the 
more servers you run, the easier it is to 
plan for expected failures. The larger 
the set of servers, the more likely some-
thing is broken. Figure 1 shows a typical 
server failure rate.

It’s predictability that matters, not 
reliability. Stuff can fail… Stuff will fail. 
With tens of thousands of servers, lots 
of stuff fails every day! You just need to 
predict how often.

Hardware at Web Scale
Typical Web-scale datacenters think 
about hardware differently from typical 
IT shops. They avoid variety and stick to 

common hardware as often as possible. 
It’s assumed that each piece of hard-
ware may very well fail and the software 
running on it needs to work success-
fully when that happens. Furthermore, 
the inexorable pace of improvement 
means it’s not cost effective to keep 
hardware too long. The new stuff will 
offer more “bang for the buck” and for 
the electricity it consumes.

Bespoke is baroque. When some-
thing is bespoke, you tweak and modify 
it until it is perfect. In some environ-
ments, systems and servers are designed 
with their own special configuration.

Baroque is an architectural style with 
a lot of ornate detail and tremendous 
variety. In a large-scale environment, 
bespoke becomes baroque. The individ-
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People don’t scale—dermatological 
issues notwithstanding. Say your oper-
ations staff can manage 100 servers per 
person. This is very typical in a DevOps 
environment. Each server needs atten-
tion to validate state, handle failures, 
and perform repairs. Frequently, the 
servers come in many flavors and you 
want to optimize the hardware for each 
server. Does everyone understand all 
the server types? What are their differ-
ent operational tasks?

Some 50,000 servers at 100 servers 
per person require 500 operators. This 
gets out of hand very quickly as you scale.

Zen and the art of datacenter main-
tenance. To support Web-scale data-
centers, we have had to evolve from 
Ops to DevOps to NoOps, as detailed 
in Figure 2. Historically, with manual 
operations, people not only decided 
what to do, but also did all the actual 
work required to operate the servers. 
DevOps is a huge step forward as it au-
tomates the grunt work of operations. 
Still, this is not adequate when scaling 
to tens of thousands of servers. In a 
NoOps or autonomously managed sys-
tem, the workflow and control over the 
operational tasks are also automated.

Software at Web Scale
Software must embrace failures with 
pools of stateless servers and special 
storage servers designed to cope with 
the loss of replicas.

Stateless servers and whack-a-mole. 
Stateless servers accept requests, may 
read data from other servers, may write 
data to other servers, and then return 
results. When a stateless server dies, its 
work must be restarted. Stateless serv-
ers are designed to fail.

Stateless servers must be idempo-
tent. Restarting the work must still give 
the correct answer. Learning about 
idempotent behavior is an essential 
part of large-scale systems. Idempo-
tence is not that hard!

Frequently, stateless servers run as 
a pool of servers with the number in-
creasing or decreasing as the demand 
fluctuates. When a server fails, the de-
mand increases on its siblings, and 
that likely will cause a replacement to 
pop back to life. Just like the arcade 
game whack-a-mole, as soon as you hit 
one, another one pops up.

To each according to its need. Con-
current requests for a stateless service 

ual details of the various types of servers 
become overwhelming. The aggregate 
system with its large number of server 
types is full of detail and complexity.

Attack of the clones. In a typical 
datacenter, you pick a standard server 
configuration and insist everyone use 
the same type. Just like Henry Ford’s 
Model T, you can have any color you 
like as long as it’s black.

With one SKU (stock keeping unit) to 
order, you gain huge leverage with ven-
dors in buying servers. In addition, there 
is a single pool of spares for that SKU.

Now, there are some exceptions. 
Each company is phasing in a new serv-
er type while phasing out an old one. 
Also, it’s common to have a very few 
special servers—such as one for com-
pute loads and one for storage.

Still, tightly controlling the variety 
of server types is essential.

The short life of hardware in the 
datacenter. Messing with stuff in the 
datacenter causes problems. Upgrad-
ing servers can cause inconsistencies. 
Just don’t do it! When repairing, you re-
ally only want to replace the server with 
an identical spare and then repave its 
software. Maybe the broken server can 
be fixed and become a spare.

Servers and other gear provide less 
value over time. New servers offer more 
computation and storage for the same 
form factor and same electricity. The 
value for the electrical cost diminishes.

Datacenter hardware is typically 
decommissioned and discarded (or 
returned to its lessor) after three years. 
It’s just not worth keeping. 

Datacenter servers and roast beef are 
worth a lot less after a few years.

That means there is a lot of pres-
sure to place new servers into produc-
tion quickly. Say it takes two months 
to commission, activate, and load data 
into new servers. In addition, it may 
take one month to decommission the 
servers and get the data out of them. 
That is three months out of a total 
three-year lifetime not productively 
used. The life cycle of servers is a big 
financial concern.

Operations at Web Scale
Operations at Web scale are very dif-
ferent from operations at smaller 
scale. It’s not practical to be hands 
on. This leads to autonomous data-
center management.

Typical  
Web-scale 
datacenters  
think about 
hardware  
differently from 
typical IT shops. 
They avoid  
variety and  
stick to common 
hardware as  
often as possible. 
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need assignment to servers. Load bal-
ancing requests across a pool of servers 
is much like spraying work.

When requests to servers are taking 
longer than hoped, it is likely because 
there is a queue waiting for the indi-
vidual servers. If you are spraying work 
across more servers, then the per-serv-
er queue is shorter. This will result in a 
faster response.

Adding servers to a server pool usual-
ly lowers the response time for requests. 
Removing servers reclaims resources. 
Given a response-time goal, this can be 
done by an automated robot.

Avoiding memory loss from trau-
matic server injury. Most distributed 
storage systems keep each piece of 
data on three separate servers in three 
separate racks in a datacenter. The 
choice of three replicas is a function of 
the durability goals, the MTBF (mean 
time between failures), and the MTTR 
(mean time to repair).

Availability = MTBF / (MTBF + MTTR)

Since we assume one in five servers 
fail every year, our MTBF (Mean Time 
Between Failures) is relatively short. To 
improve availability, we either need a 
longer MTBF or a shorter MTTR (Mean 
Time To Repair). By shortening our 
MTTR, we can dramatically improve 
our availability and data durability.

Assume the data contained in each 
server is cut into pieces and the pieces 
have their additional replicas on many 
different servers, as shown in Figure 3. 
For example, the data on server-A is cut 
into 100 pieces. Each of those pieces 
has its secondary and tertiary replicas 
on different servers, perhaps as many 
as 200 total in addition to server-A. If 
server-A fails, the other 100 secondary 
servers will try to find a new place on 
potentially yet another 100 servers. In 
the limit, this parallelism can reduce 
the MTTR by 100 times.

Notice in Figure 3 that each slot of 
data in server-B (S9, S2, S4, S8, and S5) 
has two other replicas on different serv-
ers. If server-B fails, each of these slots 
is replicated onto a new third server. 
The placement of the new third replica 
preserves the guarantee that each rep-
lica lives in a separate server.

This approach is tried and true 
with GFS (Google File System),2 HDFS 
(Hadoop Distributed File System),3 

Figure 2. Ops, DevOps, and NoOps.

Tasks

Manual 
Operations  

“Ops”

Automated 
Operations  
“DevOps”

Autonomous 
Operations  
“No Ops”

Who sets the goals? Human Human Human

Who decides when to start? Human Human Machine

Who adjudicates priorities? Human Human Machine

Who does the work? Human Machine Machine

Who generates validation data? Human Machine Machine

Who interprets validation data? Human Human Machine

Who handles failures? Human Human Machine

Who handles exceptions? Human Human Human

Figure 3. Data replication.
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Figure 1.  Typical server failure rate.

Assume 4 SATA Disks per Server

Assume 4% disk failure rate per year

4 disks * 4% per disk means 16% of the servers fail from disk

Assume 4% miscellaneous failures (e.g. power supplies, etc)

20 % of servers fail each year

1 in 1825 servers fails each day	 (1825 = 5 * 365)

50,000 servers • expect 27 servers to fail each day
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They must embrace failure and auto-
matically place services onto the hard-
ware as needed.

Operations must evolve from man-
ual to automated to autonomous. Hu-
mans should set the goals and handle 
major exceptions. The system does 
the rest.

Software must embrace failures 
with pools of stateless servers and spe-
cial storage servers designed to cope 
with the loss of replicas.

Integrated development, test, and 
deployment are built deeply into the 
system with controlled and automated 
deployment of software.	
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Microsoft Bing’s Cosmos distributed 
file system,1 and others leveraging 
this technique.

Large datacenters need to consider 
two essential aspects of this approach. 
First, software-driven robotic recovery 
is essential for high availability. Hu-
mans take too long and would be over-
whelmed by managing the failures. 
Second, the larger the cluster, the more 
storage servers are possible. The more 
storage servers, the smaller the pieces 
smeared around the cluster and the 
faster the recovery time.

Development, Test, and 
Deployment at Web Scale
Development and testing in large-scale 
Web environments are best suited for 
sharing resources with production. 
Successfully developing, testing, and 
deploying software presents many 
challenges. To top it off, you are pretty 
much constantly working to keep up 
with the changing environment.

The isolation ward. It’s important 
to concentrate datacenter resources. 
Separating datacenters for develop-
ment and test from production may 
be tempting, but that ends up creat-
ing problems. Managing demand and 
resources is difficult when they are 
separate. It is also hard to ensure that 
production is in sync with dev/test and 
that you are testing what you will run 
in production.

Developing and testing using pro-
duction datacenters means sharing 
resources. You must separate the re-
sources using containers or VMs (vir-
tual machines). Your customers will 
be using the same servers as your tes-
ters so you must isolate the produc-
tion data. In general, development 
and test personnel must not have ac-
cess to customer data to comply with 
the security team.

While ensuring safe isolation of 
workloads presents many challenges, 
the benefits outweigh the hassles. You 
don’t need dedicated datacenters for 
dev/test, and resources can ebb and flow.

Sign-off, rollout, canaries, and 
rollback. The management of soft-
ware change in a large-scale environ-
ment has complexities, too. Formal-
ized approvals, rollout via a secure 
path, automated watchdogs looking 
for problems, and automated roll-
back are all essential.

Formal approvals involve release 
rules. There will be code review and au-
tomated test suites. The official signoff 
typically involves at least two people.

Rollout to production includes code 
signing whereby a cryptographic signa-
ture is created to verify the integrity of 
the software. The software is released 
to the needed servers. Sometimes, tens 
of thousands of nodes may be receiving 
the new version. Each node is told the 
code signature, and it verifies that the 
correct bits are there. The old version 
of the software will be kept side-by-side 
with the new one.

A few servers are assigned to be ca-
naries that will try the new version be-
fore all the others. Like the little birds 
taken into underground mines to 
check for dangerous gases (the canar-
ies would die of the gas before the min-
ers, who would then skedaddle to safe-
ty), in software releases, the automated 
robot tries a few servers first, and only 
when successful, rolls out more.

Rollback is the automated mecha-
nism to undo the deployment of a new 
version. Each server keeps the old ver-
sion of the software and can pop back 
to it when directed.

Conclusion
Running large datacenters requires 
some fundamental changes in ap-
proach. Everything must be simpler, be 
automated, and expect failure.

A simple model for server and ser-
vice behavior. Web-scale systems run 
on three important premises:

˲˲ Expect failure. Any component may 
fail and the system continues automat-
ically without human intervention.

˲˲ Minimal levers. The underlying sys-
tem provides support for deployment 
and rollback. When a server is sick, it’s 
better to kill the whole server than deal 
with partial failures.

˲˲ Software control. If it can’t be con-
trolled by software, don’t let it happen. 
Use version control for everything with 
human-readable configuration.

Reliability is in the service, not the 
servers!

Embrace failure so it doesn’t em-
brace you. Running hundreds of thou-
sands of servers requires a different 
approach. It requires consistent hard-
ware (servers and network) with mini-
mal variety. Datacenters must have 
simple and predictable configurations. 
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For this article, I wanted to share with 
you some of my favorite engineering 
and leadership lessons from one of the 
smartest people I know: Erik Meijer.

Whether you are a leader, a program-
mer, or just someone aspiring to be bet-
ter, I am sure there are some smart take-
aways from our conversation that will 
help you grow in your role. Oh, and if you 
read to the end, you can find out what his 
favorite job interview question is—and 
see if you would be able to pass his test.

What qualities make someone into an 
amazing engineer?

There is a paper called “The Humble 
Programmer,”3 and even though it was 
written in 1972, after all these years it 
is still super-relevant. In the early days 
of computing, programming was per-
ceived as puzzle solving and optimiz-
ing the computational process—it is 
astonishing how those archaic ideas 
are still there when it comes to inter-
viewing developers. Our world today 
is very complicated—we are dealing 
with distributed systems, all kinds of 
models, neural nets, frameworks, new 
languages. We don’t have the mental 
power to keep on top of every new in-

THERE ARE S M ART  people in the world. And then 
there are really smart people. You know the ones I am 
talking about—those who are so impressive that it 
doesn’t matter what they do (academia, programming, 
engineering, or management); you know if they are 
doing it, then they are doing it well.
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novation and idea. Mental power is our 
most precious resource.

Part of this is being able to leverage 
the power of abstraction—focusing on 
what is important and leaving out the 
unnecessary details. Sometimes de-
tails are important; other times they are 
not. We cannot talk about everything in 
absolute terms. Compared to assembly 
code, C is declarative. But compared to 
transistors and gates, assembly code is 
declarative. Developers need to recog-
nize these levels of abstractions. 

A good engineer knows how to handle 
leaky abstractions and can swiftly go up a 
level or dive deeper down when needed. 
But that same engineer also has to accept 
that you can never understand everything.

We need to be asking, “How can we 
design systems so that computers can 
handle more of the work for us?” For 
example, a lot of developers are still cre-
ating programs as text. A lot of the tools 
we use to manipulate programs are still 
too primitive because they treat code as 
sequences of bytes. We need to be much 
more mindful of how we can use com-
puters to help do our jobs.

The whole point of “The Humble 
Programmer” is that your brainpower 
is your most limited resource, so using 
smart tools is a good thing. Good devel-
opers understand that they can’t do ev-
erything, and they know how to leverage 
tools as prosthetics for their brains.

Kate’s takeaway: You should read (or 
reread) “The Humble Programmer.” 
And always be on the lookout for ways 
to work smarter—better tools, intelli-
gent systems, and enlisting help. Focus 
your mental energy on the task with the 
most dividends.

What qualities make someone into an 
amazing engineering manager?

First, you must have deep technical 
knowledge. But it’s also important to have 
self-awareness, empathy, and emotional 
intelligence. You have to be able to un-
derstand other people, and you have to 
be able to steer people and move people.

In management, there is a commu-
nication feedback loop. In one direc-
tion, a manager interacting with his or 
her reports requires emotional intel-
ligence. He or she has to know what 
drives the other person to get optimal 
results. A great manager will help peo-
ple do their best work.

The second part of the loop is the 
reports back to their manager, and 
the skill that matters here is empathy. 
You have to understand what they are 
trying to say despite the noisy channel 
between you and your reports. 

Each direction of the loop intro-
duces uncertainty. You might hear 
something, but that isn’t what was 
said, and vice versa. It is your job as 
the manager to make sure this com-
munication is optimized. It is on you 
to make sure that the feedback loop is 
a virtuous cycle—the better you under-
stand your reports, the more empathy 
and emotional intelligence you have 
in that relationship.

By taking a Bayesian approach, you 
can increase your empathy by perform-
ing error correction on what you hear 
and increase your emotional intel-
ligence by inserting redundancy into 
your communication. One way you get 
that error correction and redundancy is 
through peer feedback and 360 reviews 
to train your neural net continuously. 

In your mind you create a model 
of someone. When something hap-
pens, you hear something or observe 
something; then you are updating your 
prior assumptions. This is where you 
must watch your biases. In the begin-
ning, you don’t know anything about 
someone, but the more interactions 
you have over time, the more the uncer-
tainty in your model diminishes. 

Kate’s takeaway: The feedback loop is 
an interesting way to think about your 
interactions and relationships. If you 
want another lens on a similar topic, 
Erik wrote a paper on “The Respon-
sive Enterprise” that talks about these 
loops in an organizational context.4

What book do you wish all software en-
gineers would read, and why?

How to Win Friends and Influence 
People.1 That book gives you really 
complete ways of thinking about hu-
man relationships and how you in-
teract with other people. It is written 
in a way that makes you consider the 
lessons by putting yourself in other 
people’s shoes. How do they think or 
feel in these situations? And what can 
you do differently?

I print out the Wikipedia summary 
of the book and glue it into the note-
books I carry around everywhere to 

“Once you get  
stuck and stop 
pushing yourself, 
you are toast.”
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keep notes. Every two weeks I reread 
the rules and refresh myself into doing 
the right thing.

The books I recommend for man-
agers are ones by Jeffrey Pfeffer and 
Robert Sutton (professors at Stan-
ford) since they are more evidence 
driven. A lot of business books are 
about what people believe, but there 
is hardly any proof.

Kate’s takeaway: Whether it is How to 
Win ... or another book, figure out your 
own rules and revisit them regularly. 
Without some sort of external stimulus, 
most of us will fall back into our default 
modes of socially awkward introvert, 
and so a paper taped to the inside of your 
planner or notebook is a smart idea.

What is the best piece of career advice 
you have ever received?

When I did my Ph.D., afterward 
in the celebration, my advisor, Kees 
Koster, said to focus at the intersec-
tion of theory and practice. There is no 
progress without friction.

It is easy to dive into theory, or all 
the way into just practice—but the real 
interesting work happens between 
theory and practice. Try to understand 

both sides. The safe spot is to retreat to 
one of the extremes. 

There are so many online courses 
these days, so many blogs, and so 
many white papers that it is easier 
than ever to stay up to speed on both 
sides. You can subscribe to Adrian 
Colyer’s The Morning Paper,2 go 
through the ACM Digital Library, 
read the Research for Practice col-
umn in acmqueue—a lot of people 
are making it easier to bridge gaps. 
Going back to “The Humble Pro-
grammer,” understand that you 
can’t keep up with all of the knowl-
edge that is produced. You don’t 
have to throw your hands in the air 
and say it is too much—you have to 
hone your Google skills.

Kate’s takeaway: It is never enough just 
to do what is obvious. You have to dig 
deep. Devote time in your schedule to 
learning new things. Try to read a white 
paper per week, or per month.

What is your team process? How does 
work get done? How do you communi-
cate status?

A lot of what you read about process 
and agile has very little evidence be-

hind it. I don’t believe a lot of process 
is scientific. Instead, I define general 
guidelines about what I want to see 
happen, and within those I don’t care 
how things happen.

My thinking has two main sources 
of inspiration: the military and the 
hacker way.

Over thousands of years, armies 
have figured out how to get things done 
and achieve their goals in an environ-
ment that is really chaotic and com-
pletely unpredictable. That is the en-
vironment we live in as developers as 
well. If you read the U.S. Marine Corps 
Warfighting manual, and replace the 
word war with software, everything in 
there holds true.

So how do you deal with uncertain-
ty? When people attempt to solve with 
process, they are trying to fight or con-
trol uncertainty. For example, someone 
can say just adopt zero inbox and your 
life will be awesome. In reality, though, 
that isn’t really the case.

One of the things I like about Face-
book is “the hacker way.”6 It is an ap-
proach to creating software that involves 
continuous improvement and feedback. 
It is about computational thinking: how 
do you program the system, and how do P
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make sure there is always a pipeline of 
new ideas. You have to make sure the 
pipelines are set up so they never stall—
keeping things innovative. 

Kate’s takeaway: Think about the peo-
ple around you. Do you have enough 
different opinions to keep your team 
out of a local optimum? How can you 
get more diversity?

What are the common mistakes that 
even good engineering managers some-
times make?

Your prior assumptions are not high-
er order—that is, you are not making as-
sumptions about your assumptions. I keep 
reading How to Win Friends … because I 
understand it is easy to fall back into my 
default behavior. That is the big thing: your 
work is never done. You never know and 
you aren’t perfect. There is always stuff 
to learn. You have to keep up with your 
trade and keep learning. You have to keep 
pushing yourself to get better.

Once you get stuck and stop push-
ing yourself, you are toast.

Kate’s takeaway: Think about some of 
the past lessons you’ve learned. What 
could you use a refresher on? What are 
some new things you want to learn?

What is your best interview question?
Given a generic type Cont r a = 

(a -> r) -> r, prove that this type 
forms a monad.

If you try to solve this question by 
brute force, you are going to fail. But if 
you look at it from the right level of ab-
straction, it is easy. So it forces you to 
problem solve your own problem-solv-
ing skills.

The particular formulation using 
monads and type sounds really theo-
retical, but it is super practical. When 
you are using JavaScript to write event 

you make the system do things that no 
one thought was possible?

Being agile is about communication. 
The process needs to change with the 
situation. You have to have a big picture 
of where you want to go, but any plan or 
process will shatter immediately when 
you hit your first bug or something hap-
pens out of your control.

In most projects there are two 
phases: an explorative phase and an 
execution phase. Your project should 
progress like a damped sine wave, 
where the amplitude gets smaller over 
time (see the accompanying figure). 
You have to figure out what to build, 
and figure out what question you are 
trying to answer. In the beginning you 
want to increase the vertical velocity 
to get uncertainty under control, and 
then you want horizontal velocity to 
increase when you get into execution. 

With prescriptive processes, people 
are looking for a silver bullet to solve 
problems, but it doesn’t exist. It comes 
back again to “The Humble Program-
mer.” The world is super-confusing, and 
you have to embrace it and work with it.

Kate’s takeaway: You have to make your 
process work for you. Imagine your 
projects progressing on a damped sine 
wave—first focus on finding the right 
questions, and then the answers.

Who is the best manager you ever 
worked for? What made this person 
so great?

William Adams. He was my man-
ager at Microsoft. He is an inspiration, 
and I am still trying to emulate him in 
my work. 

There are several things I like about 
him. One is the importance he sees 
in diversity. For example, when dealing 
with feedback loops and prior assump-
tions, you need diversity to challenge your 
thinking. You have to actively put energy 
into creating a diverse environment so 
you are always challenging the status quo 
and maybe resetting your accumulated 
state. Don’t get stuck in a local optimum.

The other thing is that he always fo-
cused on people first. You want to create 
the circumstances where everyone can 
focus on their strengths. Always find the 
best job for the person. Try to get a sense 
of the progress and circumstances so 
you can get ahead of what is next. For 
example, if the project is winding down, 

handlers for button clicks, you are us-
ing continuations. It is a microexample 
of everything above in one single type.

Being a great developer is difficult. It 
requires constant learning and a pas-
sion for technology and science. The 
same thing is true for great technical 
leaders. There are a lot of smart les-
sons, but perhaps the most important 
one is always to be pushing yourself, 
and to be smart about your brainpower 
and energy (working smart).	
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THE INTERNET HAS  been successful beyond even the 
most optimistic expectations. It permeates almost 
every aspect of our society and economy worldwide. 
This success has created universal dependence 
on communication, as many of the processes 
underpinning modern society would grind to a 
halt if it were unavailable. However, the state of the 
safety and availability of the Internet is far from 
commensurate with its importance. 

Although we cannot conclusively determine what 
the impact of even a one-minute outage of Internet 
connectivity would be, anecdotal evidence suggests 
that even a brief outage would have a profound 
negative effect on governmental, economic, and 
societal operations.11 Making matters worse, the 
Internet is not designed primarily for high availability 
in the face of malicious actions by adversaries. Recent 
patches to improve Internet security and availability 
are indeed constrained by the design of the current 
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Adhering to the end-to-end principle even 
more than the current Internet yields highly 
available point-to-point communication. 
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 key insights
˽˽ Patching the current Internet is an 

undesirable long-term solution; a clean-
slate redesign of inter-domain routing 
would provide many benefits and is 
surprisingly simple to deploy using legacy 
protocols for intra-domain communication. 

˽˽ SCION’s isolation domains offer control-
plane isolation and scoped trust; rather 
than restrict communication, they provide 
transparency for path selection, packet 
forwarding, and authentication. 

˽˽ SCION’s packet-carried forwarding 
state eliminates the need for inter-
domain routing table lookups, improves 
forwarding performance, and supports 
multipath communication; packet-carried 
forwarding state gives path control to 
senders, providing scalability, security, 
and availability benefits. 
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Internet architecture. A new Internet 
architecture must offer availability, 
security by design, and incentives for 
deployment, as well as address eco-
nomic, political, and legal issues at the 
design stage. 

Such features require a completely 
new cohesive architecture that provides 
one fundamental building block—
highly available point-to-point com-
munication—on which other proposed 
Internet architectures that provide con-
tent-centric,15,21 extensibility-centric,14 or 
mobility-centric23 properties can build. 

This article describes SCION, or 
Scalability, Control, and Isolation 
On Next-generation networks, an 
inter-domain network architecture 

designed to address these issues, cov-
ering SCION’s goals, design, and func-
tionality, as well as the results of six 
years of research we have conducted 
since our initial publication.28 

Objectives 
We begin with the high-level goals an 
inter-domain point-to-point commu-
nication architecture must be able to 
accomplish. 

Availability in the presence of ad-
versaries. Our aim is to offer a point-to-
point communication infrastructure 
that remains highly available even in 
the presence of distributed adversar-
ies; as long as an attacker-free path 
between endpoints exists, that path 

can be discovered and used with guar-
anteed bandwidth between the end-
points, and is an exceedingly challeng-
ing property to achieve. 

An “on-path adversary” may drop, 
delay, or alter packets instead of for-
warding them or inject packets into the 
network. The architecture must thus 
provide mechanisms to counteract 
malicious operations. An “off-path ad-
versary” could launch a hijack attack to 
attract traffic to flow through network 
elements under its control. Such traffic 
attraction can take several forms; for 
instance, an adversary could announce 
a desirable path to a destination by us-
ing forged paths or attractive network 
metrics. Conversely, the adversary 
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ing cannot be retroactively influenced 
by control plane operations (such as 
routing changes); 

Enabling multipath communica-
tion. Improving availability by allow-
ing senders to select multiple paths to 
their destinations; and 

Defending against network attacks. 
Including DDoS and traffic intercep-
tion by rogue networks, since destina-
tions can observe a packet’s traversed 
path in the packet header. 

Particular care must be taken for the 
proper handling of the fragile aspects 
of communication, including: 

Respecting ISPs’ forwarding policies. 
By offering policy-compliant paths 
from which senders can choose; 

Preventing malicious path creation. 
Including paths that contain loops; 

Ensuring scalability of path control. 
By allowing sources to select paths 
from among a relatively small set, as 
opposed to full-edged source routing; 
and 

Enabling ISP traffic engineering. De-
spite end hosts’ path control, giving 
ISPs the ability to balance their load 
across the links to their neighbor au-
tonomous systems (ASes). 

Transparency and control over trust 
roots. Roots of trust are used to verify 
entities in the current Internet, as in 

verification of a server’s public key in 
a Transport Layer Security (TLS) cer-
tificate or of a Domain Name System 
(DNS) response in DNSSEC (DNS Secu-
rity Extensions).5 Transparency of trust 
roots provides end hosts and users 
knowledge of the complete set of trust 
roots relied upon for entity-certificate 
validation. Enumerating trust roots is 
difficult due to intermediate certifica-
tion authorities that are trusted implic-
itly. Control over trust-root selection 
enables trust agility, allowing users to 
readily select or exclude the roots of 
trust they wish to rely upon. 

Efficiency and scalability. Despite 
the lack of availability and transpar-
ency, the current Internet also suf-
fers from efficiency and scalability 
deficiencies; for instance, the Border 
Gateway Protocol (BGP) has scaling is-
sues in cases of network fluctuations, 
where routing protocol convergence 
can take minutes24 or even days.8 More-
over, routing tables have reached the 
limit of their scalability due to multi-
homing and prefix de-aggregation or 
announcement of more-specific IP ad-
dress spaces. Increasing memory size 
for routing tables is problematic, as 
the underlying hardware is expensive 
and power-hungry, accounting for ap-
proximately one-third of a router’s to-
tal power consumption. 

Security and high availability usu-
ally come at a cost, resulting in less 
efficiency and potentially diminished 
scalability. High performance and 
scalability are, however, required for 
economic viability. We thus explicitly 
seek high efficiency such that packet-
forwarding latency and throughput are 
at least as fast as current IP forwarding. 
Moreover, we seek improved scalabil-
ity compared to the current Internet, 
most notably with respect to BGP and 
to the growing size of routing tables. 

One approach for achieving effi-
ciency and scalability is to avoid router 
state wherever possible. We thus aim 
to place state into packet headers and 
protect that state cryptographically. 
Since modern block ciphers (such 
as AES) can be computed faster than 
performing DRAM memory lookups, 
packet-carried state can enable greater 
packet processing speeds and sim-
pler router architectures compared to 
today’s IP routers. Avoiding state on 
routers also prevents state-exhaustion 

could render paths not traversing its 
network less desirable (such as by 
inducing congestion). An adversary 
controlling a large botnet could also 
perform distributed denial-of-service 
(DDoS) attacks, congesting select-
ed network links. And an adversary 
could interfere with the discovery of 
legitimate paths (such as by announc-
ing bogus paths). 

Transparency and control. When the 
network offers path transparency, end 
hosts know (and can verify) the forward-
ing path taken by network packets. Ap-
plications that transmit sensitive data 
can benefit from this property, as pack-
ets are ensured of being able to traverse 
certain Internet service providers (ISPs) 
and avoid others. 

In addition to path transparency, 
we aim for SCION to achieve end-host 
“path control,” a stronger property that 
allows receivers to select the incoming 
paths through which they are reach-
able and senders to select the end-to-
end path. This seemingly benign re-
quirement has multiple repercussions 
that are beneficial but also fragile if 
implemented incorrectly. 

The beneficial aspects of path con-
trol include: 

Separation of network control plane 
and data plane. Ensuring that forward-

Figure 1. ASes grouped into four ISDs. Core ASes are connected through core links. Non-
core ASes are connected through customer-to-provider or peering links. Some ASes are 
contained in multiple ISDs. 
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be formed along national boundaries or 
federations of nations, as entities within 
a legal jurisdiction can enforce con-
tracts and agree on a TRC. ISDs can 
also overlap, so an AS may be part of 
several ISDs. Although an ISD ensures 
isolation from other networks, the 
central purpose of an ISD is to provide 
transparency and support heteroge-
neous trust environments. 

SCION includes two levels of rout-
ing—intra-ISD and inter-ISD—that use 
“path-segment construction beacons” 
(PCBs) to explore routing paths, as out-
lined in Figure 2a. 

A core AS announces a PCB and dis-
seminates it as a policy-constrained 
multi-path flood either within an ISD 
(to discover intra-ISD paths) or among 
core ASes (to discover inter-ISD paths), 
a process we call “beaconing.” PCBs 
accumulate cryptographically protect-
ed AS-level path information as they 
traverse the network. These protected 
contents within received PCBs are 
chained together by sources to create 
a path segment that enables packets 
to traverse a sequence of ASes. Packets 
thus contain AS-level path informa-
tion, avoiding the need for border rout-
ers to maintain inter-domain routing 
tables, a concept we call “packet-car-
ried forwarding state” (PCFS). 

Through beaconing, ASes identify 
paths between themselves and core 
ASes. Path registration allows ASes 
to turn a few selected PCBs into path 
segments and make them available 
to other ASes. Path resolution then al-
lows end hosts to create a forwarding 
path to the destination. This process 
consists of path lookup, where an end 
host obtains path segments to the des-
tination, and path combination, where 
a forwarding path is created from the 
path segments. 

Control plane. The control plane 
is responsible for discovering paths 
and making those paths available to 
end hosts. 

Servers and routers. Figure 2b out-
lines the main AS components that 
perform control-plane operations in 
SCION, whereby beacon servers discov-
er path information, path servers dis-
seminate path information, and certifi-
cate servers assist with validating path 
information. In addition, border rout-
ers provide connectivity between ASes, 
while internal routers forward packets 

attacks26 and state inconsistencies 
across routers. Our goal of efficiency 
and scalability is in line with the end-
to-end principle, which states that a 
function should be implemented at 
the network layer in which it can op-
erate most effectively.25 Since the end 
host has the most information about 
its own internal state, network func-
tions related to that state (such as error 
detection and correction, acknowledg-
ment of receipt, and retransmission) 
are handled by the end host. Moreover, 
SCION end hosts are involved in path 
selection, as they have the knowledge 
of preferred or undesirable network 
paths; that is, SCION adheres to the 
end-to-end principle even more than 
the current Internet. 

Extensibility. To future-proof SCION, 
we designed the core architecture and 
code base to be extensible such that 
additional functionality are easily built 
and deployed. SCION end hosts and 
routers should—without overhead or 
expensive protocol negotiations—be 
able to discover the minimum com-
mon feature set supported by all inter-
mediate nodes. 

Support for global but heteroge-
neous trust. Given the diverse nature 
of the constituents in the current In-
ternet, with its multiple legal juris-
dictions and interests, an important 
challenge is how to scale authentica-
tion of entities (such as AS ownership 
for routing, name servers for DNS, and 
domains for TLS) to the global environ-
ment. The roots of trust of currently 
prevalent public key infrastructure 
(PKI) models (monopoly and oligopoly) 
do not scale to a global environment 
because mutually distrustful entities 
cannot agree on a single trust root 
(monopoly model) and because the 
security of a plethora of roots of trust 
is only as strong as its weakest link 
(oligopoly model). We thus seek a trust 
architecture that supports meaning-
ful trust roots in a global environment 
with inherently distrustful entities.

Deployability. A new Internet archi-
tecture should offer a multitude of fea-
tures that incentivize its deployment. 
We thus aim for SCION to provide high 
availability even under control-plane 
and data-plane attacks (thanks to built-
in DDoS defenses), path transparency 
and control, trust-root transparency 
and control, robustness to configura-

tion errors, fast recovery from failure, 
high forwarding efficiency, and mul-
tipath forwarding. Economic and busi-
ness incentives are also critical, mak-
ing it possible for ISPs to define new 
business models and sell new services.

Migration to the new architecture 
must involve minimal added complex-
ity (and cost) to the existing infrastruc-
ture. Deployment should be possible 
by utilizing an ISP’s internal switching 
infrastructure and require only instal-
lation or upgrade of a few border rout-
ers. Moreover, configuration of the new 
architecture must be similar to the ex-
isting architecture (such as in the con-
figuration of BGP policies), minimiz-
ing additional personnel training. 

Foundation for other architectures. 
To achieve a simple, scalable, secure, 
efficient architecture, we now focus on 
the most basic communication mode: 
point-to-point communication. Other 
architectures that provide support for 
higher-level properties (such as for con-
tent distribution,15,21 extensibility,14 and 
mobility23) all require a working point-
to-point communication infrastructure. 

SCION Architecture 
SCION introduces the concept of isola-
tion domain (ISD), a building block for 
achieving high availability, transparen-
cy, scalability, and support for heteroge-
neous trust, constituting a logical group-
ing of ASes, as outlined in Figure 1. 

An ISD is administered by multiple 
ASes that form the ISD core; we re-
fer to them as “core ASes.” The ISD is 
governed by a policy we call “trust root 
configuration” (TRC), which is negoti-
ated by the ISD core. The TRC defines 
the roots of trust used to validate bind-
ings between names and public keys 
or addresses. 

An AS joins an ISD by purchasing 
connectivity from another AS in the 
ISD. Joining an ISD constitutes accep-
tance of the ISD’s TRC. We envision 
ISDs spanning areas with uniform 
legal environments that provide en-
forceable contracts. If two ISPs have 
a contract dispute they are unable to 
resolve by themselves, such a legal 
environment would provide an exter-
nal authority to resolve the dispute. 
All ASes within an ISD also agree on 
the TRC, or the entities that operate 
the trust roots and set the ISD policies. 
One possible model is thus for ISDs to 



60    COMMUNICATIONS OF THE ACM    |   JUNE 2017  |   VOL.  60  |   NO.  6

contributed articles

PCBs are flooded through multiple 
paths over policy-compliant paths to dis-
cover multiple paths between any pair of 
core ASes. SCION’s beacon servers can 
be configured to implement current BGP 
policies, as well as additional properties 
(such as control of upstream ASes) BGP 
is unable to express. 

Path servers store mappings from AS 
identifiers to sets of such announced 
path segments and are organized as a 
hierarchical caching system similar to 
today’s DNS. ASes, through the master 
beacon servers, select the set of path 
segments through which they want to 
be reached, uploading them to a path 
server in the ISD core. 

Certificate servers store cached 
copies of TRCs retrieved from the ISD 
core, store cached copies of other ASes’ 

certificates, and manage keys and cer-
tificates for securing intra-AS com-
munication. Beacon servers require 
certificate servers when validating the 
authenticity of PCBs. 

Border routers forward packets be-
tween ASes supporting SCION. In the 
case of a control packet, the border 
router forwards it to the appropriate 
server, and, in the case of a data packet, 
forwards it either to a host inside the 
AS or toward the next border router. 

Since SCION can operate using 
any communication fabric inside an 
AS, the internal routers do not need to 
be changed. 

Path exploration and registration. 
Through inter-domain beaconing, core 
ASes discover paths to other core ASes. 
Through intra-domain beaconing, 

inside ASes. We did not include name 
servers in Figure 2b, as their operation 
is similar to today’s DNS. 

Beacon servers are responsible for 
disseminating PCBs, as in Figure 2a. 
Beacon servers in a core AS generate in-
tra-ISD PCBs that are sent to non-core 
ASes of the ISD. Non-core AS beacon 
servers receive these PCBs and re-send 
them to their customer ASes, resulting 
in AS-level path segments. Figure 3 out-
lines PCBs propagated from the ISD 
core down to customer ASes. At every AS, 
information about the AS’s interfaces is 
added to the PCB. The beacon servers   
generates a set of PCBs it forwards to 
its customer ASes. In the case of inter-ISD 
communication, the beaconing process 
is similar to BGP’s route-advertising 
process, although it is periodic and 

Figure 2. SCION components at different scales: (a) SCION ISD with PCBs propagated from the ISD core down to customer ASes, and path 
segments for ASes A, B, C, D, and E to the ISD core; and (b) magnified view of an AS with its routers and servers. The path from AS C to the 
ISD core traverses two internal routers. 

(a) (b)
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reach the destination, the host queries 
the local path server with the destina-
tion’s <ISD, AS> tuple. If the local path 
server has no cached down-segments, 
it will automatically query the destina-
tion AS’s core path server.

PCB and path-segment selection. The 
PCBs to propagate and path segments 
to register are selected by each AS based 
on a path-quality metric with the goal 
of identifying consistent, diverse, ef-
ficient, and policy-compliant paths. 
“Consistency” refers to the require-
ment that there exists at least one prop-
erty along which the path is uniform 
(such as an AS capability like anony-
mous forwarding) or link property 
(such as low latency). “Diversity” refers 
to the set of paths that are announced 
over time, being as path-disjoint as 
possible to provide high-quality mul-
tipath options. “Efficiency” refers to the 
length, bandwidth, latency, utilization, 
and availability of a path, where more-
efficient paths are naturally preferred. 

ASes discover path segments leading 
to core ASes that enable an AS to com-
municate with the ISD core; Figure 2a 
outlines path segments from ASes A, B, 
C, D, and E to the core. The beaconing 
process is asynchronous; that is, the 
PCB generation is local, based on a per-
AS timer, and PCBs are not propagated 
immediately upon arrival. 

Paths are represented at AS-level 
granularity, which by itself is insuffi-
cient for fine-grain path diversity; ASes 
often have several diverse connection 
points, and a disjoint path is possible 
despite the AS sequence being identi-
cal. For this reason, SCION encodes AS 
ingress and egress interfaces as part of 
the path, exposing a finer level of path 
diversity. Figure 3 outlines this feature; 
AS F receives two different PCBs via two 
different links from the core. More-
over, AS F uses two different links to 
send two different PCBs to AS G, each 
with the respective egress interfaces. 
AS G extends the two PCBs, forwarding 
both over a single link to its customer. 

An important requirement of the ar-
chitecture is that SCION also supports 
peering links between ASes. Consistent 
with AS policies in the current Internet, 
PCBs do not traverse peering links, 
though peering links are announced, 
along with a regular path in a PCB. 
Figure 3 outlines how AS F includes 
its two peering links in the PCB. If the 
same peering link is announced in two 
path segments, then the peering link 
can be used to shortcut the end-to-end 
path without going through the core. 
SCION also supports peering links that 
cross ISD boundaries, highlighting the 
importance of SCION’s path-transpar-
ency property; a source host knows the 
exact set of ASes and ISDs traversed 
during the delivery of each packet. 

An AS typically receives several 
PCBs representing path segments to 
various core ASes. Figure 2a outlines 
two path segments for AS D. We call a 
path segment that leads toward an ISD 
core an “up-segment” and a path seg-
ment that leads from the ISD core to 
an AS a “down-segment,” though path 
segments are typically bi-directional 
and thus support packet forwarding 
in both directions. More precisely, 
up-segments and down-segments are 
invertible; by flipping the sequence of 
ASes, an up-segment is converted to 
a down-segment and vice versa. Path 

servers learn up-segments by extract-
ing them from PCBs they obtain from 
the local beacon servers. Path servers 
in core ASes also store core-segments 
to reach other core ASes. 

The beacon servers in an AS select 
the down-segments through which the 
AS prefers to be reached and register 
them at the core path servers. When 
links fail, segments expire or better 
segments become available, the bea-
con servers keep updating the down-
segments registered for their AS. 

Path lookup. To reach a remote des-
tination, a host first queries a SCION 
name server to obtain the <ISD, AS, 
end-host address> triplet of the 
destination. The ISD and AS identifiers 
are needed to perform a path lookup, 
and the end-host address is used by 
the destination AS to deliver the packet 
to the destination host. To obtain up-
segments to reach its ISD core, a host 
performs a path lookup at its local path 
server. To obtain down-segments to 

Figure 3. Intra-ISD PCB propagation from the ISD core down to customer ASes. For the sake 
of illustration, the interfaces of each AS are numbered with consecutive integer values. In 
practice, each AS can choose any encoding for its interfaces; only the AS itself needs to 
understand its encoding.  
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Figure 2b outlines one possible intra-
domain path through the magnified AS. 

Data plane. While the control plane 
is responsible for providing end-to-end 
paths, the data plane ensures packet 
forwarding using the provided paths. 
A SCION packet minimally contains a 
path; source and destination address-
es are optional in case the packet’s 
context is unambiguous without ad-
dresses. Consequently, SCION border 
routers forward packets to the next AS 
based on the AS-level path in the pack-
et header (augmented with ingress and 
egress interface identifiers for each AS) 
without having to inspect the destina-
tion address and also without consult-
ing a routing table. Only the border 
router at the destination AS needs to 
inspect the destination address or 
packet purpose to be able to forward it 
to the appropriate local host(s). 

An interesting aspect of forward-
ing is enabled by the split of “locator” 
(the path toward the destination AS) 
and “identifier” (the destination ad-
dress);13 since only the destination AS 
needs to consider the local identifier, 
the identifier can have any format the 
destination can interpret. A domain 
can thus select an arbitrary addressing 
format for its hosts (such as a 4B IPv4, 
6B medium access control, 16B IPv6, 
20B accountable IP, and AIP3). A nice 
consequence is that an IPv4 host can 
communicate with an IPv6 host directly 
through SCION. 

Routers forward packets efficiently 
in the SCION architecture. In particu-
lar, absence of inter-domain routing 
tables and absence of complex longest-
prefix matching performed by current 
routers enable construction of faster, 
more-energy-efficient routers. During 
forwarding, a border router first veri-
fies that the packet entered through 
the correct ingress interface. If the 
packet has not yet reached the destina-
tion AS, the egress interface maps out 
the next hop. 

Path combination. End-to-end com-
munication in SCION is enabled by a 
combination of up to three path seg-
ments that form a SCION forwarding 
path. After path lookup, and depend-
ing on the returned segments, a for-
warding path can be created as follows: 

˲˲ Immediate combination of path 
segments (such as B → D in Figure 2a). 
the last AS on the up-segment (ending 

“Policy compliance” refers to the re-
quirement that the path adheres to the 
AS’s routing policy. Based on past PCBs 
that were sent, a beacon server scores 
the current set of candidate path seg-
ments and sends the k best segments as 
the next PCB. SCION intra-ISD beacon-
ing can scale to networks of arbitrary 
size because each inter-AS link carries 
the same number of PCBs regardless of 
the number of PCBs received by the AS. 

Inter-ISD beaconing is similar to 
intra-ISD beaconing, except inter-ISD 
PCBs traverse only ISD core ASes. The 
same path-selection metrics apply in 
which an AS attempts to forward the 
set of most-desirable paths to its neigh-
bors. Like BGP, the process is inher-
ently not scalable, but, as the number 
of ISDs and the corresponding number 
of core ASes is small, the approach is vi-
able for SCION. 

Link failures. Unlike the current In-
ternet, link failures are not resolved 
automatically by the network but re-
quire active handling by end hosts. 
Since SCION forwarding paths are 
static, they break when a link fails. 
Link failure is handled by a three-
pronged approach that typically 
masks the failure without any outage 
to the application and rapidly re-es-
tablishes fresh working paths like this: 
Beaconing occurs every few seconds, 
constantly establishing new working 
paths; the SCION control message pro-
tocol (SCMP), a SCION equivalent of 
ICMP, is used for link revocation; and 
SCION end hosts use multipath com-
munication by default, masking link 
failures to an application with another 
working path. As multipath communi-
cation can increase availability (even 
in environments with a limited num-
ber of paths4), SCION beacon serv-
ers actively attempt to create disjoint 
paths and select and announce dis-
joint paths, and end hosts compose 
path segments to achieve maximum 
resilience to path failure. We thus ex-
pect most link failures in SCION to go 
unnoticed by the application, unlike 
with the numerous short outages in 
the current Internet.16,18 

Intra-AS communication. Communi-
cation within ASes is handled through 
existing intra-domain communication 
protocols (such as IP, Open Shortest 
Path First, Multiprotocol Label Switch-
ing, and Software-Defined Networking). 

We explicitly  
seek high efficiency 
such that  
packet-forwarding 
latency and 
throughput  
are at least  
as fast as current  
IP forwarding. 
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two trust models: monopoly and oli-
gopoly. In the monopoly model, a sin-
gle root of trust is used for authentica-
tion. The DNSSEC PKI5 or the Resource 
Public-Key Infrastructure (RPKI)2 used 
in BGPsec are examples of the monop-
oly model, as both essentially rely on a 
single public key that serves as a root of 
trust to verify all subsequent entities. 
The monopoly model suffers from two 
main drawbacks: All parties must agree 
on a single root of trust, and the single 
root of trust represents a single point 
of failure, the misuse of which enables 
forging a certificate for an arbitrary 
entity, and its revocation can result in 
a kill-switch for all its entities. The oli-
gopoly model fares no better; instead 
of a single root of trust, the oligopoly 
model relies on several roots of trust, 
all equally and completely trusted. In-
stead of a single point of failure in the 
monopoly model, the oligopoly model 
thus exposes several points of failure. 
The prime example is the TLS PKI, 
featuring approximately 1,500 trusted 
signing certificates with approximately 
300 roots of trust.1,12 Attacks reported 
since 2011 against authorities (such as 
Comodo, DigiNotar, and GlobalSign) 
demonstrate how compromise of a sin-
gle trusted certificate authority enables 
issuing server certificates for any do-
main, including those with which there 
is no business relationship. 

SCION allows each ISD to define its 
own set of trust roots, along with the 
policy governing their use. Such scop-
ing of trust roots within an ISD greatly 
improves security, as compromise of a 
private key associated with a trust root 
cannot be used to forge a certificate out-
side the ISD. An ISD’s trust roots and 
policy are encoded in the TRC, which 
has a version number, a list of public 
keys that serve as roots of trust for vari-
ous purposes, and policies governing 
the number of signatures required for 
performing different types of actions. 
The TRC serves as a way to bootstrap all 
authentications within SCION. 

The TRC provides important proper-
ties. Trust agility enables users to select 
trust roots used to initiate certificate 
validation. Users can thus select an ISD 
they believe maintains a non-compro-
mised set of trust roots. A challenge 
with trust agility is how to maintain 
global verifiability of all entities, regard-
less of the user’s selection. SCION of-

at a core AS) is the same AS as the first 
AS on the down-segment (starting at 
a core AS). In this case, the simple 
combination of an up-segment and 
a down-segment creates a valid for-
warding path; 

˲˲ Peering shortcut (such as A → B 
in Figure 2a). A peering link exists be-
tween the two segments, so a shortcut 
via the peering link is possible. As in the 
case of the AS shortcut, the extraneous 
path segment is cut off; the peering link 
could also traverse to a different ISD; 

˲˲ AS shortcut (such as B → C in Fig-
ure 2a). The up-segment and down-seg-
ment intersect at a non-core AS. In this 
case, a shorter forwarding path can be 
created by removing the extraneous 
part of the path. The special case where 
the source’s up-segment contains the 
destination AS is treated the same way 
or the intersection of both segments is 
omitted from the path; 

˲˲ Combination with a core-segment 
(such as A → D in Figure 2a). The last AS 
on the up-segment is different from the 
first AS on the down-segment. This case 
requires an additional core-segment to 
connect the up- and down-segment. 
If the communication remains within 
the same ISD (A → D), an intra-ISD core-
segment is needed; otherwise, an inter-
ISD core segment is needed; and 

˲˲ On-path (such as A → E in Figure 
2a). The destination AS is directly on 
the path to the ISD core, so a single 
up-segment is sufficient to create a for-
warding path. 

Once the host chooses a forwarding 
path, it is encoded in the SCION packet 
header, making inter-domain routing 
tables unnecessary for border routers; 
both the egress and the ingress inter-
face of each AS on the path are encoded 
as PCFS in the packet header. The des-
tination can respond to the source by 
inverting the end-to-end path from the 
packet header or perform its own path 
lookup and combination. 

Security. For protection against 
malicious entities and provide secure 
control and data planes, SCION is 
equipped with an arsenal of security 
mechanisms. 

As in BGPsec,19 each AS signs the 
PCB it forwards, enabling PCB valida-
tion by all entities. To ensure path cor-
rectness, the forwarding information 
within each PCFS also needs to be cryp-
tographically protected, but signature 

verification would hamper efficient 
forwarding. Each AS thus uses a secret 
symmetric key that is shared among 
beacon servers and border routers and 
used to efficiently compute a message 
authentication code (MAC) over the 
forwarding information. The per-AS 
information includes the ingress and 
egress interfaces, an expiration time, 
and the MAC computed over these 
fields, which are (by default) all en-
coded within an 8B field we refer to as 
a “hop field” (HF). The structure of the 
HF is largely at the discretion of each 
AS and requires no coordination with 
any other AS, as long as the AS itself can 
determine how to forward the packet 
on to the next AS. 

The specified ingress and egress in-
terfaces uniquely identify the links to 
the previous and following ASes. If, for 
example, a router is connected via the 
same outgoing interface to three differ-
ent neighboring ASes, three different 
egress-interface identifiers would be 
assigned by network administrators. 
The HF’s expiration time can be set to 
the granularity of seconds or hours, de-
pending on path type. For this article, we 
consider only the common case where 
paths are long-lived and HFs have an ex-
piration time of approximately 12 hours. 

Algorithm agility. In terms of crypto-
graphic mechanisms, SCION includes 
built-in algorithm agility, meaning 
cryptographic methods are easily up-
dated and exchanged. The MAC vali-
dation of HFs is per-AS, so an AS can 
independently (without interaction 
with any other entity) update its keys 
or cryptographic mechanisms. SCION 
supports multiple signatures by an AS, 
meaning an AS can readily deploy a 
new signature algorithm and start add-
ing those signatures as well. A compo-
nent of the selection metric favors cre-
ating paths where each AS on the path 
supports the new algorithm. 

Authentication. Authentication in 
SCION is based on digital certificates 
that bind identifiers to public keys and 
carry digital signatures that are verified 
by roots of trust. One notable challenge 
is how to achieve trust agility to enable 
flexible selection of trust roots, resil-
ience to private key compromise, and 
efficient key revocation.20 

A central question we have had to ad-
dress is how to structure the Internet’s 
trust roots. The current Internet follows 
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roots are revoked manually or through 
operating system or browser updates, 
often requiring a week or more before 
a large fraction of the Internet popula-
tion has seen the revocations. There is 
also a long tail of devices and installa-
tions that apply revocations very late or 

never. In SCION, PCBs carry the version 
number of the current TRC, and the up-
dated TRC is required to validate that 
PCB. An AS that realizes it needs a new-
er TRC can contact the AS from which it 
has received the PCB. Following distri-
bution of PCBs, an entire ISD updates 
the TRC within tens of seconds. 

SCION Control Message Protocol. 
The SCMP is similar to ICMP in the 
current Internet but is authenticated 
and adapted to SCION. One challenge 
we have had to address in the design 
of SCMP is how to enable efficient au-
thentication of SCMP messages, as 
the naïve approach of adding a digital 
signature to SCMP messages could cre-
ate a processing bottleneck at routers 
when many SCMP messages would be 
created in response to a link failure. 
The SCION architecture thus makes 
use of an efficient symmetric key deri-
vation mechanism called the “Dynami-
cally Re-creatable Key” (DRKey)17 in 
which each AS uses a local secret key 
known to SCION border routers to de-
rive on-the-fly a per-AS secret key using 
an efficient “pseudorandom function.” 
Hardware implementations of mod-
ern block ciphers enable faster com-
putation than a memory lookup from 
DRAM, and such dynamic key deriva-
tion can thus result in a speedup even 
over fetching the key from memory. 
For verification of SCMP messages, the 
destination AS can fetch the derived 
key through an additional request mes-
sage from the originating AS, which is 
protected by a relatively slow asymmet-
ric operation. However, local caching 
ensures this key needs to be fetched 
only infrequently. As a consequence, 
SCION provides fully secured control 
messages with minimal overhead. 

Deployment 
As of April 2017, we had deployed a 
global SCION testbed we use to vet 
SCION’s functionality and security, 
including deployment nodes in five 
continents with four ISDs and 15 ASes, 
including ISPs—KDDI, Swisscom, and 
SWITCH—and financial and academ-
ic institutions. SCION’s open-source 
code and information for how to de-
ploy a SCION node is available at http://
www.scion-architecture.net/ 

Obtaining SCION’s full benefits re-
quires a direct connection among mul-
tiple ASes. When a direct link is not pos-

fers this property by requiring all ISDs 
with a link between them to sign each 
other’s TRCs; as long as a network path 
exists, a validation path exists along 
that network path. Efficient revocation 
of trust roots is the second important 
property. In the current Internet, trust 

The SCION inter-domain network architecture enables new systems that can take 
advantage of the isolation, scalability, and transparency properties it indeed provides. 

Path validation. Through its use of packet-carried forwarding state (PCFS), SCION 
paves the way for the Origin and Path Trace (OPT) mechanism,17 enabling senders, 
receivers, and routers to cryptographically verify the exact path the packets have 
traversed, with negligible overhead. OPT allows transmission of banking or medical 
data that is typically bound to strict data-privacy regulations to be constrained to 
traverse only selected authorized ASes. 

Anonymity and privacy. PCFS also provides advantages for privacy. For example, 
with PCFS and path transparency, the source is able to select paths that appear more 
trustworthy (such as those that do not traverse certain ASes). In addition, the packet 
header can be further obfuscated such that ASes on the path cannot learn identifying 
details about the source or the destination, unless they are immediately connected 
to one of them. The High-speed Onion Routing at the Network Layer (HORNET)10 
leverages SCION’s path-selection infrastructure to deliver high-bandwidth, low-latency 
anonymous communication. 

Highly available communication. Critical infrastructure (such as financial networks 
and industrial control systems used for power distribution) requires a high degree of 
availability. Internet outages have been known to disrupt day-to-day operations by, for 
example, preventing ATM withdrawals or payment terminal operations.27 Numerous 
such outages are due to the malicious or erroneous announcement of IP address 
spaces, or “prefix hijacking.” Perhaps the most well-known example is the 2008 hijack 
of YouTube by Pakistan Telecom for the purpose of censorship, resulting in a global 
outage of YouTube.9 In fact, hijacks affecting only a small portion of the Internet 
happen on a daily basis. SCION’s control-plane isolation through ISDs, its stable data 
plane, and its multipath operation all contribute to dramatically higher availability. 
With ISDs, misconfigurations and attacks in one ISD do not affect other ISDs; digitally 
signed route announcements prevent unauthorized injection of routes; and digitally 
signed path distribution allows verification of paths by the sender. 

DDoS prevention. Bandwidth guarantees are enabled by the Scalable Internet 
Bandwidth Reservation Architecture (SIBRA),6 preventing DDoS attacks at the 
architectural level; independent of the number of distributed bots, end hosts gain 
protection against Internet-wide link-flooding attacks, a major threat in the current 
Internet. SIBRA provides ISDs with dynamic bandwidth guarantees to permanently 
enable communication. Critical infrastructures can additionally keep some network 
paths to a destination secret, preventing an adversary from even sending traffic to that 
destination because the cryptographic HFs are necessary to use a path but are unknown 
to an adversary. 

High-speed Web browsing. Through the SIBRA extension, the sender performs 
a resource reservation with its initial packet, and the receiver will likely obtain a 
reservation with a high sending rate it can use immediately on the reverse path. With 
such a reservation, no congestion control is needed; consequently, Web servers can 
start sending content immediately at a high rate to the client. 

Mobility support. With the ongoing proliferation of mobile devices, supporting 
reliable communication can be a challenge for any architecture, as these devices 
frequently connect and disconnect from (sometimes multiple) networks. SCION 
supports high availability through multipath communication and provides a header 
extension to inform the other party of new down segments as it connects to a new 
network. Failing paths are discarded, and new paths are discovered dynamically. 

Protection from forged TLS certificates. The government of Iran in 2011 
infamously used compromised roots of trust to create rogue TLS certificates for Google 
and Yahoo services to perform man-in-the-middle attacks on its own citizens. Iran is 
suspected of having mounted the attack on the DigiNotar certificate authority (CA) 
that signed these certificates. ISDs and the Attack Resilient Public-Key Infrastructure 
(ARPKI)7 system used in SCION prevent such attacks, as a CA’s authority is scoped to the 
ISDs in which the CA is active. Moreover, in the ARPKI, multiple trusted entities must 
be compromised to perform a successful man-in-the-middle attack, and revocation of 
trust roots is possible within a minute, enabling quick recovery from the compromise. 

The Future Looks Bright 
with SCION
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sible, remote ASes can be connected via 
IP tunnels, but their communication 
depends on the BGP routing protocol. 
As the testbed expands, we expect more 
participants will connect directly to 
benefit from SCION’s full feature set. 

To use SCION, ISPs at a minimum 
must deploy a border router capable 
of “encapsulating” and “decapsulat-
ing” SCION traffic as it leaves or enters 
their networks. SCION ASes must also 
deploy certificate, beacon, name, and 
path servers that can run on commodity 
hardware. Deploying SCION in homes or 
businesses is designed to require little ef-
fort, initially with no changes to existing 
software or networking stacks or replace-
ment of end-user network devices. This 
ready connection is achieved through a 
gateway device that transparently switch-
es communication over to SCION if the 
remote endpoint is also SCION-enabled. 
Several companies are currently explor-
ing commercialization of these technol-
ogies, notably the startup Anapaya Sys-
tems, which offers SCION routers. 

Conclusion 
SCION is an Internet architecture that 
provides security, availability, trans-
parency, control, scalability, and more 
(see the sidebar “The Future Looks 
Bright with SCION”). SCION offers 
numerous advantages over the cur-
rent Internet and supports other fu-
ture Internet proposals as an underly-
ing building block for highly reliable 
point-to-point communication. 

Despite its research maturity fol-
lowing six years of effort, SCION is still 
in its infancy in terms of deployment. 
While requiring relatively small chang-
es by ISPs and domains, broadening 
adoption is SCION’s foremost goal. We 
expect the benefits for various stake-
holders will provide strong incentives 
for adoption, leading to islands of SCION 
deployment. In the long term, connec-
tions and mergers among islands will 
enable ever-increasing numbers of na-
tive SCION end-to-end connections. 

Working on SCION has let us consider 
Internet architectures from a clean-
slate perspective. The absence of limit-
ing constraints (imposed by the current 
Internet environment) has been par-
ticularly rewarding, as the deep explo-
ration of this problem space enables 
us ask not how a future Internet can 
achieve what the current Internet has 

already achieved, but rather what addi-
tional features can and should a future 
Internet offer. We anticipate the in-
sight into the possible applications of 
a secure, dynamic, highly available net-
work will help engage the network com-
munity to leverage SCION for its appli-
cations and contribute to the project. 

Our 2017 book SCION: A Secure 
Internet Architecture describes the 
architecture in more detail, includ-
ing authentication, name resolution, 
deployment, operation, extensions, 
and specifications.22 	
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WOR K-FAMILY CONFLICT (WFC)  is an important 
line of inquiry in organizational behavior and 
human resource management research. The topic 
is relevant to the computing and communication 
field not only because modern communication 
technologies allow for more integration of work and 
family roles than ever before15 but because recent 
advances in computing technology offer new ways 
to respond to and understand WFC. WFC has been 
empirically associated with employees’ job and life 
dissatisfaction, poor physical and psychological 
health, and rising voluntary turnover rates and work 
stress.5 WFC has also been found to have a negative 
correlation with various aspects of organizations, 
including performance, commitment, psychological 
contract, and even strategy planning.20 Our analysis of 
American Community Survey and Census data21 from 
2015 found over 75.2% of males and over 60.5% of 
females in married couples have their own earnings, 

with dual-income families emerging 
as the predominant family structure in 
the U.S. 

Considerable effort has gone toward 
trying to understand the antecedents 
and role of WFC. Research shows indi-
vidual characteristics and experience 
influence perception of WFC,6 with two 
significant implications for the dynam-
ics of WFC: Different individuals may 
respond to the same WFC differently, 
and individuals may react to the same 
WFC differently over time through 
their attempts to cope with WFC and 
their changing situations. However, 
not enough research has considered 
the dynamics of WFC, especially re-
garding individual differences. In ad-
dition, no one fully understands the 
relationships between WFC and job 
and family satisfaction sufficiently due 
to inconsistent findings about their 
relationships across different stud-
ies.14,17 Moreover, emerging social me-
dia could be reshaping the dynamics of 
WFC and remains unexplored. 

Our study began to fill these gaps in 
the literature by recognizing the great 
potential of social-media data to help 
social scientists, as well as business 
managers, discover the dynamics of 
WFC and advance understanding of 
the relationships between WFC and 
job and family satisfaction in modern 
society. In addition, the social-media 
analytics approach we used has signifi-
cant methodological implications for 
WFC research. First, work-family (WF) 
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research has been criticized for being 
overly reliant on cross-sectional de-
signs and self-report survey data at the 
individual level of analysis.7 In contrast, 
diary methods are promising for exam-
ining WF phenomena over time or to 
increase the field’s understanding of 
dynamic WF relations.7 Users of social 
media, particularly Twitter, write brief 
time-stamped text updates (such as 
tweets) about their lives on the go, rang-
ing from daily activity to current events, 
news stories, and their interests in real 
time. The ability to observe and analyze 
high-volume, continuous streams of 
sample data as they are being gener-
ated can effectively support the study 
of WFC dynamics. Second, much WF 
research has been conducted with a ho-
mogeneous population, but the studies 

“must begin to use large heterogeneous 
populations.”14 Twitter, as a social-
media platform, had approximately 
320 million active users worldwide per 
month as of September 2015. The large 
scale and diversity of the Twitter-user 
population reflects variations in indi-
vidual and organization settings that 
may influence WFC and satisfaction 
relationships. Third, the most com-
mon survey method suffers from recall 
error due to misinterpretation of sur-
vey questions, frailty of memory, close-
categories bias, and lack of intrinsic 
motivation.16 In contrast, self-recorded 
information about individual lives at 
the moment it happens in tweets can 
effectively alleviate recall error. We thus 
innovatively adopted tweets as the lens 
to examine WFC in our study. 

Work and Family 
Work and family are two important 
domains for all people. WFC is experi-
enced when there is conflict between 
pressure in either domain.12 WFC can 
be classified into time- and strain-
based categories, along with others.12 
Specifically, the time devoted to and 
the strain produced by work make 
it difficult to fulfill requirements of 
family and vice versa. Past research 
has shown that working adults explic-
itly experience mood spillover across 
their work and family lives; the stress 
in these two areas also increases with 
the amount of spillover.13 On the oth-
er hand, individuals can learn to live 
with WFC as their experience and re-
sponse tactics improve, in turn lower-
ing their stress.5 Additionally, family 
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tal of 10 tweets or fewer to assemble 
a sufficient base for understanding 
how they experienced WFC. The final 
sample, as of February 2010, included 
3,327,715 tweets from 93,700 users, 
with 35 tweets per user on average over 
six months in 2009 and 2010. 

To account for time-zone differenc-
es among Twitter users, we converted 
the timestamps on all tweets to users’ 
local time. Our identification of topics 
in tweets employed Linguistic Inquiry 
and Word Count, a tool widely used 
for text analysis,19 providing typical 
word dictionaries that measure psy-
chological (such as social) processes, 
and personal concerns. Personal 
concerns consist of sub-categories 
(such as work and home), and social 
processes consist of sub-categories 
(such as family). We classified tweets 
with words in the work category as 
job-related and tweets with words in 
the family and home sub-categories as 
family-related. 

We used two sets of variables: WFC 
and satisfaction. We measured all vari-
ables first at the individual level by date 
and then aggregated them over all ac-
tive users for each date. To account for 
individual differences, we measured 
the baselines of all individuals and 
standardized all measures by removing 
baseline differences across individuals. 

Following previous conceptualiza-
tions,4,12 we measured WFC along two 
dimensions: time and strain. Time-
based WFC (TC) is a consequence of 
competition for an individual’s time 
from work and family responsibili-
ties. One classical example is “The 
time I spend with my family (work) of-
ten causes me not to spend time in ac-
tivities at work (family).”4 Strain-based 
WFC (SC) arises when role stressors at 
work (or with family) induce strain in 
the individual, hampering fulfillment 
of role expectations in the family (or 
work) domain. Two classical exam-
ples are “I am often so emotionally 
drained when I get home from work 
that it prevents me from contributing 
to my family” and “Because I am often 
stressed from family responsibilities, 
I have a hard time concentrating on 
my work.”4 

TC. We used the proportion of 
tweets on work- and family-related top-
ics posted by a user on a given day as 
a proxy for the time the user reported 

of WFC, particularly time-based and 
strain-based WFC, and the relation-
ships between WFC and job and family 
satisfaction through the lens of tweets 
for the first time. Twitter provides abun-
dant data where user opinions on cer-
tain topics or events can be mined and 
is expected to present a precise picture 
of dynamics and influence of WFC and 
related user experience and percep-
tion. Tweets have been used to exam-
ine the changing patterns of diurnal 
and seasonal mood with work, sleep, 
and length of day,11 but they have yet to 
be explored to help understand the dy-
namics of WFC. Our research thus takes 
a significant step toward expanding re-
search methods for examining WFC. 

Social-Media Analytics Method 
We used a dataset of Twitter users and 
their tweets collected through a com-
bination of random sampling and 
social sub-graph extraction that was 
representative of the actual population 
of the U.S.8 To study WFC, we filtered 
those users who did not have a job 
based on whether none of their tweets 
involved work-related topics. We also 
filtered those users who posted a to-

and work situations fluctuate depend-
ing on one’s circumstances, and a 
person may reply differently at differ-
ent times.20 However, the dynamics of 
WFC were not addressed in previous 
studies because they generally adopt-
ed one-time, cross-sectional measure 
with few exceptions. For instance, 
one study published in 2013 collected 
survey data at two different points in 
time—2004 and 2006—to investigate 
the relationship between WFC and pay 
satisfaction.1 Although a diary method 
was used to examine WFC and work-
family facilitation,3 finding consider-
able variation in the same individuals, 
the traditional diary method is dif-
ficult to scale up in terms of number 
of participants. Further, despite that 
previous studies established negative 
correlations between WFC and job 
and family satisfaction, the strength 
of relationships varied greatly from 
one study to another, ranging from 
nearly negligible to strong.14,17 This 
variability raises the need to explain 
the inconsistent findings. 

To address these limitations, we 
propose a social-media analytics ap-
proach to investigating the dynamics 

Figure 1. WFC trends by day of the week. 
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Figure 2. Satisfaction trends by day of the week. 
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ity of unfulfilled expectation may also 
be high, negatively influencing JS. In 
comparison, the expectation is lower 
on weekend days, indirectly contribut-
ing to a higher level of JS.

JS reaches its highest level on Fri-
days, as in Figure 2a, a finding that 
could be attributed to actual fulfill-
ment of weekly work expectations. 
At the other end, JS is at its lowest on 
Tuesdays, followed by an increasing 
trend the rest of the week. One possi-
ble explanation is work stress peaks on 
Tuesdays when the weekend-to-week-
day transition is over and work expec-
tations begin to mount. 

FS peaks on Wednesdays, as in Fig-
ure 2b, a finding that could be attrib-
uted to people’s state of work-family 
balance, as manifested in both low 
SC and relatively low TC, as in Figure 
1. There is a sharp drop in FS from 
Sundays through Tuesdays, as expect-
ed. Surprisingly, FS barely makes it 
into the positive range on Saturdays. 
One possible explanation is that em-
ployed women shift child care and 
housework to weekend days.9 Given 
individuals’ high expectation of fam-
ily commitments on weekends, it is 
difficult for them to feel highly satis-
fied, particularly as weekends begin 
to unfold. In comparison, FS is rela-
tively more stable than JS, as reflected 
in a smaller variance across different 
days, as in Figure 2a and Figure 2b. 

To understand the association 
between WFC (TC and SC) and satis-
faction (JS and FS) we performed pair-
wise correlation analyses between 
the two sets of variables. The results 
reported in the accompanying table 
reflect that all correlation coefficients 
are negative. In addition, the correla-
tions between SC and JS/FS, but not 
between TC and JS/FS, are significant 
(p<.001). 

The findings on the relationship 
between TC and satisfaction chal-
lenge current mainstream thinking 
that WFC has a negative influence on 

spending in the respective domain. 
TC arose when an individual allocated 
above-average time for work and si-
multaneously below-average time for 
family and vice versa. Accordingly, we 
defined TC as the average difference 
between the time allocation for work 
and for family. 

SC. Strain can be deduced from 
psychological and physical dimen-
sions,12 though it is difficult, if not im-
possible, to measure physical strain 
directly from social-media data. We 
thus measured SC from the psycholog-
ical aspect of participant data, specifi-
cally through negative mood (such as 
anxiety, anger, and sadness). Negative 
mood in one domain is associated with 
pessimism and rumination, causing 
individuals to neglect requirements in 
the other domain.18 SC arose when an 
individual simultaneously experienced 
above-average negative mood in both 
work and family. Accordingly, we de-
fined SC as the average negative mood 
across work and family. 

We measured satisfaction in two do-
mains—work and family—we labeled 
as job satisfaction (JS) and family sat-
isfaction (FS), respectively. Satisfaction 
can be explained as a causal sequence 
linking mood to performance and re-
ward in a domain.18 Positive mood can 
facilitate role performance by enhanc-
ing cognitive functioning, increas-
ing task activity and persistence, and 
promoting positive interactions with 
others. Meanwhile, intrinsic and ex-
trinsic rewards earned through role 
performance can thus enhance posi-
tive mood.18 We viewed positive mood 
as a proxy measure of satisfaction. 

JS (or FS). We defined satisfaction 
with work (or family) as the proportion 
of work- or family-related tweets ex-
pressed in positive moods. 

Results and Discussion 
To understand the dynamics of WFC, 
we first analyzed the trends of time-
based WFC (TC) and strain-based WFC 
(SC) at different levels of time granular-
ity after removing the data associated 
with American national holidays (such 
as Thanksgiving, Christmas, and New 
Year’s). The results show the trends of 
WFC at levels of month and week are 
both relatively stable. Nevertheless, 
WFC fluctuates by day of the week (see 
Figure 1). 

Figure 1a shows TC is heightened 
during weekdays relative to weekends. 
This observation confirms previous 
findings on work-family time alloca-
tion that both men and women in the 
U.S. spend more time in domestic work 
and caring for children on a weekend 
day than on a weekday.10 In addition, 
TC shows an increasing trend from 
Sundays to Tuesdays and the opposite 
trend from Thursdays to Saturdays, 
peaking on Tuesdays and dipping on 
Saturdays. There is thus a sharp in-
crease in TC when transitioning from 
weekends to weekdays and a sudden 
drop during the opposite transition. 
Note TC stays in the negative range, 
indicating family-to-work spillover 
events are more prevalent than work-
to-family spillover. 

Figure 1b shows SC is much greater 
on weekdays than weekends, except 
for Wednesdays. If the trend profile of 
TC resembles a normal distribution, 
then the trend profile of SC simulates 
a bimodal distribution, with Mondays 
and Thursdays being two peaks. Un-
like TC, which peaks on Tuesdays, 
SC reaches a peak immediately after 
weekdays begin. The abrupt drop in 
SC on Wednesdays could be explained 
by people reaching a state of work-
family balance by the middle of the 
week. A sharply elevated SC on Thurs-
days may be attributed to the pressure 
of trying to complete scheduled week-
ly tasks, onset of work exhaustion, or 
preparation for upcoming family com-
mitments. 

Overall, the results show both TC 
and SC vary markedly with the day of 
the week, an observation that helps ex-
plain the inconsistent findings about 
the form and intensity of WFC in the 
literature. They also imply a major lim-
itation of survey-based methods that 
have dominated traditional WFC re-
search. Depending on the day a survey 
is administered, participants’ respons-
es can vary greatly. 

Figure 2 shows the trends for job 
satisfaction (JS) and family satisfac-
tion (FS), including that individuals’ 
JS and FS are both higher on weekends 
than on weekdays. People feel satis-
fied when their criteria are met, and 
satisfaction can be viewed as a degree 
of realized expectation. On weekdays, 
the expectation of work performance is 
high, and, consequently, the possibil-

Results of correlation analysis. 

JS FS

TC –0.056 –0.108

SC –0.430*** –0.316***

*** p< 0.001
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tion in the literature. Our results show 
WFC is markedly higher on weekdays 
than weekends and, more important, 
fluctuates on weekdays. Our compari-
son of the two types of WFC shows 
the dynamics of strain-based conflict 
is more pronounced than time-based 
conflict on weekdays. Interestingly, we 
found strain-based conflict reaches its 
lowest point on Wednesdays. We also 
found the relationships between WFC 
and job and family satisfaction, sug-
gesting that, while people may adapt 
to the inherent conflict between work 
and family activity due to the flexibility 
of work place and time, they also feel 
dissatisfaction from connecting with 
work during non-work hours. 

The social-media analytics we em-
ployed address the limitations of sur-
vey methods dominating traditional 
WFC studies. High-volume, high-ve-
locity Twitter data provides a dynamic, 
fine-grain view of individuals’ behavior 
in a naturally occurring setting that 
serves as an ideal testbed for under-
standing WFC. 

This research can be improved and 
continue in several directions. Track-
ing a larger number of Twitter users 
over a longer period of time would im-
prove the general applicability of the 
findings. In addition, some jobs have 
distinctive busy and off-peak seasons. 
In view of country differences in work-
family time10 and workweek,11 WFC out-
side the U.S. deserves its own separate 
investigations. Alternative techniques 
should be explored to improve extract-
ing work- and family-related topics and 
mood from social-media data. And re-
solving multiple online identities for 
the same Twitter users can help refine 
the findings of our study. 
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job and life satisfaction.15 Employees 
could adapt themselves to WFC as 
their experience and responding tac-
tics improve through empowerment 
of modern communication technolo-
gies. For instance, telecommuni-
cating could support employees in 
performing some or all of their job 
functions outside the workplace, even 
as they stay connected to work during 
non-work hours.2 As the boundary be-
tween family and work activities blurs 
in some situations, and despite the 
distinct norms and requirements of 
the two roles,12 TC inevitably loses its 
influence on JS and FS. 

Our findings on SC emphasize the 
importance of employees’ psycho-
logical well being, with significant 
managerial implications for human 
resource management in organiza-
tions. Minimizing employees’ dis-
tress, anxiety, fear, anger, and disgust 
is thus instrumental to boosting their 
JS and FS. For example, an increas-
ing spillover between work and fam-
ily activities might contribute to both 
increased SC and decreased JS and FS. 
Managers looking to control employ-
ees’ stress try to avoid assigning work 
activities for non-work hours. And, 
while enjoying a flexible work-family 
arrangement, employees are able to 
reduce their psychological strain by 
minimizing interference of family re-
sponsibilities in non-family situations 
and non-family hours. 

These results also show that both JS 
and FS are subject to the influence of 
the same type of WFC, highlighting the 
importance of WFC in our lives and sig-
nificant spillover between our personal 
experience of work and family. 

Conclusion 
WFC garners widespread attention 
in modern society beyond human re-
sources management. Despite exten-
sive research in this area, different 
studies report inconsistent and even 
contradictory findings on the effects 
and intensity of WFC. Additionally, the 
overlap in time and place between tra-
ditional family and work roles may also 
introduce new opportunities for WFC 
to manifest in people’s everyday lives. 

Ours is the first study to investi-
gate the dynamics of WFC and explain 
mixed findings concerning the rela-
tionships between WFC and satisfac-
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A G L OBAL PUSH  to broaden participation in computer 
science has led to an explosion of interest in blocks-
based programming. Visual blocks are used by 
numerous programming tools (see the sidebar). 
Millions of students receive their first exposure to 
programming via these tools in courses and activities 
like Code.org’s Hour of Code. Blocks allow beginners 
to compose programs without struggling with the 
frustrations of syntax (Figure 1).

There is increasing interest in developing and 
studying blocks languages. At VL/HCC 2015, a small 
workshop session called Blocks and Beyonda ballooned 
to a large event, with 51 submissions and 36 presenters. 
Researchers shared work in new blocks languages, 

a	 http://cs.wellesley.edu/blocks-and-beyond

interface innovations, domain-specific 
applications of blocks, and ways to 
make blocks languages more effective 
and accessible for diverse coders.

This article explores how blocks im-
pact the learnability of programming. 
We begin by reviewing studies on the 
effectiveness of blocks languages. 
Then we discuss the key features of 
blocks languages and how they relate 
to learning. Finally, we look at appli-
cations of blocks in new domains and 
discuss tools for creating your own 
blocks language.

Watching beginners create their 
first programs with blocks can be si-
multaneously inspiring and unsettling. 
Empowered by blocks, novices will rap-
idly build complex, often-delightful 
creations. But just as quickly, they fill 
their screen with clumsy and intricate 
code.22 A seasoned programmer in-
specting a beginner’s disordered as-
sembly might worry that snapping to-
gether colorful blocks has nothing to 
do with “real code.” But what is “real 
code,” and why learn it?

What is “real code?” The purpose 
of a blocks-based tool is to make pro-
gramming easy to learn. But program-
ming education can have two distinct 
endpoints: Development of expertise 
to support professional programming, 
and the ability to accomplish other 
goals by creating programs.

 key insights
˽˽ Blocks programming environments have 

emerged as a popular way to introduce 
coding and as a stepping stone to 
traditional text-based languages, but they 
can also be used to write “real code.”

˽˽ Blocks environments improve learnability 
for novices by favoring recognition 
over recall; reducing cognitive load by 
chunking computational patterns into 
blocks; and using direct manipulation 
of blocks to prevent errors and enhance 
understanding of program structure.

˽˽ Learnability is also enhanced by key 
features beyond blocks, including online 
environments, high-level abstractions, 
visible state, and easy-to-find examples.

˽˽ Tookits are available to enable you to 
enhance your own block language.

Learnable 
Programming: 
Blocks  
and Beyond

DOI:10.1145/3015455

New blocks frameworks open doors  
to greater experimentation for novices  
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The two objectives are not nec-
essarily the same. The designers of 
Scratch note that for users “who see 
programming as a medium for ex-
pression, not a path toward a career, 
Scratch is sufficient for their needs.”28 
The GP blocks environment is being 
designed to enable “casual program-
mers” to create ever more sophisticated 
programs, while removing limits that 
would force them to switch away from 
blocks.24 Before discussing the learn-
ing effects of blocks-based program-
ming, we begin with a caution that it 
would be shortsighted to assume that 
tomorrow’s programmers will pro-
gram with the same languages and 
systems as today’s. Each generation 
of programmers shifts the culture 
of coding, and the definition of “real 
code” will continue to evolve.

However, core learning questions 
remain. For students who continue 
with the study of traditional program-
ming, we can ask if a blocks-based in-
troduction to programming is helpful 
or not. This question has been directly 
tested in classrooms.

Measuring learning transfer: Re-
search indicates that learning a 
blocks language can improve later 
learning of a traditional textual lan-
guage. In a study of 10th graders learn-
ing C# or Java,1 those who had taken 
a Scratch course in 9th grade learned 
more quickly, understood loops bet-
ter, and were more engaged and con-
fident than their peers who had not. 
However, in the final test, a signifi-
cant difference was seen in only one 
of three cognitive dimensions. In a 
study at two colleges,25 students with 
little or no previous programming 
experience and weak math prepara-
tion completed a CS0 programing 

class using Alice before beginning a 
Java CS1 course. Starting with Alice 
improved student grades (GPA of 3.0 
vs. 1.2 for non-Alice students) and the 
percentage of students taking further 
CS courses (88% compared to 47%).

The question of whether such ef-
fects are simply due to giving students 
more preparation in an extra class 
has been tested by creating courses 
that combine a blocks-based introduc-
tion with a transition to a traditional 
language. Reports from courses using 
Scratch before Java or C indicate im-
proved student engagement and under-
standing of some concepts.19,39 In one 
study focused on learning transfer,8 
introductory Java course at CMU was 
modified to begin with Alice. Students 
in this class that used both languages 
averaged 10% or more better perfor-
mance on every section of the same Java 
final exam, including expression evalu-
ation, control structures, arrays, and 
working with class definitions.

That result is remarkable because 
one might assume that spending more 
time programming with blocks meant 
less time to learn Java. The study used 
a version of Alice that generated Java 

code from Alice blocks, and a mediated 
transfer pedagogy that made explicit 
connections between programming 
concepts in Alice and Java.

Other studies of CS1 courses that 
switch from blocks to text without 
these features have identified potential 
challenges to learning with blocks.10,27 

Switching from a blocks language to text 
can involve both a change in syntax and 
semantics, and Shapiro and Ahrens pro-
pose teaching the transitions separate-
ly, by introducing syntax before general-
izing semantics.32 Additional research 
is needed to identify the circumstances 
under which blocks are effective. 
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(Figure 2b). Yet, the basic idiom is the 
same as Scratch: explorable palettes 
organized by function.

Remembering the order, type, 
and valid values of operands is also 
daunting for newcomers. Many block 
languages address this by supplying 
blocks with default operand values, 
drop-down menus and specialized 
editors to specify operands, and extra 
words to indicate operand meanings 
(Figure 3a).

Chunking information with blocks. 
Programming languages present a high 
cognitive load to a student who is learn-
ing a new syntax. For example, consider 
the for loop in JavaScript syntax: 

for (var i = 0; i < 50; i++) { _ _ _ }

This dense notation is a barrier to 
beginners. In the words of one student, 
JavaScript “is really confusing to un-
derstand with all the parentheses and 
brackets and all of that.”38

To understand the difficulty, con-
sider that this code contains five words 
(for var i i i), 10 pieces of punctua-
tion (( = ; < ; + + ) { } ), and two num-
bers (0 and 50), a total of 17 units of in-
formation. Studies of human cognitive 
capacity have established that people 
have a working memory of about seven 
chunks of information.23 Trying to un-
derstand this line of code as 17 sepa-
rate items may overwhelm the working 
memory of a new programmer. 

Experienced JavaScript program-
mers have no problem understanding 
the line of code noted here because 
they have learned to interpret the code 
in larger chunks. Because a for loop 
follows a very common pattern, it can 
be read in just two chunks: first, the 
typical for loop that uses the conven-
tional looping pattern (i starting at 0 
and incrementing by 1); second, the 
particular choice of 50 as the upper 
limit. Figure 4 illustrates different ways 
of chunking the code.

Blocks help reduce cognitive load by 
showing new programmers how to read 
larger chunks. In the Code.org Com-
puter Science Principles course, blocks 
for JavaScript for loops are drawn just 
as an expert would see the code: as two 
chunks with a single block with a sin-
gle socket for the loop upper bound. 
Complexity can also be reduced by 
nesting chunks within chunks. For ex-

Today, many introductory computer 
science courses use a blocks-before-
text approach. In Harvard’s CS50, stu-
dents move from Scratch to C; Berke-
ley’s CS10 progresses from Snap! to 
Python; Project Lead The Way’s Com-
puter Science Principles (CSP) course 
uses both Scratch and App Inventor 
before moving on to Python; and Code.
org’s CSP App Lab course moves from 
Droplet blocks to JavaScript.

Why Blocks Are Learnable
In 2004, Ko, Myers, and Aung15 identi-
fied six learning barriers encountered 
by non-programmers in programming 
tasks. Three of these—selection, use, 
and coordination—reflect the difficulty 
of simply assembling a program. We 
believe the learnability of blocks lan-
guages arises from how they address 
the usability challenges underlying 
these three learning barriers:

1.	 Learning a programming vocabu-
lary is difficult. Blocks simplify this 
problem because picking a block from 
a palette is far easier than remember-
ing a word: blocks rely on recognition 
instead of recall.

2.	 Code is difficult to use because it 
presents a high cognitive load for new 
programmers. Blocks reduce the cogni-
tive load by chunking code into a smaller 
number of meaningful elements.

3.	 Assembling code is error-prone. 
Blocks help users assemble code 
without basic errors by providing con-

strained direct manipulation of struc-
ture (for example, two incompatible 
concepts do not have connecting parts).

Recognition versus recall. Program-
ming with a simple language or li-
brary typically involves a vocabulary 
of about 100–200 words. For exam-
ple, HTML has 100 tags and 100 at-
tributes, and SQL has about 200 key-
words; Scratch is similar, with 130 
blocks. Recalling 100–200 concepts 
can overwhelm a newcomer.

Unlike text languages, blocks lan-
guages are intimately tied to their pro-
gramming environments, and nearly 
all block environments have adopted a 
few interface conventions that address 
key usability problems. One such con-
vention is tackling vocabulary by orga-
nizing blocks in functionally related 
palettes on the screen. 

Palettes differ from autocomplete 
menus in professional code editors be-
cause they persist instead of disappear-
ing and they organize concepts by topic 
instead of by name. This design simpli-
fies discovery and exploration. Figure 
2a shows the Sound palette in Scratch. 
It is an instructive reference showing 
all 13 methods for audio in that envi-
ronment. Similar organization is seen 
in larger blocks environments. To help 
manage the complexity of creating 
mobile apps, App Inventor provides a 
dynamic set of blocks, with additional 
blocks available in programs that have 
interactions with more components 

Figure 1. Snap! is an example of a blocks-based programming environment. Users drag 
blocks from a palette of programming elements (left) into workspace (center), where  
blocks can be assembled into programs. Snap! also provides an output window (top-right) 
and a sprite picker (bottom-right).
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ample, Code.org reveals finer-grained 
for structure in more advanced por-
tions of the same course, as illustrated 
at the bottom of Figure 4.

The use of blocks to chunk code 
aids readability even for simple com-
mands, because blocks can forgo the 
punctuation that text code uses to de-
note structure and use explanatory 
words instead. For example, as illus-
trated in Figure 3b, a simple call in Py-
thon requires reading delimiters and 
knowing argument order, whereas the 
equivalent block in Scratch reads natu-
rally, using appropriate abstractions 
(for example, a piano keyboard). 

By organizing code as visible 
chunks, blocks help new programmers 
concentrate on what the code means 
rather than the notation that is used to 
write it.

Direct manipulation of visible struc-
ture. The visual form of blocks alleviates 
the burden of assembling syntactically 
correct units by typing one character at 
a time. But there are other advantages 
of directly manipulating program frag-
ments that have visual constraints. 

One benefit is the blocks can help 
prevent errors by making the grammar 
of the program visible. Blocks can be 
seen as a form of syntax-directed editing 
with constrained direct manipulation. 
In 1981, creators of an early structure-
editing tool noted, “Programs are not 
text; they are hierarchical compositions 
of computational structures and should 
be edited, executed, and debugged in an 
environment that consistently acknowl-
edges and reinforces this viewpoint.”35

Block shapes help beginners un-
derstand which grammatical phrases 
(expressions vs. commands vs. dec-
larations) are legal in what contexts. 
In Scratch, commands connect verti-
cally with nubs and notches, whereas 
expressions are smooth shapes that 
fit into smooth holes. Constraints on 
drag-and-drop prevent the two types 
from being confused (Figure 5). Stu-
dents report that the puzzle shapes are 
helpful for assembling programs.38

Visualization of types by shape 
can be applied to richer type systems: 
OpenBlocks provides 14 connector 
shapes to represent different types,29 
and researchers have created experi-
mental block languages with dynami-
cally generated shapes to represent 
compositional type systems.18,36

Figure 2. The sound palette in Scratch (a) and a voice synthesis palette in App Inventor (b). 
Palettes simplify the selection of programming elements by exploiting the ease of recogni-
tion over recall. Palettes organize concepts by topic, not name, and they remain open when 
used, allowing the user to discover and tinker with blocks based on their function.

Figure 3. Blocks show structure visually (a. Scratch) instead of using punctuation.  
They can aid learnability using plain language, default values, and value pickers.

Figure 4. Three ways of reading a for loop in chunks. A naive reading of code (top)  
interprets the code as 17 chunks, but an expert reading of code (middle) interprets the 
most common form of loop as a single chunk, with a second chunk for the loop limit 50. An 
alternative (bottom) reading interprets three clauses as chunks. Code.org uses the middle 
rendering when introducing loops to high-school students for the first time, and switches  
to the bottom rendering when students are familiar with for loops.

(a) Scratch (b) Python

playNoteFor(60, 0.5)
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structs can have an impact on learn-
ability. Empirical studies by Stefik 
and Seibert34 have found that com-
mon keywords like for or operators 
such as != serve as hard-to-learn jar-
gon, and are not as easily learnable 
as familiar words such as repeat or 
unequal. They found the syntax of 
languages such as Java and Perl are 
no more learnable than a synthetic 
programming language with ran-
domly selected punctuation used for 
keywords. Even more important for 
learnability are the abstractions cho-
sen by language designers to allow 
users to build simple programs with 
compelling behavior. For example, 
the designers of Alice worked with 
users to develop intuitive abstrac-
tions for controlling 3D animations. 
During their design process, the Al-
ice team eliminated jargon such as 
transformation matrices and substi-
tuted more intuitive concepts like 
object-relative motions. These new 
abstractions made it easier for users 
to specify 3D animations.7

Designing languages and librar-
ies focused on learnability based on 
empirical evidence is a major area for 
future work.

Runtime understanding. The dynam-
ic state of a program can be made more 
understandable by making its state vis-
ible. For example, Code.org highlights 
the individual block actively running 
so the correspondence between code 
and action can be seen. Snap! provides 
widgets for every variable to show the 
current state.

Even with highly visible state, un-
derstanding actions in the past or fu-
ture can be difficult. Liveness20 is one 
approach to addressing this problem. 
A live system aims to make actions con-
crete by applying them immediately to 
the current state. For example, in App 
Inventor, Scratch, and Snap!, many ed-
its to a running block program take ef-
fect immediately, without the need to 
restart the program. 

Another approach for making the 
evolution of state understandable is to 
allow the programmer to travel in time 
by inspecting, advancing or rewinding 
the timeline of a program. The concept 
of omniscient debugging was first de-
scribed in the early 1970s as a capabil-
ity to trace backward in time through 
execution history to identify the loca-

Directly manipulable blocks also 
encourage bottom-up tinkering with 
program pieces in ways not directly sup-
ported by raw text. Blocks programmers 
experiment with blocks by connecting 
them to build islands of code fragments 
on the programming surface that are 
isolated from the main program.22,38 In 
blocks environments supporting live-
ness,20 these fragments can be executed 
by pointing and clicking, providing a key 
benefit of interpreted text-based lan-
guages without a read-eval-print 
loop console separate from the editor. 
The program gradually grows as it is aug-
mented by dropping in these fragments 
when they behave as desired.

Learnability Beyond Blocks. Blocks 
aid in the construction of code, but 
blocks alone are not enough to make a 
programming language learnable. Us-
ers new to a language face additional 
learning challenges:

˲˲ They must wrestle with practical 
aspects like installing language tools, 
saving/loading programs, and so on;

˲˲ They must learn the vocabulary of 
the language and understand the con-
cepts denoted by its words;

˲˲ They need to understand runtime 
semantics such as flow of control and 
changes in state over time; and,

˲˲ They eventually need to learn com-
mon patterns of use, moving beyond 
isolated concepts.

Each of these learning hurdles can 
be helped or hindered by the program-
ming environment, and each of these 
problems is an area of active research 
and development.

Programming online. To simplify 
installation, programming tools are 
moving online. When a programming 
environment is in a Web browser, a 
new programmer is just a few clicks 
away from creating a first program. A 
cloud-based programming tool can 
provide a complete and consistent 
programming environment with fewer 
potential problems.

Although blocks programming en-
vironments for beginners have long 
been offered online, text-based pro-
gramming environments are also be-
coming available online. With tools 
such as Cloud 9, CodeAnywhere, and 
CodeEnvy, programmers of all levels 
can benefit from working online.

Words, concepts, and abstractions. 
The names chosen for language con-

By organizing code 
as visible chunks, 
blocks help new 
programmers 
concentrate on 
what the code 
means rather than 
the notation that is 
used to write it.  
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tion of the fault that caused a later ob-
served failure.40 TRAKLA2,26 UUhistle33 
and Online Python Tutor12 provide this 
capability for Java and Python.

Examples and reuse. The activity of 
programming has changed with the 
availability of large repositories con-
taining examples of shared code. 
Programmers of all levels report find-
ing and adapting examples as a core 
programming activity.6,9 In response, 
professional programming and end-
user programming environments are 
beginning to incorporate example sup-
port.5,31 Novices, too, want to learn via 
examples, but may struggle to do so.30

Blocks-based languages like Scratch 
and Looking Glass use online sharing 
and remixing programs to provide ex-
ample access. But there is a trade-off 
between the simplicity of reuse and 
the robustness of reused code. For ex-
ample, Scratch simplifies sharing of 
code examples for novices by providing 
a “backpack” for collecting program 
snippets and assets that can be shared 
and dragged into a new project. How-
ever, the backpack does not necessarily 
guarantee the code will run correctly in 
a new project. 

In contrast, Looking Glass uses 
a more complex process for reuse 
in which users select the beginning 
and end of behavior they want to use. 
Coupled with execution history infor-
mation, this can ensure the selected 
code will function within the context 
of a new program. A Play & Explore fea-
ture allows users to connect program 
output to the line or lines of code that 
caused it, helping users to understand 
and begin to modify reused code.

Scaling Blocks Code
Why don’t professionals program with 
block interfaces? One reason is that 
direct manipulation has efficiency dis-
advantages when making small edits. 
When creating an expression such as 
(a/2 + b/2) in blocks, the programmer 
must find and drag blocks for each of 
the three arithmetic operators, and 
then fill in holes with variables and 
numbers. Similarly, when rearranging 
an expression from (a/2 + b/2) to (a+b)/2, 
the expression tree must be pulled apart 
and put together again, requiring more 
gestures and more forethought than 
making the edits in text. HCI research-
ers observed that visual programming 

languages can have a higher viscosity 
than text code because they make small 
changes more difficult.11 

Beyond viscosity, blocks environ-
ments can have several other usabil-
ity disadvantages compared to textual 
programming languages:

˲˲ Low density: Blocks take more 
space on the screen than equivalent 
text code.

˲˲ Search and navigation: It can be 
challenging to find and navigate to the 
relevant part of a blocks program in a 
2D workspace, only part of which may 
be visible.

˲˲ Source control: collaboration and 
version control systems are difficult to 
use without a text representation.

The newest generation of blocks 
programming tools includes features 
designed to resolve the tension be-
tween usability advantages of text vs. 
blocks. There are two approaches: 

text-style entry and bidirectional mode 
switching.

Text-style entry of blocks. Some new 
blocks environments, such as Green-
foot’s frame-based Stride editor16 and 
GP,24 are designed to be used by pro-
grammers to create large programs, 
so efficient editing is an important 
design goal. 

Both Stride and GP improve effi-
ciency by providing text-based editing 
shortcuts within a blocks-oriented in-
terface. To allow users to circumvent 
the step of finding a block on the pal-
ette, these systems let programmers 
enter blocks through an in-line auto-
complete mechanism. Blocks can still 
be chosen from a palette, but a knowl-
edgeable programmer can insert them 
by typing. The Stride editor also intro-
duces a hybrid approach to editing 
code, differentiating between low-level 
and high-level structure (Figure 6). For 

Figure 5. Block shapes show and enforce rules composition. Scratch commands compose 
vertically, and expressions fit into holes. Here, a Boolean expression (diamond shape) is 
being dropped into a matching hole for a loop test condition.

Figure 6. Greenfoot’s Stride editor combines text-style editing for expression-level details 
with drag-and-drop blocks for higher-level program structure.  
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expression-level code, it hides syntac-
tic structure and allows traditional text 
editing, providing high-density display 
and lower viscosity. Visible tree struc-
ture and drag-and-drop manipulation 
are used for higher-level code such as 
control flow and class declarations.

Bidirectional Mode Switching. Some 
blocks environments provide a bidi-
rectional transformation between a 
traditional text language and a blocks 
representation of that language. These 
include Pencil Code (CoffeeScript)2 
(Figure 7), Code.org’s App Labb (Java-
Script), BlockEditor (Java),21 and Tiled 
Grace (Grace).13 Alice and Blockly pro-
vide non-editable views of text code. 

The hypothesis that motivates the de-
sign of dual-mode tools is that users may 
benefit from the learnability of blocks in 
one mode, while they learn syntax and get 
the efficiency of text in the other mode. 
This goal requires the views be linked. 
For text to be safe for users who may want 
to return blocks, it must be possible to 
switch between modes.

In dual-mode editors, the text code 
is the primary representation of the 
program, and blocks are a projected 
user interface view derived by pars-
ing. This approach allows the editor to 
fully represent text information such 
as spacing, but it also means the edi-
tor must allow syntax errors that would 
not have been possible in blocks. 
Error-recovery heuristics convert sim-
ple text syntax errors to special error 
blocks, but complex errors can prevent 
mode switching.

Comparing approaches. There is a 
trade-off between the two approaches 
to unifying blocks and text. While the 
dual-mode editors provide direct sup-
port for learning traditional text syntax 
such as JavaScript or Java, they also im-
pose the cognitive overhead of work-
ing with syntax errors that can only be 
introduced in text mode. Visualiza-
tion research on multiple coordinated 
views suggests the benefits of provid-
ing more than one view need to be bal-
anced against the cognitive overhead 
imposed by switching between views.37

Single mode structure editors have 
the advantage of a conceptual model 
free of syntax errors, because the pri-
mary object being edited is the ab-
stract syntax tree. However, to main-

b	 https://code.org/educate/applab

Figure 7. Pencil Code provides bidirectional switching between blocks and text. Mode 
switching allows users to learn with blocks and edit quickly with text.

Figure 8. Blocks programming in MadeUp. 3D printing is an area of rapid innovation, and 
blocks make it possible to use new 3D modeling languages without a steep learning curve.

Figure 9. The SPARQL playground is a blocks-based query execution tool that provides 
blocks for constructing queries of RDF data. Query results (bottom) are also provided as 
blocks, and they can be dragged to build into other queries.
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tain consistency, many kinds of textual 
edits must be prevented, and other 
edits may require special tree-editing 
commands. These constraints raise 
editing viscosity, and they may pres-
ent additional cognitive barriers. In-
terfaces that effectively bridge the gap 
between blocks and text are an active 
area of research. 

Applying Blocks: Two Examples 
Let us take a look at experimental 
blocks languages in two specific do-
mains that are unfamiliar to most pro-
grammers.

Programming 3D printers. Tradition-
ally, 3D printing models are drawn 
interactively by direct manipulation 
using CAD software. Writing custom 
code to create a model is a powerful al-
ternative approach, but coding for 3D 
fabrication has traditionally been the 
province of a few expert programmers. 
Now, the falling cost and rising avail-
ability of 3D printers has made it pos-
sible for non-specialists to write their 
own custom 3D modeling code.

Two recently developed languages 
bring programming for 3D printing to 
novice users: BeetleBlocks17 and Ma-
deup.14 Although the two systems have 
different languages, there are several 
commonalities: both are Web-based in-
terfaces with a live 3D rendering of the 
shape being created, and both provide 
a blocks language to simplify learning. 
Beetle-Blocks follows the principles of 
turtle graphics: a beetle moves a “pen” 
that can be turned on and off, and 3D 
shapes can be created out of iterated 
strokes. MadeUp (Figure 8) takes a 
more abstract approach, allowing users 
to trace out both paths and parametric 
surfaces. Special functions can rotate 
or extrude the paths to create solids.

The two languages offer differ-
ent levels of power and abstraction. 
Which language is the right one to 
use? This domain is an excellent ex-
ample of the advantage of the learn-
ability of blocks. Both blocks languag-
es have a very shallow learning curve, 
and it is easy to try both.

Querying the Semantic Web. The fre-
quent need to query large datasets is 
another domain where learnability 
is essential. Consider the problem of 
querying Resource Description Frame-
work (RDF) data from the Semantic 
Web. SPARQL is the standard language 

for querying RDF; it includes sev-
eral constructs for working with RDF 
triples that distinguish it from other 
query languages such as SQL. How-
ever, potential users of SPARQL face 
two hurdles: First, programmers must 
learn the vocabulary and syntax of 
SPARQL, with its specialized operators 
and constructs. Second, querying RDF 
requires not just knowledge of the lan-
guage, but also knowledge of instance 
and schema data.

To address both problems, Paolo 
Bottoni and Miguel Ceriani have cre-
ated a blocks language they call the 
SPARQL Playground.4 Rather than help-
ing users learn about sequential pro-
grams, their blocks language helps 
users select, filter, and join data using 
SPARQL primitives.

The SPARQL Playground is interest-
ing for a second reason: all query results 
in the playground are also returned as 
draggable blocks (Figure 9). This fea-
ture allows users to save instance data 
on the programming workspace to be 
incorporated into new queries. With 
the SPARQL Playground, it is easy to 
begin with general queries to explore 
the types of data available, and then use 
these discoveries to make refinements.

Making New Blocks Languages
It is now possible to create your own 
domain-specific blocks environment 
using a blocks-based language tool-
kit. Blocks language authors should 
be aware of at least three toolkits: 
Blockly,c Droplet,3 and OpenBlocks.29 
The original blocks metalanguage is 
MIT OpenBlocks. Created in 2007 by 
Ricarose Roque as the basis of StarLo-
go TNG, it allows a large degree of geo-
metric customization. OpenBlocks 
has also been used in App Inventor 
Classic and BlockEditor. One draw-
back of OpenBlocks is that it requires 
users to download and install the Java 
JDK. The challenge of installation is 
addressed by Blockly, an HTML-based 
block language toolkit by Neil Fraser 
of Google. Blockly is currently the most 
popular blocks language toolkit: it is the 
tool behind App Inventor, the SPARQL 
playground, and MadeUp, as well as the 
Code.org Hour of Code puzzles. Future 
versions of Scratch will also use Blockly. 
Droplet is the newest of the blocks lan-

c	 https:developers.google.com/blockly

On the Web:  
˲˲ Scratch (https://scratch.mit.edu): 

In-browser animation and game 
creation, with support for extensions

˲˲ Code.org (http://code.org): A 
variety of tools including puzzle 
programming exercises with tutorial 
videos

˲˲ Snap! (http://snap.berkeley.
edu): Enhanced language inspired 
by Scratch that includes first class 
functions

˲˲ App Inventor (http://appinventor.
mit.edu): Creation of Android apps 
using in-browser blocks IDE

˲˲ Pencil Code (https://pencilcode.
net): Creates Coffee- Script Web 
apps, transforming between text and 
blocks

˲˲ StarLogo Nova (http://www.slnova.
org): Multi-agent simulations and 
games in a 3D rendered world

˲˲ Blockly Games (https://blockly-
games.appspot.com/): A set of 
puzzles to solve with programming 
blocks

˲˲ GameBlox (https://gameblox.org): 
Game creation that includes clonable 
agents, physics, and more

Downloadable:
˲˲ AgentSheets / AgentCubes (http://

www.agentsheets.com): Pioneering 
blocks environments for creating 
rule-based games and simulations

˲˲ Alice (http://www.alice.org): 
Pioneering blocks environment for 
creating 3D virtual worlds; support 
for exporting to Java

˲˲ Looking Glass (https://
lookingglass.wustl.edu): 3D 
animated story creation; supports 
independent learning

˲˲ Kodu (http://www.kodugamelab.
com): Rule-based programming of 
games for xBox and PC

On mobile:
˲˲ Scratch Jr (http://www.scratchjr.

org): Programming of animated 
scenes aimed at preliterate children

˲˲ Pocket Code (http://www.catrobat.
org): Blocks programming for small 
form factor of mobile devices

˲˲ Tynker (https://www.tynker.com): 
Polished commercial platform for 
game and animation creation

˲˲ Hopscotch (https://www.
gethopscotch.com): Creating games 
and animations on iPhone and iPad

Blocks-Based 
Educational 
Tools 

http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2FCode.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3Adevelopers.google.com%2Fblockly
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3A%2F%2Fscratch.mit.edu
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2FCode.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fcode.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fappinventor.mit.edu
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3A%2F%2Fblockly-games.appspot.com%2F
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3A%2F%2Fgameblox.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.agentsheets.com
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.alice.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Flookingglass.wustl.edu
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3A%2F%2Fwww.tynker.com
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3A%2F%2Fwww.gethopscotch.com
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fsnap.berkeley.edu
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fsnap.berkeley.edu
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fappinventor.mit.edu
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.slnova.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.slnova.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3A%2F%2Fpencilcode.net
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3A%2F%2Fpencilcode.net
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3A%2F%2Fblockly-games.appspot.com%2F
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.agentsheets.com
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Flookingglass.wustl.edu
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.kodugamelab.com
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.kodugamelab.com
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=https%3A%2F%2Fwww.gethopscotch.com
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.catrobat.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.catrobat.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.scratchjr.org
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=79&exitLink=http%3A%2F%2Fwww.scratchjr.org


80    COMMUNICATIONS OF THE ACM    |   JUNE 2017  |   VOL.  60  |   NO.  6

review articles

guage creation toolkits, developed by 
Anthony Bau for use in Pencil Code, and 
also used by Code.org in their App Lab. 
It is newer and less mature than Open-
Blocks and Blockly, but takes a unique 
approach that allows seamless bidi-
rectional transformation between all 
blocks and textual code.

Summary
When a programming language is pro-
vided as a user interface that welcomes 
novice users, rather than as a technical 
tool only for experienced developers, we 
arrive at a new picture of what the pro-
gramming environment should provide:

˲˲ Vocabulary should derive from rec-
ognition, not recall;

˲˲ Cognitive load should be lowered by 
chunking code;

˲˲ Grammar rules and types should be 
made visible;

˲˲ Program chunks should be directly 
manipulable;

˲˲ Low-viscosity editing should also be 
possible;

˲˲ Coding environments should be 
available without the need for tool instal-
lation;

˲˲ Simple concepts should be de-
scribed with clear words and high-level 
abstractions;

˲˲ Runtime state and behavior should 
be visible; and,

˲˲ Examples should be easy to find 
and apply.

In short, for a programming tool to 
be usable by new or casual program-
mers, its design must focus on learn-
ability. Blocks have proven to be effec-
tive at solving many of these problems. 
Although programming is still not 
nearly as widely learned as it should be, 
the progress made by blocks language 
interfaces can inspire us all to see that 
programming can be made more learn-
able. The art of programming is the 
original human-computer interaction, 
and it remains an unsolved usability 
challenge. We can still do more to make 
programming available to all.	
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Technical Perspective
What Led Computer Vision  
to Deep Learning?
By Jitendra Malik

vincing the computer vision commu-
nity would require results on the real-
world datasets that we used. Geoff 
did take this advice to heart and I like 
to think that conversation was one of 
the inspirations behind KSH.

What was the secret sauce behind 
KSH’s success? Besides the techni-
cal innovations (such as the use of 
ReLUs), we must give a lot of credit to 
“big data” and “big computation.” By 
big data here I mean the availability 
of large datasets with category labels, 
such as ImageNet from Fei-Fei Li’s 
group, which provided the training 
data for these large, deep networks 
with millions of parameters. Previous 
datasets like Caltech-101 or PASCAL 
VOC did not have enough training 
data, and MNIST and CIFAR were re-
garded as “toy datasets” by the com-
puter vision community. This strand 
of labeling datasets for benchmark-
ing and for extracting image statis-
tics itself was enabled by the desire 
of people to upload their photo col-
lections to the Internet on sites such 
as Flickr. The way big computation 
proved most helpful was through 
GPUs, a hardware development ini-
tially driven by the needs of the video 
game industry.

Let me turn now to the impact of 
the KSH paper. As of this writing, it 
has 10,245 citations on Google Schol-
ar, remarkable for a paper not yet five 
years old. I was present at the ECCV 
ImageNet workshop where the KSH 
results were presented. Everyone was 
impressed by the results, but there 
was debate about their generality. 
Would the success on whole image 
classification problems extend to 
more tasks such as object detection? 
Was the finding a very fragile one, or 
was it a robust one that other groups 
would be able to replicate? Stochastic 
gradient descent (SGD) can only find 
local minima, so what is the guarantee 
the minima we find will be good?

In the true spirit of science, many 

incorporating convolutional struc-
ture. LeCun et al.6 took the additional 
step of using backpropagation to train 
the weights of this network, and what 
we today call convolutional neural 
networks were born. 

The 1990s and 2000s saw dimin-
ished interest in neural networks. In-
deed, one of the inside jokes was that 
having the phrase “neural networks” 
in the title of a paper was a negative 
predictor of its chance of getting ac-
cepted at the NIPS conference! 

A few true believers such as Yo-
shua Bengio, Geoffrey Hinton, Yann 
LeCun, and Juergen Schmidhuber 
persisted, with a lot of effort directed 
towards developing unsupervised 
techniques. These did not lead to 
much success on the benchmark 
problems that the field cared about, 
so they remained a minority inter-
est. There were a few technical in-
novations—max-pooling, dropout, 
and the use of half-wave rectification 
(a.k.a ReLU) as the activation func-
tion nonlinearity—but before the 
publication of the KSH paper in 2012, 
the mainstream computer vision 
community did not think that neu-
ral network based techniques could 
produce results competitive with our 
hand designed features and architec-
tures. I was one of those skeptics, and 
I recall telling Geoff Hinton that con-

It is my opinion  
the following paper  
is the most  
impactful paper  
in machine learning 
and computer vision 
in the last five years.

To view the accompanying paper,  
visit doi.acm.org/10.1145/3065386 rh
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WE ARE IN the middle of the third wave 
of interest in artificial neural networks 
as the leading paradigm for machine 
learning. The first wave dates back to 
the 1950s, the second to the 1980s, 
and the third to the 2010s. The fol-
lowing paper by Krizhevksy, Sutskever 
and Hinton (henceforth KSH) is the 
paper most responsible for this third 
wave. Here, I sketch the intellectual 
history surrounding this work.

The current wave has been called 
“deep learning” because of the em-
phasis on having multiple layers of 
neurons between the input and the 
output of the neural network; the main 
architectural design features, however, 
remain the same as in the second wave, 
the 1980s. Central to that era was the 
publication of the back-propagation al-
gorithm for training multilayer percep-
trons by Rumelhart, Hinton and Wil-
liams.7 This algorithm, a consequence 
of the chain rule of calculus, had been 
noted before, for example, by Werbos.8 
However, the Rumelhart et. al. version 
was significantly more impactful as it 
was accompanied by interest in dis-
tributed representations of knowledge 
in cognitive science and artificial intel-
ligence, contrasted with the symbolic 
representations favored by the main-
stream researchers. 

The second intellectual strand 
comes from neuroscience, most spe-
cifically from Hubel and Wiesel’s 
studies of cat and monkey visual 
cortex.4,5 They developed a hierarchi-
cal model of the visual pathway with 
neurons in lower areas such as V1 re-
sponding to features such as oriented 
edges and bars, and in higher areas to 
more specific stimuli (“grandmother 
cells” in the cartoon version). Fuku-
shima2 proposed a neural network 
architecture for pattern recognition 
explicitly motivated by Hubel and Wi-
esel’s hierarchy. His model had alter-
nating layers of simple cells and com-
plex cells, thus incorporating down 
sampling, and shift invariance, thus 
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of us, skeptics and believers, went 
back to our laboratories to explore 
these questions. Within a year or two, 
the evidence was quite clear. For ex-
ample, the R-CNN work of Girshick 
et al.3 showed the KSH architecture 
could be modified, by making use of 
computer vision ideas such as region 
proposals, to make possible state of 
the art object detection on PASCAL 
VOC. Getting SGD to work well is an 
art, but it could be mastered by stu-
dents and researchers and corporate 
employees and yield reproducible 
results in many different settings. 
We do not yet have convincing theo-
retical proof of the robustness of SGD 
but the empirical evidence is quite 
compelling, so we leave it to the theo-
reticians to find an explanation while 
experimentalists forge ahead. We 
have realized that generally deeper 
networks work better, and that over-
fitting fears are overblown. We have 
new techniques such as “batch nor-
malization” to deal with regulariza-
tion, and dropout is not so crucial any 
more. Practical applications abound.

It is my opinion the following pa-
per is the most impactful paper in ma-
chine learning and computer vision in 
the last five years. It is the paper that 
led the field of computer vision to em-
brace deep learning.	
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ImageNet Classification with Deep 
Convolutional Neural Networks
By Alex Krizhevsky, Ilya Sutskever, and Geoffrey E. Hinton

Abstract
We trained a large, deep convolutional neural network to 
classify the 1.2 million high-resolution images in the 
ImageNet LSVRC-2010 contest into the 1000 different 
classes. On the test data, we achieved top-1 and top-5 error 
rates of 37.5% and 17.0%, respectively, which is considerably 
better than the previous state-of-the-art. The neural network, 
which has 60 million parameters and 650,000 neurons, con-
sists of five convolutional layers, some of which are followed 
by max-pooling layers, and three fully connected layers with a 
final 1000-way softmax. To make training faster, we used non-
saturating neurons and a very efficient GPU implementation 
of the convolution operation. To reduce overfitting in the 
fully connected layers we employed a recently developed reg-
ularization method called “dropout” that proved to be very 
effective. We also entered a variant of this model in the 
ILSVRC-2012 competition and achieved a winning top-5 test 
error rate of 15.3%, compared to 26.2% achieved by the sec-
ond-best entry.

1. PROLOGUE
Four years ago, a paper by Yann LeCun and his collaborators 
was rejected by the leading computer vision conference on 
the grounds that it used neural networks and therefore pro-
vided no insight into how to design a vision system. At the 
time, most computer vision researchers believed that a vision 
system needed to be carefully hand-designed using a detailed 
understanding of the nature of the task. They assumed that 
the task of classifying objects in natural images would never 
be solved by simply presenting examples of images and the 
names of the objects they contained to a neural network that 
acquired all of its knowledge from this training data.

What many in the vision research community failed to 
appreciate was that methods that require careful hand-engi-
neering by a programmer who understands the domain do 
not scale as well as methods that replace the programmer 
with a powerful general-purpose learning procedure. With 
enough computation and enough data, learning beats pro-
gramming for complicated tasks that require the integration 
of many different, noisy cues.

Four years ago, while we were at the University of Toronto, 
our deep neural network called SuperVision almost halved 
the error rate for recognizing objects in natural images and 
triggered an overdue paradigm shift in computer vision. 
Figure 4 shows some examples of what SuperVision can do.

SuperVision evolved from the multilayer neural networks 

that were widely investigated in the 1980s. These networks 
used multiple layers of feature detectors that were all learned 
from the training data. Neuroscientists and psychologists had 
hypothesized that a hierarchy of such feature detectors would 
provide a robust way to recognize objects but they had no idea 
how such a hierarchy could be learned. There was great excite-
ment in the 1980s because several different research groups 
discovered that multiple layers of feature detectors could be 
trained efficiently using a relatively straight-forward algorithm 
called backpropagation18, 22, 27, 33 to compute, for each image, 
how the classification performance of the whole network 
depended on the value of the weight on each connection.

Backpropagation worked well for a variety of tasks, but in 
the 1980s it did not live up to the very high expectations of its 
advocates. In particular, it proved to be very difficult to learn 
networks with many layers and these were precisely the net-
works that should have given the most impressive results. 
Many researchers concluded, incorrectly, that learning a 
deep neural network from random initial weights was just too 
difficult. Twenty years later, we know what went wrong: for 
deep neural networks to shine, they needed far more labeled 
data and hugely more computation.

2. INTRODUCTION
Current approaches to object recognition make essential 
use of machine learning methods. To improve their perfor-
mance, we can collect larger datasets, learn more powerful 
models, and use better techniques for preventing overfit-
ting. Until recently, datasets of labeled images were rela-
tively small—on the order of tens of thousands of images 
(e.g., NORB,19 Caltech-101/256,8, 10 and CIFAR-10/10014). 
Simple recognition tasks can be solved quite well with datas-
ets of this size, especially if they are augmented with label-
preserving transformations. For example, the current-best 
error rate on the MNIST digit-recognition task (<0.3%) 
approaches human performance.5 But objects in realistic 
settings exhibit considerable variability, so to learn to recog-
nize them it is necessary to use much larger training sets. 
And indeed, the shortcomings of small image datasets have 
been widely recognized (e.g., Ref.25), but it has only recently 
become possible to collect labeled datasets with millions of 

The original version of this paper was published in  
the Proceedings of the 25th International Conference on Neu-
ral Information Processing Systems (Lake Tahoe, NV, Dec. 
2012), 1097–1105.
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images. The new larger datasets include LabelMe,28 which 
consists of hundreds of thousands of fully segmented 
images, and ImageNet,7 which consists of over 15 million 
labeled high-resolution images in over 22,000 categories.

To learn about thousands of objects from millions of 
images, we need a model with a large learning capacity. 
However, the immense complexity of the object recogni-
tion task means that this problem cannot be specified even 
by a dataset as large as ImageNet, so our model should also 
have lots of prior knowledge to compensate for all the data 
we do not have. Convolutional neural networks (CNNs) con-
stitute one such class of models.9, 15, 17, 19, 21, 26, 32 Their capacity 
can be controlled by varying their depth and breadth, and 
they also make strong and mostly correct assumptions 
about the nature of images (namely, stationarity of statis-
tics and locality of pixel dependencies). Thus, compared to 
standard feedforward neural networks with similarly sized 
layers, CNNs have much fewer connections and parameters 
and so they are easier to train, while their theoretically best 
performance is likely to be only slightly worse.

Despite the attractive qualities of CNNs, and despite the 
relative efficiency of their local architecture, they have still 
been prohibitively expensive to apply in large scale to high-
resolution images. Luckily, current GPUs, paired with a 
highly optimized implementation of 2D convolution, are 
powerful enough to facilitate the training of interestingly-
large CNNs, and recent datasets such as ImageNet contain 
enough labeled examples to train such models without severe 
overfitting.

The specific contributions of this paper are as follows: we 
trained one of the largest CNNs to date on the subsets of 
ImageNet used in the ImageNet Large-Scale Visual 
Recognition Challenge (ILSVRC)-2010 and ILSVRC-2012 
competitions2 and achieved by far the best results ever 
reported on these datasets. We wrote a highly optimized GPU 
implementation of 2D convolution and all the other opera-
tions inherent in training CNNs, which we make available 
publicly.a Our network contains a number of new and 
unusual features which improve its performance and reduce 
its training time, which are detailed in Section 4. The size of 
our network made overfitting a significant problem, even 
with 1.2 million labeled training examples, so we used several 
effective techniques for preventing overfitting, which are 
described in Section 5. Our final network contains five convo-
lutional and three fully connected layers, and this depth 
seems to be important: we found that removing any convolu-
tional layer (each of which contains no more than 1% of the 
model’s parameters) resulted in inferior performance.

In the end, the network’s size is limited mainly by the 
amount of memory available on current GPUs and by the 
amount of training time that we are willing to tolerate. Our 
network takes between 5 and 6 days to train on two GTX 580 
3GB GPUs. All of our experiments suggest that our results can 
be improved simply by waiting for faster GPUs and bigger 
datasets to become available.

3. THE DATASET
ImageNet is a dataset of over 15 million labeled high-resolution 
images belonging to roughly 22,000 categories. The images 
were collected from the web and labeled by human labelers 
using Amazon’s Mechanical Turk crowd-sourcing tool. Starting 
in 2010, as part of the Pascal Visual Object Challenge, an annual 
competition called the ImageNet Large-Scale Visual 
Recognition Challenge (ILSVRC) has been held. ILSVRC uses a 
subset of ImageNet with roughly 1000 images in each of 1000 
categories. In all, there are roughly 1.2 million training images, 
50,000 validation images, and 150,000 testing images.

ILSVRC-2010 is the only version of ILSVRC for which the 
test set labels are available, so this is the version on which we 
performed most of our experiments. Since we also entered 
our model in the ILSVRC-2012 competition, in Section 7 we 
report our results on this version of the dataset as well, for 
which test set labels are unavailable. On ImageNet, it is cus-
tomary to report two error rates: top-1 and top-5, where the 
top-5 error rate is the fraction of test images for which the 
correct label is not among the five labels considered most 
probable by the model.

ImageNet consists of variable-resolution images, while 
our system requires a constant input dimensionality. 
Therefore, we down-sampled the images to a fixed resolution 
of 256 × 256. Given a rectangular image, we first rescaled the 
image such that the shorter side was of length 256, and then 
cropped out the central 256 × 256 patch from the resulting 
image. We did not pre process the images in any other way, 
except for subtracting the mean activity over the training set 
from each pixel. So we trained our network on the (centered) 
raw RGB values of the pixels.

4. THE ARCHITECTURE
The architecture of our network is summarized in Figure 2. It 
contains eight learned layers—five convolutional and three 
fully connected. Below, we describe some of the novel or 
unusual features of our network’s architecture. Sections 4.1–
4.4 are sorted according to our estimation of their impor-
tance, with the most important first.

4.1. Rectified Linear Unit nonlinearity
The standard way to model a neuron’s output f as a function 
of its input x is with f(x) = tanh(x) or f(x) = (1 + e−x)−1. In terms 
of training time with gradient descent, these saturating 
nonlinearities are much slower than the non-saturating 
nonlinearity f(x) = max(0, x). Following Nair and Hinton,24 
we refer to neurons with this non linearity as Rectified 
Linear Units (ReLUs). Deep CNNs with ReLUs train several 
times faster than their equivalents with tanh units. This is 
demonstrated in Figure 1, which shows the number of itera-
tions required to reach 25% training error on the CIFAR-10 
dataset for a particular four-layer convolutional network. 
This plot shows that we would not have been able to experi-
ment with such large neural networks for this work if we 
had used traditional saturating neuron models.

We are not the first to consider alternatives to traditional 
neuron models in CNNs. For example, Jarrett et al.13 claim 
that the nonlinearity f(x) = |tanh(x)| works particularly well 
with their type of contrast normalization followed by local a  http://code.google.com/p/cuda-convnet/.
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average pooling on the Caltech-101 dataset. However, on this 
dataset the primary concern is preventing overfitting, so the 
effect they are observing is different from the accelerated 
ability to fit the training set which we report when using 
ReLUs. Faster learning has a great influence on the perfor-
mance of large models trained on large datasets.

4.2. Training on multiple GPUs
A single GTX 580 GPU has only 3GB of memory, which limits 
the maximum size of the networks that can be trained on it. 
It turns out that 1.2 million training examples are enough 
to train networks which are too big to fit on one GPU. 
Therefore we spread the net across two GPUs. Current GPUs 
are particularly well-suited to cross-GPU parallelization, as 
they are able to read from and write to one another’s mem-
ory directly, without going through host machine memory. 
The parallelization scheme that we employ essentially puts 
half of the kernels (or neurons) on each GPU, with one addi-
tional trick: the GPUs communicate only in certain layers. 
This means that, for example, the kernels of layer 3 take 
input from all kernel maps in layer 2. However, kernels in 
layer 4 take input only from those kernel maps in layer 3 
which reside on the same GPU. Choosing the pattern of con-
nectivity is a problem for cross-validation, but this allows us 
to precisely tune the amount of communication until it is 
an acceptable fraction of the amount of computation.

The resultant architecture is somewhat similar to that of 
the “columnar” CNN employed by Cireşan et al.,4 except that 
our columns are not independent (see Figure 2). This scheme 
reduces our top-1 and top-5 error rates by 1.7% and 1.2%, 
respectively, as compared with a net with half as many kernels 
in each convolutional layer trained on one GPU. The two-GPU 

net takes slightly less time to train than the one-GPU net.b

4.3. Local response normalization
ReLUs have the desirable property that they do not require 
input normalization to prevent them from saturating. If at 
least some training examples produce a positive input to a 
ReLU, learning will happen in that neuron. However, we still 
find that the following local normalization scheme aids gen-
eralization. Denoting by ai

x, y the activity of a neuron com-
puted by applying kernel i at position (x, y) and then applying 
the ReLU nonlinearity, the response-normalized activity bi

x, y 
is given by the expression

where the sum runs over n “adjacent” kernel maps at the 
same spatial position, and N is the total number of kernels in 
the layer. The ordering of the kernel maps is of course arbi-
trary and determined before training begins. This sort of 
response normalization implements a form of lateral inhibi-
tion inspired by the type found in real neurons, creating com-
petition for big activities among neuron outputs computed 
using different kernels. The constants k, n, α, and β are hyper-
parameters whose values are determined using a validation 
set; we used k = 2, n = 5, α = 10−4, and β = 0.75. We applied this 
normalization after applying the ReLU nonlinearity in cer-
tain layers (see Section 4.5).

This scheme bears some resemblance to the local contrast 
normalization scheme of Jarrett et al.,13 but ours would be 
more correctly termed “brightness normalization,” since we 
do not subtract the mean activity. Response normalization 
reduces our top-1 and top-5 error rates by 1.4% and 1.2%, 
respectively. We also verified the effectiveness of this scheme 
on the CIFAR-10 dataset: a four-layer CNN achieved a 13% test 
e r r o r  r a t e  w i t h o u t  n o r m a l i z a t i o n  a n d  1 1 %  w i t h 
normalization.c

4.4. Overlapping pooling
Pooling layers in CNNs summarize the outputs of neighbor-
ing groups of neurons in the same kernel map. Traditionally, 
the neighborhoods summarized by adjacent pooling units do 
not overlap (e.g., Refs.5, 13, 20). To be more precise, a pooling 
layer can be thought of as consisting of a grid of pooling units 
spaced s pixels apart, each summarizing a neighborhood of 
size z × z centered at the location of the pooling unit. If we set 
s = z, we obtain traditional local pooling as commonly 
employed in CNNs. If we set s < z, we obtain overlapping 
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Figure 1. A four-layer convolutional neural network with ReLUs 
(solid line) reaches a 25% training error rate on CIFAR-10 six times 
faster than an equivalent network with tanh neurons (dashed line). 
The learning rates for each network were chosen independently 
to make training as fast as possible. No regularization of any 
kind was employed. The magnitude of the effect demonstrated 
here varies with network architecture, but networks with ReLUs 
consistently learn several times faster than equivalents with 
saturating neurons.

b  The one-GPU net actually has the same number of kernels as the two-GPU 
net in the final convolutional layer. This is because most of the net’s param-
eters are in the first fully connected layer, which takes the last convolutional 
layer as input. So to make the two nets have approximately the same num-
ber of parameters, we did not halve the size of the final convolutional layer 
(nor the fully connected layers which follow). Therefore this comparison is 
biased in favor of the one-GPU net, since it is bigger than “half the size” of 
the two-GPU net.
c  We cannot describe this network in detail due to space constraints, but it 
is specified precisely by the code and parameter files provided here: http://
code.google.com/p/cuda-convnet/.
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of the second convolutional layer. The fourth convolu-
tional layer has 384 kernels of size 3 × 3 × 192, and the fifth 
convolutional layer has 256 kernels of size 3 × 3 × 192. The 
fully connected layers have 4096 neurons each.

5. REDUCING OVERFITTING
Our neural network architecture has 60 million parameters. 
Although the 1000 classes of ILSVRC make each training 
example impose 10 bits of constraint on the mapping from 
image to label, this turns out to be insufficient to learn so 
many parameters without considerable overfitting. Below, 
we describe the two primary ways in which we combat 
overfitting.

5.1. Data augmentation
The easiest and most common method to reduce overfitting 
on image data is to artificially enlarge the dataset using label-
preserving transformations (e.g., Refs.4, 5, 30). We employ two 
distinct forms of data augmentation, both of which allow 
transformed images to be produced from the original images 
with very little computation, so the transformed images do 
not need to be stored on disk. In our implementation, the 
transformed images are generated in Python code on the CPU 
while the GPU is training on the previous batch of images. So 
these data augmentation schemes are, in effect, computa-
tionally free.

The first form of data augmentation consists of generating 
image translations and horizontal reflections. We do this by 
extracting random 224 × 224 patches (and their horizontal 
reflections) from the 256 × 256 images and training our net-
work on these extracted patches.d This increases the size of 
our training set by a factor of 2048, though the resulting train-
ing examples are, of course, highly inter dependent. Without 
this scheme, our network suffers from substantial overfit-
ting, which would have forced us to use much smaller net-
works. At test time, the network makes a prediction by 
extracting five 224 × 224 patches (the four corner patches and 
the center patch) as well as their horizontal reflections (hence 
10 patches in all), and averaging the predictions made by the 
network’s softmax layer on the ten patches.

pooling. This is what we use throughout our network, with s = 
2 and z = 3. This scheme reduces the top-1 and top-5 error 
rates by 0.4% and 0.3%, respectively, as compared with the 
non overlapping scheme s = 2, z = 2, which produces output of 
equivalent dimensions. We generally observe during training 
that models with overlapping pooling find it slightly more dif-
ficult to overfit.

4.5. Overall architecture
Now we are ready to describe the overall architecture of 
our CNN. As depicted in Figure 2, the net contains eight 
layers with weights; the first five are convolutional and the 
remaining three are fully connected. The output of the last 
fully connected layer is fed to a 1000-way softmax which 
produces a distribution over the 1000 class labels. Our net-
work maximizes the multinomial logistic regression 
objective, which is equivalent to maximizing the average 
across training cases of the log-probability of the correct 
label under the prediction distribution.

The kernels of the second, fourth, and fifth convolutional 
layers are connected only to those kernel maps in the previous 
layer which reside on the same GPU (see Figure 2). The ker-
nels of the third convolutional layer are connected to all ker-
nel maps in the second layer.  The neurons in the 
fully-connected layers are connected to all neurons in the 
previous layer. Response-normalization layers follow the first 
and second convolutional layers. Max-pooling layers, of the 
kind described in Section 4.4, follow both response-normal-
ization layers as well as the fifth convolutional layer. The 
ReLU non linearity is applied to the output of every convolu-
tional and fully connected layer.

The first convolutional layer filters the 224 × 224 × 3 
input image with 96 kernels of size 11 × 11 × 3 with a stride 
of 4 pixels (this is the distance between the receptive field 
centers of neighboring neurons in a kernel map). The sec-
ond convolutional layer takes as input the (response-nor-
malized and pooled) output of the first convolutional layer 
and filters it with 256 kernels of size 5 × 5 × 48. The third, 
fourth, and fifth convolutional layers are connected to one 
another without any intervening pooling or normalization 
layers. The third convolutional layer has 384 kernels of size 
3 × 3 × 256 connected to the (normalized, pooled) outputs d  This is the reason why the input images in Figure 2 are 224 × 224 × 3 dimensional.
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Figure 2. An illustration of the architecture of our CNN, explicitly showing the delineation of responsibilities between the two GPUs. One GPU 
runs the layer-parts at the top of the figure while the other runs the layer-parts at the bottom. The GPUs communicate only at certain layers. 
The network’s input is 150,528-dimensional, and the number of neurons in the network’s remaining layers is given by 290,400–186,624–
64,896–64,896–43,264–4096–4096–1000.
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The second form of data augmentation consists of altering 
the intensities of the RGB channels in training images. 
Specifically, we perform PCA on the set of RGB pixel values 
throughout the ImageNet training set. To each training 
image, we add multiples of the found principal components, 
with magnitudes proportional to the corresponding eigen 
values times a random variable drawn from a Gaussian with 
mean 0 and standard deviation 0.1. Therefore to each RGB 
image pixel Ixy = [IR

xy, I
G

xy, I
B

xy]
T we add the following quantity:

[p1, p2, p3] [α1λ1, α2λ2, α3λ3]T,

where pi and λi are ith eigenvector and eigenvalue of the 3 × 3 
covariance matrix of RGB pixel values, respectively, and αi is 
the aforementioned random variable. Each αi is drawn only 
once for all the pixels of a particular training image until that 
image is used for training again, at which point it is re drawn. 
This scheme approximately captures an important property 
of natural images, namely, that object identity is invariant to 
changes in the intensity and color of the illumination. This 
scheme reduces the top-1 error rate by over 1%.

5.2. Dropout
Combining the predictions of many different models is a very 
successful way to reduce test errors,1, 3 but it appears to be too 
expensive for big neural networks that already take several 
days to train. There is, however, a very efficient version of 
model combination that only costs about a factor of two dur-
ing training. The recently introduced technique, called 
“dropout”,12 consists of setting to zero the output of each hid-
den neuron with probability 0.5. The neurons which are 
“dropped out” in this way do not contribute to the forward 
pass and do not participate in back propagation. So every 
time an input is presented, the neural network samples a dif-
ferent architecture, but all these architectures share weights. 
This technique reduces complex co adaptations of neurons, 
since a neuron cannot rely on the presence of particular other 
neurons. It is, therefore, forced to learn more robust features 
that are useful in conjunction with many different random 
subsets of the other neurons. At test time, we use all the neu-
rons but multiply their outputs by 0.5, which is a reasonable 
approximation to taking the geometric mean of the predic-
tive distributions produced by the exponentially-many drop-
out networks.

We use dropout in the first two fully connected layers of 
Figure 2. Without dropout, our network exhibits substantial 
overfitting. Dropout roughly doubles the number of itera-
tions required to converge.

6. DETAILS OF LEARNING
We trained our models using stochastic gradient descent 
with a batch size of 128 examples, momentum of 0.9, and 
weight decay of 0.0005. We found that this small amount of 
weight decay was important for the model to learn. In other 
words, weight decay here is not merely a regularizer: it 
reduces the model’s training error. The update rule for weight 
w was

where i is the iteration index, u is the momentum variable, ε is 
the learning rate, and 〈 wi

〉Di
 is the average over the ith batch 

Di of the derivative of the objective with respect to w, evaluated 
at wi.

We initialized the weights in each layer from a zero-mean 
Gaussian distribution with standard deviation 0.01. We ini-
tialized the neuron biases in the second, fourth, and fifth 
convolutional layers, as well as in the fully connected hidden 
layers, with the constant 1. This initialization accelerates the 
early stages of learning by providing the ReLUs with positive 
inputs. We initialized the neuron biases in the remaining lay-
ers with the constant 0.

We used an equal learning rate for all layers, which we 
adjusted manually throughout training. The heuristic which 
we followed was to divide the learning rate by 10 when the vali-
dation error rate stopped improving with the current learning 
rate. The learning rate was initialized at 0.01 and reduced 
three times prior to termination. We trained the network for 
roughly 90 cycles through the training set of 1.2 million 
images, which took 5–6 days on two NVIDIA GTX 580 3GB 
GPUs.

7. RESULTS
Our results on ILSVRC-2010 are summarized in Table 1. Our 
network achieves top-1 and top-5 test set error rates of 37.5% 
and 17.0%, respectively.e The best performance achieved dur-
ing the ILSVRC-2010 competition was 47.1% and 28.2% with 
an approach that averages the predictions produced from six 
sparse-coding models trained on different features,2 and 
since then the best published results are 45.7% and 25.7% 
with an approach that averages the predictions of two classi-
fiers trained on Fisher Vectors (FVs) computed from two types 
of densely sampled features.29

We also entered our model in the ILSVRC-2012 competi-
tion and report our results in Table 2. Since the ILSVRC-2012 
test set labels are not publicly available, we cannot report test 

Model Top-1 (%) Top-5 (%)

Sparse coding2 47.1 28.2
SIFT + FVs29 45.7 25.7
CNN 37.5 17.0

Table 1. Comparison of results on ILSVRC-2010 test set.

In italics are best results achieved by others.

e  The error rates without averaging predictions over 10 patches as described 
in Section 5.1 are 39.0% and 18.3%.

Model Top-1 (val, %) Top-5 (val, %) Top-5 (test, %)

SIFT + FVs6 – – 26.2
1 CNN 40.7 18.2 –
5 CNNs 38.1 16.4 16.4
1 CNN* 39.0 16.6 –
7 CNNs* 36.7 15.4 15.3

Table 2. Comparison of error rates on ILSVRC-2012 validation and test sets.

In italics are best results achieved by others. Models with an “*” were “pre-trained” to classify 
the entire ImageNet 2011 Fall release (see Section 7 for details).
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color-specific. This kind of specialization occurs during every 
run and is independent of any particular random weight ini-
tialization (modulo a renumbering of the GPUs).

In the left panel of Figure 4 we qualitatively assess what the 
network has learned by computing its top-5 predictions on 
eight test images. Notice that even off-center objects, such as 
the mite in the top-left, can be recognized by the net. Most of 
the top-5 labels appear reasonable. For example, only other 
types of cat are considered plausible labels for the leopard. In 
some cases (grille, cherry) there is genuine ambiguity about 
the intended focus of the photograph.

Another way to probe the network’s visual knowledge is to 
consider the feature activations induced by an image at the 
last, 4096-dimensional hidden layer. If two images produce 
feature activation vectors with a small Euclidean separation, 
we can say that the higher levels of the neural network con-
sider them to be similar. Figure 4 shows five images from the 
test set and the six images from the training set that are most 
similar to each of them according to this measure. Notice that 
at the pixel level, the retrieved training images are generally 
not close in L2 to the query images in the first column. For 
example, the retrieved dogs and elephants appear in a variety 

error rates for all the models that we tried. In the remainder of 
this paragraph, we use validation and test error rates inter-
changeably because in our experience they do not differ by 
more than 0.1% (see Table 2). The CNN described in this 
paper achieves a top-5 error rate of 18.2%. Averaging the pre-
dictions of five similar CNNs gives an error rate of 16.4%. 
Training one CNN, with an extra sixth convolutional layer 
over the last pooling layer, to classify the entire ImageNet Fall 
2011 release (15M images, 22K categories), and then “fine-
tuning” it on ILSVRC-2012 gives an error rate of 16.6%. 
Averaging the predictions of two CNNs that were pre-trained 
on the entire Fall 2011 release with the afore mentioned five 
CNNs gives an error rate of 15.3%. The second-best contest 
entry achieved an error rate of 26.2% with an approach that 
averages the predictions of several classifiers trained on FVs 
computed from different types of densely sampled features.6

Finally, we also report our error rates on the Fall 2009 ver-
sion of ImageNet with 10,184 categories and 8.9 million 
images. On this dataset we follow the convention in the litera-
ture of using half of the images for training and half for test-
ing. Since there is no established test set, our split necessarily 
differs from the splits used by previous authors, but this does 
not affect the results appreciably. Our top-1 and top-5 error 
rates on this dataset are 67.4% and 40.9%, attained by the net 
described above but with an additional, sixth convolutional 
layer over the last pooling layer. The best published results on 
this dataset are 78.1% and 60.9%.23

7.1. Qualitative evaluations
Figure 3 shows the convolutional kernels learned by the net-
work’s two data-connected layers. The network has learned a 
variety of frequency- and orientation-selective kernels, as well 
as various colored blobs. Notice the specialization exhibited 
by the two GPUs, a result of the restricted connectivity 
described in Section 4.5. The kernels on GPU 1 are largely 
color-agnostic, while the kernels on on GPU 2 are largely 

Figure 3. Ninety-six convolutional kernels of size 11 × 11 × 3 learned 
by the first convolutional layer on the 224 × 224 × 3 input images. 
The top 48 kernels were learned on GPU 1 while the bottom 48 
kernels were learned on GPU 2 (see Section 7.1 for details).

Figure 4. (Left) Eight ILSVRC-2010 test images and the five labels considered most probable by our model. The correct label is written 
under each image, and the probability assigned to the correct label is also shown with a red bar (if it happens to be in the top 5). (Right) Five 
ILSVRC-2010 test images in the first column. The remaining columns show the six training images that produce feature vectors in the last 
hidden layer with the smallest Euclidean distance from the feature vector for the test image.
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of poses. We present the results for many more test images in 
the supplementary material.

Computing similarity by using Euclidean distance 
between two 4096-dimensional, real-valued vectors is ineffi-
cient, but it could be made efficient by training an auto 
encoder to compress these vectors to short binary codes. This 
should produce a much better image retrieval method than 
applying auto encoders to the raw pixels,16 which does not 
make use of image labels and hence has a tendency to retrieve 
images with similar patterns of edges, whether or not they are 
semantically similar.

8. DISCUSSION
Our results show that a large, deep CNN is capable of achieving 
record-breaking results on a highly challenging dataset using 
purely supervised learning. It is notable that our network’s per-
formance degrades if a single convolutional layer is removed. 
For example, removing any of the middle layers results in a loss 
of about 2% for the top-1 performance of the network. So the 
depth really is important for achieving our results.

To simplify our experiments, we did not use any unsuper-
vised pre-training even though we expect that it will help, espe-
cially if we obtain enough computational power to significantly 
increase the size of the network without obtaining a corre-
sponding increase in the amount of labeled data. Thus far, our 
results have improved as we have made our network larger and 
trained it longer but we still have many orders of magnitude to 
go in order to match the infero temporal pathway of the human 
visual system. Ultimately we would like to use very large and 
deep convolutional nets on video sequences where the tempo-
ral structure provides very helpful information, that is, missing 
or far less obvious in static images.

9. EPILOGUE
The response of the computer vision community to the suc-
cess of SuperVision was impressive. Over the next year or two, 
they switched to using deep neural networks and these are 
now widely deployed by Google, Facebook, Microsoft, Baidu 
and many other companies. By 2015, better hardware, more 
hidden layers, and a host of technical advances reduced the 
error rate of deep convolutional neural nets by a further factor 
of three so that they are now quite close to human perfor-
mance for static images.11, 31 Much of the credit for this revolu-
tion should go to the pioneers who spent many years 
developing the technology of CNNs, but the essential missing 
ingredient was supplied by FeiFei et al.7 who put a huge effort 
into producing a labeled dataset that was finally large enough 
to show what neural networks could really do.�
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	 5.	 Cireşan, D., Meier, U., Schmidhuber, J. 
Multi-column deep neural networks 
for image classification. Arxiv preprint 
arXiv:1202.2745, 2012.

	 6.	 Deng, J., Berg, A., Satheesh, S., Su, H., 
Khosla, A., Fei-Fei, L. In ILSVRC-2012 
(2012).

	 7.	 Deng, J., Dong, W., Socher, R., Li, L.-J., 
Li, K., Fei-Fei, L. ImageNet: A 
large-scale hierarchical image 
database. In CVPR09 (2009).

	 8.	 Fei-Fei, L., Fergus, R., Perona, P. 
Learning generative visual models 
from few training examples: 
An incremental Bayesian approach 
tested on 101 object categories. 
Comput. Vision Image Understanding 
106, 1 (2007), 59–70.

	 9.	 Fukushima, K. Neocognitron: A 
self-organizing neural network model 
for a mechanism of pattern recognition 
unaffected by shift in position. Biol. 
Cybern. 36, 4 (1980), 193–202.

	10.	 Griffin, G., Holub, A., Perona, P. 
Caltech-256 object category dataset. 
Technical Report 7694, California 
Institute of Technology, 2007.

	11.	 He, K., Zhang, X., Ren, S., Sun, J. Deep 
residual learning for image recognition. 
arXiv preprint arXiv:1512.03385, 2015.

	12.	 Hinton, G., Srivastava, N., 
Krizhevsky, A., Sutskever, I., 
Salakhutdinov, R. Improving neural 
networks by preventing co-adaptation 
of feature detectors. arXiv preprint 
arXiv:1207.0580 (2012).

	13.	 Jarrett, K., Kavukcuoglu, K., 
Ranzato, M.A., LeCun, Y. What is the 
best multi-stage architecture for 
object recognition? In International 
Conference on Computer Vision 
(2009). IEEE, 2146–2153.

	14.	 Krizhevsky, A. Learning multiple layers 
of features from tiny images. Master’s 
thesis, Department of Computer 
Science, University of Toronto, 2009.

	15.	 Krizhevsky, A. Convolutional deep 
belief networks on cifar-10. 
Unpublished manuscript, 2010.

	16.	 Krizhevsky, A., Hinton, G. Using very 
deep autoencoders for content-based 
image retrieval. In ESANN (2011).

	17.	 LeCun, Y., Boser, B., Denker, J., 
Henderson, D., Howard, R., Hubbard, W., 
Jackel, L., et al. Handwritten digit 
recognition with a back-propagation 
network. In Advances in Neural 
Information Processing Systems (1990).

	18.	 LeCun, Y. Une procedure 
d’apprentissage pour reseau a seuil 
asymmetrique (a learning scheme for 
asymmetric threshold networks). 1985.

	19.	 LeCun, Y., Huang, F., Bottou, L. 
Learning methods for generic object 
recognition with invariance to pose and 
lighting. In Proceedings of the 2004 
IEEE Computer Society Conference on 
Computer Vision and Pattern 
Recognition, 2004, CVPR 2004. 
Volume 2 (2004). IEEE, II–97.

	20.	 LeCun, Y., Kavukcuoglu, K., Farabet, C. 
Convolutional networks and 
applications in vision. In Proceedings 
of 2010 IEEE International 
Symposium on Circuits and Systems 
(ISCAS) (2010). IEEE, 253–256.

	21.	 Lee, H., Grosse, R., Ranganath, R., Ng, 
A. Convolutional deep belief 
networks for scalable unsupervised 

learning of hierarchical 
representations. In Proceedings of 
the 26th Annual International 
Conference on Machine Learning 
(2009). ACM, 609–616.

	22.	 Linnainmaa, S. Taylor expansion of the 
accumulated rounding error. BIT 
Numer. Math. 16, 2 (1976), 146–160.

	23.	 Mensink, T., Verbeek, J., Perronnin, F., 
 Csurka, G. Metric learning for large 
scale image classification: 
Generalizing to new classes at 
near-zero cost. In ECCV – European 
Conference on Computer Vision 
(Florence, Italy, Oct. 2012).

	24.	 Nair, V., Hinton, G.E. Rectified linear 
units improve restricted Boltzmann 
machines. In Proceedings of the 27th 
International Conference on Machine 
Learning (2010).

	25.	 Pinto, N., Cox, D., DiCarlo, J. Why is 
real-world visual object recognition 
hard? PLoS Comput. Biol. 4, 1 (2008), 
e27.

	26.	 Pinto, N., Doukhan, D., DiCarlo, J., Cox, 
D. A high-throughput screening 
approach to discovering good forms of 
biologically inspired visual 
representation. PLoS Comput. Biol. 5, 
11 (2009), e1000579.

	27.	 Rumelhart, D.E., Hinton, G.E., Williams, 
R.J. Learning internal representations 
by error propagation. Technical report, 
DTIC Document, 1985.

	28.	 Russell, BC, Torralba, A., Murphy, K., 
Freeman, W. Labelme: A database and 
web-based tool for image annotation. 
Int. J. Comput Vis. 77, 1 (2008), 
157–173.

	29.	 Sánchez, J., Perronnin, F. High-
dimensional signature compression for 
large-scale image classification. In 
IEEE Conference on Computer Vision 
and Pattern Recognition (CVPR), 2011 
(2011). IEEE, 1665–1672.

	30.	 Simard, P., Steinkraus, D., Platt, J. Best 
practices for convolutional neural 
networks applied to visual document 
analysis. In Proceedings of the 
Seventh International Conference on 
Document Analysis and Recognition. 
Volume 2 (2003), 958–962.

	31.	 Szegedy, C., Liu, W., Jia, Y., Sermanet, 
P., Reed, S., Anguelov, D., Erhan, D., 
Vanhoucke, V., Rabinovich, A.  
Going deeper with convolutions. 
In Proceedings of the IEEE Conference 
on Computer Vision and Pattern 
Recognition (2015), 1–9.

	32.	 Turaga, S., Murray, J., Jain, V., Roth, F., 
Helmstaedter, M., Briggman, K., Denk, 
W., Seung, H. Convolutional networks 
can learn to generate affinity graphs 
for image segmentation. Neural 
Comput. 22, 2 (2010), 511–538.

	33.	 Werbos, P. Beyond regression: New 
tools for prediction and analysis in 
the behavioral sciences, 1974.

Alex Krizhevsky and Geoffrey E. Hinton 
({akrizhevsky, geoffhinton}@google.com), 
Google Inc.

Ilya Sutskever (ilyasu@openai.com), 
OpenAI.

Copyright held by Authors/Owners.

http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=90&exitLink=http%3A%2F%2Fwww.image-net.org%2Fchallenges%2FLSVRC%2F2010%2F
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=90&exitLink=mailto%3Ailyasu%40openai.com
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=90&exitLink=http%3A%2F%2Fwww.image-net.org%2Fchallenges%2FLSVRC%2F2010%2F
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=90&exitLink=mailto%3Ageoffhinton%40google.com
http://mags.acm.org/communications/june_2017/TrackLink.action?pageName=90&exitLink=mailto%3Aakrizhevsky%40google.com


JUNE 2017  |   VOL.  60  |   NO.  6  |   COMMUNICATIONS OF THE ACM     91

DOI:10.1145/3065468

Technical  
Perspective
Low-Depth Arithmetic Circuits 
By Avi Wigderson 

To view the accompanying paper,  
visit doi.acm.org/10.1145/3065470 rh

by Agrawal and Vinay,1 which they 
called a “chasm at depth 4” appeared 
in 2008. Its clear message: proving 
lower bounds for (even homoge-
neous) depth-4 circuits is as hard (or, 
for optimists, as useful) as proving 
lower bounds on general circuits. Ex-
tending the celebrated depth reduc-
tion technique of Valiant, Skyum, 
Berkowitz and Rackoff,9 this paper 
(with subsequent improvements of 
Tavenas and Koiran) shows that any 
arithmetic circuit of size s computing 
a degree d polynomial can also be 
computed by a homogeneous 
depth-4 circuit of size sΟ(√d ). For exam-
ple, proving a subexponential nω(√ n ) 
lower bound for computing the per-
manent on n × n matrices, on such a 
weak constant-depth circuit would 
separate VP from VNP! But recall, 
even for depth-3 we were stuck. 

Next, a series of papers, mainly by 
subsets of the present authors and a 
few others got us extremely close to 
this goal! Using deep ideas and results 
from algebraic geometry originating 
from the work of Hilbert in commuta-
tive algebra, they have extended the 
method of partial derivatives to the 
much stronger “shifted partial deriva-
tives” and combined with other ideas 
including very fine combinatorial 
analysis were able to reach the chasm, 
but not cross it. More precisely they 
proved lower bounds of nΩ(√ n  ) or both 
determinant and permanent. Note 
that for the determinant this lower 
bound is tight, and changing the Ω to 
ω in this expression for the permanent 
would thus separate the two and 
hence separate VP from VNP. 

So far for depth 4. The following 
paper proves that the very same 
chasm actually exists in depth 3, at 
least over fields of characteristic 0 
like the rational numbers. More pre-
cisely, as above, every size s arithme-
tic circuit computing a polynomial of 
degree d can be computed by a 
depth-3 circuit of size sΟ(√d ) (which un-

A series of important works in the 
1980s on constant-depth Boolean cir-
cuits gives a very good picture of their 
limitations, including tight exponen-
tial lower bounds on extremely simple 
functions like the symmetric func-
tions. The basic message is that con-
stant-depth (and polynomial size) is 
an extremely weak class of algorithms. 
Strangely (and specifically over large 
enough fields) this intuition fails com-
pletely for arithmetic circuits. In 1980, 
Ben-Or already made the important 
simple observation that the symmet-
ric polynomials can be computed in 
depth-3 by a quadratic size formula! 
So, the challenge to prove exponential 
lower bounds for this simple model 
was on. Such bounds were proved un-
der further restrictions (like homo-
geneity) by Nisan-Wigderson,6 who 
introduced important techniques of 
partial derivatives and random restric-
tions to the study arithmetic circuits. 
While the best general lower bound is 
quadratic (matching Ben-Or’s result 
for symmetric polynomials), there 
was still a belief that constant depth 
is a weak model and we should easily 
prove much better bounds, for harder 
functions like permanent and even 
determinant. Still, no such progress 
followed for over a decade. 

A surprising and influential paper 

While we generally 
know more about 
arithmetic circuits, 
their power is  
far from understood.

THE COMPUTATIONS OF polynomials (over 
a field, which we shall throughout as-
sume is of zero or large enough char-
acteristic) using arithmetic opera-
tions of addition and multiplication 
(and possibly division) are of course 
as natural as the computation of 
Boolean functions via logical gates, 
and capture many natural important 
tasks including Fourier transforms, 
linear algebra, matrix computations 
and more generally symbolic alge-
braic computations arising in many 
settings. Arithmetic circuits are the 
natural computational model for un-
derstanding the computational com-
plexity of such tasks just like Boolean 
circuits are for Boolean functions. The 
presence of algebraic structure and 
mathematical tools supplied by centu-
ries of work in algebra were a source of 
hope that understanding arithmetic 
circuits will be much faster and easier 
than their Boolean siblings. And while 
we generally know more about arith-
metic circuits, their power is far from 
understood, and in particular, the 
arithmetic analog VP vs. VNP of the 
Boolean P vs. NP problem as formu-
lated by Valiant8 is wide open. 

The past few years have seen a revolu-
tion in our understanding of arithmetic 
circuits. Surprising new upper bounds, 
combined with new powerful tech-
niques of proving lower bounds, have 
brought us to recognize the mysterious 
importance of very shallow circuits to 
capture the long-term goals of the field, 
and to pinpointing with uncommon 
precision the complexity of natural 
problems in this model. These develop-
ments have rejuvenated the hope, and 
give a concrete program, to the pos-
sible separation of Valiant’s classes VP 
and VNP. The following paper of Gupta 
et. al. on the “chasm at depth 3” is one 
of the culminations of this new under-
standing. I will now briefly explain the 
“chasm” phenomenon, and some of 
these developments, on which the au-
thors of the paper elaborate. 
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fortunately are not homogeneous 
anymore and actually have very large 
degrees). It is difficult to explain to 
non-experts why this is so unexpect-
ed, but as before it carries the same 
message: proving nω(√ n ) lower bound 
for computing the permanent even 
on depth-3 arithmetic circuits would 
separate VP from VNP. 

Again, for optimists, this means 
that we are extremely close to resolv-
ing a major goal of the field. For pes-
simists, this may be simply an in-
dication of how strong are depth-3 
circuits and how hopeless proving 
lower bounds is even for them. I am 
on the optimists’ side. As far as we 
know, in the arithmetic setting we 
have no barriers (aka excuses) of the 
“natural proofs” or “relativization” 
varieties, which seem to explain our 
failure so far to prove lower bounds 
in the Boolean setting. Moreover, the 
arithmetic setting is making good 
on the promise of providing math-
ematical techniques, which may help 
resolve its major problems, as the 
line of work here indicates. Another 
indication, of course, the Geometric 
Complexity Theory (GCT) approach 
of Mulmuley and Sohoni,5 which ap-
proaches the VP vs. VNP question 
from a different direction, based on in-
variant theory and representation the-
ory. Indeed, some relations and con-
nections between the two approaches 
were discovered, and the growing 
interests of pure mathematicians 
in these computational complexity 
questions is encouraging. 

As we have grown to expect of 
computational complexity, there are 
myriad connections of this research 
in arithmetic complexity to other 
seemingly distinct subareas of the 
field. One important connection to 
pseudorandomness, in particular 
the intimate relationship between 
derandomizing the probabilistic 
algorithm for Polynomial Identity 
Testing (PIT) and arithmetic lower 
bounds discovered by Kabanets and 
Impagliazzo.4 Subsequently, Dvir 
and Shpilka2 initiated a program to 
understand this question for very 
shallow circuits, making connec-
tions to locally decodable and cor-
rectable codes on the one hand and 
to combinatorial geometry (mainly 
incidence theory) on the other. This 

has lead to a long sequence of papers 
obtaining both new lower bounds 
and new identity testing algorithms 
for larger and larger classes of low-
depth and other circuit models. Yet 
another exciting connection was re-
cently made by Grochow and Pitassi3 
between arithmetic complexity, PIT 
and proof complexity, in what will 
surely develop and possibly lead to 
lower bounds in that field. 

Let me conclude with a riddle: Can 
depth-3 lower bounds on Boolean 
circuits lead to “real” lower bounds, 
as they do in the arithmetic setting? 
Yes! The positive answer in Valiant’s7 
predates all of these developments. 
In this paper Valiant shows that any 
function requiring exp(n) size depth-3 
Boolean circuits cannot be computed 
by a linear-size, logarithmic depth cir-
cuit. The state-of-art in Boolean cir-
cuit lower bounds is so pathetic that 
the latter remained one of its major 
goals since Valiant’s paper, and can 
be achieved via strong enough depth-3 
lower bounds. 

On to proving real lower bounds! 	
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Abstract
Complexity theory aims at understanding the “hardness” 
of certain tasks with respect to the number of “basic opera-
tions” required to perform it. In the case of arithmetic cir-
cuit complexity, the goal is to understand how hard it is 
to compute a formal polynomial in terms of the number 
of additions and multiplications required. Several earlier 
results have shown that it is possible to rearrange basic 
computational elements in surprising ways to give more 
efficient algorithms. The main result of this article is along 
a similar vein.

We present a simulation of any formal polynomial com-
puted by an arithmetic circuit by a shallow circuit of not-
much larger size. Roughly, depth corresponds to the time 
required in a massively parallel computation. This result 
shows that efficient computations can be speedup to run in 
depth three, while requiring surprisingly low size.

In addition to the possible usefulness of the shallow sim-
ulations, this theorem has implications in computational 
complexity lower bounds, since this implies that any small 
improvement in current lower bound approaches would 
lead to dramatic advances in lower bounds research.

1. INTRODUCTION
The field of computational complexity broadly attempts 
to understand the limits of computation under certain 
resource bounds. The main goal of this field is to under-
stand which problems have efficient solutions and which 
problems do not. The resources that are often studied are 
running time of the algorithm, the space used, the random-
ness used, number of I/O operations, etc.

In the context of time complexity, recall the Boolean class P, 
containing all decision problems that can be solved by an 
algorithm that takes polynomial-time in the size of the 
input. The class P is the class of all problems that we deem 
efficiently computable with respect to time, and we would like 
to know if certain algorithmic tasks are in P or not. Some 
examples are the traveling salesman problem (TSP) (given a 
weighted graph G and a parameter k, check if there is a tour 
to visit all vertices of the graph of total cost at most k) or satis-
fiability (SAT) (where given a Boolean formula, check if there 
is an assignment to the variables that satisfies the formula). 
This question is precisely the well-known “P versus NP” ques-
tion and it is widely believed that there are no efficient algo-
rithms for TSP or SAT. Such conjectures can be interpreted 
as saying that these computational tasks require many “basic 
elementary operations.” For example, in Boolean circuit 
complexity, the goal is to understand the minimum num-
ber of AND, OR, and NOT gates required to compute a given 

Boolean function.
The classes of problems of interest in this paper are inherently 

algebraic such as integer multiplication, matrix multiplication, 
etc. For many of these problems, many century/millennia old 
algorithms have been superceded by faster modern algorithms. 
These faster algorithms show that it is possible to rearrange 
basic computational elements in surprising ways to give 
more efficient solutions. Some excellent examples of such 
algebraic algorithms are the classic Strassen’s22 faster matrix 
multiplication algorithm, and Karatsuba’s algorithm11 integer 
multiplication algorithm. The study of how and when this is 
possible is the field of arithmetic complexity and it can be seen 
as an algebraic analog of computational complexity theory.

In this field, which is the focus of this article, the main 
objects of study are formal polynomials over several vari-
ables. Specifically, we wish to understand “how hard” certain 
polynomials are to compute. The most natural way to com-
pute a formal polynomial from the variables x1, . . ., xn is via a 
sequence of operations consisting of additions, subtractions, 
and multiplications. Such computations can be visualized via 
arithmetic circuits. As seen in Figure 1, we shall allow input wires 
to a (+) gate to be labeled by scalars to enable computation 
of arbitrary linear combinations of the inputs. In particular, 
subtractions may be simulated by labeling the wire with (−1).

We would like to say that “hard” formal polynomials 
require “many” such operations to compute them. In this 
regard, two relevant measures of hardness are the circuit 
size (the total number of arithmetic operations involved) 
and depth (the maximum length of a path from the input to 
the output). Our goal is to understand the optimal complex-
ity, in terms of size and depth, of a given formal polynomial 
family. Note that a circuit could conceivably be implemented 
in hardware and the depth of the circuit would correspond 
to the latency or the time needed for the output to appear.

An example of a well-studied formal polynomial family is 
the determinant:

where Sd refers to the set of all permutations of d symbols. 

The original version of this paper was published in  
The 54th Annual Symposium on Foundations of Computer 
Science (FOCS 2013), and would also appear in the  
SICOMP Special Issue for FOCS 2013.
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Using the well-known (high school) method for computing 
the determinant, it can be shown Detd can be computed by 
poly(d)-sized arithmetic circuits. A very closely related family 
of formal polynomials is the permanent:

Computing the permanent of a 0/1 matrix is not just NP-hard 
but can in fact be used to count the number of satisfying 
assignment for any Boolean formula, and count perfect 
matching in a bipartite graph, and in some other problems 
involving counting and estimation in statistics.

Although this family looks very similar to the determi-
nant, it is widely believed that any arithmetic circuit com-
puting Permd must be of size exponential in d. Showing that 
the permanent cannot be computed by polynomial-size 
arithmetic circuits is the biggest challenge in the field of 
arithmetic circuit complexity.

1.1. Importance of arithmetic circuits
To understand hardness of formal polynomial functions, 
we first need to define a suitable measure of hardness. 
Intuitively, a polynomial f = x1 . . . xn should be “easy” as this 
is just a monomial. On the other hand, a polynomial such as 

 should also be “easy,” 
despite having exponentially many monomials, as f ′ is not 
much different from f. A measure of hardness, that is, robust 
with respect to such minor transformations is provided by 
arithmetic circuits. This model is particularly useful if we 
would like to understand functions like the determinant 
and permanent, which are very algebraic in nature. Valiant24 
introduced two classes of formal polynomials as algebraic 
analogs of the Boolean classes P and NP. Analogous to the 
class P that consists of efficiently computable Boolean func-
tions, the class VP is defined as the class of formal polyno-
mials f (x1, . . . xn) with deg( f ) = poly(n) that can be computed 
by arithmetic circuits of poly(n) size.

Analogous to the class NP that consists of Boolean 

functions F(x1, . . ., xn) that can be expressed as

for some G ∈ P and m = poly(n), the class VNP consists of 
formal polynomials f (x1, . . . , xn) that can be expressed as

for some formal polynomial g ∈ VP and m = poly(n).
Valiant24 showed that Detd and Permd are in some 

sense complete for the classes VP and VNP, respectively. 
Thus, showing that permanent cannot be computed by 
polynomial-size arithmetic circuits would separate the alge-
braic analog of NP from the algebraic analog of P. Further, 
if NP ⊄ P/poly, then it can be shown that VP ≠ VNP over 
finite fields. Hence, proving VP ≠ VNP could be thought of 
as a stepping stone toward proving P ≠ NP.

Another connection to the Boolean world is via the prob-
lem of polynomial identity testing (PIT), wherein we are given 
an arithmetic circuit as input and are required to check if 
the formal polynomial computed by the circuit is zero or 
not. Although this algorithmic question has a very natural 
randomized algorithm, constructing a deterministic algo-
rithm would be major progress.10 Further, as in the Boolean 
world, derandomizing PIT has very deep connections to 
proving arithmetic circuit lower bounds via hardness–ran-
domness tradeoffs.

Thus understanding arithmetic circuits could be a first 
step toward understanding Boolean circuits. Arithmetic cir-
cuits also have a lot of structure which, sometimes, have no 
analogs in the Boolean world. The most important example of 
this is the possibility of depth reduction for arithmetic circuits.

1.2. The power of shallow circuits
Circuits with low depth correspond to computations which 
are highly parallel, where edges indicate dependencies in 
computation. Therefore it is natural to try to minimize the 
depth of a circuit while allowing the size to increase some-
what. In the case of Boolean circuits, we know that very 
shallow Boolean circuits are not powerful at all. It is known 
that constant depth Boolean circuits consisting of ∧ and ∨ 

Figure 1. Examples of arithmetic circuits.
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gates cannot even compute the parity of n-bits unless they 
are of exponential size. This important result is now a part 
of any course or textbook on complexity theory, such as Ref.2 
The analogous setting in arithmetic circuits to prove lower 
bounds for constant depth (even depth of three or four) have 
been challenging!

Valiant et al.25 showed that if a formal polynomial f of 
degree d can be computed by a circuit of size s then it can 
in fact be computed by a circuit of depth O(log d ⋅ log s) and size 
sO(1). The contrapositive of this depth reduction is that if we can 
prove super-polynomial-size lower bounds for O(log2 n) depth 
circuits, then we can prove super-polynomial-size lower 
bounds for general circuits.

Pushing this line of investigation of size-depth tradeoffs 
further, recent work has considered reduction to circuits of 
even smaller depth (with gates of unbounded fan-in) at the 
cost of a super-polynomial increase in size. In this direction, 
the work of Agrawal and Vinay1 and a subsequent strength-
ening by Koiran14 and Tavenas23 showed that if an n-variate 
degree d polynomial f has circuits of size s = nO(1) then f can 
in fact be computed by depth four circuits of size . It is 
worth noting that the trivial computation as a sum of mono-
mials requires size , and a simple nonconstruc-
tive argument shows that most formal polynomials require 
nΩ(d) size. In this light, the increase in size by only  is 

still very useful in the context of lower bounds.
This implies that one merely needs to prove a (good 

enough) lower bound for depth four circuits in order to prove 
lower bounds for arbitrary circuits. For example, if we could 
show that Permd requires depth four circuits of size  
then this would immediately imply that Permd requires gen-
eral arithmetic circuits of size  to compute it. Indeed, 
motivated by this, recent lower bounds for depth four cir-
cuits have come very close to the threshold required to sepa-
rate VP and VNP.

The following is a summary of the known depth reduc-
tion results:

1.3. Lower bounds for shallow circuits
Depth three circuits. Progress in proving lower bounds 

for arithmetic circuits has been admittedly slow. This is gen-
erally considered to be one of the most challenging prob-
lems in computer science. The difficulty of the problem has 
led researchers to focus on natural subclasses of arithmetic 
circuits. Bounded depth circuits being one such natural 
subclass has received a lot of attention. The class of depth 
three arithmetic circuits, also denoted as ΣΠΣ circuits, have 
been intensely investigated as it is the shallowest nontrivial 
subclass. Such a circuit C, as shown in Figure 2, computes a 
formal polynomial of the form

where each lij(x) is a linear polynomial over the input vari-
ables. ΣΠΣ circuits arise naturally in the investigation of the 
complexity of polynomial multiplication and matrix multi-
plication. Moreover, the optimal formula/circuit for some 
well-known families of formal polynomials are in fact depth 
three circuits. In particular, the best known circuit for com-
puting Permd is known as Ryser’s formula19:

which is a depth three circuit of size O(d2 ⋅ 2d). Ryser’s for-
mula is another example of a nontrivial speedup of algebraic 
computation.

Quite a few lower bounds have been obtained for restric-
tions of depth three circuits. Nisan and Wigderson18 studied 
depth three circuits under the restriction of homogeneity. 
A homogeneous circuit is one where the degree of all inter-
mediate computations are bounded by the degree of the 
output polynomial. Nisan and Wigderson18 showed that over 
any field F, any homogeneous ΣΠΣ circuit computing the 
determinant Detd must be of size 2Ω(d). They also gave a con-
crete example to show that nonhomogeneous depth three 
circuits can be exponentially more powerful than homoge-
neous depth three circuits. For general circuits, however, 
homogeneity may be assumed without loss of generality. But 
the same cannot be said about very shallow circuits.

Notations.  We recall that, f (n) = Ω( g (n) ) means that 
for  some constant c, f (n) is greater than c ⋅ g (n) for 
sufficiently large n. Furthermore, f (n) = ω ( g (n) ) means 
that for every constant c, f (n) is larger than c ⋅ g (n) for 
sufficiently large n.

An n-variate degree d poly  
computable by a size s circuit

⇓25

computable by a size sO(1) circuit  
of O(log d) depth

⇓1, 14, 23

computable by a size  circuit  
of depth four

x1 x2 x3 1

+ + + + + +

× × ×

+

Figure 2.. A depth three circuit.
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How could one not be optimistic about this!
Some remarks. It is worth pointing out that all the lower 

bounds recently obtained via the shifted partial derivatives 
require an extremely delicate setting of parameters, with 
very much involved calculations on binomial coefficients 
(often working with the second-order terms in the Stir-
ling’s approximation of n!). In fact, some of these proofs 
have forced researchers to designa formal polynomials 
(based on combinatorial objects called Nisan–Wigderson17 
designs) with the sole purpose of making these calculations 
amenable.

1.4. A new depth reduction
We present a surprising structural result about arithme-
tic circuits over Q that was obtained as a consequence of 
attempting to break the  barrier.

Theorem  1.  Any n-variate degree d formal polynomial f that 
can be computed by size s arithmetic circuits over Q can be 
equivalently computed by a depth three circuit of size .

This effectively brings the chasm down to depth three. It  is 
worth noting that the blow-up from s to  is the same asymp-
totics we get in the earlier reduction to depth four circuits. To give 
a better sense of why such a result was surprising (at least to us), 
we mention a few properties of the resulting depth three circuits.

•	 Although Detd has a polynomial-sized circuit, albeit of large 
depth, the lower bound of Grigoriev and Karpinski’s6 show 
that depth three circuits computing Detd that only uses inte-
ger constants in them must be of size 2Ω(d). This means that 
the simulation in Theorem 1 must involve fractions in the 
circuit. Thus, the proof of the theorem must be very alge-
braic in nature and depend very strongly on the underlying 
field of constants. All prior depth reductions were field 
independent, as they were very syntactic in nature. This 
depth reduction must therefore be very different.

•	 As mentioned earlier, we knew of a 2Ω(d) lower bound for 
depth three circuits over the integers for Detd. On the 
algorithmic side, nothing significantly better than 
writing Detd as a sum of d! = dΘ(d) monomials was known. 
It was strange that the best known ΣΠΣ circuit for 
Permd was smaller than the best known ΣΠΣ circuit for 
Detd over Q! Fortunately, our depth reduction yields a 

Grigoriev and Karpinski,6 and Grigoriev and Razborov7 
showed that any ΣΠΣ arithmetic circuit over any fixed finite 
field computing Detd must be of size at least 2Ω(d), thus also 
implying that any ΣΠΣ arithmetic circuit over integers com-
puting Detd must be of size at least 2Ω(d).

Other restrictions of ΣΠΣ circuits have been studied 
but till date, the best known lower bound in the general 
ΣΠΣ case is the quadratic lower bound due to Shpilka and 
Wigderson.21 Wigderson26 highlighted this frontier in arith-
metic complexity by concluding his plenary talk on “P, NP, 
and mathematics” at ICM 2006 with the problem of proving 
super-polynomial-size lower bounds for ΣΠΣ circuits com-
puting Detd. In fact, prior to our work, it was believed that 
the any depth three circuit for Detd should be of size 2Ω(d).

Depth four circuits. For depth four circuits (also called 
ΣΠΣΠ circuits), the depth-reduction results of Agrawal and Vi-
nay,1 with subsequent strengthening by Koiran14 and Tavenas23 
show that an n-variate degree d formal polynomial computed 
by a size s arithmetic circuit can be equivalently simulated by a 
depth four circuit of size . In fact, the resulting depth four 
circuit has the property that all multiplication gates have fan-in 
about . This implies that if we obtain an  lower bound 
for the size of such fan-in restricted depth four circuits com-
puting an explicit n-variate degree d formal polynomial, then we 
obtain super-polynomial-size lower bounds for general circuits! 
Thus, in essense, such depth four circuits are almost as hard as 
general circuits. Agrawal and Vinay1 referred to this phenom-
enon as “the chasm at depth four.”

The first breakthrough was obtained8 by presenting 
a lower bound of  for Detd and Permd using a tech-
nique called “shifted partial derivatives.” This is a tech-
nique built over a known technique (introduced by Nisan 
and Wigderson18) called the partial derivative method, and 
enhanced with some intuition from algebraic-geometry.

Using shifted partial derivatives again, this bound was 
subsequently improved5, 13, 15 to , and a flurry of results 
gave more lower bounds for depth four circuits using very 
similar techniques with matching upper bounds! In fact, 
recent results12, 16 have obtained an  for depth four 
circuits even when there is no restriction on the fan-in, and 
once again with matching upper bounds!

General circuit
of size s

Agrawal–Vinay1

Koiran,14, Tavenas23

[ d ] [ d ]circuit
of size sO ( d )

Fischer’s4 Identity

[ d ] [ d ] 
of size sO ( d )

Σ∏Σ circuits
of size sO ( d )

Saxena’s20 duality trick

and factorization over C
Σ∧ Σ∧ Σ circuits

ΣΠΣΠ

Figure 3. Reduction to depth three.

To separate VP and VNP, one “merely” needs to study 
depth four circuits and improve the known lower bounds 
from  to .

a  Pun intended.
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depth three circuit of size  computing Detd over 
Q.

•  Lower bounds for homogeneous depth three circuits 
already imply that the circuit obtained from such a 
depth reduction must necessarily be nonhomogeneous. 
Indeed, the resulting depth three circuits in our depth 
reduction are heavily nonhomogeneous in the sense that 
although the output polynomial is of degree d, interme-
diate gates compute formal polynomials of degree  
with the higher degree terms canceling out eventually!

The proof of Theorem 1 is rather quite short, and is 
obtained by using two known transformations (see Figure 3). 
But more than the proof, we believe that the train of thought 
that led to this theorem is more insightful. In this article, we 
shall present the result from the perspective of attempting to 
obtain a lower bound better than  for depth four circuits.

2. TOWARD BETTER LOWER BOUNDS FOR DEPTH FOUR
We now begin to describe the depth reduction. The road map 
we shall be following is given in Figure 3, and this section would 
handle the first two arrows of Figure 3. From the depth reduc-
tion results of Agrawal and Vinay,1 Koiran,14 and Tavenas,23 we 
have the first arrow of Figure 3, that is, any polynomial-size 
computation can be simulated by a depth four computation of 
not-much-larger size. This implies that the problem of prov-

ing explicit super-polynomial-size lower bounds for arith-
metic circuits reduces to the following questionb:

The expression on the RHS is just a depth four circuit 
with all multiplication fan-ins bounded by . We shall call 
such circuits  circuits.

We could first attempt solving the following “simpler” 
question:

We shall call expressions like the above RHS as 
 circuits, where ∧ refers to the exponentiation.

It turns out that a solution to Problem 2 directly implies 

a solution for Problem 1. The reason for this is that any 
product can be rewritten as a sum of suitable powers, just 
like xy = ( (x+y)2−x2−y2)/2. The following identity can be 
obtained by a straightforward application of the inclusion–
exclusion principle.

As one might suspect from the similarity, the above equa-
tion is a special case of Ryser’s formula. We shall call this 
Fischer’s identity,4 although he used a different identity to 
achieve the same transformation. Fischer’s identity can be 
thought of as converting a × gate to a Σ ∧ Σ circuit (Figure 4). 
Note that this identity is useful only as long as we can divide 
by r! on both sides. Thus, if we are working only over inte-
gers, or over strange algebraic structures (such as fields of 
small characteristic) where r! = 0, we cannot apply the above 
transformation. It is very important that this division by r! 
is allowed, and this is the also why this transformation can-
not work if the resulting circuit must only involve integer 
constants.

Thus, if f is a formal polynomial admitting an expression 
of the form

with deg , then f also admits an expression of the 
form

where  and . Hence, showing  would 
immediately imply that . In other words, solving 
Problem 2 immediately yields a solution to Problem 1.

Just like we converted the top Π layer to exponentiations, 
we could also apply Fischer’s identity to the bottom multi-
plication gates also. Since each Qi is a formal polynomial of 
degree at most , the total number of monomials in any Qi 
is at most . Applying Fischer’s identity to those monomi-
als as well yields an expression of the form

where each lij is a linear polynomial and . We shall 
call such expressions analogously as  circuits. 
The above discussion can therefore be summarized as follows.

b  Technically, the multiplications fan-ins ought to be at most 15  but we 
shall take this liberty for the sake of better presentation.

Problem  1.  Find an explicit n-variate de-
gree d formal polynomial f such that any
expression of the form

with deg  must have .

Problem  2.  Find an explicit n-variate de-
gree d formal polynomial f such that any
expression of the form

with deg  must have .

×

. . .

r

+
2r

∧r ∧r

+ +

. . .

. . .

Figure 4. Transformation via Fischer’s identity.
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where each ca is in Q. The number of summands on the 
RHS is bounded by the number of partitions of d, which 
is at most  by estimates of Hardy and Ramanujan.9 
Thus, the above equation is a ΣΠΣ∧ circuit of size  
computing SYMd.

To convert this to a Σ∧Σ∧Σ circuit, we could use Fischer’s 
identity again. At first sight, it appears as though this would 
yield a blow up of 2d as some of the product gates could have 
fan-in d. However, notice that the sum is over ai’s satisfying 
∑ i ⋅ ai = d. Hence, there can be at most O ( ) of the ai’s 
that are nonzero. By looking at Fischer’s identity applied 
on  more carefully, we see that it uses at most 

 distinct linear powers instead of 
the naïve bound of 2d. This fact of expressing any degree d 
monomial over m variables as a Σ∧Σ circuit of size dO(m) was 
also observed by Ellison.3

This results in an Σ∧Σ∧ circuit for SYMd(y1, . . ., yD) of 
size poly . Hence, any formal polynomial express-
ible as in (1) can be equivalently expressed as homogeneous 
Σ∧Σ∧Σ circuit of size ⋅ poly (D, s, n). That is, if f admits 
a poly-sized depth three circuit, then f also admits a homo-
geneous Σ∧Σ∧Σ circuit of size ⋅ poly (n). The following 
lemma summarizes this discussion.

Lemma  3.  Let f be an n-variate degree d formal polynomial, 
that is, computable by depth three circuit of size s over Q. Then, 
f is equivalently computable by a homogeneous Σ∧Σ∧Σ circuit 
of size ⋅ poly (s).

Conversely, if f requires Σ∧Σ∧Σ circuits of size  over Q 
to compute it, then f requires depth three circuits of size .

4. PUTTING THEM TOGETHER
The two lemmas together weave an interesting picture 
(Figure 5). On one hand, Lemma 2 states that a lower bound 
of  for Σ∧Σ∧Σ circuits would yield a super-polynomial-
size lower bound for general arithmetic circuits. On the other, 
Lemma 3 states that an  lower bound for Σ∧Σ∧Σ circuits 
would yield a lower bound of  for depth three circuits.

Could this just be a coincidence? Or, is it the case that any 
poly-sized arithmetic circuit can be equivalently expressed 
as a depth three circuit of size  over Q? As it turns out, 
there is indeed a depth reduction to convert any arithmetic 
circuit to a not-too-large depth three circuit over Q.

4.1. The final piece
To complete the picture, it suffices to show how a ∧Σ∧ term 
of the form  can be expressed as a depth three 
circuit. This would immediately imply a way to express 
any Σ∧Σ∧Σ circuit as a ΣΠΣ. The following result of 

Lemma  2.  Let f be an n-variate degree d formal polynomial 
that can be computed by size s arithmetic circuits over Q. Then, 
f can be equivalently computed by a  circuit 
over Q of size .

Conversely, if f requires  circuits of size ,  
then f cannot be computed by polynomial-sized arithmetic circuits.

The only thing left to complete in our road map Figure 3 is 
the last arrow. Before we describe the last step, we shall pres-
ent some intuition about the mysterious intermediate model 
of Σ∧Σ∧Σ circuits that we went to. However, readers who are 
curious to know how the last step of the transformation works 
may jump to Section 4.1. For more intuition on Σ∧Σ∧Σ cir-
cuits, we shall keep this on hold and address another lower 
bound question namely lower bound for depth three circuits.

3. TOWARD LOWER BOUNDS FOR DEPTH THREE 
CIRCUITS
A depth three circuit computes a formal polynomial of the form

where each lij is a linear polynomial. If the circuit is homoge-
neous, then D ≤ deg f but we shall be interested in nonhomo-
geneous depth three circuits and hence D could potentially 
be much larger than deg f. Using standard tricks, we may 
assume that f is a homogeneous degree d formal polynomial 
and we have an expression of the form

� (1)

where each αi ∈ F; and each lij is a homogeneous linear poly-
nomial. By collecting degree d terms from the RHS, there-
fore follows that f can be written as

where SYMd(y1, . . ., yD) is the elementary symmetric polyno-
mial of degree d defined as

These elementary symmetric polynomials can be expressed 
in terms of the power symmetric polynomials, defined as

via the well-known Newton identities:

for Σ∧Σ∧Σ circuits

nω (1) LB
for general circuits for Σ∏Σ circuits

??

nω (   d) LB

nω (  d ) LB

Figure 5. Power of ∑∧∑∧∑ circuits.
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Saxena20 turns out to be exactly what we need for this 
transformation. A similar transformation was also dis-
covered earlier by Shpilka and Wigderson21 but state-
ment below is from Ref.20

Lemma  4  (Saxena’s20 Duality Trick). There exist univari-
ate formal polynomials fij’s of degree at most b such that

It is worth noting that the degree of each term on the RHS 
is sb, whereas the LHS just has degree b. This is the place 
where nonhomogeneity is introduced. Applying Lemma 4 
for  gives

where f̃ ij(y) = fij( ya). Since each f̃ ij(y) is a univariate poly-
nomial, it can be factorized completely over the C, the 
field of complex numbers. Hence, if fij( y) = ∏k(y − ζijk), 
then we get

which is a depth three circuit! Thus,  can be 
expressed as a depth three circuit of size poly(s, a, b) over C. 
Hence, any Σ∧Σ∧Σ circuit of size s can also be expressed 
as a depth three circuit of size poly(s, a, b) over C. As men-
tioned earlier, the degree of intermediate computations in 
the resulting depth three circuit is s ⋅ ab although the formal 
polynomial computed is of degree just ab.

This already yields the depth reduction over complex 
numbers. Lemma 2 states that any formal polynomial of 
degree d over n variables that can be computed by an arith-
metic circuit of size s can be computed by an Σ∧Σ∧Σ circuit 
of size . By what we just noted, this can in-turn be 
simulated by a depth three circuit over C of size poly . 
The degree of intermediate computations in the resulting 
depth three circuit is , which makes this a heav-
ily nonhomogeneous circuit.

Although this depth reduction was done over the field 
of complex numbers, a little more effort can yield a depth 
three circuit over Q as well. This is a consequence of a 
more general transformation to convert any circuit C of 
size s computing a formal polynomial f ∈ Q [x1, …, xn] using 
constants from an extension field of low degree into an 
equivalent circuit C′ of not-much-larger size, thus yielding 
Theorem 1.

Further, the transformation is also efficient in the sense 
that the time required for this transformation is polynomial-
time in the output size.

5. SOME CONSEQUENCES
An immediate consequence of such a depth reduction is new 
constructions of depth three circuits for known efficiently com-
putable formal polynomials. The permanent can be com-
puted by a depth three circuit of size 2O(d) via Ryser’s formula.19 
Surprisingly, we knew of no such circuit for the determinant 
polynomial. In fact, nothing significantly better than writing Detd 
as a sum of d! = dO(d) terms was known. With this depth reduction, 
we now have a depth three circuit of size  for Detd over Q.

Another immediate consequence is that strong enough 
lower bounds (i.e., ) for ΣΠΣ circuits would yield super-
polynomial-size lower bounds (i.e., nω(1)) for general arithmetic 
circuits. It is, however, unclear if nonhomogeneous depth three 
circuit lower bounds are easier than homogenous depth four 
circuit lower bounds. In the past, homogeneity has played a 
crucial role in devising techniques for lower bounds.

The third consequence of such a depth reduction is implica-
tions to PIT. As mentioned earlier, PIT is the problem of check-
ing if the formal polynomial computed by a given circuit C of size 
s is zero or not. The goal is to do this deterministically in poly(s) 
time, which is like an algebraic analog of showing P = co-RP.  
A  stronger form of PIT is the problem of Blackbox PIT where 
we are only given oracle access to the circuit C. In the blackbox 
model, we wish to construct a explicit hitting set of poly(s) size, 
that is, a list of evaluations such that any nonzero circuit of size s 
is guaranteed to evaluate to a nonzero value on one of the points.

A consequence of this depth reduction is that constructing 
an explicit poly(s)-sized hitting set for depth three circuits of size 
s implies an explicit hitting set of size sO(log s) for general arithme-
tic circuits of size s. This is exactly along the same lines as in the 
depth reduction of Agrawal and Vinay1 for depth four circuits.

6. CONCLUSION
If the goal is to prove super-polynomial-size lower bounds for arith-
metic circuits, we can focus our attention on improving the current 
lower bound (even slightly) for any of the following three models:

•	  circuits
•	  circuits
•	 ΣΠΣ circuits

A natural question here is—which of the above three models 
should we attack?

Homogeneity has played a very important role in the past 
lower bounds and proving lower bounds for such heavily non-
homogeneous depth three circuits appears daunting. 
We believe the model to focus our attention on is the class 
of  circuits. We strongly believe that this is the 
simplest form for which to prove super-polynomial arithmetic 
circuit lower bounds. We state the problem again below to 
emphasize our point.

The Problem.  Find an explicit n-variate
degree d formal polynomial f such that any
expression of the form

with deg  must have .

JUNE 2017  |   VOL.  60  |   NO.  6  |   COMMUNICATIONS OF THE ACM     99



research highlights 

 

Ankit Gupta (ankitgupta@cmi.ac.in), 
Chennai Mathematical Institute, 
Kelambakkam, India.

Neeraj Kayal and Ramprasad 
Saptharishi (neeraka@microsoft.
com, ramprasad@cmi.ac.in), Microsoft 
Research, Bangalore, India.

Pritish Kamath (pritish@mit.edu), 
Massachusetts Institute of Technology,  
Cambridge, MA.

fan-in. In Proceedings of the 46th 
Annual ACM Symposium on Theory 
of Computing (STOC 2014) (2014), 
136–145.

	16.	 Kumar, M., Saraf, S. On the power 
of homogeneous depth 4 arithmetic 
circuits. In Proceedings of the 
55th Annual IEEE Symposium on 
Foundations of Computer Science 
(FOCS 2014) (2014).

	17.	 Nisan, N., Wigderson, A. Hardness vs 
randomness. J. Comput. Syst. Sci.  
49, 2 (1994), 149–167.

	18.	 Nisan, N., Wigderson, A. Lower 
bounds on arithmetic circuits via 
partial derivatives. Comput. Complex. 
6, 3 (1997), 217–234.

	19.	 Ryser, H.J. Combinatorial mathematics. 
Math. Assoc. Am. 14 (1963).

	20.	 Saxena, N. Diagonal circuit identity testing 
and lower bounds. In Proceedings of 
the 35th International Colloquium on 
Automata, Languages and Programming 
(ICALP 2008) (2008), 60–71.

	21.	 Shpilka, A., Wigderson, A. Depth-3 
arithmetic circuits over fields of 
characteristic zero. Comput.  

Complex. 10, 1 (2001), 1–27.
	22.	 Strassen, V. Gaussian elimination is 

not optimal. Numer. Math. 13,  
3 (1969), 354–356.

	23.	 Tavenas, S. Improved bounds 
for reduction to depth 4 and 3. 
In Proceedings of the 38th Internationl 
Symposium on the Mathematical 
Foundations of Computer Science 
(MFCS 2013) (2013).

	24.	 Valiant, L.G. Completeness classes in 
algebra. In Proceedings of the 11th 
Annual ACM Symposium on Theory 
of Computing (STOC 1979) (1979), 
249–261.

	25.	 Valiant, L.G., Skyum, S., Berkowitz, S., 
Rackoff, C. Fast parallel computation 
of polynomials using few processors. 
SIAM J. Comput. 12, 4 (1983), 
641–644.

	26.	 Wigderon, A. P, NP and mathematics – 
A computational complexity 
perspective. In M. Sanz-Solé,  
J. Soria, J.L. Varona and J. Verdera, 
eds. Proceedings of the ICM 06 
(Madrid), Volume 1 (2007). EMS 
Publishing House, Zurich, 665–712.

	 1.	 Agrawal, M., Vinay, V. Arithmetic 
circuits: A chasm at depth four. 
In  Proceedings of the 49th Annual 
IEEE Symposium on Foundations 
of Computer Science (FOCS 2008) 
(2008), 67–75.

	 2.	 Arora, S., Barak, B. Computational 
Complexity: A Modern Approach,  
1st edn. Cambridge University Press,  
New York, NY, USA, 2009.

	 3.	 Ellison, W. A ‘waring’s problem’ for 
homogeneous forms. Proc. Cambr. 
Philos. Soc. 65 (1969), 663–672.

	 4.	 Fischer, I. Sums of like powers of 
multivariate linear forms. Math.  
Mag. 67, 1 (1994), 59–61.

	 5.	 Fournier, H., Limaye, N., Malod, G., 
Srinivasan, S. Lower bounds for depth 
4 formulas computing iterated matrix 
multiplication. In Proceedings of the 
46th Annual ACM Symposium on 
Theory of Computing (STOC 2014) 
(2014), 128–135.

	 6.	 Grigoriev, D., Karpinski, M. An 
exponential lower bound for depth 3 
arithmetic circuits. In Proceedings of 
the 30th Annual ACM Symposium on 
Theory of Computing (STOC 1998) 
(1998), 577–582.

	 7.	 Grigoriev, D., Razborov, A.A. Exponential 
lower bounds for depth 3 arithmetic 
circuits in algebras of functions over 
finite fields. Appl. Algebra Eng. Commun. 
Comput. 10, 6 (2000), 465–487.

	 8.	 Gupta, A., Kamath, P., Kayal, N., 
Saptharishi, R. Approaching the 
chasm at depth four. J. ACM 61, 

6 (2014), 33:1–33:16. Preliminary 
version in the 28th Annual IEEE 
Conference on Computational 
Complexity (CCC 2013).

	 9.	 Hardy, G.H., Ramanujan, S. 
Asymptotic formulaæ in combinatory 
analysis. Proc. London Math.  
Soc. s2–17, 1 (1918), 75–115.

	10.	 Kabanets, V., Impagliazzo, R. 
Derandomizing polynomial identity 
tests means proving circuit lower 
bounds. Comput. Complex. 13,  
1–2 (2004), 1–46.

	11.	 Karatsuba, A., Ofman, Y. Multipication 
of multidigit numbers on automata. 
Engl. Transl. Soviet Phys. Dokl.  
7 (1963), 595–596.

	12.	 Kayal, N., Limaye, N., Saha, C., 
Srinivasan, S. An exponential lower 
bound for homogeneous depth four 
arithmetic circuits. In Proceedings 
of the 55th Annual IEEE Symposium 
on Foundations of Computer Science 
(FOCS 2014) (2014).

	13.	 Kayal, N., Saha, C., Saptharishi, R. 
A super-polynomial lower bound 
for regular arithmetic formulas. In 
Proceedings of the 46th Annual ACM 
Symposium on Theory of Computing 
(STOC 2014) (2014), 146–153.

	14.	 Koiran, P. Arithmetic circuits: The 
chasm at depth four gets wider. 
Theor. Comput. Sci. 448 (2012), 
56–65.

	15.	 Kumar, M., Saraf, S. The limits of 
depth reduction for arithmetic 
formulas: It’s all about the top 

References

We have already obtained lower bounds of  . How 
hard can it be to achieve , right?�

Copyright held by the authors.  
Publication rights licensed to ACM. $15.00 

Without a clear understanding of the 
human side of virtual reality, 

the experience will always fail. 
“Dr. Jerald has recognized a great need in our 
community and filled it. The VR Book is a scholarly 
and comprehensive treatment of the user interface 
dynamics surrounding the development and 
application of virtual reality. I have made it a required 
reading for my students and research colleagues. Well 
done!”
- Professor Tom Furness, University of Washington
VR Pioneer and Founder of HIT Lab International
and the Virtual World Society
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CAREERS

Docomo Innovations, Inc.
Principal/Senior Software Engineer -  
Deep Learning

DOCOMO Innovations, Inc. (DII) is a subsidiary 
of NTT DOCOMO, Inc. in Japan, a world leader 
in mobile operations and a growing provider of 
comprehensive mobile services.   

Open Services Innovation Group (OSIG) de-
velops services using state-of-the-art technolo-
gies. We are using approaches from Machine 
Learning, Artificial Intelligence to build next-gen-
eration intelligent systems and services for data 
analysis, text analytics, machine translation and 
other problems. 

We are looking for a Principal or Senior Soft-
ware Engineer to help us improve machine learn-
ing and deep learning capabilities. The position 
is based in our Palo Alto office.

To view complete job details and to apply, 
visit: https://docomoinnovations.applicantstack.
com/x/detail/a2z4hfhszcgt/aaam

The University 0f Western Ontario
Tier I Canada Research Chairin Data Science

The Departments of Computer Science and Sta-
tistical & Actuarial Sciences are pleased to an-
nounce a search for a Tier I Canada Research 
Chair in Data Science for a jointly appointed Ten-
ured Appointment at the rank of Associate Profes-
sor or Full Professor. The rank will be commensu-
rate with the successful applicant’s qualifications 
and experience. The candidate must have a Ph.D. 
in Computer Science, Statistics, Mathematics, 
Engineering or a related field and a demonstrat-
ed record of independent research accomplish-
ments. The starting date will be July 1, 2018, or as 
negotiated. 

In accordance with the regulations set for 
Tier 1 Canada Research Chairs (http://www.
chairs-chaires.gc.ca), the successful candi-
date will be an outstanding and innovative re-
searcher whose accomplishments have made a 
major impact; be recognized internationally as 
a leader in their field; and have a superior re-
cord of attracting and supervising graduate stu-
dents and postdoctoral fellows. The successful 
candidate will provide leadership in research, 
foster collaborations with industry, promote 
interdisciplinary scholarship, increase knowl-
edge mobilization and societal benefits, and 
catalyze, in collaboration with faculty and staff, 
the development of interdisciplinary graduate 
and undergraduate programs in Data Science 
and Analytics. The preferred candidate will 
demonstrate leadership, collegiality and stra-

tegic vision through collaboration with existing 
Computer Science and Statistical & Actuarial 
Sciences faculty members to foster existing 
and build new links between the departments. 
The candidate must propose an innovative re-
search program of the highest quality that will 
attract excellent trainees, students, and future 
researchers and will have displayed an interest 
in working on problems of industrial and/or so-
cietal relevance. 

Data Science is a priority research and 
teaching focus at Western University. The pre-
ferred candidate will have an internationally 
peer-recognized record of research in data sci-
ence/analytics.  These areas might include one 
or more of the following: Machine learning, 
statistical analysis and calibration of big data 
sets and models, data-driven and data intensive 
systems, Bayesian modeling, stream data min-
ing, spatio-temporal analysis, graph analytics, 

text analytics, and visualization and analysis of 
high-dimensional data. 

General information abou the University can 
be found at http://www.uwo.ca/ London boasts 
an international airport, galleries, theatre, 
music and sporting events (see http://www.
goodmovelondon.com/)

Candidates should submit a curriculum vitae, 
one-page teaching statement, one-page statement 
listing experience or interest in professional and/
or leadership programs, two-page research plan, 
and contact details of at least three referees to:

Dianne McFadzean Department of Computer 
Science, Western University, London, Ontario 
N6A 5B7 dmcfadze@uwo.ca 

Applications will be considered starting Sep-
tember 30, 2017 and will continue until the posi-
tion is filled. See the full advertisement at http://
www.uwo.ca/facultyrelations/faculty/crc-tier-
1---data-science---advertisement-2.pdf 

ADVERTISING IN CAREER OPPORTUNITIES 
How to Submit a Classified Line Ad: Send an e-mail to  
acmmediasales@acm.org. Please include text, and indicate the issue/or 
issues where the ad will appear, and a contact name and number.

Estimates: An insertion order will then be e-mailed back to you. The ad 
will by typeset according to CACM guidelines. NO PROOFS can be sent.  
Classified line ads are NOT commissionable.

Deadlines: 20th of the month/2 months prior to issue date. For latest 
deadline info, please contact:

acmmediasales@acm.org

Career Opportunities Online: Classified and recruitment display ads 
receive a free duplicate listing on our website at:

http://jobs.acm.org 

Ads are listed for a period of 30 days.

For More Information Contact: 
ACM Media Sales

at 212-626-0686 or 
acmmediasales@acm.org
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INSPIRING MINDS 
FOR 200 YEARS

Ada’s Legacy illustrates the depth 
and diversity of writers, things, and 
makers who have been inspired 
by Ada Lovelace, the English 
mathematician and writer.

The volume commemorates the 
bicentennial of Ada’s birth in 
December 1815, celebrating her 
many achievements as well as 
the impact of her work which 
reverberated widely since the late 
19th century. This is a unique 
contribution to a resurgence in 
Lovelace scholarship, thanks to the 
expanding influence of women in 
science, technology, engineering and 
mathematics.

ACM Books is a new series of high quality books for the computer science community, published by 
the Association for Computing Machinery with Morgan & Claypool Publishers.
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And the second goal?
The other goal is to maintain the 

Web’s essential qualities: its neutral-
ity, its confidentiality, its openness, its 
universality in the sense that it can be 
used by anybody for anything without 
discrimination. When we started, there 
was no one else really thinking about 
communication as a right; now, more 
organizations have gotten involved, and 
there’s quite a network of us collaborat-
ing and pushing for a better Web.

Neutrality and access are no longer the 
only challenges faced by the Web.

We’d imagined that if we keep the 
Web neutral, get everybody equal ac-
cess, and keep it non-discriminatory, 
then surely humanity will do the right 
thing. Last year, we realized that we 
can’t just assume people will make the 
right choices to provide justice or truth 
or democracy. So now the Web Founda-
tion and other organizations are making 
a conscious, strategic decision to think 
about the next layer. 

Sounds like there’s some overlap with 
your work with the Web Science Trust, 
an organization you founded in 2006 to 
formalize the study of how people be-
have on the Web.

We started the Web Science Trust 
because we realized that in order 
to really understand the way politi-
cal and emotional ideas propagate 
across a network of people connected 
by technology, we need a very multi- 
disciplinary mix of people—psycholo-
gists and economists, as well as comput-
er scientists and mathematicians and 
physicists and so on.

2016 gives an important charge to any-
one who calls themselves a Web scien-
tist. 

Yes. To say, “Use your skills of analy-
sis to understand what goes on, under-
stand really to what extent these things 
support truth and democracy.” And then 
you need to use your skills as an engi-
neer to build things that are better. Just 
looking at the existing social networks 
and sighing about what happens isn’t 
going to do anything. We have to start 
building stuff that’s better.	

Leah Hoffmann is a technology writer based in Piermont, NY.

© 2017 ACM 0001-0782/17/06 $15.00

web of interconnected humanity, which 
felt very decentralized. 

In the nationless environment of the 
Web, people imagined we would break 
down barriers and live in peace and love. 

But looking back, in a way, that 
lapsed goal isn’t such an unreasonable 
thing to aim for. Even though we don’t 
have it now, I think, for a lot of people, 
the Web feels very centralized. With so-
cial networks, it feels as though they’re 
still logging onto this big mainframe 
computer.

Of course, social networks have co-opt-
ed some of the early Web’s Utopian lan-
guage. 

Each one of them tries to do every-
thing that the open Web is able to do, 
but within a closed, controlled envi-
ronment. Walled gardens can be very 
successful—AOL got a huge number of 
people online to connect and commu-
nicate. But the walled garden can never 
compete with the crazy diversity of the 
jungle outside the gates. 

Let’s talk about your work with the 
World Wide Web Foundation.

Initially, the Web Foundation was 
founded with two goals. One was access. 

When we started, 20% of the world’s 
population was using the Web, which is 
actually a huge number. But then sud-
denly, because it’s comparable with the 
number of people on the planet, it be-
comes a small number, because it begs 
the question of, ‘What about the other 
people?” So the Web Foundation is part-
ly focused on what we can do to get peo-
ple who are not using the Web on board 
as quickly as possible. 

tems for 
the physics experiments, but he found 
an excuse to do it as a way of kicking the 
tires on a new computer, the NeXT ma-
chine, which Steve Jobs had made when 
he left Apple.

The comment Mike appended to your 
proposal was “vague but exciting.”

That particular document didn’t 
come to light until he passed away, and 
his wife, Peggy, found it. So you could see 
that a lot of credit is due to him for going 
with “exciting” rather than “vague.” 

You initial mission for the Web was 
quite collaborative: the first browser 
also functioned as an editor.

The idea was that the Web should be 
a read/write space, so if there’s an idea 
that isn’t there as I’m browsing on the 
Web, I could just put it on, and other 
people could immediately link in their 
own ideas. The intention was to capture 
both the text of a new idea, but also the 
realization that it linked to another idea, 
which would be a brilliant environment 
in which to develop, for example, the 
real-time software that CERN needed to 
run experiments in the accelerators. 

But in fact, the original browser only 
ran on the NeXT, and the NeXT did not 
take over the planet. So more and more 
people saw the Web as a read-only me-
dium. And then HTML got more com-
plicated, so the job of building browsers 
became more difficult. 

It was around this time that you came to 
MIT.

I was working at CERN, and people 
from the tech industry came to me and 
said, “We need to form a consortium. If 
you were to go to MIT and start a consor-
tium for the Web, we would join.” So I 
went to MIT in 1994, and it was none too 
early, because Microsoft and Netscape 
were fiercely battling over HTML tags.

The Web’s original read/write aspira-
tions were revived, to some extent, when 
blogs came into being.

Hypertext Web is a very flexible medi-
um, and obviously people have done all 
kinds of things with it. Blogs were an ear-
ly one, and if you rewind to the culture 
at that time, there was a strong utopian 
flavor to it. People would link to you and 
you could link to other people, and you 
and your computer were part of this big 

[CONT IN UE D  F ROM P.  104]

“Walled gardens can 
be very successful ... 
but the walled garden 
can never compete 
with the crazy 
diversity of the jungle 
outside the gates.”
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was well established back then, it was 
politically inappropriate to use Internet 
protocols in Europe, because Europe 
was trying to stick to ISO protocols. 
There were a few people who used the 
Internet anyway, like Ben Segal, who was 
one of my mentors at CERN and sug-
gested it would be a good way to go, even 
though it wasn’t officially the way to go.

Your manager at CERN, Mike Sendall, 
also took what seems, in retrospect, like 
an amazing institutional leap of faith in 
allowing you to build the World Wide 
Web.

Mike didn’t have an official excuse 
for creating a global hypertext system, 
because we were supposed to be work-
ing on sys-

commercializing the Mark 1 comput-
er for Manchester University. At the 
time, they thought they would have all 
kinds of things next week, translating 
a document or solving school time- 
tabling problems. That turned out to 
be more difficult. But they found it was 
great for accounts, and they worked on 
some of the first cathode-ray tube GUIs 
(graphical user interfaces). It was very 
exciting, and my parents and their col-
leagues were full of immense challenge 
and opportunity.

And then, in 1989, you invented the 
World Wide Web. What stands out for 
you now about that time?

A few things are worth picking out. 
For instance, even though the Internet 

BUILDING A  D E CE N TRALIZ ED  platform 
like the World Wide Web is, in many 
ways, a crucial test of one’s ability to let 
go, but ACM A.M. Turing Award recipi-
ent Sir Tim Berners-Lee is proud of the 
explosive creativity his invention has 
fostered. However, that does not mean 
he is done refining his creation: now a 
professor at the Massachusetts Institute 
of Technology (MIT) and Oxford Univer-
sity, Berners-Lee is still passionately in-
volved in the fight to keep the Web open 
and available to all, protect people’s per-
sonal data, and stop the spread of fake 
news.

Your parents were both programmers.
They were mathematicians, and 

they worked for Ferranti, which was 

Q&A  
This Is for Everyone
Sir Tim Berners-Lee on the formative years of  
the World Wide Web, and the challenges it now faces.

DOI:10.1145/3081058		  Leah Hoffmann
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Publish your next book in the 

ACM Digital Library
ACM Books is a new series of advanced level books for the computer science community, 

published by ACM in collaboration with Morgan & Claypool Publishers. 

Proposals and inquiries welcome! 
Contact:  M. Tamer Özsu, Editor in Chief
booksubmissions@acm.org

ACM Books

Association for 
Computing Machinery
Advancing Computing as a Science & Profession

ACM Books
◆ will include books from across the entire 

spectrum of computer science subject 
matter and will appeal to computing 
practitioners, researchers, educators, and 
students. 

◆ will publish graduate level texts; research 
monographs/overviews of established 
and emerging fields; practitioner-level 
professional books; and books devoted to 
the history and social impact of computing. 

◆ will be quickly and attractively published 
as ebooks and print volumes at affordable 
prices, and widely distributed in both print 
and digital formats through booksellers 
and to libraries and individual ACM 
members via the ACM Digital Library 
platform.

◆ is led by EIC M. Tamer Özsu, University of 
Waterloo, and a distinguished editorial 
board representing most areas of CS. 

books.acm.org

I’m pleased that ACM Books is directed by a volunteer organization headed by a 
dynamic, informed, energetic, visionary Editor-in-Chief (Tamer Özsu), working 
closely with a forward-looking publisher (Morgan and Claypool). 

—Richard Snodgrass, University of Arizona
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