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from the president

nars, additions to ACM’s Distinguished 
Speaker series to reflect more practitio-
ner interests, and using meetups and 
theme packs to provide information on 
topics such as blockchain and AI/ML.

Those who know me know my com-
mitment to diversity and inclusion. My 
appointments to boards and commit-
tees have sought to reflect regional and 
gender diversity. The launch of a task 
force on Diversity and Inclusion will 
shed additional light on ways ACM can 
promote inclusive best practices in all 
we do. I have also worked to forge links 
with multiple national computing soci-
eties. ACM’s sponsorship of the United 
Nations’ initiative on AI for Good (https://
www.itu.int/en/ITU-T/AI/2018/Pages/de-
fault.aspx) has expanded our influence 
within a multi-cultural, interdisciplinary 
community working to harness technol-
ogy to address critical world problems. 

As my term ends, I am pleased to say 
that ACM remains strong financially 
with talented volunteers and head-
quarters staff committed to serving the 
community. I have been continually 
impressed with the variety and depth 
of new initiatives created by our SIGs, 
board, and committees. 

Finally, while it is gratifying to see 
the progress I mention, I am the first 
to admit that our work on these efforts 
is far from finished. I see ACM as a 
continual ‘work in progress’ as com-
puting and our community evolves. 
In the future, I believe ACM will need 
to constantly reassess priorities and 
activities to ensure we remain vital to 
the global computing community. I 
encourage each of you to keep doing 
what you do so well, keeping ACM the 
premier global computing society.  

Vicki L. Hanson (vlh@acm.org) is a Distinguished 
Professor in the B. Thomas Golisano College of 
Computing, Rochester Institute of Technology, Rochester, 
NY, USA.

Copyright held by author.

A
S MY  TE RM  as ACM Presi-
dent draws to an end, I have 
been reflecting on my time 
serving our organization. It 
is easy to get lost in the day-

to-day demands of this position, losing 
sight of what we have been able to ac-
complish during the past two years. We 
have accomplished a lot.

A clear highlight for me and for 
many was the 50th Turing celebration 
last year. Honoring our Turing Laure-
ates and bringing together so many 
who have profoundly shaped our field, 
the event featured panels on key top-
ics in computing, all of which can be 
viewed at https://www.acm.org/turing-
award-50/video. There are many spe-
cial moments to enjoy; moments that 
still make me smile when I think back. 

Another highlight for me was the 
greater prominence of our early-to-mid-
career technical award, renamed the 
ACM Prize in Computing. Reflecting 
its stature, ACM Prize recipients now 
join our Turing Laureates, along with 
the Fields Medalists, Abel Laureates, 
and Nevanlinna Prize recipients at the 
annual Heidelberg Laureate Forum 
(http://www.heidelberg-laureate-forum.
org/) for a week of mentoring and tech-
nical exchanges with 200 early-career 
researchers.

As many of you know, I have been 
particularly focused on the need to 
nurture and learn from the next gen-
eration of computing professionals—
those who will emerge as the leaders 
of ACM and our profession in the years 
ahead. Just over a year ago, the ACM 
Future of Computing Academy was 
formed (http://www.acm-fca.org/), with 
the goal of empowering the next gen-
eration of computing researchers and 
practitioners. Contributions from this 
group have already made a mark on 
ACM, influencing our publication and 
education initiatives and shaping our 

thinking on how we can play a leading 
role in solving today’s and tomorrow’s 
most pressing problems. 

During my term we also have been buf-
feted by a number of unforeseen politi-
cal, social, and technical policy challeng-
es. These included proposed restrictions 
on free and open scientific exchange 
and seemingly unending revelations of 
powerful leaders—in media, politics, 
business, and, yes, even technology—be-
having in completely unacceptable ways. 
ACM, like all professional organizations, 
had the choice to either run from these 
issues or take strong positions consistent 
with our character. I am proud that in re-
sponse we have issued our Open Confer-
ence policy supporting global scientific 
exchange, our policy against harassment 
at ACM activities, and our U.S. and Euro-
pean policy guidelines on Algorithmic 
Transparency and Accountability. 

My candidate statement two years 
ago outlined a pressing need for rapidly 
identifying and supporting emerging 
technical research areas. ACM’s reputa-
tion for technical quality remains with-
out peer, but that does not mean we can 
rest on our laurels. To get a handle on 
this we have surveyed our technical lead-
ers and conducted targeted workshops 
around the world to identify emerging 
technical trends. This large body of in-
put is currently being summarized but I 
note here that in addition to new techni-
cal directions in computing, more inter-
disciplinary work and a strong focus on 
the ethics of technology development 
and use were recurring themes. 

Approximately half of our global 
members are practitioners. ACM has 
identified ways in which we already pro-
vide significant value along with ways in 
which we could do more. The ACM 
Practitioner Board has been doing a 
great job driving multiple activities, in-
cluding a steady stream of high-quality 
and highly attended technical webi-

Reflections on My Two Years 
DOI:10.1145/3226066  Vicki L. Hanson
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cerf’s up

On Neural Networks
I am only a layman in the neural network 
space so the ideas and opinions in this 
column are sure to be refined by comments 
from more knowledgeable readers. 

The recent successes of multilayer neu-
ral networks have made headlines. 
Much earlier work on what I imagine to 
be single-layer networks proved to have 
limitations. Indeed, the famous book, 
Perceptrons,a by Turing laureate Marvin 
Minsky and his colleague Seymour Pa-
pert put the kibosh (that’s a technical 
term) on further research in this space 
for some time. Among the most visible 
signs of advancement in this arena is 
the success of the DeepMind AlphaGo 
multilayer neural network that beat the 
international grand Go champion, Lee 
Sedol, four games out of five in March 
2016 in Seoul.b This was followed by a 
further success against Ke Jie winning 
three games of three in Wuzhen in May 
2017.c Further developments have led 
to AlphaGo Zerod that learned to play 
championship Go in only 40 days with 
only the rules of Go and a reinforce-
ment learning algorithm to generate 
the neural network weightings. AlphaGo 
Zero learned to play chess well enough 
to beat most (maybe all?) computer-
based players in 24 hours.e 

These developments are dependent 
in part on vastly faster and cheaper 
computing engines such as graphical 
processing units and, at Google, tensor 
processing units that run multilayer ma-

a https://mitpress.mit.edu/books/perceptrons
b https://en.wikipedia.org/wiki/AlphaGo_ 

versus_Lee_Sedol
c https://en.wikipedia.org/wiki/AlphaGo_ 

versus_Ke_Jie
d https://deepmind.com/blog/alphago-zero-

learning-scratch/
e https://en.chessbase.com/post/the-future-is-

here-alphazero-learns-chess

chine learning algorithms swiftly and 
increasingly efficiently. Google used a 
version of its tensor processing system, 
TensorFlow, to reduce the cost of cool-
ing a datacenter by 40%.f Many other ap-
plications are surfacing for these neural 
network systems, including reliable 
identification of diseases (for example, 
diabetic retinopathy, cancerous cells), 
situational awareness for self-driving 
cars, and a raft of other hard recogni-
tion and optimization problems.

Speculation is rampant as to where 
these methods may take us in the future. 
Powerful decision-making tools are in 
development or already in operation, 
absorbing and applying large amounts 
of data to discrimination tasks normally 
reserved for human judgment. Therein 
lies an issue deserving of the attention of 
ACM members and all others engaged 
in fashioning these new tools. These 
systems are brittle in some respects. The 
training sets used to develop the neural 
network weights can be biased in ways 
not known to the trainers. The choices or 
decisions indicated by the networks can 
also exhibit chaotic effects in the sense 
that small changes in inputs can result 
in extreme changes in output. In so-
called generative adversarial networks,g 
two networks are pitted against each 
other (see Goodfellow et al. p. 56). One 
tries to fool the other into thinking that 
an image of a dog, for example, is actu-
ally a cat. Changes to small numbers of 

f https://deepmind.com/blog/deepmind-ai- 
reduces-google-data-centre-cooling-bill-40/

g https://deeplearning4j.org/generative- 
adversarial-network

pixels that are imperceptible to humans 
can cause a neural network to make 
major classification mistakes. In my lay-
man’s cartoon model of this phenom-
enon, I imagine each pixel in the input 
image is a distinct dimension in a high 
dimension space. Hyperplanes separate 
images of animals, for instance, from 
each other. Small changes in the values 
of some pixels may cause a vector in hy-
perspace to move across the hyperplane 
boundary and cause the system to mis-
identify an image of a dog as a cat or 
something else. 

These hazards drive the need for se-
rious thinking about the potential to 
depend too much on the output of such 
neural systems or to make autonomous 
decisions without human intervention. 
Attention to the training sets and as-
siduous testing against a wide range 
of inputs seems essential to limit se-
rious side effects of decision making 
using these systems. That such neural 
networks can be extremely valuable is 
inarguable in the face of demonstrated 
results so far. That they can also be cata-
strophically wrong is equally evident, 
triggering a serious need for ethical 
considerations in their development 
and application. This is true in general 
for all software, but especially so for 
neural networks which functions are 
still somewhat mysterious and which 
successes are so spectacular that it is 
tempting to ignore the potential for un-
intended consequences of their use. 

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.
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vardi’s insights

DOI:  Moshe Y. Vardi

mation does not want anything. It is 
people who want information to be 
free, but “Information wants to be 
free” meshed well with the antiestab-
lishment character of the techno-uto-
pianism. When the Internet and the 
World-Wide Web grew explosively in 
the early 1990s, information freedom 
became a mantra.

But information freedom meant that 
rather than creating an information 
market, information has become “com-
mons,” an unregulated shared public 
resource, which, as popularized by Gar-
rett Hardin in an influential 1968 article, 
is subject to “The Tragedy of the Com-
mons.” This phrase refers to the phe-
nomenon where individual users acting 
independently according to their own 
self-interest behave contrary to the com-
mon good. Of course, we all love free in-
formation. The question is whether in-
formation freedom is good for society.

But markets in which the prices for 
goods and services are determined by 
sellers and buyers are among the great-
est inventions of human civilization, 
though arguments continue about the 
relative advantages and disadvantages 
of free markets, coordinated markets, 
regulated markets, and the like. Regard-
less of the details, markets provide us 
with a mechanism for finding the value 
of goods and services. Communism is 
the most famous 20th-century attempt 
to build market-free economies. It re-
quired coercion on a colossal scale, with 
an incalculable cost in human lives. The 
Internet is the second major attempt to 
build a market-free economy, limited to 
information. When search and social 
emerged as business in the late 1990s 
and mid-2000s, respectively, informa-
tion freedom was already a hallowed In-
ternet principle, and companies have 
adapted to it by making themselves into 

W
HEN WE REFER  to “the 
Internet” we refer not 
only to the global sys-
tem of interconnected 
computer networks but 

also to the set of applications that uti-
lize this network, including email, the 
Web, search engines, social media, and 
the like. To understand where this In-
ternet comes from, we have to revisit 
the emergence of online communities 
in the early and mid-1980s. Consider, 
for example, the WELL, which began in 
1985 as a dial-up bulletin board system, 
self-described as “a cherished watering 
hole for articulate and playful think-
ers.” One of its founders was Stewart 
Brand, best known as editor of the 
Whole Earth Catalog, an American coun-
terculture magazine and product cata-
log published periodically since the late 
1960s. “Counterculture” refers to a late-
1960s–early-1970s Western antiestab-
lishment cultural movement, whose 
members were known as “hippies.” To-
day’s Internet, with its techno-utopian 
culture,a connects with the 1960s coun-
terculture movement. 

In a 1984 Hackers’ Conference, Brand 
told Steve Wozniak, a founder of Apple 
Inc., “Information wants to be free, be-
cause the cost of getting it out is getting 
lower and lower all the time.” This 
phrase, “Information wants to free,” 
came to mean people should be able to 
access information freely. It has become 
an ideology of many technology activists 
who criticize any restriction to open 
and free access to information. Com-
pletely forgotten today is the fact that 
this phrase is taken out of context; the 
preceding sentence by Brand was “In-
formation wants to be expensive, be-
cause it’s so valuable.” Of course, infor-

a https://bit.ly/2GyQ0XP

advertising companies. Ethan Zucker-
man, director of the MIT Center for 
Civic Media, called information free-
dom “The original sin of the Internet.”b

Why is information freedom such a 
horrible mistake? To start with, informa-
tion freedom is, of course, an illusion. 
Google and Facebook are stupendously 
profitable companies. Where do these 
profits come from? “Not from me,” you 
may say, “the advertisers pay to adver-
tise.” But advertising is just the cost of do-
ing business, and advertisers simply pass 
the cost of advertising to the price of the 
goods and services they provide. Thus, in-
stead of having a transparent market in 
which posted prices lead to value discov-
ery, we have an opaque market in which 
consumers support Internet companies 
via, essentially, an invisible tax. 

But market opaqueness is just one 
problem. As we now know, Internet ad-
vertisers require data to ensure effective 
delivery of ads, so we not only pay for 
“free information” with invisible tax, we 
pay for it also with our personal infor-
mation. The Internet has become a 
huge surveillance machine.

In a recent New York Magazine ar-
ticle, the “Internet apologized.”c The ar-
ticle contains a breakdown of what went 
wrong with the Internet from the archi-
tects who built it. It is worth reading. 
But the real question is whether it is not 
too late to ditch the ad-based business 
model and build a better Internet. This 
is, I believe, one of the most important 
questions in computing right now! 

 
b https://theatln.tc/2wU5Xsa
c https://slct.al/2GZ6hGr

Moshe Y. Vardi (vardi@cs.rice.edu) is the Karen Ostrum 
George Distinguished Service Professor in Computational 
Engineering and Director of the Ken Kennedy Institute for 
Information Technology at Rice University, Houston, TX, USA. 
He is the former Editor-in-Chief of Communications.

Copyright held by author.
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letters to the editor

Teach the Law (and the AI) ‘Foreseeability’ 
DOI:10.1145/3226227  

out of computing. I found this claim too 
harsh and also unjust. To me, it involves 
intention. And Vardi’s argumentation 
looks to me more political, or politically 
correct, than scientific. Of course we 
need more women in computing, and 
yes, one can be biased without recogniz-
ing one’s own bias. Still, my personal 
experience, on hiring committees at the 
University of Michigan and at Microsoft, 
is that computer scientists try very hard 
to bring women on board. 

There are interesting parallels between 
U.S. and Soviet political correctness. In the 
late 1960s, I was the chair of the mathe-
matics department in Sverdlovsk Institute 
for National Economy—a Soviet univer-
sity—responsible for the entrance exams 
in mathematics. The rector of the univer-
sity pressed for increasing the percentage 
of accepted students from the working 
classes, as opposed to the intelligentsia. 
In principle I liked the idea. My parents 
were laborers. The question was how to 
achieve the goal. I suggested a division 
of labor: We, the mathematicians, would 
grade the exams on merit, as usual, and 
the administration would accept whom-
ever it deemed appropriate. I also sug-
gested that we offer remedial courses for 
working-class high-school students to pre-
pare them for the rigors of university-level 
mathematics. But the rector would have 
none of it. He wanted us to grade on merit 
and somehow simultaneously increase 
the percentage of working-class students. 
The pressure came from above. Higher au-
thorities wanted to increase the percent-
age of working-class students. But even in 
the USSR, nobody accused us of pushing 
out the group of people in question. 

The issue of this letter is bigger 
than gender equality or the Soviet ex-
perience. It is about political correct-
ness. Responding to Toxen, Vardi 
wrote: “Communications is definitely 
not only about computers and pro-
gramming.” I still like Toxen’s idea of 
taking Communications out of politics. 
But if we have to debate a political is-
sue, it should be done constructively, 
without exaggerating or imputing in-
tentions that people may not have. 

Yuri Gurevich, Ann Arbor, MI, USA 

R
Y A N  CA LO’S “LAW  and Tech-
nology” Viewpoint “Is the 
Law Ready for Driverless 
Cars?” (May 2018) explored 
the implications, as Calo 

said, of “ … genuinely unforeseeable 
categories of harm” in potential liabili-
ty cases where death or injury is caused 
by a driverless car. He argued that com-
mon law would take care of most other 
legal issues involving artificial intel-
ligence in driverless cars, apart from 
such “foreseeability.” 

Calo also said the courts have 
worked out problems like AI before and 
seemed confident that AI foreseeabil-
ity will eventually be accommodated. 
One can agree with this overall judg-
ment but question the time horizon. AI 
may be quite different from anything 
the courts have seen or judged before 
for many reasons, as the technology is 
indeed designed to someday make its 
own decisions. After the fact, it may be 
impossible to ascertain the reasons for 
or logic behind its decisions. 

AI is a sort of idiot savant that can be 
unpredictably, and potentially, danger-
ously literal. Calo gave an example of a 
driverless car instructed to maximize 
efficiency and decide that having a fully 
charged battery would be the best way to 
achieve it. The car kept its engine run-
ning in the garage of a house overnight 
and, in doing so, asphyxiated its human 
occupants. This is an example of the so-
called “paper-clip problem,” whereby 
an AI is programmed with its sole objec-
tive to make paper clips. When it runs 
out of metal wire, it begins to make 
them out of anything else it can find. 
Recall how the HAL 9000 computer in 
Stanley Kubrick’s and Arthur C. Clarke’s 
2001: A Space Odyssey let nothing inter-
fere with its mission objective, includ-
ing, tragically, its human astronauts. 

AI software designers are still so new 
at developing AI it will be difficult for 
them to predict what could happen as it 
is deployed in the real world. Manufac-
turers and designers using AI compete 
in an environment where market share 
and profitability almost always drive 
product development and release, more 

than any study of potential outcomes. 
MIT physics professor Max Tegmark 
has insightfully explored such “bugs” in 
the application of current technology.1 

As liability cases are litigated, courts 
in different jurisdictions, following a 
similar set of facts and circumstances, 
may produce very different judgments. 
If the manufacturer claims particular 
AI software is proprietary, determining 
what led the software to make a particu-
lar decision might be futile. 

AI is a field of information technology 
the average person, including owners of 
AI-equipped cars and members of a jury, 
can barely grasp, much less evaluate. Fur-
ther study of foreseeability could only 
benefit the technology, as well as the law. 

Reference 
1. Tegmark, M. The near future: Breakthroughs, bugs, 

laws, weapons, and jobs. Chapter 3 in Life 3.0: Being 
Human in the Age of Artificial Intelligence. Alfred A. 
Knopf, New York, 2017, 93–110. 

 Evelyn McDonald, Fernandina Beach, 
FL, USA 

Author Responds: 
I appreciate this thoughtful response. The 
paper-clip problem has always fascinated 
me when offered as evidence of the supposed 
existential threat AI poses to humanity. The 
problem envisions a system so limited that it 
blindly follows a single objective function—
making paper clips—but is simultaneously 
so powerful, intelligent, and versatile that 
it overcomes the sum of human resistance. 
Regardless, I completely agree with 
McDonald’s central takeaway that we cannot 
know how AI will be deployed in practice in 
the years to come. 

Ryan Calo, Seattle, WA, USA 

Political Correctness, Here, Too 
I sympathize with Bob Toxen’s position, 
as outlined in his letter to the editor “Get 
ACM (and Communications) Out of Poli-
tics” (May 2018). Meanwhile, writing as 
if to lend additional support to Toxen’s 
critique, Moshe Y. Vardi wrote in his 
Vardi’s Insight column “How We Lost 
the Women in Computing” (also in May 
2018) that women were being pushed 
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Editor-In-Chief Responds: 
It is good to see a debate has broken out 
in Communications. Issues concerning the 
health and inclusiveness of the computing 
professional community must be at the 
heart of what ACM does and is concerned 
about. I find the topic entirely appropriate 
and welcome thoughtful perspectives 
representing different points of view. In 
the larger scope, it is clear that computing 
is far too important to science, education, 
commerce, society, and government for 
Communications to take a narrow view. It 
must engage the multiplying issues of how 
computing is transforming the world, for the 
good, and, yes, sometimes for the worse, as 
well as how the world shapes computing. 

 Andrew A. Chien, Editor-In-Chief, 
Communications of the ACM 

Author Responds: 
Gurevich argues that to justify the claim 
that women have been pushed out of 
computing I had to bring evidence of 
intention. But my claim was about action, 
not intention, and I did bring evidence 
for that, as much as possible within the 
confine of a one-page column. Gurevich 
also insinuates that women have less talent 
in computing than men. Factual evidence 
would show this insinuation to be false. 

Moshe Y. Vardi, Houston, TX, USA 

De-Identify My Patient Data 
or You Can’t Have It 
Computational de-identification 
techniques, many with near-perfect 
performance, increase patient privacy 
and reduce the potential for abuse of 
patient data, even in the most complex 
security situations (such as with hospital 
discharge summaries).2 Although they 
perform well with patient data, applying 
them in real-life hospital and insurance 
systems remains a challenge. Samuel 
Greengard’s news story “Finding a 
Healthier Approach to Managing Medical 
Data” (May 2018) emphasized the impor-
tance of maintaining patient privacy and 
deserves credit for bringing it to the atten-
tion of Communications readers, as well as 
to public-health researchers. 

But could it be that the most advanced 
methods of protecting patient data are 
not actually as effective as Greengard 
seemed to assume? Imagine two reposi-
tories of patient data, as one would find 
in most hospital and insurance systems 
today. The first is the original and the 

second a highly protected de-identified 
representation of the original. If a cor-
rupt employee or malicious hacker 
wanted to access and redistribute or sell 
patient data, which source would they be 
more likely to target? The hacker would 
obviously go for the raw data of the first 
source, which is already fully accessible 
to a large number of hospital personnel, 
including nurses, doctors, and technical 
staff. Moreover, detailed patient medi-
cal claims for almost everyone are al-
ready available to insurance companies. 
Included are personal and demographic 
details, as well as clinical information 
like procedures, co-morbidities, and 
laboratories. A person with malicious 
intent could thus use the simplest tech-
nologies (such as a mobile hard drive or 
an email or FTP server) to transfer sensi-
tive data of potentially hundreds of mil-
lions of patients from secure servers to 
unsecured laptops. 

Public-health researchers and other 
data scientists often use de-identified 
patient data rather than the original 
patient data, as Greengard discussed, 
limiting their ability to produce cred-
ible studies; for instance, removing spe-
cific dates of death from a patient record 
would preclude their ability to study 
liver complications, as the standard 
outcome in this domain is the patient’s 
short-term mortality.1 

As Greengard suggested regarding 
the benefit to public health from analyz-
ing such data, lawmakers should look 
to impose significant penalties on anyone 
convicted of abusing data, rather than re-
quire medical professionals to de-identify 
it, as is currently the case. Data scientists 
would be better off if the data is left raw 
(legally) in its most unadulterated form 
rather than be de-identified, achieving 
improved accuracy of scientific findings 
that could directly improve patient care. 

References 
1. Kartoun, U., Corey, K., Simon, T., Zheng, H., 

Aggarwal, R., Ng, K., and Shaw, S. The MELD-Plus: 
A generalizable prediction risk score in cirrhosis. 
PLOS ONE 12, 10 (Oct. 2017). http://journals.plos.org/
plosone/article?id=10.1371/journal.pone.0186301 

2. Uzuner, O., Luo, Y., and Szolovits, P. Evaluating the 
state of the art in automatic de-identification. Journal 
of the American Medical Informatics Association 14, 5 
(June 2007), 550–563. 
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This comment demonstrates the 
reality that creating a simple piece of 
software was a complex engineering 
task, even though software engineer-
ing only “emerged as a discipline in its 
own right” later on in the 1980s, as Ian 
Sommerville said in his 1982 book Soft-
ware Engineering (https://dl.acm.org/
citation.cfm?id=1841764). 

Most programmers were calling 
themselves “hackers,” even though 
in the early 1980s this word, accord-
ing to Steven Levy’s book Hackers: He-
roes of the Computer Revolution, “had 
acquired a specific and negative con-
notation.” Since the 1990s, this label 
has become “a shibboleth that identi-
fies one as a member of the tribe,” as 
linguist Geoff Nunberg pointed out 
(https://n.pr/2rg8g2v). 

Being able to hack both the software 
and the hardware was a virtue for a long 
time. However, the world of computer 
programming has changed dramati-
cally in the last decade.

First of all, the cost of computing 
power gets cheaper every year. For 
example, one gigabyte of computer 
memory cost about $1,000 in 2000; 
in 2018, it costs less than $5. That 

is 200 times cheaper in the span of 
only 18 years. The same is true for 
hard drives, monitors, CPUs, and all 
other hardware resources. As James 
Somers noticed in his analysis of 
industry problems in The Coming 
Software Apocalypse (https://theatln.
tc/2HFazak): “Computers [have] dou-
bled in power every 18 months for the 
last 40 years.”

Second, the growth of open source 
is massive. The majority of software 
is available for free now along with 
its source code, including operating 
systems, graphics processors, com-
pilers, editors, frameworks, cryptog-
raphy tools, and whatever else we can 
imagine. Programmers do not need 
to write much code anymore; all they 
need to do in most cases is wire to-
gether already available components.

Third, despite an increasing popu-
lation of programmers in the world, 
the field is still in a deficit. In some 
European countries, the demand for 
highly skilled IT personnel is twice 
as high as their market supply of 
talent. According to Iamexpat.nl, 
in the Netherlands “a whopping 
76% of HR employees reported hav-

Yegor Bugayenko  
The Era of Hackers  
Is Over
http://bit.ly/2JH8qrg
April 23, 2018 
In the 1970s, when Mi-

crosoft and Apple were founded, pro-
gramming was an art only a limited 
group of dedicated enthusiasts actu-
ally knew how to perform properly. 
CPUs were rather slow, personal com-
puters had a very limited amount of 
memory, and monitors were lo-res. To 
create something decent, a program-
mer had to fight against actual hard-
ware limitations.

In order to win in this war, pro-
grammers had to be both trained 
and talented in computer science, a 
science that was at that time mostly 
about algorithms and data structures. 
The first three volumes of the famous 
book The Art of Computer Programming 
by Donald Knuth, a Stanford Univer-
sity professor and a Turing Award re-
cipient, were published in 1968–1973. 
This programming bible earned a fa-
mous comment from Bill Gates: “It 
took incredible discipline, and several 
months, for me to read it.”

We Are Done  
with ‘Hacking’ 
Today’s programmers offer more valuable skills  
than simply being able to hack algorithms and  
make data structures, says Yegor Bugayenko. 

DOI:10.1145/3213760   http://cacm.acm.org/blogs/blog-cacm
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ing difficulty finding enough candi-
dates with this qualification.”

Fourth, programmers now work 
remotely instead of in offices or 
cubicles. Thanks to the growth of 
high-speed Internet, conferencing 
software like Zoom and Skype, mes-
saging tools like Slack and Telegram, 
and distributed repository manag-
ers like GitHub and Bitbucket, along 
with many other innovations, remote 
work has become more comfortable 
than the alternative of working in the 
traditional office setting.

Finally, programmer salaries have 
skyrocketed in the last few decades. In 
2000, when one gigabyte of memory 
still cost $1,000, the average senior 
programmer earned around $80,000 
in Silicon Valley. In 2018, they are cur-
rently making three times more, while 
RAM is 200 times cheaper.

Taking these five variables into 
account, it would appear that the 
skills required of professional and 
successful programmers are drasti-
cally different from the ones needed 
back in the 1990s. The profession 
now requires less mathematics and 
algorithms and instead emphasizes 
more skills under the umbrella term 
“sociotech.” Susan Long illustrates 
in her book Socioanalytic Methods: 
Discovering the Hidden in Organiza-
tions and Social Systems (http://bit.
ly/2w0sFhS) that the term “sociotech-
nical systems” was coined by Eric 
Trist et al. in the World War II era 
based on their work with English coal 
miners at the Tavistock Institute in 
London. The term now seems more 
suitable to the new skills and tech-
niques modern programmers need.

They need to know how to commu-
nicate with the open source commu-
nity to find the needed components, 
to request features, and to learn bug 
fixes from their developers. Moreover, 
they have to be ready to contribute to 
open source software by submitting 
pull requests or even creating their 
own programs. Those who used to 
work only with commercial and pri-
vate software will soon be far behind 
other programmers.

They have to know how to get help 
outside of an office or even a project 
team when working remotely and 
alone. Aside from Stack Overflow, 
which dominates the Q&A platform for 

programming market, there are docu-
mentation and code repositories that a 
professional programmer must know 
how to navigate. Those who previously 
only relied on colleagues and friends 
will now lose to those who know how to 
learn from the entire Internet.

Programmers have to know how to 
write maintainable code that other 
programmers will be able to easily 
understand. Since hiring personnel 
grows more expensive every year, 
businesses emphasize the maintain-
ability of their code bases over devel-
oping exceptionally complex code. It 
is easier for them to buy a larger serv-
er if the algorithm is not fast enough, 
rather than lose what previous pro-
grammers created when a new team 
or a replacement shows up and fails 
to understand how to modify the 
project. Because the cost of comput-
ers continues to grow cheaper and 
the cost for employing programmers 
continues to increase, maintain-
ability continues to dominate the 
programming landscape as the pri-
mary virtue of almost any software. 
The end result is that these “Hack-
ers” who spend their days writing 
complex, cryptic code will soon find 
themselves out of the market.

Edsger W. Dijkstra’s words—
“Simplicity is a great virtue”—which 
he uttered in 1984, grow increasingly 
more valuable every year.

It seems that the future of program-
ming rests less in math and more in so-
ciotech relationships between people.

Comments
Not sure I agree with the viewpoints in 
this blog. “Hacker” is a casually 
understood term, it could be simply 
understood as someone who is 
extremely sophisticated in writing 
code, but not necessarily isolated from 
engaging in sociotech relationships. I 
am sure that “hackers” do run into 
mental blocks, and they, too, look for 
answers at “Stack Overflow” or happily 
provide some to “show off” their 
“hacking” skills. “Hacking” doesn’t 
necessarily make code more complex 
than necessary, it may do just the 
opposite — making code simpler than 
necessary that affects readability. 
“Hacking” might also mean the “code-
and-fix” practice, which the article is 
right about. But the verdict is just as old 

as the term “software engineering”—we 
need software craftsmanship, if not an 
engineering process, to build software. 
“Hackers” are always there regardless 
of how we define them, and I am sure 
that their productivity can be turned 
into good use.

Does the future of programming rest 
less in math? Coding more efficient 
algorithms (regardless of RAM price 
dropping) or writing more efficient code 
requires mathematical thinking. Had 
our developers known Z-Specification 
(a formal specification method based 
on Set Theory), they would have 
written much more reliable software 
than we have experienced. The future 
of programming may be dominated by 
data-analytics, machine-learning and 
deep-learning applications. Developers 
are not just to collect data and hit a 
button to invoke “shop-provided” models; 
rather, they are to tweak the models and, 
by all means, develop new models to be 
trained by datasets unique to the local 
business environment. To the opposite, 
the future of programming rests more in 
mathematics. After all, computing, by its 
very nature, is a mathematical discipline.

—Chenglie Hu

I, too, would have to disagree.  
The hardware of computers today  
has changed so drastically from  
those early days that to really write 
proficient/optimized code, a software 
engineer has to really understand  
the hardware and what it is doing ... 
so “Hackers” live, especially in the fields 
where speed and efficiency  
are very important. One has to 
understand memory, caches, cores 
and hyper-threading, throughput and 
latency, vector registers, and how 
to write code to properly take full 
advantage. 

In order to get that mathematics 
you write of to run efficiently, one has 
to know how the computer handles the 
calculations, fetches, executes, and stores 
the results the best and fastest way.

Today more than ever. software 
engineers need to be “Hackers” in  
the manner that Steven Levy referred  
to them.

—Rod Haxton

Yegor Bugayenko is founder and CEO of software 
engineering and management platform Zerocracy.
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N  RE CE N T MONTHS,  bitcoin and 
other cryptocurrencies have 
plunged in value, yet the mar-
ket capitalization for these 
digital currencies is still valued 

at hundreds of billions of dollars. That 
market cap has grown more than 20 
times since last year, when the crypto-
currency boom began.

With bitcoin’s booming popularity 
comes problems. Speculation in bitcoin 
and other cryptocurrencies is rampant. 
Scams abound, and plenty of initial coin 
offerings (ICOs) have overpromised or 
underdelivered spectacularly.

Through it all, the world has fo-
cused on how bitcoin and other cryp-
tocurrencies could implode and go to 
zero—or make you rich—depending 
on who you ask. Yet another aspect to 
cryptocurrencies has not received as 
much attention. 

A major issue that results from 
increased adoption has not been ad-
equately addressed; they use a lot of 
energy. The “mining” process that cre-
ates bitcoin uses more energy than Ser-
bia, says Digiconomist, a self-described 
“platform that provides in-depth analy-
sis, opinions, and discussions with re-

Why Cryptocurrencies 
Use So Much Energy—
and What to Do About It 
The electricity consumption of mining for cryptocurrencies  
is becoming a real concern. Here’s what to do about it.

Science  |  DOI:10.1145/3213762 Logan Kugler
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gard to bitcoin and other cryptocurren-
cies … on a voluntary, best-effort basis.” 

According to Bitcoinist, another in-
dustry site, the average cost in electric-
ity to mine a bitcoin in Serbia is about 
$3,100, making it quite profitable to 
mine the coin there (among other 
countries with low-cost electricity).

As cryptocurrencies rise in price, 
the problem isn’t going away. Right 
now, Digiconomist estimates that bit-
coin mining, the process of generat-
ing bitcoins, accounts for 0.29% of the 
world’s annual electricity consump-
tion. The mining of a single bitcoin 
block—a block of tranasaction data 
on the bitcoin network—consumes 
enough energy to power more than 28 
U.S. homes for a  day.

Other cryptocurrencies that are 
structured similarly to bitcoin use 
energy for mining, too. Bitcoin is the 
most popular and best known crypto-
currency, but it is not unique in its en-
ergy needs.

Some people wonder if crypto- 
currencies will disrupt the financial 
system, while others wonder if they will 
break the environment in the process.

Mining for Digital Gold
Many cryptocurrencies, including bit-
coin, are “mined” into existence. Mining 
is when computers solve complex math 
problems to generate new bitcoins on 
the bitcoin network. The computers that 
solve each progressively more complex 
equation receive a reward in bitcoin.

According to site 99Bitcoins (a 
source of information on the crypto 
currency for the non-technical), a “con-
stant amount” of bitcoins is created 
when a math problem is solved. The 
number of bitcoins awarded used to 
be 50 per problem solved, dispersed 
among all bitcoin miners; however, that 
number drops by half every 210,000 
times an award is given out. In late 2017, 
that meant 12.5 bitcoins were awarded 
each time each progressively more dif-
ficult math problem was solved.

The bitcoin network, says the site, 
“is designed to produce a constant 
amount of bitcoin every 10 minutes.” 
That means every time a miner joins 
the network, it will become harder to 
solve the problem resulting in the re-
ward of bitcoins. The difficulty scales 
up to ensure bitcoin is generated every 
10 minutes, no matter how much pro-

cessing power you throw at it.
It is here that the energy problem 

arises. Bitcoin uses a “proof-of-work” 
(PoW) system to mine new bitcoins 
and verify transactions on the network. 
PoW means that computers “mining” 
bitcoin prove the data in each block of 
bitcoin being mined (the hard math 
problem to solve). 

“The proof-of-work scheme re-
quires guessing the solution to an 
equation (actually, an inequality),” 
says David Malone, a lecturer at Ire-
land’s Maynooth University. “The 
guessing uses lots of computing power 
and, consequently, electricity.”

When PoW is completed, rewards 
are paid out in bitcoin. Depending on 
the price of bitcoin at any given time, 
you may spend less in electricity costs 
than you receive in bitcoin, potential-
ly making the venture profitable.

For instance, 99Bitcoins calculates 
that mining  bitcoin for one month us-
ing one advanced piece of computer 
hardware would use 1,375kW of elec-
tricity, which it estimates would cost 
the user $118. 

However, remember the part about 
the mining math problems getting 
harder over time? More and more 
computational firepower is required 
over time to mine at the same rate in 
order to keep your profitability stable, 
at least in terms of the number of bit-
coins earned. 

To cope, the bitcoin mining com-
munity often adopts ASICs, or applica-
tion-specific integrated circuits. ASICs 
are circuits configured for a particular 
use case. Specialized ASICs are more 
powerful than regular computers at 
bitcoin mining, giving miners with 
these ASICs the ability to mine faster. 

“Bitcoin’s proof-of-work scheme 

has proven particularly easy to build 
custom hardware like ASICs for,” says 
Malone. This has led to the adoption of 
custom—and energy-intensive—hard-
ware by those who would mine bitcoins 
for profit. 

This isn’t always the case with other 
cryptocurrencies.

“Some other proof-of-work schemes 
[known as being ASIC-resistant] are 
designed to be best calculated by regu-
lar computers, so people mining them 
can use regular computers instead of 
ASICs,” says Malone.

The result is a vicious cycle, with the 
potential to consume an increasing 
amount of electricity.

More and more computing power 
is needed to mine bitcoin, which re-
quires more and more electricity. 
ASICs can be used to supercharge 
your mining, which uses even more 
electricity, and if bitcoin’s price rises, 
it becomes even more profitable to 
mine, which causes more miners to 
jump into the game. The more min-
ers, the more computing power need-
ed to crack bitcoin’s math problems.

And so the cycle begins anew.
“So, while the value of bitcoin is 

higher than the cost of electricity, we 
can only expect more people to jump 
in, increasing the overall energy de-
mands,” says Malone.

How to Go Crypto-Green?
Bitcoin is the most popular cryptocur-
rency that uses PoW, but it’s not the 
only one. Many cryptos run on various 
types of PoW schemes. Ethereum, one 
of the three most popular cryptos, uses 
a PoW scheme.

Bitcoin alone uses a lot of electric-
ity, but should other PoW cryptos be-
come popular, the problem could get 
much worse, much faster.

The good news is that the crypto-
currency community is aware of the 
problem, although possible solutions 
span the spectrum from theoretical to 
practical.

“Some systems use a semi-central-
ized model (like Ripple or Stellar) that 
are more green, but the trust assump-
tions are different than a fully decen-
tralized system like bitcoin,” says Jo-
seph Bonneau, a cryptographer and 
assistant professor of computer sci-
ence at New York University who used 
to work at Google.

The mining of a 
single bitcoin block 
consumes enough 
electricity to power 
more than 28 U.S. 
homes for a full day. 
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process entirely. They use a system 
called “proof-of-stake.” These crypto-
currencies, which include DASH and 
PIVX, don’t use PoW at all since it con-
sumes too much energy, says Malone. 
Instead, users lock up quantities of 
cryptocurrency for periods of time, 
which secures the blockchain used by 
that currency. In return, they receive 
cryptocurrency rewards, as if they had 
mined cryptocurrency themselves.

The result is, potentially, a middle 
path: cryptocurrency projects can still 
incentivize people to secure their net-
works, without requiring the energy 
needs of a small country to do so. 

Further Reading

Beigel, O.
Is Bitcoin Mining Profitable in 2018?,
99Bitcoins, Jan. 2, 2018,
https://99bitcoins.com/bitcoin-mining-
profitable-beginners-explanation/

Bitcoin Energy Consumption Index,
Digiconomist,
https://digiconomist.net/bitcoin-energy-
consumption

Rodgers, A.
The Hard Math Behind Bitcoin’s  
Global Warming Problem,
WIRED, Dec. 15, 2017,
https://www.wired.com/story/bitcoin-
global-warming/

Sompolinsky, Y. and Zohar, A.
Bitcoin’s Underlying Incentives
Communications, March 2018
https://cacm.acm.org/
magazines/2018/3/225472-bitcoins-
underlying-incentives/fulltext

Logan Kugler is a freelance technology writer based in 
Tampa, FL. He has written for over 60 major publications.
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These systems may circumvent 
the energy consumption concerns 
that arise with bitcoin, but may offer 
something fundamentally different 
from the value propositions of exist-
ing PoW cryptos.

Though cryptos like Ethereum 
use PoW, says Bonneau, some people 
might argue for it being a greener op-
tion, since Ethereum mining is typi-
cally performed on general-purpose 
graphics processing units (GPUs) that 
you can find in everyday computers. 
These are, theoretically, “greener be-
cause the hardware could be repur-
posed for other things if the currency 
dies out,” Bonneau says. Bitcoin min-
ing’s specialized ASICs, on the other 
hand, would have zero practical value 
if bitcoin disappeared tomorrow.

Yet the real problem is the mining 
process itself, no matter how green 
it gets. Bitcoin and other PoW min-
ing schemes are incentivized to con-
sume energy.

“Bitcoin is currently valuable, so 
people want to earn bitcoins,” says 
Malone. Miners use their comput-
ing power to add blocks of transac-
tion data to the bitcoin blockchain; 
miners that do so are rewarded with 
more bitcoins.

“The way to earn bitcoins is to take 
part in adding blocks to the block-
chain, as the bitcoin designers decided 
to reward this activity to incentivize 
people to maintain the blockchain,” 
says Bonneau

He explains that cryptocurrency 
mining is “difficult by design to ensure 
that blocks are found at a certain rate, 
and money is created at a certain rate. 
If you designed a new chip that was 
twice as efficient, the puzzles would 
simply become twice as hard and there 
would be no benefit.”

Mining, at the end of the day, is the 
work that ends up consuming most of 
the energy on any given crypto network.

In the case of bitcoin, says Bonneau, 
the energy costs are related “almost en-
tirely to mining; that is, to solving com-
putational puzzles. There are other 
energy costs of the system, like main-
taining the system history, broadcast-
ing and verifying new transactions, but 
those energy costs are trivial compared 
to the mining.”

Some cryptocurrency developers 
have tried to circumvent the mining 

No matter how 
green the mining 
process gets, 
cryptocurrencies 
based on proof-
of-work schemes 
are incentivized to 
consume energy.

ACM 
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News
COMBINING SIMULATIONS 
WITH REAL-TIME DATA

“My career has 
been focused 
on the problem 
of parallel and 
distributed 
execution of 
simulations,” 

says Richard Fujimoto, 
Regents Professor at the 
School of Computational 
Science & Engineering of the 
Georgia Institute of 
Technology (Georgia Tech).

Fujimoto earned his 
master’s degree and doctorate 
in Computer Science and 
Electrical Engineering from 
the University of California, 
Berkeley. He received two 
separate bachelor degrees, 
one in computer science, the 
other in computer engineering, 
from the University of Illinois, 
Urbana-Champaign. 

His Ph.D. training began 
with an emphasis on computer 
hardware and architecture. 
During his studies, Fujimoto 
became interested in creating 
simulations and modeling. He has 
been more focused on software 
methods ever since, particularly 
on executing event simulations on 
parallel computers. 

Fujimoto worked at the 
University of Utah for several 
years before joining Georgia 
Tech in 1989.

Much of his work now 
concerns combining 
simulations with real-time data. 
He describes using live data 
streams of traffic conditions to 
drive simulation models, which 
then make predictions about 
future conditions.

One area in which Fujimoto 
is particularly interested is 
mobile computing devices, 
particularly with regard to the 
amount of energy consumed 
by simulation computation, 
which affects battery life. He 
anticipates putting considerable 
effort into research on the 
energy consumption properties 
of distributed simulation 
algorithms on mobile devices. 

Fujimoto also is passionate 
about promoting the stature 
of modeling simulation as a 
field in its own right, instead of 
merely as an application area.

—John Delaney
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ups such as Superhuman, Edison, and 
Basecamp position their products less 
as messaging tools than as personal 
assistants, organizers of the threads of 
your digital life. 

“It’s hard to tell if email is on its way 
to becoming obsolete, or on its way to 
becoming even more central to how we 
do things,” says Jon Kleinberg, Tisch 
University Professor of Computer Sci-
ence at Cornell University and an expert 
on social and information networks. 

As an example, Kleinberg cites 
TripIt, a smart organizer of travel-re-
lated email messages. TripIt will sift 
through your inbox, harvest travel-
related items, update your calendar, 
and send you master itineraries. TripIt 
combines rules-based heuristics and 
artificial intelligence (machine learn-
ing and natural language processing) 
to recognize and make sense of travel 
information from hotels, car rental 
companies, travel agents, and the like.

Kleinberg applauds the emergence of 
such email-based organizing tools, yet 
he cautions, “With all these artificial as-
sistants, there is this trade-off between 
the effort they save and the concerns 
that they will miss something.”

Microsoft thinks of its Outlook 
email product as the basis for personal 
time management, and in recent years 

T
HE  F IRST N ETWORKED  elec-
tronic mail message was 
sent by Ray Tomlinson of 
Bolt Beranek and Newman 
in 1971. This year, accord-

ing to market research firm Radicati 
Group, 3.8 billion email users world-
wide will send 281 billion messages 
every day.

That’s 3.2 million messages a sec-
ond—hotel reservations, meeting notic-
es, greetings from friends, product de-
signs, receipts, flirtations, complaints, 
requests for help and, of course, spam. 
You may feel like a substantial number 
of them end up in your inbox. 

And yet, some observers say email 
is dying. It’s so ‘last century’, they say, 
compared to social media messaging, 
texting, and powerful new collabora-
tion tools. The youngest computer us-
ers don’t use email much, as you know 
if you ever tried to email your teenager. 
When Alice texts Bob about lunch, she 
doesn’t care that her message won’t be 
filed in a “lunch” folder and stored in 
an archive; she wants something fast, 
easy, and informal. 

Meanwhile, even the most mature 
users decry the manifold faults of email: 
its sometimes-cumbersome interfaces, 
slow response, lack of flexibility, secu-
rity holes, and spam. 

Finally, a host of software entrepre-
neurs want you to believe their replace-
ments for old-fashioned email are bet-
ter in every way. 

On the other side of the issue stand 
email power users such as Craig Par-
tridge, chief scientist at Raytheon BBN 
Technologies (which started out as Bolt 
Beranek and Newman). “Email is not 
dying,” he says. “It has a core set of func-
tions that no other service has effec-
tively replaced. It gives people tremen-
dous control over how their messages 
are handled. Users are not locked into a 
particular user interface, and they know 
their email will be around, and search-
able, as long as they decide to keep it.”

Partridge, who was voted into the 
Internet Hall of Fame last year for his 

invention of mail-exchange records for 
email routing, praises email’s use of 
vendor-independent open standards. 
“It prevents walled gardens—the in-
evitable attempt by someone to control 
your email flow. That’s especially im-
portant in the corporate world.”

Indeed, Radicati Group says reports 
of the death of email are greatly exagger-
ated, predicting email message traffic 
will grow 14% over the next three years, 
to 319.6 billion messages a day by 2021. 

So, is email dying or not? It’s a mat-
ter of definition. Just what is “email,” 
anyway?

Beyond Messaging
For decades, basic email has been 
based on open standards within the 
TCP/IP suite of protocols. These include 
SMTP, for sending messages between 
servers, and POP and IMAP for reading 
or retrieving messages from servers. 

Most applications users think of as 
email today go way beyond those basic 
message-handling functions. Popular 
email clients such as Gmail, Outlook, 
Yahoo, and Thunderbird include pow-
erful and intuitive user interfaces, inter-
faces to other applications, spam filters, 
and tools for managing, organizing, ar-
chiving, and searching messages. 

The newest offerings from start-

You’ve Got Mail!
And that’s not all. Email is not what it used to be.
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it has added calendar- and task-man-
agement functions to Outlook’s basic 
messaging. The company is taking a 
“suite approach” to its Office 365 appli-
cations, says Gaurav Sareen, Microsoft 
corporate vice president for Outlook, 
Yammer, and Groups. Outlook and 
other Microsoft applications, such as 
Word and Cortana, share fundamen-
tal capabilities and methods, many of 
them based on artificial intelligence. 

For example, Sareen says, machine 
learning and natural language pro-
cessing algorithms will soon be able 
to look at a draft email message and 
warn the user that a particular sentence 
is too formal, too informal, or cultur-
ally insensitive. This advice is based 
on three “signals”—knowledge of the 
user’s established habits, awareness of 
what the user’s organization does, and 
knowledge about the user population at 
large. In an application of artificial in-
telligence (AI) using these same signals, 
Outlook will be able to make shrewd 
guesses as to which incoming messages 
merit quick action by the user, a filter-
ing especially useful on small, portable 
devices. Sareen says AI capabilities like 
this grow better over time as they in-
creasingly learn about their users and 
their preferences. 

So Many Choices ... 
Kleinberg says users choose among 
a rich variety of messaging applica-
tions using two criteria, including the 
“ephemerality” of the intended mes-
sage. With email, response times are 
often measured in days, and users ex-
pect that, “But if you get an answer to 
your text after two days, you might not 
even know what it’s about anymore,” 
he says. It is further assumed that an 
email message will survive for retrieval 
months later if needed, but in a cou-
ple of hours Bob and Alice won’t care 
about their lunch deliberations.

The second basic discriminator 
among messaging applications is the 
strength of the social ties between com-
municators, Kleinberg says. Users of 
text messaging and social media-based 
messaging, for example, usually know 
each other pretty well, but email users 
very often do not. 

Mapbox, an eight-year-old developer 
of open-source software tools for loca-
tion-dependent applications, illustrates 
the breadth of messaging methods that 

companies have adopted in recent years. 
It uses Gmail and voice telephone for 
communicating with external parties, 
such as recruits and sales prospects. In-
ternally, when employees want a quick, 
informal message path, they may use 
Slack, a tool designed for collaboration 
in project teams. Mapbox has 500 ac-
tive, user-defined, subject-specific chat 
rooms, or channels, on Slack, and in a 
recent month its 300 employees sent 
500,000 messages via Slack. 

Julie Munro, manager of customer 
success at Mapbox, thinks of Slack as 
an instant-messaging tool for simple, 
routine communication. “If we feel a 
conversation in Slack is getting pretty 
big, and there are some crucial deci-
sions that a couple of people should 
weigh in on, we’ll ticket it and take it to 
GitHub,” she says. GitHub is nominally 
for software version control and source 
code management, but it is increasing-
ly used for all kinds of communication 
among developers. 

Mapbox has more than 1,000 sub-
ject-specific “repositories” on GitHub, 
many of them containing code, many 
others containing message traffic about 
code, customers, and various subjects 
of ongoing importance to the company. 
Ticketed issues are visible to all em-
ployees and offer views of company ac-
tivities and history not easily duplicated 
by an email system, Munro says. “It’s a 
great way to have open, transparent de-
cision-making,” she adds.

... So Little Time
Partridge at BBN Technologies uses 
Outlook for business mail and Gmail 
for his personal messages. He process-
es 300 non-spam email messages a day, 
and as a touch typist he uses keyboard 

shortcuts extensively. He says email 
interfaces have “gone downhill” for 
the power user over the past 10 years. 
“Searching has improved, but dis-
patching emails mostly requires click-
ing on things. It takes forever; you click 
on a message and it wants to pop up a 
separate window, and it takes a half-
second to display. In this day and age, 
you should never wait for your comput-
er once you have made a decision.”

Cornell’s Kleinberg, who handles be-
tween 100 and 200 messages a day, agrees. 
“Most of us deal with an extremely high 
rate of in-bound information,” he says. 
“At some point, the bandwidth constraint 
becomes human and not technological. 
Even with all the artificial assistants in the 
world, there’s a point at which it’s cogni-
tively hard to keep track of it all.”  
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However, expanding the number of 
hotspots alone will not be enough. The 
greatest challenge to providing access 
to rural or underdeveloped regions is a 
lack of Internet infrastructure, simply 
because there has not been a concerted 
effort to bring big data pipes to those 
regions. Known as Internet backhaul 
services, these networks connect local 
access providers to the Internet itself, 
and usually are built using expensive 
solutions, such as undersea broadband 
cables or a network of satellites, in or-
der to handle the huge traffic demands 
placed on the network. Without a guar-
anteed network of revenue-generating 
users, there is no incentive for a telecom 
company to lay out the capital required 
to lay cable or launch satellites.

One company that tried to address 
this issue is MainOne, a provider of tele-
com services and network solutions for 
businesses in West Africa, which started 
with the goal of building an undersea 
broadband cable stretching 4,350 miles 
from Portugal to Nigeria, with stops in 
Ghana. The company began in 2008 by 
raising money from Nigerian investors, 
and two years later, was selling access to 
local Internet service providers (ISPs). 

It appears efforts such as these are 
working.  According to a 2018 report from 
advertising and marketing agency We Are 
Social and social media management 
firm Hootsuite, Internet users in Africa 
are up by more than 20%; the number 
of people accessing the Internet in Mali, 
for example, has increased by nearly six 
times in the past year. Similarly, the num-
ber of Internet users in Benin, Sierra Le-
one, Niger, and Mozambique have more 
than doubled over the same time frame.

Undersea cables are helpful, but 
bringing Internet access to landlocked 
countries or regions requires connec-
tions to be brought into these regions, 
and then supported by local ISPs.  
Companies such Liquid Telecom,  
EveryLayer, and others are working with 
independent ISPs in cities and villages 
by helping to negotiate rates for these 
backhaul services so that they can pro-
vide affordable access to consumers.

Wilmer says providing backhaul 
services to these remote areas is a key 
challenge. “That’s another problem 
that needs to be overcome.”

Google has launched a project to 

F
OR  PE OPLE  LIVING  and work-
ing in North America, Europe, 
and other relatively prosper-
ous regions of the world, ac-
cess to the Internet is a given. 

Even if one cannot afford a private, 
subscription-based fixed or mobile ac-
count, Wi-Fi hotspots offering free In-
ternet access are relatively ubiquitous 
in coffee shops, public libraries, and 
even in certain mass transit stations, 
which lets everyone with a smartphone, 
tablet, or laptop access the Internet.

Yet in the developing regions of the 
world, which include but are not lim-
ited to parts of Africa, Asia, and Latin 
America, there is relatively sparse in-
frastructure in place to allow citizens 
of these areas to access the Internet. 
Moreover, even when there are connec-
tions available, many people in those 
regions simply cannot afford either the 
devices required or the account access.

“Worldwide, I think a little bit over 
half the world’s population does not 
have access to the Internet today,” says 
Rick Wilmer, CEO of Mountain View, 
CA-based cloud-managed Wi-Fi ser-
vice provider Mojo Networks. “One of 
the major reasons why is because of af-
fordability. In a lot of developing coun-
tries, you obviously have lower levels of 
income and lower levels of disposable 
income, and the amount of money that 
the general population has available to 
spend on something like Internet con-
nectivity is very limited.”

Mojo Networks is one of several 
companies and organizations that are 
trying to bring connectivity to these 
underserved regions of the world. The 
company’s largest effort is a venture 
with Reliance Jio, a wireless telecom 
provider based in India that has more 
than 100 million subscribers. Mojo 
Networks is supplying Reliance Jio 
with Wi-Fi network access points at 
cost, thereby helping the wireless car-

rier offer Wi-Fi hotspot access to con-
sumers for free or at very low cost.

As of January 2018, Reliance Jio has 
deployed more than 100,000 base sta-
tions in India, with plans to double that 
number this year. Currently, non-Jio cus-
tomers can access the Wi-Fi network for 
free for up to 30 minutes without getting 
disconnected. If a user is a Jio customer, 
they can remain connected to the Wi-Fi 
hotspot beyond that time limit, and any 
data use will be billed to the customer’s 
data package.  This package is still quite 
affordable in local terms, with the lowest-
cost package starting at a cost of about 
98 rupees (US $1.53), which provides 28 
days of access and a data cap of 2GB.

Clearly, there is more than altruism 
at work, when considering bringing 
Internet connectivity to places in the 
world where there is little discretion-
ary income. Indeed, companies such 
as Mojo Networks are seeing a benefit 
to making access hardware affordable 
and shifting its business model to offer 
recurring revenue-based value-added 
services to local ISPs.

“I can’t necessarily say that we’ve 
done this exclusively for solving the 
problem of affordability in the devel-
oping world,” Wilmer says. “We’re 
selling cloud services, so we really now 
look like a SaaS (software as a service) 
company. Our SaaS offering is a suite 
of applications that live in the cloud 
that allow a customer to manage their 
Wi-Fi network;  that’s how we make 
our money.”

Other tech companies have also 
launched initiatives that are designed 
to provide access via hotspots. Face-
book has partnered with India tele-
com giant Bharti Airtel to help it debut 
20,000 Internet access points across the 
country, as part of the social networking 
company’s Express Wi-Fi project to sell 
inexpensive Internet access in regions 
where web coverage is limited.

Bringing the Internet to 
the (Developing) World 
A growing number of low-cost (and free!) solutions  
aim to open the Internet to developing regions.
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use light beams to bring rural areas of 
the planet online, after it announced a 
planned rollout in India. Alphabet’s X, 
the new name for the company formerly 
known as Google X, is working with tele-
com operator AP State FiberNet in India 
to utilize Free Space Optical Communi-
cations (FSOC), a technology that uses 
beams of light to deliver high-speed, 
high-capacity connectivity over long dis-
tances. The project will use 2,000 FSOC 
links to add capacity to its network, 
which requires connecting 2,000 boxes 
installed as much as 12 miles apart to 
create a new backbone to supply service 
to cellphone towers and Wi-Fi hotspots. 
Alphabet X’s work in India is part of a 
government initiative to connect 12 mil-
lion households to the Internet by 2019.

Google also has been trialing an ini-
tiative called Project Loon, which in-
volves maintaining a fleet of balloons 
to provide Internet coverage to users on 
the ground in remote regions. The sys-
tem was designed to provide high-speed 
Internet connectivity by transmitting 
signals from the ground to a network of 
balloons in the sky, routing the signal to 
adjacent balloons on the network and 
then back down again to users on the 
ground.  However, “the balloons don’t 
seem to have worked out very well,” ac-
cording to Darrell West, vice president 
of governance studies at the Brookings 
Institution. “Apparently, there have 
been problems with maintaining them 
at a steady height, because local airflows 
are pushing them up or down and dis-
rupting communications.”

West says the use of satellites to bring 
Internet coverage to wide geographic ar-
eas is a more reliable solution. Compa-
nies such as OneWeb, which is backed 
by Virgin founder Richard Branson, and 
SpaceX, Elon Musk’s venture, are placing 

satellites in low Earth orbit (100 to 1,250 
miles overhead) to provide fast Internet 
access with low latency rates.  Because 
these lower-latency satellites are not po-
sitioned as high in the sky as traditional 
satellites, more are required to provide 
adequate coverage of a region, West says. 

Quika is one company actively work-
ing to bring a free satellite Internet 
broadband service to underserved geo-
graphic regions. Scheduled to launch 
in the second quarter of this year, the 
Quika service promised speedy, low-
latency Ka-band data connectivity in 
developing countries, where income 
inequality and a lack of infrastructure 
(especially in rural areas) make con-
ventional Internet access impractical 
for most. Service was slated to begin 
in Afghanistan and Iraq, and as those 
services gain traction, additional coun-
tries will be supported via local agents 
in a variety of countries, according to 
Quika chairman Alan Afrasiab.

“We are aiming to provide citizens of 
developing countries and those in rural 
areas trapped by poor and/or expensive 
Internet infrastructure with a decent, 
quality connection to help bring about 
real change to empower communities,” 
Afrasiab says. “Quika Free will target 
those on low incomes,” and services will 
be available across a range of offerings, 
from advertising-supported free servic-
es, to volume-based services available on 
gigabyte-per-month plans. Afrasiab says 
Quika also will target larger commer-
cial organizations. “Quika Plus, VNO, 
and Trunk will be offered to those who 
require significant amounts of data or 
dedicated access to our MPLS network.”

It is not just technical or cost issues 
that can make providing Internet ac-
cess difficult. Internet access provid-
ers face their own regulatory issues, 

including the possibility of being re-
quired to censor content for local gov-
ernments. That’s why most low-cost In-
ternet services are fairly basic in terms 
of content, West says. “You get access 
to job listings, to weather, to news, and 
entertainment sites,” he says, adding 
that some providers are also offering 
messaging capabilities.

Overall, the goal of these Internet 
providers is to give people who have 
never used the Internet a taste of the 
features and benefits of Internet access, 
so that it becomes a “must-have” in 
their lives, rather than a “nice-to-have.”

“The key barrier is the initial de-
ployment,” West says. “Once people 
start using the Internet, they generally 
want to use it more, and so it becomes 
a higher financial priority for them. 
So, once [access is provided], then the 
market is in a stronger position to take 
over from there.” 
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of book contents in response to user 
search queries as fair use. 

Fox’s lawsuit focused on numerous 
watch-related services. TVEyes not only 
copied news programs in responding 
to search queries, but also allowed cus-
tomers to set up “watch lists” for future 
relevant news, to archive video clips on 
TVEyes’ servers, to share video clips 
with third parties, and even to down-
load clips and transcripts to customers’ 
computers. (To bolster its fair use argu-
ment, TVEyes contractually required 
its clients to limit their uses of the clips 
and transcripts to internal purposes.)

TVEyes’ Fair Use Argument 
When assessing whether a challenged 
use is fair or infringing, U.S. copy-
right law directs courts to take into 
account four factors: the purpose of 
the defendant’s use, the nature of the 
copyrighted work, the amount and 
substantiality of the taking, and harm 
to actual or potential markets for the 
protected works. 

F
OR THOSE WHO want compre-
hensive access to recent tele-
vised news on any topic—be 
it bombings in Syria, protests 
in Turkey, tornados in the 

Midwest, or indictments of Trump 
campaign officials—TVEyes has been 
the “go to” news-monitoring service. 
Its system stores programming from 
1,400 broadcast outlets on a 24/7 basis 
for 32-day periods, transcribes their 
contents, and indexes the transcripts to 
enable keyword searching. In response 
to customers’ search queries, TVEyes’ 
system generated lists of relevant video 
clips in reverse chronological order, 
which when clicked on, would play 
program segments containing the key-
words, starting 14 seconds before the 
keywords to provide context and last-
ing no more than 10 minutes. Among 
TVEyes’ 2,200 subscribers have been 
the White House, the U.S. Department 
of Defense, 100 members of Congress, 
Goldman Sachs, Bloomberg, Reuters, 
and two major broadcast networks.

In response to Fox News Networks’ 
copyright infringement lawsuit, TV-
Eyes raised a fair use defense. Although 
a trial court upheld this defense as to 
the system’s most salient features, 
the Second Circuit Court of Appeals 
in February 2018 ruled Fox was right: 
the challenged uses were unfair. The 
court’s opinion has significant impli-
cations for developers of technology-
intensive services intended to offer 
similar features. 

Search- Versus  
Watch-Related Functions 
Fox did not challenge the extensive 
copying TVEyes did of its programs 
in creating its full-text searchable da-
tabase. This is probably because this 
copying was so similar to Google’s 
scanning of 20 million books to index 
their contents for a full-text searchable 
database that the Second Circuit had 
ruled was fair use in its Authors Guild 
v. Google decision. The court also re-
garded Google’s serving up “snippets” 

Legally Speaking  
Copyright Blocks  
a News-Monitoring 
Technology 
An evolving technological landscape has made  
application of copyright law increasingly difficult.
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mercial nature of TVEyes’ enterprise. 
Fox also challenged TVEyes’ nature-

of-the-work theory because its system 
was copying and displaying creative ex-
pression from the Fox programs. It was 
not just extracting facts or assertions 
about facts from the programs.

The amount of TVEyes’ copying for 
its watch-related functions was, more-
over, more extensive than Google’s. To 
avoid undercutting copyright markets, 
Google showed no more than three 
small snippets of text from books in 
response to search requests. It had, 
moreover, technologically restricted 
access to expressive contents beyond 
what was necessary to assess the rel-
evance of information. TVEyes, by con-
trast, allowed customers to watch as 
many video clips as they wanted and to 
watch up to 10 minutes per clip.

Fox’s main harm argument was 
that TVEyes was usurping a valuable 
licensing market opportunity for Fox. 
To show this was not just a hypotheti-
cal market, Fox offered evidence of 
revenues it had derived from licens-
ing of other video-clipping services. 

TVEyes argued that its uses of Fox 
news programs were “transformative” 
because they were for a different purpose 
than Fox’s uses. (That is, TVEyes was us-
ing Fox contents for information-locat-
ing purposes, whereas Fox was providing 
news for its customers to consume.) It 
pointed to the Second Circuit’s Google 
decision holding that copying 20 million 
books for Google’s Book Search project 
was transformative because it had a dif-
ferent purpose. Transformative uses are 
more likely than non-transformative 
(that is, consumptive) uses to be fair. 
Moreover, TVEyes was enabling its cus-
tomers to do research and news analysis, 
both of which are favored uses under the 
fair use provision of U.S. copyright law.

TVEyes argued that the factual na-
ture of Fox news programs tipped the 
nature-of-the-use factor in favor of fair 
use. After all, numerous cases have 
found that fact-intensive works enjoy a 
narrower scope of copyright protection 
and a broader scope of fair use. 

While the amount of copying in TV-
Eyes was unquestionably extensive, 
so was the quantity of copying in the 

Google case. Yet, the Second Circuit 
ruled that Google’s copying of 20 mil-
lion books to index their contents was 
reasonable in light of its transformative 
purpose, and so TVEyes could credibly 
say its use was similarly reasonable.

TVEyes argued that Fox had not suf-
fered harm because the video clips its 
customers made (85% of which lasted 
less than one minute) were not substi-
tutes for Fox programs. Second Circuit 
cases have held that copyright owners 
are not entitled to control all transfor-
mative use markets. Only if the chal-
lenged use would supplant demand for 
the original should a use be deemed 
unfair. People have not stopped watch-
ing Fox news due to TVEyes’ service. 

Fox’s Arguments Against Fair Use
Fox disputed TVEyes’ assertion that 
its purpose in using Fox programs was 
transformative. The Fox video clips TV-
Eyes was serving up to its customers 
had exactly the same content as when 
the programs were initially televised. 
The non-transformative nature of the 
use cut against fair use, as did the com-
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lected television clips, and this market 
is worth millions of dollars in the ag-
gregate.” Because TVEyes clearly val-
ued Fox content and was charging its 
customers substantial sums for access 
to it, it ought to be willing to license the 
content instead of getting it for free.

With the amount-used and harm fac-
tors cutting against fair use, the nature-
of-the-work factor being neutral, and 
the purpose factor weighing only slight-
ly in favor of TVEyes, the court conclud-
ed that Fox should prevail on summary 
judgment (that is, without having to go 
to trial). It directed the lower court to 
issue an injunction against the watch-
related functions of TVEyes’ system.

Conclusion 
TVEyes has discontinued use of Fox 
programs for now; it remains to be 
seen whether it can reach a licensing 
agreement with Fox that would allow 
it to continue to offer comprehen-
sive coverage of breaking news. If the 
litigants cannot reach a deal, one key 
value of the TVEyes system—its com-
prehensiveness—will be undermined. 
After Fox’s win, other broadcasters 
may insist that TVEyes get a license 
from them as well. In order to main-
tain comprehensiveness, TVEyes will 
have to overcome holdup problems 
with broadcasters who realize they 
have this news-monitoring service over 
a barrel, so to speak. One possibility, 
which TVEyes is probably exploring, 
is whether allowing clients to watch 
shorter and/or fewer segments might 
get it back under the fair use roof.

The concurring opinion raised an 
alarm about the likely development of 
other technology services that, like TV-
Eyes, would aim to improve the efficien-
cy of delivery of copyrighted content. 
The judge objected to calling those types 
of services “transformative” because 
this might encourage technology devel-
opers to create scaled-down TVEyes-like 
services. Although his skeptical view did 
not prevail in the TVEyes case, it signals 
some caution for technology developers 
who aim to achieve a similar purpose to 
the TVEyes system. 

Pamela Samuelson (pam@law.berkeley.edu) is the 
Richard M. Sherman Distinguished Professor of Law and 
Information at the University of California, Berkeley, and a 
member of the ACM Council.

Copyright held by author.

Amicus Curiae Interest
The high-profile nature of the TVEyes 
case was evident from the 13 amicus 
curiae (friend of the court) briefs filed 
with the Second Circuit. Seven were 
in support of TVEyes, and six in sup-
port of Fox. (Amicus briefs are typically 
filed by firms or individuals whose ar-
guments supplement or complement 
arguments made by the litigants, often 
explaining the amici’s perspective on 
the policy implications or consequenc-
es of the court’s decision.) 

Among the TVEyes-side amicus 
briefs were those filed by Google, the 
Computer & Communications Indus-
try Association, the Electronic Frontier 
Foundation, and several library asso-
ciations. The Fox-side amicus briefs 
included ones by journalist and pho-
tographer organizations, the National 
Association of Broadcasters, CNN, and 
the National Cable & Telecommunica-
tions Association. 

Second Circuit Ruling 
Rather than doing a fair use analysis on 
a feature-by-feature basis, as the trial 
court had done, the Second Circuit di-
vided the TVEyes uses of Fox contents 
into two categories: the search-relat-
ed features, which Fox had not chal-
lenged, and the watch-related features, 
to which Fox objected. The court’s 
opinion was measured in its analysis of 
each fair use factor, but ultimately con-
cluded TVEyes was not a fair user. 

Although one judge on the three-
judge panel agreed with Fox that TV-
Eyes’ use was non-transformative, the 
majority decided that the watch-relat-
ed features were “modestly transfor-
mative” because TVEyes’ service had 
a different purpose than Fox’s broad-
casts. TVEyes’ copying of Fox con-
tents was, as in Google, transformative 
“insofar as it enables users to isolate, 
from an ocean of programming, mate-
rial that is responsive to their interests 
and needs to access that material with 
targeted precision.” Without a ser-
vice such as TVEyes, that information 
would be “irretrievable or else retriev-
able only through prohibitively incon-
venient or inefficient means.”

The most interesting part of the TV-
Eyes opinion was its characterization 
of improved efficiency in content de-
livery as indicative of the firm’s trans-
formative purpose. It likened this to 

the time-shift copying at issue in the 
Supreme Court’s 1984 decision in 
Sony v. Universal, which challenged 
Sony’s sale of videotape recording 
equipment to enable customers to 
make copies of television programs. 
Like Sony, TVEyes enabled its clients 
to find and watch specific content 
of interest to them without having to 
watch it at the time when it was initially 
broadcast. Yet, the commercial nature 
of TVEyes’ service somewhat undercut 
the transformativeness argument. 

As in many fair use cases, the na-
ture-of-the-work factor was given very 
little attention and played an insignifi-
cant role in the TVEyes fair use ruling.

The amount-used factor favored Fox 
“because TVEyes makes available vir-
tually the entirety of the Fox program-
ming that TVEyes users want to see 
and hear.” TVEyes enabled its users to 
make far greater use of Fox’s copyright-
ed content than the three snippets per 
book that Google was serving up in re-
sponse to user search queries. Insofar 
as TVEyes allowed users to watch and 
make copies of up to 10 minutes of Fox 
news, that would often convey “the en-
tirety of the message conveyed by Fox to 
[its] authorized users.” News segments 
are often shorter than 10 minutes. 

What seems to have undermined 
the fair-use defense more than any-
thing else was the perceived harm to 
an existent licensing market for video 
clips. The court thought Fox had a le-
gitimate interest in controlling that 
market. Moreover, “[t]he success of 
the TVEyes business model demon-
strates that deep-pocketed consumers 
are willing to pay well for a service that 
allows them to search for and view se-

The court’s opinion 
was measured in  
its analysis of each 
fair use factor,  
but ultimately 
concluded TVEyes 
was not a fair user.
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three different concepts: encryption; 
automated execution of transactions 
(“smart contracts”); and distributed led-
ger, a type of a distributed database. The 
three may be applied together, but they 
are separate tools, and not all of them 
are necessary in a blockchain system.

So, what is “blockchain”? While 
there is no one standard definition of 
blockchain, the most parsimonious 

B
LOCKCHAIN HAS ATTRACTED 
a lot of attention. Many 
are excited about this new 
technology based on a pub-
lic, permissionless, distrib-

uted ledger that cryptographically as-
sures immutability without a need for 
a trusted third party and allows for 
smart contracts. Large and small com-
panies want to get on board, as they 
expect this technology will lower their 
costs by making transactions quicker, 
safer, transparent, and decentralized. 
However, the technology behind the 
blockchain is for the most part not well 
understood—there is no consensus on 
what benefits it may really bring, or on 
how it may fail. 

A more careful look into the technol-
ogy reveals that most of the proposed 
benefits of “blockchain technologies” 
do not really come from blockchain. 
Smart contracts, encryption, and dis-
tributed ledger are separate concepts. 
The three may be implemented togeth-
er, but they do not need to be. Most 
of the proposed benefits come from 
encryption and smart contracts. But 
encryption and smart contracts do not 
need blockchain. 

Confusion Around What 
Blockchain Actually Is
The growing excitement about block-
chain technologies is perhaps best 

summarized in the increasingly popu-
lar slogan “blockchain revolution.”The 
revolution is buoyed by a few forces, of 
which the most significant is the expec-
tation of substantial cost savings. 

The main sources of savings are sup-
posed to come from increased security, 
faster transactions, and a shared led-
ger. However, the statements about the 
benefits of blockchain seem to confuse 

Economic and  
Business Dimensions  
Blockchain Revolution  
without the Blockchain? 
Most of the suggested benefits of blockchain technologies  
do not come from elements unique to the blockchain. 
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tracts can be set up just as effectively 
on a centralized system.

Other significant cost savings may 
come from improved encryption, 
which results in increased security of 
the system. Currently, encryption is 
underutilized in business practice. Bit-
coin’s blockchain itself uses standard, 
well-established cryptography tools. 
But excitement about blockchain’s 
safety turned more attention to the 
new developments in cryptography.

What Are the Benefits 
of Blockchain?
What about the benefits of a distrib-
uted ledger—the blockchain itself? 
A distributed ledger allows multiple 
parties in the system to add transac-
tions to a shared ledger in a way that 
the changes are reflected consistent-
ly across all copies.b It brings ben-
efits in places where reconciliation of 
contradictory ledgers is costly. At the 
same time, recording transactions 
on a shared ledger takes more time 
than on a centralized ledger, because 
of the reconciliation mechanisms 
(consensus mechanisms) that must 
be employed. Moreover, the need to 
store the ledger in multiple locations 
may significantly add to storage and 
computational costs. So far it has 
not been clearly demonstrated in 
which circumstances the benefits of 
employing a distributed ledger out-
weighs the cost of delays and dupli-
cated storage.

Distributed ledgers are a special 
case of distributed databases. They 
have been known, and used, for three 
decades. But proponents of block-
chain technologies expect more 
from the new technology than just 
distributed ledger. They expect that 
adopting blockchain could result 
in further cost savings due to disin-
termediation, as it does not require 
a trusted third party to be virtually 
immutable. Indeed, the core of Bit-
coin’s computer-scientific innova-
tion was the security of a permission-
less distributed ledger, so that there 
is no need for a trusted third party 
anywhere in the system. 

b Technically, distributed databases also have 
other desirable properties, but this one seems 
to be the focus in the context of blockchain 
technologies and fintech.

and commonly used is “distributed 
ledger of transactions.”a This is why the 
term “blockchain technologies” is often 
used interchangeably with the phrase 
“distributed ledger technologies.” 

Where Is the Confusion 
Coming From?
The source of confusion around block-
chain can be traced to the origin of the 
term. “Blockchain” was introduced as 
a shorthand term for “chain of blocks 
of transactions,” which was part of the 
Bitcoin system.4 Later, “blockchain” 
became an independent term in media 
discussions of whether there are other 
uses for distributed ledgers of transac-
tions beyond Bitcoin. 

Bitcoin’s system—a system operat-
ing without a trusted third party—has 
been quite successful since it started 
in 2009, in the sense there has been 
no fraud on its blockchain. For this 
reason, it is often said to be secure. 
Bitcoin’s blockchain is also public (all 
transactions are visible), and permis-
sionless (any computer may participate 
in validating transactions and adding 
them to the ledger). 

Some pundits erroneously extrap-
olate that any blockchain will have 
these properties: distributed, secure, 
public, permissionless, and will op-
erate without the need for a trusted 
third party. This extrapolation may 
come from a misconception that the 
Bitcoin’s blockchain properties come 
solely from technology, while in real-
ity they come from a combination of 
technology and an incentive system 
that accounts for the behavior of hu-
man participants. Yes, the Bitcoin 
system uses cryptographic tools. But 
the reason why the system is virtually 
immutable is because it is too costly to 
“rewrite the history.”

Note that smart contracts are not 
a core property of the Bitcoin block-
chain. The Bitcoin system has a ru-
dimentary capability to create code 
that would allow for some transac-
tions to be automatically executed. 
Ethereum expanded on this feature, 
introducing a blockchain with a main 

a Note that “ledger of transactions” is different 
from “ledger of balances.” The former keeps 
the history of transactions, as in the “chain of 
blocks of transactions.” Using this definition, 
“Ledger of balances” would not be a blockchain.

purpose to facilitate smart contracts 
(see http://www.ethereum.org.) Since 
the term “smart contracts” entered 
the mainstream media in the context 
of blockchain, this may have created 
a perception that smart contracts are 
native to blockchains. However, a 
code automatically executing a trans-
action can be implemented by a wide 
range of entities.5 

Therefore, smart contracts, encryp-
tion, and distributed ledger are sepa-
rate concepts. They may be implement-
ed together, but do not need to be. The 
term “blockchain” should not be used 
as a catch-all aggregation of these dif-
ferent terms.

Why Is It Important to Consider 
Smart Contracts, Encryption, and 
Distributed Ledger Separately?
The distinction matters for estimating 
costs and benefits, or even predicting 
the best uses of blockchain technolo-
gies. For example, smart contracts are 
computer programs that automati-
cally implement the terms of an agree-
ment between parties. One typically 
given example is that of a car lease: 
upon a missed payment, the car auto-
matically locks and returns the con-
trol to the lender. Since execution of a 
smart contract does not involve a deci-
sion or an action of a human, it may 
increase speed as well as minimize 
the number of mistakes. Both would 
result in cost savings.

Some media outlets state that 
“through blockchain technology, 
smart contracts are now a reality.”3 
However, smart contracts were a real-
ity long before: an automated recur-
ring payment that someone sets up 
with his or her bank or a limit order 
with a stock exchange are examples 
of smart contracts. Blockchain is 
not needed to gain the benefits from 
smart contracts, because smart con-

Current applications 
of blockchain  
have gathered  
only limited appeal.
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However, these benefits may be dif-
ficult to realize in a blockchain without 
Bitcoin. It has proven to be a challenge 
to create a decentralized, permission-
less, and safe blockchain to transfer 
assets other than the native crypto-
currency (for example, bitcoins). 

The first major issue is the gateway 
problem: The information about the 
underlying assets must enter the block-
chain in the first place. The second ma-
jor challenge is ensuring immutability 
of the ledger without a native currency. 
In most of the currently proposed ap-
plications, both these issues have been 
addressed by creating closed, permis-
sioned blockchains, which require 
some involvement of a trusted third par-
ty. This is because blockchain without 
bitcoins is no longer virtually immutable 
without a trusted third party. In many 
cases, the permissioned blockchains 
are the right tools for their purpose, but 
more often a centralized system would 
be more efficient and reliable. 

Current applications of block-
chain have gathered only limited ap-
peal. Bitcoin’s blockchain is the most 
successful, but even after a decade 
Bitcoin has been adopted as a pay-
ment method only for specific nich-
es. Mainstream users often indicate 
existing payment systems, such as 
credit and debit cards, not only satisfy 
their needs, but also provide services 
above what Bitcoin delivers.2

There are ideas for other, non-cur-
rency applications of blockchain, such 
as real-estate ownership records, vot-
ing information, or identity verifica-
tion. However, a careful look into these 
areas shows the problems there do not 
arise from the need for a distributed 
ledger of transactions. 

Consider an example of the pilot 
program administered by the Cook 
County real-estate office.1 When some-
one acquires property, they usually 
need to purchase title insurance in 
case someone else claims the owner-
ship property over the seller. The Cook 
County office was wondering whether 
putting the real-estate ownership on 
a blockchain would resolve this un-
certainty. However, the major cause 
of the title uncertainty is that when a 
property is sold, there is no obligation 
to report it to the county office (or else-
where). It is enough to have a written 
sales contract as a proof. Moreover, 

the sales reported to the county office 
are manually entered into the system, 
which results in typing errors. Neither 
of these problems is solved by imple-
menting a blockchain …

The Future of  
the Blockchain Revolution 
I expect blockchain technologies will 
have a big impact on many industries, 
and that it will not be limited to fi-
nance. However, it may not happen in 
the way it is currently envisioned. Both 
the entrants and the incumbents are 
looking with interest at the properties 
of Bitcoin’s blockchain and smart con-
tracts. But as they realize the benefits 
of different elements of the system, it 
may turn out that while new encryp-
tion tools and automated execution 
of transactions (smart contracts) have 
large and clear benefits, distributed 
databases may have a more limited 
appeal. Most of all, we need to realize 
that outside of Bitcoin (or other cryp-
tocurrencies) we do not have a tech-
nology that offers “permissionless dis-
tributed ledgers that cryptographically 
assure immutability without a need for 
trusted third parties.” 

The blockchain revolution may give 
us new tools and change the landscape 
of some industries. But since the ben-
efits of encryption and smart contracts 
can be realized without a distributed 
ledger, the world after the blockchain 
revolution may well be a world without 
the blockchain.  
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my experiences being tokenized: high-
lighted for my “diverse” personhood, 
and yet being unable to control my own 
narrative or to bring about meaningful, 
positive changes in my institutional en-
vironment. I wondered aloud whether 
I would be standing at that podium if I 
were raised in poverty, if I were a Black 
or indigenous person, or if I were dis-
abled. Despite being both queer and a 
trans woman of color, my social posi-
tion affords me privilege, safety, and a 
platform to speak. Critically, however, 
it does not matter how many “diverse” 
people are let into the room if we do not 
possess the power to change what hap-

I 
WAS NERVOUS when I took the 
stage. Despite assurances from 
everyone I had shown my 
speech, I was nervous because I 
was about to tell the 400 attend-

ees at the 2017 ACM CHI conference’s Di-
versity and Inclusivity Lunch that “diver-
sity” and “inclusivity” are not enough.

There is a rapidly growing appre-
ciation that diversity is a Problem That 
Must Be Solved in computing; as an ex-
ample, despite women earning 57% of 
undergraduate degrees in the U.S., we 
earn only 18% of degrees in computer 
and information sciences (see https://
bit.ly/1W7j2Re). But it is not just about 
women: academics facing multiple op-
pressions—homophobia, transphobia, 
ableism, racism, anti-Blackness, and 
intersections of all thesea—have much 
to say about the often-entrenched views 
of the “old guard” and the institutions 
they control. During my time at CHI 
2017, I found this firsthand. But what I 
also found inspired me: young academ-
ics (mostly graduate students, many of 
them queer) are turning a critical eye to 
established research practices and trans-
forming computing research.

a Throughout this column I will refer to LGBTQ 
people (lesbian, gay, bisexual, transgender, 
queer). Transgender people are individuals 
whose gender does not match the one they were 
assigned at birth. I will also use first-person 
plural pronouns (we, our) variably to refer to 
these groups and identities I occupy. Finally, 
as a U.S.-based graduate student, this column 
features only my own limited perspective.

Essential to this transformation is 
the understanding that powerful insti-
tutions—academia among them—of-
ten embrace “diversity and inclusion” 
but stop short of structural change.7 
Who gets to decide who is “the right 
kind of diverse”? What are people be-
ing included in? Who is doing the in-
cluding, and for what reasons? The 
answers to these questions hinge upon 
the social, economic, and political 
power structures that form the fabric 
of our society. In my speech, I argued 
that tokenization and privilege pervade 
the self-indulgent initiatives that often 
mark “diversity work.”2 I reflected on 

Broadening 
Participation 
Beyond Diversity 
Considering the confluence of research  
questions and sociopolitical dynamics. 
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Gender-identity and sexual-orientation symbols on a Rubik’s-cube-themed display in Paris, 
France, 2017.
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ing. Trans people may feel as though 
our voices do not represent us; this 
does not just hurt internally, but could 
also put us at risk for harassment or as-
sault. When we present ourselves to the 
world (through our speech, dress, man-
nerisms, or otherwise), we might find 
ourselves walking a line between what 
we want to see in ourselves and what oth-
ers expect of us. Another of my interview 
participants said she sometimes pres-
ents herself as more feminine than she 
feels in order to be gendered correctly by 
others. While a voice-training app could 
be useful, it could easily become pre-
scriptive and propagate notions about 
how trans people should sound, act, and 
live. Without appreciating the complex 
personal and social contexts in which 
such technologies would be used, they 
will fail.

Conclusion 
At CHI 2017, Ann Light presented her 
alt.chi submission (for which she won 
a Best Paper Award),4 which consid-
ered what HCI researchers should do 
in the face of existential crisis, a politi-
cal and socioeconomic climate hostile 
to many, and the continuing decline 
of the environment and the associated 
uprising of the upper class. She was 
asked, “Are you hopeful?” To which she 
responded, “No, but I am determined 
to make change.” 

Her words inspired me to fight for 
change in my institutional environ-
ments and through my research, and I 
am excited to join a community of re-
searchers who share that goal. As we 
pursue work that appreciates the mul-
tifaceted nature of human identity, the 
injustices of stigma and oppression, 
and the shared responsibility of tech-
nology designers, engineers, and aca-
demics to work toward true social good 
(the health of our people and our plan-
et),5 we are making a statement. And 
with every author, advisor, and collabo-
rator behind that work, we are building 
collective power. We are beginning to 
move beyond diversity and inclusion—
are you joining us?

Addendum
Because this column was first written 
following CHI 2017, I want to add some 
thoughts on this year’s conference, 
which wrapped up at the end of April. 
If you made a word cloud from the SIG-

pens inside it. Without that power, we 
can be ignored, silenced, or removed, 
and the status quo remains intact.

These issues impact not only the en-
vironments in which we do our work, 
but also the work itself. I have real-
ized that asking certain research ques-
tions—such as how to build technol-
ogy for women, disabled people, or 
trans people—requires critical engage-
ment with sociopolitical problems. In 
my field of human-computer interac-
tion (HCI), we have recently seen the 
development of important frameworks 
and approaches to support this: femi-
nist HCI, anti-oppressive design, and 
social justice-oriented design. These 
are much more than research tools; as 
a graduate student slowly developing 
my mind-set and conceptual framing, 
they were impactful. And in a computer 
science department whose faculty, stu-
dents, and administration largely look 
nothing like me, they are indispensable.

CHI 2017 featured papers that ap-
plied and built upon these frameworks 
and introduced new ones: they ana-
lyzed the full corpus of the conference’s 
proceedings with an intersectional 
feminist lens; explored technologi-
cal interventions for sex workers; and 
promoted an equitable participatory 
relationship between disabled people 
and assistive technology researchers. 
I made a point of meeting several like-
minded authors throughout the con-
ference, and as we laughed, shared our 
struggles and successes, and talked 
trash about the old guard, I began to 
believe we could change the future to-
gether. Or, at the very least, I wanted it.

One of many avenues that beg 
further exploration in HCI involves 
transgender people. As a group, we 
are systematically oppressed at both 
the institutional and individual lev-
els: we face disproportionate violence 
due to hate crimes and punitive polic-
ing practices; barriers in access to both 
primary and transition-related health-
care (and significant health disparities 
more broadly), denials of coverage by 
insurance providers and lack of pro-
vider knowledge, discrimination in 
public accommodations, housing, and 
employment; the list goes on.3 And, of 
course, these injustices can be amelio-
rated or intensified by race, class, gen-
der, and disability. Schlesinger’s analy-
sis indicated that only three papers in 

CHI’s history dealt directly with the ex-
periences of transgender people.6

These papers, among others, tend 
to deal with the experiences and chal-
lenges of transgender users within ex-
isting technologies, such as Facebook 
and Tumblr. Such studies are criti-
cal in understanding how interactive 
systems fall short of providing trans 
people self-determination; they con-
sistently find the assertion of identity, 
fear of reprisal and judgment, and the 
importance of collective belonging 
mark our interactions with technolo-
gies. From my own experiences, these 
findings extend to our daily lives, and 
the everyday struggles that arise from 
living in a society that oppresses us. It 
should come as no surprise, then, that 
most interactive systems we use today 
reflect and reinforce dominant and 
damaging cultural narratives. Technol-
ogy designers—and researchers more 
broadly—therefore inhabit a privi-
leged position; whether we perpetuate 
or subvert oppressive social structures 
is our decision. My goal, which I share 
with the inspiring researchers I met at 
CHI 2017, is to subvert narratives that 
silence and suppress, that obstruct our 
self-determination, and that strip us 
of power. I am committed to using my 
privilege to collaboratively design tech-
nologies with and for trans people.

As an example: in my work design-
ing trans health technology, I inter-
viewed several trans people about their 
experiences. One woman said that the 
pressure to come out “perfect”—as an 
embodiment of a stereotyped and ob-
jectified notion of womanhood—com-
pletely stopped her from transitioning 
and forced her to stay in the closet for 
decades, at the severe expense of her 
mental health. These narratives are re-
flected not just in media and culture, 
but also in the resources and health 
professionals that trans people fre-
quently navigate throughout their lives. 
My dissertation work focuses on build-
ing a mobile application for voice train-

Who gets to decide  
who is “the right kind  
of diverse”?
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CHI administrators’ speeches during the 
conference, “diversity” would likely be in 
large type. During the opening remarks, 
it was stated CHI was intended to be “the 
most diverse conference ever.” Ironically, 
the keynote speaker was Christian Rud-
der (the founder of OkCupid). In his 
keynote speech, Rudder presented 
a woman’s profile picture and com-
mented on her lack of personality and 
showed graphs that gauged the prefer-
ences of the “hottest guys” and the “hot-
test girls” (see Figure 1, a tweet by Rosie 
Bellini, a graduate student at Newcastle 
University). When asked about the be-
haviors of non-heterosexual users on the 
platform, he said “guys will be guys and 
girls will be girls.” Rudder’s response 
to an ethical question was particular-
ly disconcerting to the audience of HCI 
researchers, many of whom have made 
careers out of studying the ethics of 
technology development (see Figure 2). 

Many attendees felt wronged by the 
poor choice of keynote speaker, but 
more so by the fact that we had no say 
in the process. I learned that next year 
the speakers will be chosen by com-
mittee, but this situation is symptom-
atic of a larger and more complex is-
sue: that the structure of the ACM and 
SIGCHI are both very top-down. The 
average ACM member has little say in 
the day-to-day operations and policies 
of the organization, and conference 
speakers, venues, and other choices 
are not made democratically. As a re-
sult, we can point out various prob-
lems—such as the fact that the vast 
majority of CHI 2018 attendees were 
from North America and Europe, and 
less than 20 from Africa—but we have 
no concrete means to enact change 
under the current system. As I have 
written elsewhere,1 this also leads to 
researchers facing strict content limi-
tations when attempting to publish on 
“taboo” or “offensive” topics. When our 
work is altered or censored for this rea-
son, we have no recourse. 

We cannot talk about diversity 
without talking about politics. Af-
ter Rudder’s keynote, concerned 
members of the CHI community or-
ganized together to write an open 
letter and deliver a speech to the 
SIGCHI town hall meeting. Raising 
our collective voice is important and 
allows us to demand that large, powerful 
institutions work for all of us.

We still need to ask and answer cru-
cial questions about what it means to 
politically organize at an annual con-
ference, and in the context of a global 
academic research institution. Aca-
demics, especially graduate students 
forming unions at high rates, are find-
ing our political voice. And now is the 
time for us to use it. 
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them is to link experts’ habits of mind 
to fundamental cognitive processes so 
we can narrow the skillsets down to 
more basic competencies that can be 
taught to novices.31

Linking CT to cognition is not a new 
idea. In fact, it is what led to the design 
of electronic computing 80 years ago 
when Alan Turing27 suggested that if 
thoughts (that is, information) can 
be broken up into simple constructs 
and algorithmic steps, then machines 
can add, subtract or rearrange them 
as our brains do. Electronic machines 
have since taken many complex and 
voluminous computations off our 
brains, further supporting the view of 
brain as a biological computational 
device.19 Unfortunately, understand-
ing how biological computing gener-
ates cognition from electrical activities 
of neurons has been hindered by the 
fact that it involves a delicate, inac-
cessible, and complicated organ, the 
brain. The good news is that technol-
ogy has recently broken some of these 
barriers. For example, neuroscientists 
now use imaging techniques to un-
derstand brain mechanisms that take 
part in receiving, storing, retrieving, 
and processing information. Cognitive 
psychologists use similar techniques 
to study where in the brain particular 
perceptual and cognitive processes 
occur. At the same time, cognitive and 
computer scientists form theories and 

T
HE  ID E A  OF adding compu-
tational thinking (CT) to a 
child’s analytical ability goes 
back almost four decades,20 
yet its recent promotion29 

as an “attitude and skill set” for every-
one has helped popularize it all over 
the world. While periodic reviews on 
the status of CT education6,11 indicate 
wide agreement on what comprises 
CT, there is a struggle in the field by 
teachers and educators on how to in-
tegrate CT practices and skills into 
K–12 education. Many researchers and 
educators who initially supported the 
idea of teaching CT skills to everyone 
are now wary of its promise. Some of 
the remaining trouble spots include 
definition, methods of measurement, 
cognitive aspects, and universal value 
of CT.6 This Viewpoint presents an al-
ternative perspective on computation-
al thinking, positioning CT as a link to 
cognitive competencies involved not 
only in science and engineering but 
also in everyday life. 

A major source of current troubles 
with CT comes from linking it to elec-
tronic computing devices and equating 
it with thinking by computer scientists. 
Accordingly, many of currently rec-
ognized CT skills are associated with 
problem solving and use of electronic 
devices with a goal of preparing tomor-
row’s programmers.11,29 A decade of 
discourse and experimentation has yet 

to produce ways to separate CT from 
programming and the use of electronic 
devices. And, the lack of such separa-
tion continues to preclude us from 
capturing the cognitive essence of CT.

Teaching experts’ habits of mind 
to novices is inherently problematic 
because of prerequisite content knowl-
edge and practice skills needed to en-
gage in the same thinking processes, 
not to mention the cost of providing 
them a similar environment to con-
duct inquiry and design. This prob-
lem is not unique to CT education; it 
also applies to scientific thinking (ST) 
and engineering thinking (ET) educa-
tion.7,26 A remedy that applies to all of 
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on Computational 
Thinking 
Addressing its cognitive essence,  
universal value, and curricular practices.
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Figure 1. A universal mechanism by which 
all heterogeneous things form and evolve.30

Concept

Basic concepts, details, and facts

http://mags.acm.org/communications/july_2018/TrackLink.action?pageName=33&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3214354


34    COMMUNICATIONS OF THE ACM    |   JULY 2018  |   VOL.  61  |   NO.  7

viewpoints

The latest developments in neuro-
science have contributed significantly 
to our understanding of learning in 
relation to information retrieval.4 For-
getting is now considered to be a good 
thing because it forces the learner to 
use effort to cognitively engage and 
recall or reconstruct newly acquired 
concepts through different neural 
pathways or links that exists and are re-
trievable. So, the more links to associ-
ated concepts, the higher the chances 
of recalling the newly acquired concept 
when needed later. Furthermore, cog-
nitive retrieval practices attempted at 
different times, various settings, and 
contexts are good because every time 
the recall is attempted it establishes 
more links that will help the remem-
bering and learning. Exposure to new 
concepts, then, through links to multi-
ple views from different fields of study 
is an effective retrieval strategy recom-
mended by cognitive psychologists.

Basically, retrieval sounds like an 
act of creative reimagination and what 
is retrieved is not the original pattern 
but one with some holes or extra bits. 
Consequently, neuroscientists see little 
or no distinction now between the acts 
of information storage/retrieval and 
the act of thinking. Such a consolidated 
view of storage, retrieval, and thinking 
is very much in tune with our model 
(Figure 1) of how information behaves 
naturally. Applying it to translate what 
neuroscientists say about storage and 
retrieval,4 we posit that a memory or a 
newly learned concept can be a com-
bination or outcome of previously 
formed memories and concepts, each 
of which might also involve another 
level of vast network of concepts and 
details mapped onto the brain’s neural 
network in a hierarchical way. When 
new information arrives, it lights up 
all related cues, neurons and path-
ways in a distributive process that is 
similar to the top-down action, where 
new concept is broken up into related 
pieces. By the same token, retrieving a 
memory is a reassembly of its original 
pattern of neurons and pathways in 
an associative process that is similar to 
the bottom-up action.

Accordingly, the brain attempts to 
analyze deductively every new concept 
and information that it encounters in 
terms of previously registered mod-
els—objects, faces, scenarios, and so on. 

models of the mind to study how com-
putation may be generating thinking. 

Electronic computers have evolved 
to showcase many structural and func-
tional similarities with the brain. So, 
we may have a chance to better under-
stand how the brain works through 
easier access, use, and control of elec-
tronic devices. I suggest the similari-
ties arise from quantifiable aspects of 
information constructs, as suggested 
by Alan Turing,27 and the appearance 
of a universal mechanism (see Figure 
1) by which quantifiable things form 
and evolve.30 That is, like the granular 
matter, information constructs either 
unite associatively, as shown by the 
bottom-up arrows in Figure 1, to make 
bigger constructs or break down dis-
tributively, as shown by the top-down 
arrows, to smaller ones. Computing 
devices, be it electronic or biological, 
are likely to use similar ways to track 
and tally this invariant behavior of in-
formation. Another reason for similari-
ties is the design, use, and control of 
electronic computing devices by bio-
logical computing agents. 

Continuing the legacy of Turing 
to focus on device-independent pro-
cesses (see Figure 2), we want to cre-
ate more links between CT and cogni-
tion by identifying common patterns 
of information processing that are 
known to facilitate thinking. This 
may give us a framework to suggest a 
universal definition for CT—thinking 
generated and facilitated by computa-
tion, regardless of the device that does 
the computation—along with an elec-
tronic computing methodology to fa-
cilitate relevant cognitive processes. 
While the CS community is willing to 
modify its original definition along 
these lines,1,28 current curricular CT 
practices still deal only with teaching 
of electronic CT skills. 

A clear distinction should be made 
between electronic and biological CT 
to more effectively integrate desired CT 
skills to the relevant grade-level curri-
cula. Having dealt with many issues of 
CT education for three decades at both 
college and K–12 levels,30–34 I want to 
present an interdisciplinary perspec-
tive to address both cognitive and cur-
ricular aspects of CT by merging CS 
education research with concepts from 
epistemology, cognitive and neurosci-
ences as briefly described here.

Neuroscience’s View of Information 
Storage, Retrieval, and Thinking
Contrary to the early compartmental-
ized and centralized design of electron-
ic computers, the brain employs a dis-
tributed network of neurons to store, 
retrieve, and process information. In-
formation gets stored into the mem-
ory in the form of a specific pattern of 
neurons placed on a pathway and fired 
together,14 as shown in Figure 3. There-
fore, the number and strength of neural 
pathways are key to improving storage 
and retrieval of information. 

Humans are born with ~100 billion 
neurons that get connected to each 
other in various ways as we grow older. 
Other key factors that affect our mental 
growth include the functionality that 
each neuron or groups of neurons as-
sume, the size they grow into, and the 
placement in different parts of the brain 
that they migrate towards. More impor-
tant is the number of neural connec-
tions, which could go up to 100 trillion. 
As we learn things, new connections are 
being made while the existing ones are 
strengthened, weakened, or even elimi-
nated if not revisited often enough. 

Neuroscientists see 
little or no distinction 
now between the 
acts of information 
storage/retrieval and 
the act of thinking.

Figure 2. Information processing by 
electronic and biological computing 
devices include both device-independent 
and device-dependent processes.

Device-independent computational processes

Electronic
Computing

Biological
Computing
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Whether the causes are structural 
or non-structural, there is enough evi-
dence about a duality in information 
storage, retrieval, processing, and rea-
soning that warrant further examina-
tion. In fact, both structural (hardware) 
and non-structural (software) drivers 
of our intelligence, reasoning, and 
thinking have a common mechanism 
that is consistent with Figure 1. For 
example, the act of modeling by our 
mind to assign value, cost, and goals 
to our thoughts before decision-mak-
ing meshes well with the tendency 
for simplification (bottom-up flow 
of information in Figure 1). A clear 
advantage is that it makes it possible 
to work with approximate, abstract, 
or average representations, thereby 
bringing closure to an otherwise un-
ending worry or inquiry about details. 
Accordingly, the human brain uses 
modeling not only for mental repre-
sentation of external objects but also 
for wrapping up its own computations 
so it can compare their values and costs 
before deciding,13 a cognitive mecha-
nism that epistemologists came up with 
two centuries ago, as noted here.

Epistemology of  
Knowledge Development
Epistemology is a branch of philosophy 
that studies how we know what we know. 
At its core are questions like ‘what is 
true knowledge and its source?’ and ‘how 
can we be sure of what we know?’ While 
scientists such as Galileo laid a strong 
foundation for building knowledge 

And, as our knowledge grows further, 
the relationships among registered in-
formation eventually lead to interplay 
of various combinations and scenarios 
of existing models that eventually end 
up inductively clustering related details 
into conclusions, generalizations, and 
more inclusive models of informa-
tion.25 As a result, the details our brain 
registers and stores and the hierarchi-
cal connections it establishes between 
them, along with these generalizations 
and conclusions, build over time a pyr-
amid-like structure (see Figure 1) that 
we have come to call mind.19 Cognitive 
scientists often use a software anal-
ogy to distinguish it from the brain as 
noted here.

Cognitive View of 
Information Processing
While the distributed structure of neu-
rons and their connections (hardware) 
influence cognitive processing (soft-
ware), the relationship between soft-
ware (mind) and hardware (brain) is 
not a one-to-one relationship. Accord-
ing to the biological computing view of 
mind,19 its processing of information 
consists of a hierarchy of many pat-
terns and levels that may range from 
basic computations to more complex 
functions (sequence or structure of 
instructions) and models (mental rep-
resentations) of perceived reality and 
imaginary scenarios. 

While structural and functional sim-
ilarities improve our understanding, I 
do not suggest the brain works exactly 
like electronic computers. Modeling the 
mind as a rational decision-making 
computational device has yet to fully 
capture mental representations and 
emotions.10 In fact, we may never be 
able to model the human brain unless 
we understand what intelligence is and 
how it is possible for the human brain 
to make decisions on as much electric-
ity as consumed by a dim light. Many 
believe it does so by simplification and 
avoidance of exhaustive computations 
and evaluations of hypothetical scenari-
os surrounding an issue.13

To explain the root causes of the 
brain’s efficient operation, neuropsy-
chologists and evolutionary biologists 
point to some structural (hardware) 
interference by an autopilot limbic 
system to bypass, simplify, or reduce 
more elaborate cognitive functions of 

an evolved neocortex. In fact, it appears 
we are caught up between two compet-
ing brains24 whose operations can be 
well understood by the flow of informa-
tion processing in Figure 1. Typically, 
there is a cyclical tendency between 
simplifying things (bottom-up) and 
digging things deeper (top-down). One 
of these processes is fast, effortless, au-
tomatic, inflexible, nonconscious, and 
less demanding of working memory, 
while the other is slow, effortful, con-
trolled, conscious, flexible, and more 
demanding of working memory.8

Cognitive scientist Read Montague19 
points to some non-structural (soft-
ware) tendencies to account for our 
brain’s energy-efficient operation. He 
suggests that concern for efficiency, 
as part of our survival, leads to assign-
ing value, priority, cost, and goals to 
our thoughts, decisions and action. To 
do this, the mind carries out compu-
tations, builds models, and conducts 
evaluative and hypothetical simula-
tions of different scenarios. This may 
slow down and add imprecision to 
decision-making. However, because of 
bundling similar things together via a 
model, the overall process still ends up 
saving us from undertaking exhaustive 
and repetitive computations of various 
scenarios. According to Montague, the 
tendency to make trade-offs between 
simplicity and complexity and between 
details and generalizations is the root 
driver of our intelligence, and why we 
have pushed ourselves to be smarter 
over time. 

Figure 3. Illustration of a distributed network of neurons firing and wiring together. 
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Philosophers and psychologists have 
been studying the parts-and-whole dy-
namics since Plato9 to explain the na-
ture and human behavior. Recently, 
with help from technology, cosmolo-
gists and cognitive scientists have also 
been searching for a universal process 
that may be guiding the growth of all 
networked systems, ranging from the 
tiny brain cells to atoms, to the Inter-
net, and even the galaxies. The view 
that such a process may be described 
computationally, as in Figure 1, is now 
gaining traction because formation and 
evolution of an abstract idea or a com-
putational model of information ap-
pears to be no different than that of a 
system of physical particles.30 If so, then 
not only can we learn from an ongoing 
millennial argument of such a universal 
topic, but we can also put computing at 
the center of a discourse well beyond CT 
to understand the nature itself. 

The Essence of 
Computational Thinking
Our brain’s inclination to store, re-
trieve, and process information in an 
associative/distributive fashion may be 
a manifestation of a duality engrained 
in the fabric of matter and informa-
tion. This inclination may just be an 
evolutionary response, shaped up over 
many years, to optimize the handling 
of sensory information whose quanti-
fiable nature only resonates with dis-
tributive and associative operations. A 
similar evolution can be seen in elec-
tronic computing’s structural change 
from a centralized hardware of the past 
to today’s distributed network due to 
the growing need for faster processing 
and more storage to solve problems 
and improve our survival. As Montague 
suggests,19 our changing need for sim-
plicity and generalization (via associa-
tive processing) as well as complexity 
and details (via distributive process-
ing) of information has driven us to 
think harder and become smarter. At 
the same time, while our brain struc-
ture and cognitive processing offer all 
of us a chance for full utilization of an 
optimized response to a changing en-
vironment, the efficiency, intactness, 
and effortfulness with which we all use 
it depends on the individual.

At the core of our CT framework in 
Figure 4 lies a dichotomy both in the 
quantifiable nature of sensory infor-

through observations, experiments, 
and mathematics in the 16th century,18 
philosophers debated for two more 
centuries whether a scientist’s subjec-
tive view of the world can be consid-
ered as true knowledge. 

One of the debated views (empiri-
cism) argued that the mind is a blank 
slate and that it acquires knowledge 
through perception and inductive rea-
soning, which involves putting percep-
tions, experiences and related pieces 
of information in a synthetic (associa-
tive) way to arrive at generalizations 
and conclusions as depicted by the 
bottom-up flow (arrows) of informa-
tion in Figure 1. Knowledge acquired 
this way is not warranted because new 
experiences may later change its valid-
ity. The other view (rationalism) argued 
that knowledge is initially acquired 
through innate concepts which then 
serve as the source of additional knowl-
edge derived from them in a rational 
(analytic) way using deductive reason-
ing. In deductive reasoning, a concept 
generally applies to all members and 
situations that fall under its representa-
tion, as depicted by the top-down flow 
(arrows) of information in Figure 1. 
Since innate concepts were considered 
true, knowledge derived from them 
was considered to be warranted, not 
needing further examination. 

By arguing against both views, Im-
manuel Kant created a bridge to lay 
the foundations of epistemology and 
today’s scientific methodology of in-
quiry.15 He recognized what experience 
brings to mind as well as what mind it-
self brings to experience through struc-
tural representations. He considered 
that knowledge developed a poste-
riori through synthesis could become 
knowledge a priori later. And, a priori 
cognition of the scientist continues 
to evolve over the course of science’s 
progress. Although the deductive and 
inductive cycle of scientific progress has 
historically been slow until recently,18 
the growing knowledge and the num-
ber of researchers tackling a problem 
have all now shortened the timescale 
of progress. Concepts and theories 
once considered true and valid are now 
quickly being changed or eliminated. 

Modeling: A Universal Process
Modeling and testing has been an im-
portant tool for scientific research for 

hundreds of years. In principle, it works 
exactly as articulated by Kant, and as il-
lustrated in Figure 1. Scientists ideally 
start with a model of reality based on 
current research, facts, and informa-
tion. They test the model’s predictions 
against experiment. If results do not 
match, they then break down the model 
deductively into its parts (sub models) 
to identify what needs to be tweaked. 
They retest the revised model through 
what-if scenarios by changing relevant 
parameters and characteristics of the 
sub models. By putting together induc-
tively new findings and relationships 
among sub models, the initial model 
gets revised. This cycle of modeling, 
testing, what-if scenarios, synthesis, 
decision-making, and re-modeling is 
repeated while resources permit until 
there is confidence in the revised mod-
el’s validity. Electronic computers have 
recently accelerated this cycle because 
not only do they speed up the model 
building and testing via simulations 
but they also help conduct studies that 
are impossible experimentally due to 
size, access, and cost.

Modeling and simulation (M&S) ap-
pears to be a device-independent pro-
cess of information that links comput-
ing and cognition. Its associative and 
distributive processes even describe 
computable actions of other quantifi-
able things besides information. For 
example, formation of physical objects 
or particles from smaller ones resem-
bles the act of modeling because both 
seem to involve packing parts together 
associatively to form a whole. Further-
more, such act of modeling is often 
driven by external forces or by a collec-
tive “trial and error” process controlla-
ble by conditions and rules of engage-
ment—much like a simulation.30

Concepts and theories  
once considered  
true and valid  
are now quickly  
being changed  
or eliminated.
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and utilizing them fully and equally. In 
that sense, everyone, not just computer 
scientists, uses CT. But, since abstrac-
tion and decomposition skills are heav-
ily used in programming and problem 
solving,2 having students improve them 
has been a concern of educators. For 
example, abstraction is used to distrib-
ute the complexity of a code vertically, 
as shown in Figure 1, into seemingly 
independent layers and protocols in 
such a way to hide the details of how 
each layer does the requested service. 
Dijkstra, a pioneer in programming, 
regarded abstraction as the most vital 
activity of a competent programmer. 
In fact, a good programmer is expected 
to be able to oscillate between various 
levels of abstraction.2 While being able 
to divorce one’s thinking from low-
level details and biases is key to find-
ing solutions that can be transformed 
to different applications, most CS un-
dergraduate students barely move be-
yond language and algorithm-specific 
details and biases. Similarly, decompo-

mation and in the way information 
storage, retrieval, and processing is 
done by the brain hardware. Since cog-
nitive researchers have demonstrated 
how information processing could 
lead to cognitive inferences via induc-
tive reasoning,7,25-26 here we are not 
concerned about details of how infor-
mation processing generates cognition 
but rather how duality in fundamental 
computation may lead to duality in 
higher-level reasoning. The invariant 
nature of information affects not only 
how similarly computing is done at the 
most fundamental level (that is, ad-
dition and subtraction at the core of 
our framework), but how this similar-
ity would carry itself all the way to the 
high-level processing at the outer lay-
ers in Figure 4. Despite these similari-
ties, however, high-level processing of 
information with different devices may 
still have device-dependent aspects, 
therefore requiring different skills to 
use each. Basically, the duality in infor-
mation processing and its cyclical and 
iterative use, as in Figure 1, is the very 
essence of computational thinking that 
we all employ for learning, conceptual 
change, and problem solving. Anyone 
who wants to use electronic devices to 
further facilitate this process might 
need electronic CT skills on top of bio-
logical CT skills, as shown in the last 
layer of Figure 4. 

Our framework’s relation to habits 
of mind in other fields, such as ST and 
ET, has been reviewed favorably by rel-
evant communities.31 In fact, ST’s in-
ductive and deductive processes are no 
different than those used in everyday 
thinking by non-scientists.7,26 We all 
use inductive reasoning to filter out de-
tails and place our focus on more gen-
eral patterns, thereby assigning priority 
and importance to the newly acquired 
information. Deductive reasoning, on 
the other hand, helps us make deci-
sions and draw conclusions from gen-
eral concepts. Yet, using these CT skills 
in an iterative and cyclical fashion for 
inquiry and conceptual change varies 
for everyone, depending on the under-
lying brain structure and the quality 
and quantity of the environmental in-
put it receives. A scientist is a good ex-
ample of someone who does this in a 
frequent, consistent, and methodologi-
cal way, leading eventually to a habit of 
mind that is often known as ST.

The two currently cited electronic 
CT skills that resonate with cognitive 
functions of a computational mind, as 
we defined here, are abstraction and de-
composition. The rest can be considered 
as device-dependent skills that may or 
may not have any cognitive benefits 
other than being a routine or specific 
use of an electronic device. Abstraction 
is an inductive process that helps our 
cognition in important ways, especially 
at its developmental stages, by simpli-
fying, categorizing, and registering key 
information for quicker retrieval and 
processing. Decomposition, on the 
other hand, is a deductive process that 
also helps us in many ways, including 
dealing with a complicated situation 
by distributing the complexity into 
smaller and simpler pieces in order to 
attack each one separately until a cu-
mulative solution is found. 

We all use abstraction and decom-
position skills in our daily lives,3 but 
not everyone is equally aware of their 
importance, nor are we all practicing 

Figure 4. A cognitive framework on the essence of electronic CT skillset in terms of 
biological CT skills.31

+ –
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gain experience and fun creating ar-
tifacts (for example, models or video-
games) with M&S, could this help them 
develop an interest to look for math-
ematical, computational and scien-
tific principles under its hood? Some 
afterschool studies report encourag-
ing results in teaching students textual 
programming in the process of creat-
ing videogames that connect to K–12 
math and science learning outcomes.22 
A quasi-experimental study of ours re-
ports32,33 similar preliminary findings, 
as briefly explained next. 

Annually, 50 teachers taught math 
and science topics using M&S tools 
during formal instruction. Teams of 
four students selected by each teach-
er received additional afterschool 
instruction from college faculty on 
mathematical principles of modeling 
(that is, new = old + change) as well as 
basic programming (in Excel and Py-
thon) to construct hands-on simula-
tions. A panel of experts scored team 
projects and coded narratives to find 
common themes.5 According to these, 
hands-on modeling helped students 
realize the virtue of decomposition 
in problem solving, because finer 
decomposition led to more accurate 
answers. Other emerging themes in-
cluded observations that textual pro-
gramming provided better control of 
the decomposition (and desired accu-
racy) as well as easier coding (for exam-
ple, via a simple loop). Finally, since 
computation of change in position, 
velocity, and acceleration necessitated 
a scientific formula to compute acting 
forces, this appeared to help students 
link computing and natural sciences. 
According to student interviews, it 
motivated them to plan on taking sci-
ence and computing courses in later 
years. Follow-on quantitative data 
supported these anecdotal findings.33 
For example, while no physics courses 
were offered before in any of the 13 
high schools of the urban school dis-
trict, they became part of curricular of-
ferings in two of them. The number of 
students taking general physics in the 
suburban high school increased by 
50%. Also, the afterschool program led 
to design of a new computing course 
in one of the urban high schools, 
drawing high enrollment for three 
years until the teacher took a lucrative 
job in industry. 

sition is used in software engineering 
as well as in parallel computing to dis-
tribute the workload horizontally, as in 
Figure 1, among multiple processors. 
Unfortunately, automatic compilers 
are not here yet to help us write paral-
lel codes, and teaching students paral-
lel programming is still a challenge. 
There are no quick fixes but as men-
tioned in the next section M&S tools 
have been found to boost not only 
students’ cognitive functions but also 
their motivation to learn program-
ming and science content. 

Measuring the Impact 
of CT Education
There are instruments with good psy-
chometric properties to measure the 
impact of technological pedagogical 
content development17 tools on teach-
ing and learning. M&S’s interdisciplin-
ary and changing technological nature 
require customization of its use in 
instruction and the assessment of its 
effectiveness in teaching of the con-
tent under consideration. Researchers 
may need to use not only quantitative 
methods to measure variables involved 
but also qualitative methods to initial-
ly identify those variables and to later 
understand and triangulate them for 
validity. The quantitative sources of 
data often include surveys to gather 
pre/post activity data, unit test scores, 
course passing rates, report cards, 
graduation rates, and achievement 
scores in standardized tests, while 
qualitative sources of data may be in-
terviews, classroom observations, and 
computational artifacts.5 

Education researchers have iden-
tified M&S as an exemplar of inquiry 
guided learning.21,23 These findings are 
also grounded in learning theories that 
recognize the role of abstract thinking 
and reflection in constructing knowl-
edge and developing ideas and skills.3 
However, because constructivist and 
unguided learning works only when 
learners have sufficiently high prior 
content knowledge to provide “inter-
nal” guidance,16 use of M&S in K–12 
education has been slow. Technologi-
cal changes in the past decade have 
given birth to new M&S tools that can 
shield the learner from high-level con-
tent knowledge in math (for example, 
differential equations), computing 
(such as programming), and science 

(for example, laws of nature), thereby 
making them accessible to novices for 
constructive learning. 

As noted in peer-reviewed arti-
cles,32,33 empirical data collected from 
hundreds of teachers and their stu-
dents in 15 secondary schools for a 
period of seven years revealed statis-
tically significant results to suggest 
that M&S inherently carries a mix of 
deductive and inductive pedagogies 
in the same setting. This is great news 
for educators who want to take advan-
tage of both approaches of teaching. 
Basically, modeling provides a general 
simplistic framework from which in-
structors can deductively introduce a 
topic without details, and then move 
deeper gradually with more content 
after students gain a level of interest 
to help them endure the hardships of 
effortful and constructive learning. 
Simulation, on the other hand, pro-
vides a dynamic medium to test the 
model’s predictions, break it into its 
constitutive parts to run various what-
if scenarios, make changes to them if 
necessary, and put pieces of the puzzle 
together inductively to come up with a 
revised model. This kind of iterative 
and stepwise progression is consis-
tent with psychology of optimal learn-
ing which suggests balancing skills 
and challenges.3 Anyone who learns 
in this iterative cycle of inductive and 
deductive reasoning would, in fact, be 
practicing the craft of scientists. 

Measuring the impact of M&S on 
generating awareness of and appre-
ciation for abstraction and decomposi-
tion skills, particularly in their relation 
to programming, needs further study. 
A question would be: Once learners 

Anyone who learns 
in this iterative cycle 
of inductive and 
deductive reasoning 
would, in fact,  
be practicing  
the craft of scientists.
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Conclusion
An interdisciplinary perspective on 
the cognitive essence of CT has been 
presented here based on the distribu-
tive and associative characteristics 
of information storage, retrieval, and 
processing by a network of neurons 
whose communication for searching, 
sorting, and analogies is driven by 
neural connectivity, richness of cues, 
a trade-off between simplification and 
elaboration, and a natural tendency 
to minimize energy usage. This broad 
approach might help clear some of the 
trouble spots with CT while putting it 
on a higher pedestal through a link to 
cognitive competencies involved in sci-
ence and engineering. 

Everyone cognitively benefits from 
CT by the virtue of having a computa-
tional mind. All we need is to help them 
use it in a more systematic way in their 
lives and professions. Since M&S facili-
tates an iterative and cyclical process of 
deductive and inductive reasoning, it 
could be used to teach novices not only 
critical CT skills (for example, abstrac-
tion and decomposition) but also ST 
and ET skills, including formation and 
change of hypothesis, concepts, de-
signs, and models. While these are no 
different than cognitive processes of 
ordinary thinking,26 not everyone uses 
them as consistently, frequently, and 
methodologically as computer scien-
tists, natural scientists and engineers. 
The good news is they can be improved 
later through training and education.

CT’s universal value is far beyond 
its relation to cognition. I argue that 
all heterogeneous stuff behaves com-
putationally, regardless of what drives 
it. And, iterative and cyclical form of 
such behavior appears to be the es-
sence of natural dynamism of all dis-
crete forms. M&S is such a pattern, and 
putting computation in this fashion at 
the heart of natural sciences provides 
an opportunity to claim that computer 
science deals with natural phenom-
ena, not artificial (digital). The compu-
tational revolution started by Turing 
may eventually be how our knowledge 
can come together to make more sense 
of our world. 

One of the calls for action here 
for the CS community is to put more 
emphasis on M&S as a crucial part 
of student practice and education. 
This may help pave the way to teach 

computing principles to non-CS stu-
dents.12 Furthermore, while educa-
tional researchers have done a good 
job of measuring the impact of M&S 
on learning, a focus by the CS commu-
nity can help generate interest among 
educational researchers to do similar 
research by measuring M&S’s impact 
on conceptual change, abstraction, 
decomposition, and metacognitive 
skills, particularly in relation to CT 
and programming education. The 
second call is that prior to teaching 
students electronic CT skills, we need 
to teach them a habit of conceptual 
change through iterative and cyclical 
practices of inductive and deductive 
reasoning. Besides M&S tools, re-
searchers should explore other modu-
lar and scalable design toys as well as 
reading and writing practices to offer 
similar CT practices. 
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N  MAY  2017,  WannaCry ran-
somware rapidly proliferated 
around the Internet, despite 
availability of a patch released 
by Microsoft in March. This is 

simply one of the most recent and no-
table attacks exploiting known flaws—
there is a constant barrage of attacks, 
large and small. Although cyber secu-
rity is more complicated than a simple 
failure to patch end systems, analysis 
of cyber security incidents has con-
sistently shown that a failure to apply 
patches is one of the leading enablers 
of successful attacks.

We have reached a point in the evo-
lution of cyber security where hands-
off, behind-the-scenes cyber defense 
should be the norm. Clearly, the best 
solution would be to deploy less-vulner-
able systems. This is a topic that has re-
ceived great attention for approximately 
five decades, but developers continue to 
resist using tools and techniques that 
have been shown to be effective, such as 
code minimization, employing formal 
development methods, and using type-
safe languages. Additionally, consum-
ers are widely believed to be reluctant 
to accept the software limitations and 
increased costs that result from some 
of these more secure development 
practices. Those issues, coupled with 
the vast amount of legacy code in place 
and being reused, have meant that bet-
ter security is often, at best, an “add-
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do. A 2016 research study examined 
reasons why subjects chose not to take 
a secure action even after receiving in-
formation recommending the behav-
ior.6 Among the 43% that rejected at 
least one action from the choices of 
installing antivirus, updating, and 
deploying two-factor authentication, 
the most common reasons were in-
convenience and advice with “too 
much marketing material.” Not only 
do people reject advice they think 
is unduly biased by vendors, but we 
have also seen far too many incidents 
with people who think they under-
stand the risks and mechanisms bet-
ter than they do. In both cases, the 
end users fail to follow best practices 
and good advice for patching, protec-
tions, firewalls, authentication, back-
ups, and so forth. Security for both 
groups could be improved if the ap-
propriate actions were executed au-
tomatically, without the need for user 
intervention or awareness.

Complexity for end users is an en-
emy of good security. The base case 
of applying security updates without 
delay or modification is all that a ma-
jority of end users need. Out-of-sight 
security could be simpler for the user 
if it reduced or eliminated complex se-
curity configurations and user interac-
tions. If the security evolved along with 
the systems, users would not need to 
master the accompanying new terms 
and concepts. 

While home and enterprise users 
will benefit from out-of-sight secu-
rity by default, enterprises may con-
tinue to require more granular con-
trol. In many large environments, 
automatic, forced patching and 
control are already the norm for sys-
tems administered by organizations. 
Centralized control results in a more 
uniform application of necessary up-
dates, and obviates the need for user 
involvement. It also simplifies issues 
of recovery from failures, and, when 
necessary, forensic analysis. Here, 
the same concept of automated, in-
visible security is applied, but at an 
organizational level, consistent with 
local needs. 

Users may look for ways around 
automated security mechanisms.7 A 
small population of technical users 
will be uncomfortable about surren-
dering control of their security options; 

on” rather than “built-in” function. 
Patching and configuration changes 
will be required indefinitely to keep the 
current infrastructure at least moder-
ately secure.

Many end users today are not taking 
the deliberate actions required to pro-
tect themselves. For many decades, we 
have created increasingly effective tools 
and techniques for protecting users and 
systems, including limited automatic 
updates.3 Despite active and valiant 
work at adoption and usability, it is 
apparent many users cannot or will 
not avail themselves of appropriate 
cyber security options. Many of to-
day’s systems were created with many 
low-level options by those who under-
stood how they worked. Most end us-
ers today do not understand the un-
derlying risks and results of their 
choices for those options. Those 
who are better informed may believe 
(sometimes, mistakenly) they under-
stand all the issues and do not want to 
give up any options. In one study, even 
well-intentioned users with high en-
gagement in security made choices 
leading to ineffective security.2 In a 
2008 Communications article, “The 
Psychology of Security,” Ryan West 
concluded that “The ideal security 
user experience for most users would 
be none at all,” but that users were, at 
that time, in the control loop by neces-
sity.10 It is time to reconsider the 
amount of control we require of users 
across the spectrum of experience.

We suggest an answer for a large 
percentage of end users would be to 
make the security aspects and inter-
actions of today disappear from their 
view. That is, we ought to continue 
the pursuit of secure system develop-
ment, patching, configuration, and 
operation as required, but do so with-
out any explicit or necessary action 
of the users. Security should become 
transparent and all but “disappear” 
from those users’ consciousness. 

Users seem to be accepting one 
form of out-of-sight security already: 
automatic patch updates. Automatic 
software patches are now a common 
feature in desktop software, including 
Windows 10 and Google Chrome. It is 
certainly conceivable that other ven-
dors and service providers could em-
ploy additional defenses needing up-
dating without the express permission 

and awareness of users. It is common-
place now for users to agree to (but not 
read) end user license agreements (EU-
LAs), some of which include language 
about limited out-of-sight changes.

Consider phishing as another ex-
ample different from patching. Social 
engineering attacks executed by email 
have existed since the deployment of 
MIME-enabled email in the 1990s and 
remain a significant threat to this day. 
For decades, educational campaigns 
have attempted to raise awareness, 
with mixed success. In an ideal and 
sufficiently advanced world, phishing 
messages would never reach the end 
user and require the user’s attention 
or judgment. Today, email providers 
such as Gmail employ machine learn-
ing and self-reporting in an attempt 
to flag suspicious messages and warn 
users. However, no matter how good 
those systems become there are false 
positives and users may still suffer 
consequences as they browse their 
“junk” folders looking for misclassi-
fied email messages. Incidents could 
be further reduced if the bad items 
known with extreme certainty were 
never even visible in the “junk” reposi-
tories of most users. This would make 
part of the protection “invisible” in the 
typical case.

An additional factor that supports 
more automated, invisible security 
is that online safety is closely tied to 
where users get their security informa-
tion and advice. Too few users know 
where to obtain understandable, au-
thoritative, and actionable advice. 
Furthermore, as threats (and systems) 
evolve, users need to update their se-
curity knowledge more often than they 
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The cyber security community has 
succeeded in substantially advancing 
the field of resilient and trustworthy 
systems. Furthermore, research and 
development in security usability 
have made better security available 
to more users. The continued state of 
poor security adoption and practice, 
interacting with basic human nature, 
requires us to consider the next step 
of offering automated, behind-the-
scenes cyber security as widely as pos-
sible. Continued work is necessary to 
refine the balance of control between 
human and machine, similar to the 
conversations around machine learn-
ing and artificial intelligence. If any-
thing, those fields will require good 
cyber security to achieve their full 
promise. We believe it is time to con-
sider a new approach, as we have out-
lined in this Viewpoint. 
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some of these users value theoretical 
considerations of control over practi-
cal security. Thus, it may be necessary 
to allow more control for those users 
with greater experience or special 
needs. The default start for these us-
ers would be the “invisible” security, 
with non-obvious options requiring 
explicit acknowledgment of risk, and 
perhaps a certain level of technical 
skill to access. This would be the cy-
ber equivalent of “No user service-
able parts inside” warnings on many 
consumer electronics. 

We acknowledge there are risks 
with invisible security that must be 
considered. Automated updates could 
interfere or break other software, or 
worse.a We will need mechanisms to 
verify that the invisible security is 
enabled and working as it should. 
We also recognize there are circum-
stances where patches must be certi-
fied in some way—including having 
patched systems meet performance 
and safety standards, such as those 
present for industrial controls, med-
ical uses, and national security. In 
these cases, exceptions may need to 
be made to delay patching and sup-
port necessary testing. (This begs 
the questions of why those critical 
applications are using commodity 
software that may be prone to serious 
errors, and why they are configured 
in such a way that their safe opera-
tion would necessitate such patches.) 
Generally, these special cases make 
up a minority of deployed systems, 
and exempting them from automated 
patching would not negate the ben-
efits of quickly fixing problems in all 
the rest. We also note the serious issue 
of securing legacy, unsupported, and 
unlicensed systems will remain a chal-
lenge, but it is made neither better nor 
worse by behind-the-scenes security. 

Research will be necessary to deter-
mine whether or not users feel more 
secure—and if they actually are more 
secure—when cyber security defenses 
are invisible. That requires under-
standing what is meant by “security” 
in different contexts and with differ-
ent types of security controls (such as 
patching, anti-malware, anti-phish-
ing). It has been repeatedly noted that 

a This topic is explored in a recent work of fic-
tion by a senior security professional.5

adequate security is relative to cur-
rent environments and threats. For 
many end users, good security sim-
ply means their privacy is protected, 
even if nothing else is. Thus, security 
is often seen as both a reality and a 
feeling. Bruce Schneier, in particu-
lar, has criticized “security theater” 
but he acknowledges that “a bit of 
well-placed security theater might be 
exactly what we need to both be and 
feel more secure.”8 Cyber security 
professionals can learn from exam-
ples in other domains of visible ver-
sus non-visible security implementa-
tions. For instance, visible policing 
is an approach to security that places 
uniformed police officers in public 
to deter crime and reassure citizens. 
Research shows mixed results, includ-
ing cases of increased crime and fear 
of crime after increasingly visible po-
lice presence.4 

Clearly, those of us involved with 
equipping the world with advanced 
computation have some ethical ob-
ligations to make that computation 
safe.1 The security community should 
strive for default security without ex-
plicit user interaction. The challenge 
is one of balance: How do we continue 
to provide appropriate autonomy and 
freedom to computer users while also 
protecting them? What is an appropri-
ate level of residual risk to allow? We 
believe these (and related) questions 
should be considered and discussed, 
now, to enable development of a new 
climate for cyber security (and thus, 
privacy protection, which usually de-
pends on good security) rather than 
continue to apply patchwork protec-
tions as marketing opportunities. We 
suggest that part of the solution is to 
move away from solutions that default 
to settings for the users who need the 
most options and choices, and instead 
automate security as the new default. 

Complexity  
for end users  
is an enemy  
of good security.
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IN THE WAKE  of the recent Meltdown and Spectre 
vulnerabilities, it is worth spending some time looking 
at root causes. Both of these vulnerabilities involved 
processors speculatively executing instructions past 
some kind of access check and allowing the attacker to 
observe the results via a side channel. The features that 
led to these vulnerabilities, along with several others, 
were added to let C programmers continue to believe 
they were programming in a low-level language, when 
this hasn’t been the case for decades.

Processor vendors are not alone in this. Those of us 
working on C/C++ compilers have also participated.

Computer science pioneer Alan Perlis defined low-
level languages this way:

“A programming language is low level when its 
programs require attention to the irrelevant.”5

While, yes, this definition applies to C, it does not 
capture what people desire in a low-level language. 
Various attributes cause people to regard a language as 
low level. Think of programming languages as belonging 

on a continuum, with assembly at one 
end and the interface to the Starship 
Enterprise’s computer at the other. 
Low-level languages are “close to the 
metal,” whereas high-level languages 
are closer to how humans think.

For a language to be “close to the 
metal,” it must provide an abstract ma-
chine that maps easily to the abstrac-
tions exposed by the target platform. 
It’s easy to argue that C was a low-level 
language for the PDP-11. They both de-
scribed a model in which programs ex-
ecuted sequentially, in which memory 
was a flat space, and even the pre- and 
post-increment operators cleanly lined 
up with the PDP-11 addressing modes.

Fast PDP-11 Emulators
The root cause of the Spectre and Melt-
down vulnerabilities was that proces-
sor architects were trying to build not 
just fast processors, but fast processors 
that expose the same abstract machine 
as a PDP-11. This is essential because 
it allows C programmers to continue in 
the belief that their language is close to 
the underlying hardware.

C code provides a mostly serial ab-
stract machine (until C11, an entirely 
serial machine if nonstandard vendor 
extensions were excluded). Creating 
a new thread is a library operation 
known to be expensive, so proces-
sors wishing to keep their execution 
units busy running C code rely on ILP 
(instruction-level parallelism). They 
inspect adjacent operations and issue 
independent ones in parallel. This 
adds a significant amount of complex-
ity (and power consumption) to allow 
programmers to write mostly sequen-
tial code. In contrast, GPUs achieve 
very high performance without any of 
this logic, at the expense of requiring 
explicitly parallel programs.

The quest for high ILP was the di-
rect cause of Spectre and Meltdown. A 
modern Intel processor has up to 180 
instructions in flight at a time (in stark 
contrast to a sequential C abstract 
machine, which expects each opera-
tion to complete before the next one 
begins). A typical heuristic for C code 
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proponents often dismiss when talk-
ing about other languages.

Unfortunately, simple translation 
providing fast code is not true for C. 
In spite of the heroic efforts that pro-
cessor architects invest in trying to 
design chips that can run C code fast, 
the levels of performance expected by 
C programmers are achieved only as 
a result of incredibly complex com-
piler transforms. The Clang com-
piler, including the relevant parts of 
LLVM, is around two million lines of 
code. Even just counting the analy-
sis and transform passes required to 
make C run quickly adds up to almost 
200,000 lines (excluding comments 
and blank lines).

For example, in C, processing a 
large amount of data means writing a 
loop that processes each element se-
quentially. To run this optimally on a 
modern CPU, the compiler must first 
determine that the loop iterations 
are independent. The C restrict 
keyword can help here. It guarantees 
that writes through one pointer do 
not interfere with reads via another 
(or if they do, that the programmer 
is happy for the program to give 
unexpected results). This informa-
tion is far more limited than in a 
language such as Fortran, which is 
a big part of the reason that C has 
failed to displace Fortran in high-per-
formance computing.

Once the compiler has determined 
that loop iterations are independent, 
then the next step is to attempt to 
vectorize the result, because modern 
processors get four to eight times the 
throughput in vector code than they 
achieve in scalar code. A low-level lan-
guage for such processors would have 
native vector types of arbitrary lengths. 
LLVM IR (intermediate representation) 
has precisely this, because it is always 
easier to split a large vector operation 
into smaller ones than to construct 
larger vector operations.

Optimizers at this point must fight 
the C memory layout guarantees. C 
guarantees that structures with the 
same prefix can be used interchange-
ably, and it exposes the offset of struc-
ture fields into the language. This 
means that a compiler is not free to 
reorder fields or insert padding to im-
prove vectorization (for example, trans-
forming a structure of arrays into an 

is that there is a branch, on average, 
every seven instructions. If you wish to 
keep such a pipeline full from a single 
thread, then you must guess the tar-
gets of the next 25 branches. Again, 
this adds complexity; it also means 
that an incorrect guess results in work 
being done and then discarded, which 
is not ideal for power consumption. 
This discarded work has visible side ef-
fects, which the Spectre and Meltdown 
attacks could exploit.

On a modern high-end core, the 
register rename engine is one of the 
largest consumers of die area and 
power. To make matters worse, it 
cannot be turned off or power gated 
while any instructions are running, 
which makes it inconvenient in a dark 
silicon era when transistors are cheap 
but powered transistors are an expen-
sive resource. This unit is conspicu-
ously absent on GPUs, where paral-
lelism again comes from multiple 
threads rather than trying to extract 
instruction-level parallelism from in-
trinsically scalar code. If instructions 
do not have dependencies that must 
be reordered, then register renaming 
is not necessary.

Consider another core part of the 
C abstract machine’s memory model: 
flat memory. This has not been true for 
more than two decades. A modern pro-
cessor often has three levels of cache in 
between registers and main memory, 
which attempt to hide latency.

The cache is, as its name implies, 
hidden from the programmer and so 
is not visible to C. Efficient use of the 
cache is one of the most important 
ways of making code run quickly on 
a modern processor, yet this is com-
pletely hidden by the abstract ma-
chine, and programmers must rely 
on knowing implementation details 
of the cache (for example, two values 
that are 64-byte-aligned may end up 
in the same cache line) to write effi-
cient code.

Optimizing C
One of the common attributes as-
cribed to low-level languages is that 
they are fast. In particular, they 
should be easy to translate into fast 
code without requiring a particularly 
complex compiler. The argument 
that a sufficiently smart compiler can 
make a language fast is one that C 

The root cause 
of the Spectre 
and Meltdown 
vulnerabilities  
was that processor 
architects were 
trying to build not 
just fast processors, 
but fast processors 
that expose  
the same abstract 
machine as  
a PDP-11. 
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array of structures or vice versa). That 
is not necessarily a problem for a low-
level language, where fine-grained con-
trol over data structure layout is a fea-
ture, but it does make it more difficult 
to make C fast.

C also requires padding at the 
end of a structure because it guaran-
tees no padding in arrays. Padding 
is a particularly complex part of the 
C specification and interacts poorly 
with other parts of the language. For 
example, you must be able to compare 
two structs using a type-oblivious 
comparison (for example, memcmp), 
so a copy of a struct must retain its 
padding. In some experimentation, a 
noticeable amount of total runtime on 
some workloads was found spent in 
copying padding (which is often awk-
wardly sized and aligned).

Consider two of the core optimiza-
tions that a C compiler performs: SROA 
(scalar replacement of aggregates) and 
loop unswitching. SROA attempts to 
replace structs (and arrays with fixed 
lengths) with individual variables. This 
then allows the compiler to treat ac-
cesses as independent and elide op-
erations entirely if it can prove that the 
results are never visible. This has the 
side effect of deleting padding in some 
cases but not others.

The second optimization, loop 
unswitching, transforms a loop con-
taining a conditional into a condi-
tional with a loop in both paths. This 
changes flow control, contradicting 
the idea that a programmer knows 
what code will execute when low-level 
language code runs. It can als o cause 
significant problems with C’s no-
tions of unspecified values and unde-
fined behavior.

In C, a read from an uninitialized 
variable is an unspecified value and is 
allowed to be any value each time it is 
read. This is important, because it al-
lows behavior such as lazy recycling 
of pages: for example, on FreeBSD 
the malloc implementation informs 
the operating system that pages are 
currently unused, and the operating 
system uses the first write to a page as 
the hint that this is no longer true. A 
read to newly malloced memory may 
initially read the old value; then the 
operating system may reuse the un-
derlying physical page; and then on 
the next write to a different location in 

the page replace it with a newly zeroed 
page. The second read from the same 
location will then give a zero value.

If an unspecified value for flow 
control is used (for example, using it 
as the condition in an if statement), 
then the result is undefined behav-
ior: anything is allowed to happen. 
Consider the loop-unswitching opti-
mization, this time in the case where 
the loop ends up being executed zero 
times. In the original version, the 
entire body of the loop is dead code. 
In the unswitched version, there is 
now a branch on the variable, which 
may be uninitialized. Some dead 
code has been transformed into un-
defined behavior. This is just one of 
many optimizations that a close in-
vestigation of the C semantics shows 
to be unsound.

In summary, it is possible to make 
C code run quickly but only by spend-
ing thousands of person-years build-
ing a sufficiently smart compiler—
and even then, only if you violate 
some of the language rules. Com-
piler writers let C programmers pre-
tend that they are writing code that 
is “close to the metal” but must then 
generate machine code that has very 
different behavior if they want C pro-
grammers to keep believing they are 
using a fast language.

Understanding C
One of the key attributes of a low-lev-
el language is that programmers can 
easily understand how the language’s 
abstract machine maps to the un-
derlying physical machine. This was 
certainly true on the PDP-11, where 
each C expression mapped trivially 
to one or two instructions. Similarly, 
the compiler performed a straight-
forward lowering of local variables 
to stack slots and mapped primitive 
types to things that the PDP-11 could 
operate on natively.

Since then, implementations of 
C have had to become increasingly 
complex to maintain the illusion that 
C maps easily to the underlying hard-
ware and gives fast code. A 2015 survey 
of C programmers, compiler writers, 
and standards committee members 
raised several issues about the com-
prehensibility of C.3 For example, C 
permits an implementation to insert 
padding into structures (but not into 

arrays) to ensure all fields have a use-
ful alignment for the target. If you 
zero a structure and then set some of 
the fields, will the padding bits all be 
zero? According to the results of the 
survey, 36% were sure that they would 
be, and 29% didn’t know. Depending 
on the compiler (and optimization 
level), it may or may not be.

This is a fairly trivial example, yet a 
significant proportion of programmers 
either believes the wrong thing or is 
not sure. When you introduce point-
ers, the semantics of C become a lot 
more confusing. The BCPL model was 
fairly simple: values are words. Each 
word is either some data or the address 
of some data. Memory is a flat array of 
storage cells indexed by address.

The C model, in contrast, was in-
tended to allow implementation 
on a variety of targets, including 
segmented architectures (where a 
pointer might be a segment ID and 
an offset) and even garbage-collected 
virtual machines. The C specification 
is careful to restrict valid operations 
on pointers to avoid problems for 
such systems. The response to Defect 
Report 2601 included the notion of 
pointer provenance in the definition 
of pointer:

Implementations are permit-
ted to track the origins of a bit pat-
tern and treat those representing 
an indeterminate value as distinct 
from those representing a deter-
mined value. They may also treat 
pointers based on different ori-
gins as distinct even though they 
are bitwise identical. 

Unfortunately, the word provenance 
does not appear in the C11 specifica-
tion at all, so it is up to compiler writes 
to decide what it means. GNU Com-
piler Collection (GCC) and Clang, for 
example, differ on whether a pointer 
that is converted to an integer and 
back retains its provenance through 
the casts. Compilers are free to deter-
mine that two pointers to different 
malloc results or stack allocations 
always compare as not-equal, even 
when a bitwise comparison of the 
pointers may show them to describe 
the same address.

These misunderstandings are not 
purely academic in nature. For ex-
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development that parallel program-
ming is difficult. This would come as 
a surprise to Alan Kay, who was able 
to teach an actor-model language to 
young children, with which they wrote 
working programs with more than 200 
threads. It comes as a surprise to Er-
lang programmers, who commonly 
write programs with thousands of par-
allel components. It is more accurate 
to say that parallel programming in 
a language with a C-like abstract ma-
chine is difficult, and given the preva-
lence of parallel hardware, from mul-
ticore CPUs to many-core GPUs, that is 
just another way of saying that C doesn’t 
map to modern hardware very well. 
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ample, security vulnerabilities have 
been observed from signed integer 
overflow (undefined behavior in C) and 
from code that dereferenced a pointer 
before a null check, indicating to the 
compiler that the pointer could not 
be null because dereferencing a null 
pointer is undefined behavior in C and 
therefore can be assumed not to hap-
pen (CVE-2009-1897).

In light of such issues, it is diffi-
cult to argue that a programmer can 
be expected to understand exactly 
how a C program will map to an un-
derlying architecture.

Imagining a Non-C Processor
The proposed fixes for Spectre and 
Meltdown impose significant perfor-
mance penalties, largely offsetting the 
advances in microarchitecture in the 
past decade. Perhaps it is time to stop 
trying to make C code fast and instead 
think about what programming mod-
els would look like on a processor de-
signed to be fast. 

We have a number of examples of 
designs that have not focused on tra-
ditional C code to provide some in-
spiration. For example, highly multi-
threaded chips, such as Sun/Oracle’s 
UltraSPARC Tx series, do not require 
as much cache to keep their execution 
units full. Research processors2 have 
extended this concept to very large 
numbers of hardware-scheduled 
threads. The key idea behind these 
designs is that with enough high-
level parallelism, you can suspend 
the threads that are waiting for data 
from memory and fill your execution 
units with instructions from oth-
ers. The problem with such designs 
is that C programs tend to have few 
busy threads.

ARM’s Scalar Vector Extensions 
(SVE)—and similar work from Berke-
ley4—provides another glimpse at a 
better interface between program 
and hardware. Conventional vector 
units expose fixed-sized vector opera-
tions and expect the compiler to try 
to map the algorithm to the available 
unit size. In contrast, the SVE inter-
face expects the programmer to de-
scribe the degree of parallelism avail-
able and relies on the hardware to 
map it down to the available number 
of execution units. Using this from C 
is complex, because the autovector-

izer must infer the available parallel-
ism from loop structures. Generating 
code for it from a functional-style 
map operation is trivial: the length 
of the mapped array is the degree of 
available parallelism.

Caches are large, but their size isn’t 
the only reason for their complexity. 
The cache coherency protocol is one of 
the hardest parts of a modern CPU to 
make both fast and correct. Most of 
the complexity involved comes from 
supporting a language in which data 
is expected to be both shared and mu-
table as a matter of course. Consider 
in contrast an Erlang-style abstract 
machine, where every object is either 
thread-local or immutable (Erlang 
has a simplification of even this, 
where there is only one mutable ob-
ject per thread). A cache coherency 
protocol for such a system would 
have two cases: mutable or shared. 
A software thread being migrated to 
a different processor would need its 
cache explicitly invalidated, but that 
is a relatively uncommon operation.

Immutable objects can simplify 
caches even more, as well as making 
several operations even cheaper. Sun 
Labs’ Project Maxwell noted that the 
objects in the cache and the objects 
that would be allocated in a young 
generation are almost the same set. 
If objects are dead before they need 
to be evicted from the cache, then 
never writing them back to main 
memory can save a lot of power. 
Project Maxwell proposed a young-
generation garbage collector (and 
allocator) that would run in the 
cache and allow memory to be re-
cycled quickly. With immutable 
objects on the heap and a mutable 
stack, a garbage collector becomes 
a very simple state machine that is 
trivial to implement in hardware and 
allows for more efficient use of a rela-
tively small cache.

A processor designed purely for 
speed, not for a compromise between 
speed and C support, would likely sup-
port large numbers of threads, have 
wide vector units, and have a much 
simpler memory model. Running C 
code on such a system would be prob-
lematic, so, given the large amount of 
legacy C code in the world, it would not 
likely be a commercial success.

There is a common myth in software 
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“I would love to do a startup, but I don’t have any ideas.”
I started my career working in big companies but 

always dreamed of starting my own. I would read  
online forums and articles about successful 
entrepreneurs. I was enamored with the idea of doing  
a startup. The problem was I didn’t have any ideas.

Fast forward 10 years and I have so 
many ideas that choosing the right 
one is the challenge. I am constantly 
coming up with ideas and opportuni-
ties that could turn into a product, or 
a whole company. There is no shortage 
of things that I could do. 

The key is you have to learn to think 
like an entrepreneur. 

At this point, you might be think-
ing, “But I am a software engineer 
and happy in my role; why do I need 
to think like an entrepreneur?” Even 
if you don’t see yourself doing a start-
up with one idea, being able to come 
up with new ideas (especially good 

ones!) will make you even better at 
your current job.

As a programmer, most of your time 
is probably spent understanding the 
technical nuances of what you are cre-
ating. As you grow in your career and 
experience, however, you are expected 
to contribute more than just code. 

For example, if you work on a prod-
uct, you may have the chance to col-
laborate with its designers to create a 
new customer experience. When there 
are bugs or issues, your time is spent 
diagnosing the symptoms to find root 
problems and exploring options that 
may serve as possible solutions. As you 
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of ideas. In the Ten Faces of Innovation, 
Tom Kelley writes that when it comes 
to brainstorming, the focus should be 
on quantity of ideas rather than qual-
ity. This is because sometimes an idea 
that seems silly or obtuse can spark 
other ideas and paths of thinking.  

One of the best ways to foster cre-
ative thinking and ideas is to brain-
storm regularly. Choose a topic, and 
then either by yourself or with a group 
spend time coming up with ideas 
around that topic. When I get bored in 
meetings, sometimes I will spend a few 
minutes brainstorming or thinking 
about something that is on my mind.

Listen and observe. Recently I read 
Walter Isaacson’s biography of Leon-
ardo da Vinci, published in 2017. The 
book described the notebooks da Vinci 
kept; what struck me was how obser-
vant da Vinci was. He would study de-
tails and notice small things from the 
way hair curled (seen in his artwork), 
to the way water flowed (applied to his 
innovations on hydrodynamics), to the 
way people’s faces change when they 
smile (seen in the Mona Lisa). By observ-
ing the world around him he was able 
to translate what he saw into new ideas 
and creations.

Acting as an anthropologist and 
observing people in their “natural 
habitat” can help you generate new 
ideas. Watch the way people do cer-
tain things and how they react in dif-
ferent situations. For example, when-
ever I am at the airport I watch people 

build your expertise, you may even cre-
ate your own modules, systems, or li-
braries to help solve problems.  

There are many instances like these, 
where being creative and innovative 
and generating good ideas can help 
you contribute more to your company, 
profession, or community.

After working in a few startups, I 
have learned from people, books, and 
experience. Here are a few key point-
ers that may lead you to generate more 
great ideas.

Pay attention to friction. Whenever 
something doesn’t work the way you 
think it should, pay attention and think 
about why. What could be changed that 
would make it better? For example, 
suppose there is a website you like to 
use, but when visiting the site, you al-
ways click on the wrong button. How 
would you change it? Would you relo-
cate the button?

I think about this a lot when regard-
ing my collection of travel mugs. Each 
one I buy has a serious flaw: the glass 
one chipped when I dropped it, the clear 
plastic one became stained after contin-
ued use, or the tops that are easy to open 
have a tendency to leak. By focusing 
on the points of friction, you can start 
thinking about how you would design 
one that addresses those problems.

Paying attention to how you com-
pensate for missing functionality, 
or where you get frustrated using an 
item, will teach you to start focusing 
on problems that can be solved. As you 

hone in on these problems over time, 
you will start to see opportunities that 
could be turned into new products or 
even companies.

What Makes Something Great?
When you use products you love, think 
about the features that delight you. By 
articulating what you like about a prod-
uct, you can pick up patterns and gain 
a better understanding of motivation 
(which can then be applied to users of 
future products).

For example, I started using a work-
out app called Sweat, and I absolutely 
love it. Why? 

 • I like that it keeps me accountable 
tracking my progress. 

Motivation: I am more likely to work 
out and stick with the program. 

 • I like that it shows a video of how to 
do each exercise. 

Motivation: I know I am doing things 
correctly, so I won’t get injured.

 • I like that the workouts are around 
30 minutes. 

Motivation: I am busy, so the short 
duration allows me to fit exercise into 
my day.

When you understand what moti-
vates users, you can help them reach 
their goals (easier, better, faster). It can 
also help you discover methods and 
patterns that can be applied to your 
next big idea and help you deliver more 
value to customers.

Brainstorm. If you want to have 
great ideas, the first step is to have lots 
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Putting It Into Practice
No matter what your profession, learn-
ing to think more innovatively and 
spark new ideas can help you. I have 
included some points and inspiration 
that have helped me, but the real key 
is changing your behavior and taking 
action. Here are some practical sugges-
tions for fostering more great ideas.

 • Keep a list of your ideas. I like to 
use Evernote because it syncs with my 
phone and computer, but any media 
will do. Just make sure you write things 
down so you don’t forget.

 • Share your ideas with your friends. 
This can be a great way to brainstorm, 
as well as to see different perspectives.

 • Get better at small talk by asking 
more questions. Learn about other oc-
cupations and professions. What in-
sights do they have to offer, and what 
challenges do they face?

 • Each week learn something new. 
Carve out time each week to explore a 
topic you don’t know much about. Inves-
tigate how things work and expand your 
knowledge of the world around you.

 • Read more. It can be fiction or non-
fiction, but just spend time learning.

 • Ask more questions. When you don’t 
understand something, ask. Or keep a 
list of the things you don’t know, and 
when you have a spare 15 minutes 
spend time looking them up and inves-
tigating further.

Following this advice could inspire 
you to create more and expand your 
knowledge. Remember that all great 
ideas typically start from other ideas, 
so the first step you need to take is to 
start thinking. 

I can’t wait to see what you create. 
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wheeling around their suitcases—it is 
amazing how poorly designed some 
public spaces are, and I always think  
there are ample opportunities for in-
novation and improvement.

Be curious and ask lots of questions. 
Many inventions come out of insights 
into the way other things work. For ex-
ample, the Dyson vacuum that uses a 
cyclone to clean carpets was inspired by 
a visit to a sawmill that uses a cyclone to 
whisk away sawdust. When you expose 
yourself to a wide variety of things, what 
you learn can translate into other areas. 
Ideas are sparked from other ideas.

If you are looking for a place to start, 
think about everyday objects, for exam-
ple, indoor plumbing, ballpoint pens, 
radio, Wi-Fi, and so on. Do you know 
how they really work? 

When it comes to your work, don’t 
just accept things at face value. Take 
the time to really understand what your 
compiler is doing, how the operating 
system works, and even how the net-
work puts it all together. Spend time 
learning and going deep. 

This is really about cultivating a 
sense of wonder and being curious 
about the world around you. When 
you meet people in different occu-
pations, ask them lots of questions: 
“What are your biggest challeng-
es?” or “What are the most interest-
ing things you have learned in your 
work?” You can use every day and 
every conversation as a chance to ex-
pand your knowledge.

Embrace more of your ideas. I 
would be a terrible angel investor. I 
tend to have a conservative nature, 
and lots of the ideas I would consider 
dumb end up being successful (case 
in point: the Snuggie). As a result, I 
tend to dismiss many of my ideas. 
However, great ideas are often grown 
and inspired from other ideas. 

If you have an idea, try discussing 
it with your peers (particularly the 
creative ones who get excited and can 
help you transform it, rather than the 
closed-minded friends who tend to 
see only the risks or problems). Brain-
storm around it. How would you mar-
ket the idea? What is its value? How 
could you transform it into a truly 
great idea? Even if you don’t end up 
pursuing it, the exercise can help you 
think about things differently and 
build on your creative energy.

If you want  
to have great ideas, 
the first step  
is to have  
lots of ideas.
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T H I S  I N S TA L L M E N T  O F  Research for Practice features 
a curated selection from Deepak Vasisht, who takes 
us on a tour of systems and networking for the 
Internet of Things. Vasisht’s selection spans energy 
harvesting to agriculture, providing a look into the 
future of IoT deployments and their usability. 

—Peter Bailis

Peter Bailis is an assistant professor of computer science at Stanford University.  
His research in the Future Data Systems group (futuredata.stanford.edu) focuses  
on the design and implementation of next-generation data-intensive systems.

Over the past few years, we 
have started realizing the 
Internet of Things (IoT) 
dream. Amazon Echo, 
Dash buttons, Nest cam-
eras, Google Home, and 

other devices have permeated our lives 
at home, and enterprises in various sec-
tors such as retail, airlines, transporta-
tion, and logistics have started benefit-
ing from industrial IoT solutions. 
Inspired by this impetus, General Elec-
tric recently estimated that investments 
in industrial IoT alone would top $60 
trillion over the next 15 years.

All this growth has been fueled 
by years of research tackling several 
challenges, ranging from low-power 
networking to new sensor designs to 
security and privacy. This installment 
of Research for Practice presents re-
search papers that aim to make IoT 
deployments more pervasive, and to 
enable users to gain more utility from 
existing deployments. 

Easing the Cost of Deployment
Zhang, P., Bharadia, D., Joshi, K., and Katti, S.
HitchHike: Practical backscatter using 
commodity Wi-Fi. In Proceedings of the 14th 
ACM Conference on Embedded Network Sensor 
Systems CD-ROM, 2016, 259–271; https://dl.
acm.org/citation.cfm?id=2994565.

One of the natural challenges of large-
scale networked sensor deployments 
is the cost of powering them up. The 
high power cost of communication 
modules leads to frequent battery re-
placements, which, in turn, incur large 
labor costs. A recent sequence of back-
scatter solutions aims to change that 
by leveraging existing radio frequency 
transmissions to communicate. Spe-
cifically, backscatter communication 
systems allow devices to modulate and 
reflect existing Wi-Fi transmissions, 
thus enabling low-power communica-
tion modules that could be powered 
either by harvesting ambient power or 
by batteries that last several years. 

HitchHike is unique for two reasons. 
First, not only can it reflect transmis-
sions from commodity Wi-Fi devices, 
its reflections can also be received and 

Research  
for Practice: 
Toward  
a Network  
of Connected 
Things
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decoded by commodity Wi-Fi devices. 
This allows the widely prevalent Wi-Fi 
devices, such as your access point, to 
interact with the sensors at a very low 
cost for power. Second, HitchHike can 
achieve a data rate of 200Kbps at a dis-
tance of 54 meters. This data rate is 
high enough for most sensors and cov-
ers a very large area—larger than most 
homes and small enterprises. Going 
forward, HitchHike and others in this 
space promise to allow applications 
with severe power constraints, such as 
implantable sensors, wearables, sen-
sors embedded in walls and bridges, 
among others.

Designing Novel Sensing Mechanisms
Adib, F., Mao, H., Kabelac, Z.,  
Katabi, D. and Miller, R.C.
Smart homes that monitor breathing and heart 
rate. In Proceedings of the 33rd Annual ACM 
Conference on Human Factors in Computing 
Systems, 2015, 837–846; https://dl.acm.org/
citation.cfm?id=2702200.

A continuous thread of innovation in 
the IoT space has been the design of 
novel sensing mechanisms. A recent 
trend in this space has been monitor-
ing health metrics such as breathing, 
heart rate, walking patterns, sleep stag-
es, gait, and even emotional health in 
a completely contactless way. Amazon 
Echo or Google Home, for example, 
could be equipped with these capabili-
ties, allowing users to know more about 
their physical and mental health.

This paper describes VitalRadio, a 
device that can monitor the breathing 
and heart rate of a user without any 
contact with the user at distances up 
to eight meters, even when the user is 
in a different room. VitalRadio pres-
ents the basic techniques that form the 
foundation of a lot of the later work on 
monitoring various other health met-
rics. On a high level, VitalRadio works 
by analyzing the reflections of radio 
signals from human bodies. As hu-
mans breathe (or their hearts beat), the 
reflections are affected by any minute 
change. VitalRadio extracts these small 
changes in the reflections to estimate 
the heart rate and breathing of indi-

viduals. While there are still some limi-
tations on the operation of the system, 
like requirements for a one- to two-
meter minimum separation between 
multiple users and quasi-static user be-
havior (watching TV, typing, and so on), 
none of these limitations is big enough 
to hinder mainstream health monitor-
ing applications.

Exploiting Already-Deployed  
Sensors for New Services
Abari, O., Vasisht, D., Katabi, D. and Chan-
drakasan, A.
Caraoke: An e-toll transponder network for 
smart cities. In Proceedings of the 2015 ACM 
Conference on Special Interest Group on Data 
Communication, 297–310; https://dl.acm.org/
citation.cfm?id=2787504.

The push for IoT over the past decade 
has ensured we have already deployed 
several billion sensors, such as toll tran-

sponders in cars, RFIDs in warehouses 
and restaurants, among others. These 
devices enable very specific functional-
ity—automatic toll collection for cars 
or inventory tracking in warehouses. A 
key question, then, is what can be done 
to leverage these large deployments for 
more general-purpose applications?

Caraoke achieves this for e-toll tran-
sponders by using them to monitor 
traffic, locate and identify cars, detect 
speeding, and enable automated de-
tection of empty parking spots—all 
without any changes to the e-toll tran-
sponders deployed on cars. Since such 
transponders are being used by 70%–
89% of drivers in the U.S. (depending 
on the state) and are seeing increased 
adoption worldwide, Caraoke can play 
an important role in the push for smart 
cities where the traffic lights react to 
real-time traffic information, and driv-
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connectivity over several miles) and 
Wi-Fi (to allow interfacing with com-
mercial sensors). Second, to deal with 
weather-related outages and low band-
widths, it designs an IoT gateway that 
sits on the farm and provides services 
to the farmer while creating summa-
ries for the cloud. Finally, it leverages 
machine-learning techniques to com-
bine inputs from a drone and ground 
sensors to provide more accurate in-
formation and reduce the requirement 
for sensor deployments. The paper 
presents results from a multiseason 
deployment of FarmBeats on two dif-
ferent farms on two U.S. coasts.

Final Thoughts
The exciting research being done in 
IoT systems has put us ever closer not 
only to developing new services, but 
also to gathering new datasets for con-
sumer and enterprise applications. 
Combined with recent significant ad-
vances in artificial intelligence and 
machine learning, these datasets can 
drive new applications. For example, 
VitalRadio has been extended to lever-
age novel deep-learning techniques 
to monitor sleep stages of a user com-
pletely passively. Researchers can also 
leverage new machine learning tech-
niques as tools to design better sys-
tems. FarmBeats already shows how 
one can leverage AI to reduce the re-
quirement for sensor placement and 
to guide the placement of sensors to 
maximize information. 

While this scale of data presents 
new avenues for improvement, the key 
challenges for the everyday adoption 
of IoT systems revolve around manag-
ing this data. First, we need to consider 
where the data is being processed and 
stored—on the local edge computer or 
in the cloud—and what the privacy and 
systems implications of these policies 
are. Second, we need to develop sys-
tems that generate actionable insights 
from this diverse, difficult-to-interpret 
data for non-tech users. Solving these 
challenges will allow IoT systems to de-
liver maximum value to end users.

Deepak Vasisht is a Ph.D. candidate in electrical engineering 
and computer science at MIT. He has designed, built, and 
deployed systems that deliver ubiquitous sensing, accurate 
indoor positioning, enhanced communication capabilities, 
and new human computer interfaces. 

Copyright held by owner/author.  
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ers are automatically guided to empty 
parking spots. 

The fundamental contribution 
of Caraoke is its ability to separate 
simultaneous transmissions from 
multiple transponders using novel 
signal processing techniques that ex-
ploit the frequency-domain structure 
of the signal. Caraoke incorporates 
these techniques into a new reader 
for transponders that can be deployed 
on streetlight poles and harvest solar 
energy for their operation. Going for-
ward, such innovations in different 
domains can expand the utility of de-
ployed IoT systems manifold.

Expanding IOT to “Untouched” 
Environments
Vasisht, D., Kapetanovic, Z., Won, J., Jin, X., 
Chandra, R., Kapoor, A., Sinha, S.N., Sudarshan, 
M. and Stratman, S.
FarmBeats: An IoT platform for data-driven 
agriculture. In Proceedings of the 14th Usenix 
Symposium on Networked Systems Design and 
Implementation, 2017; https://www.usenix.org/
conference/nsdi17/technical-sessions/
presentation/vasisht.

While IoT has prospered in well-con-
nected, well-powered environments 
such as urban homes and large en-
terprises, its adoption in harsher en-
vironments, without good sources of 
power and Internet, has been rela-
tively low. Such environments include 
farming, construction, and mining—
sectors that employ large sections of 
both the developing and the devel-
oped world. For example, even in the 
U.S., the process of data collection in 
farming remains primarily manual, 
which limits the adoption of advanced 
agricultural techniques to fewer than 
20% of farmers. 

FarmBeats attempts to tackle this 
challenge by focusing on the challenge 
of data-driven agriculture. Data-driven 
agricultural techniques such as preci-
sion irrigation can allow farmers to 
improve yields, reduce input cost, and 
enhance labor productivity. FarmBeats 
lets farmers employ these techniques 
by developing an end-to-end IoT plat-
form for agriculture that enables seam-
less data collection from sensors, cam-
eras, and drones. 

FarmBeats uses three ideas to en-
able this platform. First, to enable con-
nectivity on the farm, it uses a mix of 
TV white spaces (to allow long-range 

The exciting 
research  
being done in  
IoT systems has  
put us ever closer  
not only  
to developing  
new services,  
but also  
to gathering 
new datasets 
for consumer 
and enterprise 
applications. 
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MACHINE LEARNING HAS  advanced radically over 
the past 10 years, and machine learning algorithms 
now achieve human-level performance or better 
on a number of tasks, including face recognition,31 
optical character recognition,8 object recognition,29 
and playing the game Go.26 Yet machine learning 
algorithms that exceed human performance in 
naturally occurring scenarios are often seen as failing 
dramatically when an adversary is able to modify their 
input data even subtly. Machine learning is already 
used for many highly important applications and will 
be used in even more of even greater importance in the 
near future. Search algorithms, automated financial 
trading algorithms, data analytics, autonomous 
vehicles, and malware detection are all critically 
dependent on the underlying machine learning 
algorithms that interpret their respective domain 
inputs to provide intelligent outputs that facilitate the 
decision-making process of users or automated

systems. As machine learning is used 
in more contexts where malicious ad-
versaries have an incentive to interfere 
with the operation of a given machine 
learning system, it is increasingly im-
portant to provide protections, or “ro-
bustness guarantees,” against adver-
sarial manipulation. 

The modern generation of machine 
learning services is a result of nearly 
50 years of research and development 
in artificial intelligence—the study of 
computational algorithms and systems 
that reason about their environment to 
make predictions.25 A subfield of artifi-
cial intelligence, most modern machine 
learning, as used in production, can es-
sentially be understood as applied func-
tion approximation; when there is some 
mapping from an input x to an output y 
that is difficult for a programmer to de-
scribe through explicit code, a machine 
learning algorithm can learn an approx-
imation of the mapping by analyzing 
a dataset containing several examples 
of inputs and their corresponding out-
puts. The learning proceeds by defin-
ing a “model,” a parametric function 
describing the mapping from inputs to 
outputs. Google’s image-classification 
system, Inception, has been trained 
with millions of labeled images.28 It can 
classify images as cats, dogs, airplanes, 
boats, or more complex concepts on 
par or improving on human accuracy. 

Making  
Machine Learning 
Robust Against 
Adversarial Inputs 

DOI:10.1145/3134599 

Such inputs distort how machine-learning-
based systems are able to function in  
the world as it is. 

BY IAN GOODFELLOW, PATRICK MCDANIEL,  
AND NICOLAS PAPERNOT 

 key insights
 ˽ Machine learning has traditionally been 

developed following the assumption that 
the environment is benign during both 
training and evaluation of the model; 
while useful for designing effective 
algorithms, this implicitly rules out the 
possibility that an adversary could alter 
the distribution at either training time or 
test time. 

 ˽ In the context of adversarial inputs at 
test time, few strong countermeasures 
exist for the many attacks that have been 
demonstrated. 

 ˽ To end the arms race between attackers 
and defenders, we suggest building more 
tools for verifying machine learning 
models; unlike current testing practices, 
this could help defenders eventually gain 
a fundamental advantage. 
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Increases in the size of machine learn-
ing models and their accuracy is the re-
sult of recent advancements in machine 
learning algorithms,17 particularly to 
advance deep learning.7 

One focus of the machine learning 
research community has been on de-
veloping models that make accurate 
predictions, as progress was in part 
measured by results on benchmark da-
tasets. In this context, accuracy denotes 
the fraction of test inputs that a model 
processes correctly—the proportion 
of images that an object-recognition 

algorithm recognizes as belonging to 
the correct class, and the proportion 
of executables that a malware detec-
tor correctly designates as benign or 
malicious. The estimate of a model’s 
accuracy varies greatly with the choice 
of the dataset used to compute the esti-
mate. The model’s accuracy is generally 
evaluated on test inputs that were not 
used during the training process. The 
accuracy is usually higher if the test in-
puts resemble the training images more 
closely. For example, an object-recogni-
tion system trained on carefully curated 
photos may obtain high accuracy when 
tested on other carefully curated photos 
but low accuracy on photos captured 
more informally by mobile phone users. 

Machine learning has traditionally 
been developed following the assump-
tion that the environment is benign 
during both training and evaluation 
of the model. Specifically, the inputs x 
are usually assumed to all be drawn in-
dependently from the same probabil-
ity distribution at both training and test 
time. This means that while test inputs 
x are new and previously unseen during 
the training process, they at least have 
the same statistical properties as the 
inputs used for training. Such assump-
tions have been useful for designing ef-
fective machine learning algorithms but 
implicitly rule out the possibility that an 
adversary could alter the distribution at 
either training time or test time. In this 
article, we focus on a scenario where an 
adversary chooses a distribution at test 
time that is designed to be exceptionally 
difficult for the model to process accu-
rately. For example, an adversary might 
modify an image (slightly) to cause it to 
be recognized incorrectly or alter the 
code of an executable file to enable it to 
bypass a malware detector. Such inputs 
are called “adversarial examples”30 be-
cause they are generated by an adversary. 

The study of adversarial examples 
is in its infancy. Several algorithms 
have been developed for their genera-
tion and several countermeasures pro-
posed. We follow with an overview of 
the foundations and advancements of 
this thriving research field and some 
predictions of where it might lead. 

Machine Learning Systems 
in Adversarial Settings 
To simplify our presentation in this 
article, we focus on machine learning 

Figure 1. Example machine learning task: 
traffic sign classification.27 

ML ML ML

No truck Stop Keep straight

Figure 2. Example problem with two classes: the ideal decision boundary between the two 
models and the approximate boundary learned by the model. 

Task decision boundary

Model decision boundary

Training points for class 1

Adversarial examples for class 1

Training points for class 2

Testing points for class 1

Note that in higher dimensions, all examples are “close” to decision boundaries, as illustrated in this  
low-dimensional problem by the “pocket” of red class points included in the blue class. 

Figure 3. Example machine learning pipeline in the context of autonomous driving.23 
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model’s behavior this way stems from 
the implications of machine learning 
predictions on consequent steps of the 
data pipeline.23 In our running example 
of an autonomous vehicle, an adversary 
capable of crafting STOP signs clas-
sified as “yield” signs may cause the 
autonomous vehicle to disobey traffic 
laws and potentially cause an accident. 
Machine learning is also applied to oth-
er sensitive domains (such as financial 
fraud3 and malware detection1) where 
adversarial incentives to have the mod-
el mis-predict are evident. 

As is common in modeling the se-
curity of any domain, the domain of 
adversaries against machine learn-
ing systems can be structured around 
a taxonomy of capabilities and 
goals.2,22,23 As reflected in Figure 4, the 
adversary’s strength is characterized by 
its ability to access the model’s archi-
tecture, parameter values, and training 
data. Indeed, an adversary with access 
to the model architecture and param-
eter values is capable of reproducing the 
targeted system on its own machine and 
thus operates in a “white-box” scenario. 
In addition to different degrees of 
knowledge about the model internals, 
adversaries may also be distinguished 
by their ability to submit inputs directly 
to the machine learning model or only 
indirectly through the data pipeline 
in Figure 3. For instance, Kurakin et 
al.16 demonstrated that adversaries 
can manipulate a machine learning 

algorithms that perform “classifica-
tion,” learning a mapping from an in-
put x to a discrete variable y where y 
represents the identity of a class. As a 
unifying example, we discuss road-sign 
image recognition; the different values 
of y correspond to different types of 
road signs (such as stop signs, yield 
signs, and speed limit signs). Examples 
of input images and expected outputs 
are shown in Figure 1. Though we focus 
on image classification, the principles 
of adversarial machine learning apply 
to much more general artificial intelli-
gence paradigms (such as reinforce-
ment learning).12 

Anatomy of a machine learning task. 
A machine learning algorithm is ex-
pected to produce a model capable of 
predicting the correct class of a given 
input. For instance, when presented 
with an image of a STOP sign, the model 
should output the class designating 
“STOP.” The generic strategy adopted 
to produce such a model is twofold: a 
family of parameterized representa-
tions, the model’s architecture, is select-
ed, and the parameter values are fixed. 

The architecture is typically chosen 
from among well-studied candidates 
(such as support vector machines and 
neural networks). The choice is made 
through either an exhaustive search or 
expert knowledge of the input domain. 
The chosen architecture’s parameter 
values are fixed so as to minimize the 
model’s prediction error over large col-
lections of example pairs of inputs and 
expected outputs, the classes. 

When this training phase is com-
plete, the model can be used to predict 
the class of test inputs unseen during 
training. We can think of the classifier 
as defining a map of the input space, 
indicating the most likely class within 
each input region. The classifier will 
generally learn only an approximation 
of the true boundaries between regions 
for a variety of reasons (such as learning 
from few samples, using a limited para-
metric model family, and imperfect op-
timization of the model parameters), as 
shown schematically in Figure 2. The 
model error between the approximate 
and expected decision boundaries is 
exploited by adversaries, as explained 
in the following paragraphs. 

The machine learning pipeline. Ma-
chine learning models are frequently 
deployed as part of a data pipeline; in-

puts to the model are derived from a set 
of preprocessing stages, and outputs of 
the model are used to determine the 
next states of the overall system.23 For 
example, our running example of a 
traffic-sign classifier could be deployed 
in an autonomous vehicle, as illustrat-
ed in Figure 3. The model would be giv-
en as inputs images captured by a cam-
era monitoring the side of the road and 
coupled with a detection mechanism 
for traffic signs. The class predicted 
by the machine learning model could 
then be used to decide what action 
should be taken by the vehicle (such as 
come to a stop if the traffic sign is clas-
sified as a “STOP” sign). 

Attacking the system. As outlined 
earlier in this article, most machine 
learning models are designed, at least 
partially, based on the assumption that 
the data at test time is drawn from the 
same distribution as the training data, 
an assumption that is often violated. 
It is common for the accuracy of the 
model to degrade due to some rela-
tively benign change in the distribution 
of test data. For example, if a different 
camera is used at test time from the 
one used to collect training images, 
the trained model might not work well 
on the test images. More important, 
this phenomenon can be exploited by 
adversaries capable of manipulating 
inputs before they are presented to the 
machine learning model. The adver-
sary’s motivation for “controlling” the 

Figure 4. A taxonomy of adversaries against machine learning models at test time.22 
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robustness against adversarial inputs. 
Although such attacks are being stud-
ied and countermeasures considered 
by the research community, they are 
beyond the scope of this article. 

Adversarial Example Generation 
The challenge for the adversary is figur-
ing out how to generate an input with 
the desired output, as in the source-tar-
get-misclassification attack. In such an 
attack, the adversary starts with a sam-
ple that is legitimate (such as a STOP 
sign) and modifies it through a pertur-
bation process to attempt to cause the 
model to classify it in a chosen target 
class (such as the one corresponding to 
a YIELD sign). 

For an attack to be worth studying 
from a machine learning point of view, 
it is necessary to impose constraints 
that ensure the adversary is not able to 
truly change the class of the input. For 
example, if the adversary could physi-
cally replace a stop sign with a yield 
sign or physically paint a yield symbol 
onto a stop sign, a machine learning 
algorithm must be able to still recog-
nize it as a yield sign. In the context 
of computer vision, we generally con-
sider only modifications of an object’s 
appearance that do not interfere with 
a human observer’s ability to recog-
nize the object. The search for mis-
classified inputs is thus done with the 
constraint that these inputs should 
be visually very similar to a legitimate 
input. Consider the two images in Fig-
ure 5, potentially consumed by an au-
tonomous vehicle. To the human eye, 
they appear to be the same, and our 
biological classifiers (vision) identify 
each one as a stop sign. The image on 

the left is indeed an ordinary image of 
a stop sign. We produced the image 
on the right by adding a small, precise 
perturbation that forces a particular 
image classification deep neural net-
work to classify it as a yield sign. Here, 
the adversary could potentially use the 
altered image to cause the car to be-
have dangerously, if the car lacks fail-
safes (such as maps of known stop-
sign locations). In other application 
domains, the constraint differs. When 
targeting machine learning models 
used for malware detection, the con-
straint becomes that the input—or 
malware software—misclassified by 
the model must still be in a legitimate 
executable format and execute its ma-
licious logic when executed.10 

White-box vs. black-box. One way to 
characterize an adversary’s strength is 
the amount of access the adversary has 
to the model. In a white-box scenario, 
the adversary has full access to the 
model whereby the adversary knows 
what machine learning algorithm is 
being used and the values of the mod-
el’s parameters. In this case, we show 
in the following paragraphs that con-
structing an adversarial example can 
be formulated as a straightforward op-
timization problem. In a black-box sce-
nario, the attacker must rely on guess-
work, because the machine learning 
algorithm used by the defender and 
the parameters of the defender’s mod-
el are not known. Even in this scenario, 
where the attacker’s strength is limited 
by incomplete knowledge, the attacker 
might still succeed. We now describe 
the white-box techniques first because 
they form the basis for the more diffi-
cult black-box attacks. 

White-box attacks. An adversarial 
example x* is found by perturbing an 
originally correctly classified input x. 
To find x*, one solves a constrained op-
timization problem. One very generic 
approach, applicable to essentially 
all machine learning paradigms, is to 
solve for the x* that causes the most 
expected loss (a metric reflecting the 
model’s error), subject to a constraint 
on the maximum allowable deviation 
from the original input x; in the case of 
machine learning models solving clas-
sification tasks, the loss of a model can 
be understood as its prediction error. 
Another approach, specialized to clas-
sifiers, is to impose a constraint that 

image classification model’s predic-
tions through physical perturbations 
of images before they are recorded by 
a camera and pre-processed. It should 
also be noted that this characterization 
of an adversary’s strength significantly 
differs from bounds on available com-
putational resources as is commonly 
employed in various areas of security 
and cryptography. As the field of ad-
versarial machine learning matures, 
we expect the research community to 
reflect and expand on this preliminary 
measure of strength limited to the ad-
versary’s knowledge of a system’s po-
tential weakness(es). 

Moreover, adversarial incentives 
may define a range of attack goals. 
When the adversary is interested in 
having a given input classified in any 
class that is different from its correct 
class, we refer to this as an “untarget-
ed misclassification attack.” Instead, 
when the adversary is interested in 
defining the target class in which it in-
tends to have the model misclassify an 
input from any (correct) source class, 
this is a “source-target misclassifica-
tion attack” (also called a “targeted at-
tack” in the literature). 

Poisoning the model. Note that an 
adversary may also attack the training 
process itself. If the adversary can in-
sert its own samples or otherwise cor-
rupt the data used for training, the ad-
versary can thus influence the model to 
induce incorrect connections between 
input features and classes (called 
“false learning”) or reduce confidence 
in the labeling, decreasing model ac-
curacy. In either case, the corruption of 
the training process compromises the 
integrity of the model and decreases its 

Figure 5. Original image (left) and adversarial image (right). 
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an input will be misclassified. How-
ever, both approaches come at a high 
computational cost. It is possible to 
reduce that cost, usually at the price 
of also reducing the effectiveness of 
the attack. In general, attacks exist 
along a continuum. For example, it 
is possible to simply run the L-BFGS 
algorithm for fewer iterations to obtain 
a less-expensive attack with a lower 
success rate. 

One attack with especially low com-
putational cost is the FGSM,9 an ap-
proach that maximizes the model’s 
prediction error while keeping the 0 
norm of the perturbation added to the 
input constant. This attack is based on 
the observation that many machine 
learning models, even neural net-
works, are very linear as a function of 
the input x. One way to formulate an 
adversarial attack is 

 (2)

where Jf is the expected loss incurred 
by the machine learning model, and is 
a way to measure the model’s predic-
tion error. This optimization algorithm 
is typically intractable, but if the true Jf 
is replaced with a first-order Taylor se-
ries approximation of Jf formed by tak-
ing the gradient at x, the optimization 
problem can be solved in closed form 

  (3)

Because the linear approximation 
used by the Taylor series expansion ap-
proximately holds, it often finds adver-
sarial examples despite its low runtime 
requirements. 

In the JSMA, the adversary chooses a 
target class in which the sample should 
be misclassified by the model.22 Given 
model f, the adversary crafts an adver-
sarial sample x* = x + δx by adding a 
perturbation δx to a subset of the input 
components xi. To choose the pertur-
bation, the adversary would sort the 
components by decreasing adversarial 
saliency value. Intuitively, a saliency 
value is a measure of how important 
a particular feature is to determining 
a given output class (such as the im-
portance of a particular pixel or group 
of pixels in determining what kind of 
sign is in an image). The adversarial 
saliency value S(f , x, t)[i] of component 
i for an adversarial target class t is de-

the perturbation must cause a misclas-
sification and solve for the smallest 
possible perturbation 

 (1)

where x is an input originally correctly 
classified, || • || a norm that appro-
priately quantifies the similarity con-
straints discussed earlier, and t is the 
target class chosen by the adversary. In 
the case of “untargeted attacks,” t can 
be any class different from the correct 
class f (x). For example, for an image 
the adversary might use the 0 “norm” 
to force the attack to modify very few 
pixels, or the ∞ norm to force the at-
tack to make only very small changes 
to each pixel. All of these different ways 
of formulating the optimization prob-
lem search for an x* that should be 
classified the same as x (because it is 
very similar to x) yet is classified differ-
ently by the model. These optimization 
problems are typically intractable, so 
most adversarial example-generation 
algorithms are based on tractable ap-
proximations. 

Gradient-based search algorithms. 
The optimization algorithms de-
scribed earlier are, in principle, in-
tractable for most interesting models, 
because most interesting models use 
nonlinear, non-convex functions. In 
practice, gradient-based optimization 
algorithms reliably find solutions that 
cause misclassification, presumably 
because a point x* can cause misclassi-
fication without being an optimal solu-
tion to Equation (1). 

Several approaches using gradient-
based optimization have been intro-
duced to date. We present here three 
canonical examples of gradient-based 
attacks: the L-BFGS approach, the Fast 
Gradient Sign Method (FGSM), and the 
Jacobian Saliency Map Approach (JSMA). 

Szegedy et al.30 adapted the L-BFGS 
method to the constrained optimiza-
tion problem outlined earlier. They 
were the first researchers to demon-
strate perturbations indistinguishable 
from human observers that were suffi-
cient to force a computer-vision model 
to misclassify an image encoded by x*. 
Recently, the L-BFGS method was re-
visited by Carlini et al.4 who found that 
using the Adam optimizer along with 
customized objectives reduces the size 
of the perturbation required to ensure 

The adversary’s 
strength is 
characterized 
by its ability to 
access the model’s 
architecture, 
parameter values, 
and training data. 
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examples with relatively large perturba-
tions and is potentially easier to detect. 
JSMA and L-BFGS (or other iterative 
optimization algorithms) both pro-
duce stealthier perturbations at greater 
computational cost. FGSM sometimes 
works better than L-BFGS if the gradi-
ent is very small, because the sign op-
eration removes the dependence on 
the gradient magnitude. All of these 
algorithms can fail to fool the classifier. 
On typical machine learning bench-
mark problems, all three algorithms 
have a near-100% success rate against 
normal machine learning algorithms. 
Defense techniques can thwart a high 
percentage of FGSM and JSMA attacks, 
but L-BFGS is essentially a brute-force 
white-box approach that almost always 
succeeds regardless of defense tech-
niques, given enough runtime. 

Black-box attacks. Although in some 
cases it is possible for the adversary to 
have access to a model’s parameters, 

in most realistic threat models, the ad-
versary has access to the model only 
through a limited interface. Additional 
strategies are thus required to conduct 
attacks without access to the model’s 
gradients, which are unavailable in a 
limited-interface black-box scenario. 

In such threat models, a possible 
strategy for the adversary is to train 
another model, different from the one 
being targeted. This model, called the 
“substitute,” is used by an adversary to 
compute the gradients required for the 
attack. Assuming that both the substi-
tute and the targeted models operate 
in similar ways (such as they have a 
similar decision boundary), an adver-
sarial example computed using the 
substitute model is highly likely to be 
misclassified by the targeted one. This 
transfer of adversarial examples from a 
substitute model to a target model was 
first demonstrated by Szegedy et al.30 

There are two ways to pursue such a 
strategy. One is for the attacker to col-
lect and label the attacker's own train-
ing set.30 This approach works with 
absolutely no access to the model but 
can be expensive because it might re-
quire gathering a large number of real 
input examples and human effort to 
label each example. When the attack-
er is able to query the target model by 
sending it inputs and observing the 
returned outputs, a much less-expen-
sive approach is to strategically send 
algorithmically generated inputs in 
order to reverse engineer the target 
model, without any (or very little) 
training data. Such a strategy was in-
troduced by Papernot et al.21 and is il-
lustrated in Figure 6. In this work, the 
adversary has access only to the model 
through an API that returns the class 
predicted by the model for any input 
chosen by the adversary. That is, the 
API acts as an “oracle” for the model. 
In addition to the model architecture 
and training data being unavailable 
to the adversary, the adversary does 
not even need to know what type of 
architecture is used to create the ma-
chine learning model, as if the model 
is, say, a support vector machine, a 
neural network, or something else. 
Through interactions with the API, 
the adversary is going to create a 
training set for its substitute model, 
in a way that ensures the substitute 
makes predictions similar to the one 

fined as 

 (4) 

where matrix 

is the model’s Jacobian matrix. Input 
components i are added to perturba-
tion δx in order of decreasing adver-
sarial saliency value S(x, t)[i] until the 
resulting adversarial sample x* = x + δx 
is misclassified by f. The perturbation 
introduced for each selected input 
component can vary, and larger pertur-
bations usually mean that fewer com-
ponents need to be perturbed. 

Each algorithm has its own benefits 
and drawbacks. The FGSM is well suit-
ed for fast crafting of many adversarial 

Figure 6. Black-box attack strategy introduced by Papernot et al.21 
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Defenses and Their Limitations 
Given the existence of adversarial sam-
ples, an important question is: What 
can be done to defend models against 
them? The defensive property of a ma-
chine learning system in this context 
is called “robustness against adversar-
ial samples.” We now explore several 
known defenses categorized into three 
classes: model training, input valida-
tion, and architectural changes. 

Model training. Adversarial train-
ing and defensive distillation are two 
techniques proposed to train models 
that explicitly attempt to be robust 
to adversarial examples. Adversarial 
training seeks to improve the gener-
alization of a model when presented 
with adversarial examples at test time 
by proactively generating adversarial 
examples as part of the training pro-
cedure. This idea was first introduced 
by Szegedy et al.30 but not yet practical 
due to the high computational cost 
of generating adversarial examples. 
Goodfellow et al.9 then showed how to 
generate adversarial examples inex-

made by the targeted model and is, 
in turn, a good indicator of where the 
targeted model will make mistakes. 
The idea is that the adversary uses the 
oracle to explore and reconstruct the 
decision boundary of the victim mod-
el. The key is being intelligent about 
that exploration. 

The main challenge resides in se-
lecting the inputs the adversary sends 
to the API to reduce the total number 
of queries made—to reduce the de-
tectability of the attack. The approach 
taken by Papernot et al.21 is to gener-
ate synthetic inputs using a few real 
inputs collected by the adversary. For 
instance, when targeting a traffic-sign 
classifier, the adversary would collect 
a small set of images of each traffic 
sign and then run the following aug-
mentation technique for each of these 
images to find new inputs that should 
be labeled with the API. The augmen-
tation technique takes a set of training 
inputs Sp, the labels they were given ∀x 
∈ Sp, f(x) by the targeted model f, and 
the current substitute model g 

 (5) 

where Jg denotes here the Jacobian ma-
trix of g. The substitute is trained by suc-
cessively labeling and augmenting Sp. 

When the substitute is sufficiently 
accurate, the adversary can use it to run 
one of the attacks described earlier, as 
in, for instance, the FGSM or the JSMA. 
The adversarial examples produced by 
these algorithms on the substitute g are 
likely to transfer to the targeted model 
f. This "transferability" property, first 
observed among deep neural networks 
and linear models by Szegedy et al.,30 
is known to hold across many types of 
machine learning models.20 Indeed, 
Figure 7 reports transferability rates, 
the number of adversarial examples 
misclassified by a model B, despite 
being crafted with a different model 
A, for several pairs of machine learn-
ing models trained on a standard im-
age-recognition benchmark as in the 
MNIST dataset of handwritten digits. 
For many such pairs, transferability is 
generally consistent between the two 
models. Adversarial examples even 
transfer to an ensemble of models that 
make predictions based on a majority 
vote among the class predicted by a col-
lection of independent models. 

Black-box attacks using these strat-
egies have been demonstrated against 
proprietary models and accessible 
through a “machine learning as a ser-
vice” query APIs (such as those from 
Google and Amazon21,33). 

Yet other strategies exist for black-
box attacks, with more identified every 
day. Notably, Xu et al.35 found that ge-
netic algorithms produce adversarial 
examples. However, this requires that 
the adversary is able to access the out-
put confidence values (such as output 
probabilities) returned by the model 
or at least to approximate these confi-
dence values.5 These probabilities are 
used to compute a fitness function for 
genetic variants of the original input, 
and, in turn, retain the variants that 
are most “fit” to achieve the adversarial 
goal of misclassification. A drawback of 
this strategy is that, compared to other 
black-box strategies,21,30 the algorithm 
must be able to make a large number 
of model-prediction queries before it 
finds evasive variants and is thus more 
likely to be detected at runtime. 

Figure 7. Transferability matrix. The source model is used to craft adversarial examples 
and the target model to predict their class. 

The transferability reported is the average rate of mistakes made by the target model on adver-
sarial examples crafted using the source model. The models considered are a deep neural network, 
logistic regression, support vector machine, decision tree, and k-nearest neighbor. The ensemble 
target model refers to an ensemble making predictions based on a majority vote among the class 
predicted by each of the five previous models. All adversarial examples were produced with similar 
perturbation norms.20 
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Perhaps the most obvious defense is to 
validate the input before it is given to 
the model and possibly preprocess it to 
remove potentially adversarial pertur-
bations. In many application domains 
there are verifiable properties of inputs 
that should never be violated in prac-
tice. For example, an input image from 
a camera sensor can be checked for re-
alism; for example, certain properties of 
cameras and light ensure certain pixel 
neighborhoods (such as neighbor pixels 
with exceptionally high contrast) never 
occur. Such defenses are limited in that 
they are highly domain dependent and 
subject to environmental factors. More-
over, it is not clear that the constraints 
placed on the domain just increase the 
difficulty of adversarial sample genera-
tion or provide broad protections. It is 
highly likely that the effectiveness of in-
put constraints as a countermeasure is 
also domain specific. 

Architecture modifications. It is also 
possible to defend against adversarial 
samples by altering the structure of the 
machine learning system. 

Highly nonlinear machine learning 
models are more robust to adversarial 
examples but also more difficult to 
train and generally do not perform well 
in a baseline non-adversarial setting.9 

Future work may reveal architec-
tures that resist adversarial examples 
yet are amenable to effective training. 

From Testing to Verification 
The limitations of existing defenses 
point to the lack of theory and practice 
of verification and testing of machine 
learning models. To design reliable sys-
tems, engineers engage in both testing 
and verification. By testing, we mean 
evaluating the system under various 
conditions and observing its behavior, 
watching for defects. By “verification,” 
we mean producing a compelling argu-
ment that the system will not misbehave 
under a broad range of circumstances. 

Machine learning practitioners 
have traditionally relied primarily on 
testing. A classifier is usually evaluated 
by applying the classifier to several ex-
amples drawn from a test set and mea-
suring its accuracy on these examples. 

To provide security guarantees, it is 
necessary to ensure properties of the 
model besides its accuracy on natu-
rally occurring test-set examples. One 
well-studied property is robustness to 

pensively with the fast-gradient-sign 
method and made it computationally 
efficient to continuously generate new 
adversarial examples every time the 
model parameters change during the 
training process. The model is then 
trained to assign the same label to the 
adversarial example as to the original 
example. 

Defensive distillation smooths the 
model’s decision surface in adversarial 
directions that could be exploited by 
the adversary.24 Distillation is a train-
ing procedure whereby one model is 
trained to predict the probabilities out-
put by another model that was trained 
earlier. Distillation was introduced by 
Hinton et al.11 aiming for a small mod-
el to mimic a large, computationally ex-
pensive model. Defensive distillation 
has a different goal—make the final 
model’s responses more smooth—so it 
works even if both models are the same 
size. It may seem counterintuitive to 
train one model to predict the output 
of another model with the same ar-
chitecture. The reason it works is that 
the first model is trained with “hard” 
labels (100% probability an image is a 
STOP sign rather than a YIELD sign) 
and then provides “soft” labels (95% 
probability an image is a STOP sign 
rather than a YIELD sign) used to train 
the second model. The second distilled 
model is more robust to attacks (such 
as the fast gradient sign method and 
the Jacobian-based saliency map ap-
proach). 

Both adversarial training and defen-
sive distillation suffer from limitations, 
however. They are generally effective 
against inexpensive white-box attacks 
but can be broken using black-box at-
tacks21 or computationally expensive 
attacks based on iterative optimiza-
tion.4 These two strategies are exam-
ples of defenses that perform gradient 
masking,21,23 removing the gradient of 
the model used by the adversary to find 
good-candidate directions to construct 
adversarial examples. However, the ad-
versary can still evade the model practi-
cally if it can find other ways to identify 
candidate adversarial directions (such 
as through a black-box attack) or start 
the gradient-based search outside the 
input region impacted by the defense 
(such as by first taking a step in a ran-
dom direction32). 

Input validation and preprocessing. 

Future work 
may reveal 
architectures that 
resist adversarial 
examples yet 
are amenable to 
effective training. 
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even from a theoretical point of view, 
straightforward testing can likewise be 
a challenge from a practical point of 
view. Suppose a researcher proposes a 
new defense procedure and evaluates 
that defense against a particular adver-
sarial example attack procedure. If the 
resulting model obtains high accuracy, 
does it mean the defense was effective? 
Possibly, but it could also mean the 
researcher’s implementation of the 
attack was weak. A similar problem oc-
curs when researchers test a proposed 
attack technique against their own 
implementation of a common defense 
procedure. 

To resolve these difficulties, we cre-
ated the CleverHans19 library with 
reference implementations of several 
attack and defense procedures. Re-
searchers and product developers can 
use CleverHans to test their models 
against standardized, state-of-the-art 
attacks and defenses. This way, if a 
defense obtains high accuracy against 
a CleverHans attack, the test would 
show that the defense overcomes this 
standard implementation of the attack, 
and if an attack obtains a high failure 
rate against a CleverHans defense, the 
test would show that the attack is able 
to defeat a rigorous implementation of 
the defense. While such standardized 
testing of attacks and defenses does 
not substitute in any way to rigorous 
verification, it does provide a common 
benchmark. Moreover, results in pub-
lished research are comparable to one 
another, so long as they are produced 
with the same version of CleverHans 
in similar computing environments. 

Future of Adversarial 
Machine Learning 
Adversarial machine learning is at a 
turning point. In the context of ad-
versarial inputs at test time, we have 
several effective attack algorithms but 
few strong countermeasures. Can we 
expect this situation to continue in-
definitely? Can we expect an arms race 
with attackers and defenders repeat-
edly seizing the upper hand in turn? Or 
can we expect the defender to eventu-
ally gain a fundamental advantage? 

We can explain adversarial ex-
amples in current machine learning 
models as the result of unreasonably 
linear extrapolation9 but do not know 
what will happen when we fix this 

adversarial examples. The natural way 
to test robustness to adversarial exam-
ples is simply to evaluate the accuracy 
of the model on a test set that has been 
adversarially perturbed to create adver-
sarial examples.30 

Unfortunately, testing is insufficient 
for providing security guarantees, as 
an attacker can send inputs that dif-
fer from the inputs used for the testing 
process. For example, a model that is 
tested and found to be robust against 
the fast gradient sign method of adver-
sarial example generation9 may be vul-
nerable to computationally expensive 
methods like attacks based on L-BFGS.30 

In general, testing is insufficient 
because it provides a “lower bound” 
on the failure rate of the system when 
an “upper bound” is necessary for pro-
viding security guarantees. Testing 
identifies n inputs that cause failure, 
so the engineer can conclude that at 
least n inputs cause failure; the engi-
neer would prefer to have a means of 
becoming reasonably confident that at 
most n inputs cause failure. 

Putting this in terms of security, a 
defense should provide a measurable 
guarantee that characterizes the space 
of inputs that cause failures. Conversely, 
the common practice of testing can only 
provide instances that cause error and is 
thus of limited value in understanding 
the robustness of a machine learning 
system. Development of an input-char-
acterizing guarantee is central to the 
future of machine learning in adversar-
ial settings and will almost certainly be 
grounded in formal verification. 

Theoretical verification of machine 
learning. Verification of machine learn-
ing model robustness to adversarial 
examples is in its infancy. Current ap-
proaches verify that a classifier assigns 
the same class to all points within a spec-
ified neighborhood of a point x. Huang 
et al.13 developed the first verification 
system for demonstrating that the out-
put class is constant across a desired 
neighborhood. This first system uses an 
SMT solver. Its scalability is limited, and 
scaling to large models requires mak-
ing strong assumptions (such as that 
only a subset of the units of the network 
is relevant to the classification of a par-
ticular input point). Such assumptions 
mean the system can no longer provide 
an absolute guarantee of the absence of 
adversarial examples, as an adversarial 

example that violates the assumptions 
could evade detection. Reluplex15 is an-
other verification system that uses linear 
programming solvers to scale to much 
larger networks. Reluplex is able to be-
come much more efficient by specializ-
ing on rectified linear networks6,14,18 and 
their piecewise linear structure. 

These current verification systems 
are limited in scope because they verify 
only that the output class remains con-
stant in some specified neighborhood 
of some specific point x. It is infeasible 
for a defender to fully anticipate all fu-
ture attacks when specifying the neigh-
borhood surrounding x to verify. For 
instance, a defender may use a verifica-
tion system to prove there are no adver-
sarial examples within a max-norm ball 
of radius ∈, but then an attacker may 
devise a new way of modifying x that 
should leave the class unchanged yet 
has a high max-norm. An even greater 
challenge is verifying the behavior of 
the system near new test points x′. 

In a traditional machine learning 
setting there are clear theoretical limits 
as to how well a machine learning sys-
tem can be expected to perform on new 
test points. For example, the “no free 
lunch theorem”34 states that all super-
vised classification algorithms have the 
same accuracy on new test points when 
averaged over all possible datasets. 

One important open theoretical 
question is: Can the no-free-lunch theo-
rem be extended to the adversarial set-
ting? If we assume attackers operate 
by making small perturbations to the 
test set, then the premise of the no-
free-lunch theorem, where the aver-
age is taken over all possible datasets, 
including those with small perturba-
tions, should not be ignored by the 
classifier, no longer applies. Depend-
ing on the resolution of this question, 
the arms race between attackers and 
defenders could have two different 
outcomes. The attacker might funda-
mentally have the advantage due to 
inherent statistical difficulties associ-
ated with predicting the correct value 
for new test points. If we are fortunate, 
the defender might have a fundamen-
tal advantage for a broad set of prob-
lem classes, paving the way for the 
design and verification of algorithms 
with robustness guarantees. 

Reproducible testing with Clever-
Hans. While verification is a challenge 
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particular problem; it may simply be 
replaced by another equally vexing 
category of vulnerabilities. The vast-
ness of the set of all possible inputs 
to a machine learning model seems 
to be cause for pessimism. Even for 
a relatively small binary vector, there 
are far more possible input vectors 
than there are atoms in the universe, 
and it seems highly improbable that 
a machine learning algorithm would 
be able to process all of them accept-
ably. On the other hand, one may 
hope that as classifiers become more 
robust, it could become impractical 
for an attacker to find input points 
that are reliably misclassified by the 
target model, particularly in the black-
box setting. 

These questions may be addressed 
empirically, by actually playing out 
the arms race as new attacks and new 
countermeasures are developed. We 
may also be able to address these ques-
tions theoretically, by proving the arms 
race must converge to some asymp-
tote. All these endeavors are difficult, 
and we hope many will be inspired to 
join the effort.  
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LIFE IS FULL of choices, often in digital environments. 
People interact with e-government applications; trade 
financial products online; buy products in Web shops; 
book hotel rooms on mobile booking apps; and make 
decisions based on content presented in organizational 
information systems. All such choices are influenced by

the choice environment, as reflected 
in this comment: “What is chosen of-
ten depends upon how the choice is 
presented.”16 Why? People have cogni-
tive limitations, so their rationality is 
bounded,27 and heuristics and biases 
drive their decision making.34 Design-
ers of choice environments, or “choice 
architects,”32 can thus use these heu-
ristics and biases to manipulate the 
choice environment to subtly guide us-
ers’ behavior by gently “nudging” them 
toward certain choices. 

These observations are more than 
theory. We are being nudged every 

day of our lives. Supermarkets posi-
tion items with the highest markups 
at eye level to nudge customers into 
making unplanned purchases. Like-
wise, supermarkets limit the number 
of units customers are allowed to buy, 
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thereby influencing their buying de-
cisions; customers subconsciously 
anchor their decisions on the maxi-
mum number and adjust downward 
from there, resulting in purchases of 
greater quantities.36 This effect has 
been demonstrated in the context 
of everyday items; for example, in-
troducing a quantity limit of 12 cans 
of soup helped double the average 
quantity purchased from 3.3 to seven 
cans.36 Nudges are not, however, used 
only by marketers trying to sell more 
products or services; for example, 
when asking people to consent to be-
ing an organ donor, simply changing 
defaults can influence people’s choic-
es. Setting the default to “dissent,” 
whereby donors have to opt out, rath-
er than “consent” whereby donors 
have to opt in, can nearly double the 
percentage of organ donors.15 These 
examples show that largely impercep-
tible nudges are effective in a variety 
of offline contexts. 

As in offline environments, online 
environments offer no neutral way to 
present choices. Any user interface, 
from organizational website to mobile 
app, can thus be viewed as a digital 
choice environment.37 Digital choice 
environments nudge people by delib-
erately presenting choices or organiz-
ing workflows, making digital nudg-
ing—“the use of user-interface design 
elements to guide people’s behavior 
in digital choice environments”37—a 
powerful tool in any choice architect’s 
toolbox. Choosing the most effective 
nudge involves trade-offs, however, 
because predicting the consequences 
of implementing certain nudges is not 
always possible. 

Existing guidelines for implement-
ing nudges have been developed pri-
marily for offline environments, and 
digital nudging has only recently 
begun to attract programmer inter-
est; see, for example, Gregor and 
Lee-Archer10 and Weinmann et al.37 
In addition, guidelines that are effec-
tive offline may not always be directly 
transferred to a digital context; for ex-
ample, online users are more willing 
to disclose information but are also 
more cautious about accepting de-
fault options.2 To this end, this article 
shows how designers can consider the 
effects of nudges when designing digi-
tal choice environments. 

Figure 1. The decoy effect in reward-based crowdfunding; screenshot shows the decoy 
condition. 

Figure 2. The decoy effect in reward-based crowdfunding; adding a decoy option can make 
another option more attractive. 
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Figure 3. The scarcity effect in reward-based crowdfunding; limiting either reward changes 
pledging behavior of potential backers.
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an e-book in return for a $10 pledge or 
both an e-book and a hardcover book 
for a $20 pledge, most backers chose 
to pledge $10. However, when a third 
option—a decoy nudge—was included 
that offered only the hardcover book in 
return for a $20 pledge (see Figure 1), 
most backers chose to pledge $20 to 
receive both the e-book and the hard-
cover book. Including the decoy option 
thus led many backers to move from 
the $10 pledge to the $20 pledge (see 
Figure 2). 

Scarcity effect. People tend to per-
ceive scarce items as more attractive 
or desirable.9 In the context of crowd-
funding (N = 166), the researchers 
showed that limiting the availability 
of rewards—a “scarcity nudge”—can 
lead them to choose a particular re-

Guiding Choices 
As in offline contexts, online decision 
making is almost always influenced by 
heuristics and biases; consequently, 
the concept of digital nudging applies 
not only to online consumers’ decision 
making but also to various other con-
texts, from e-health systems to social 
media apps to organizational infor-
mation systems. Whereas such factors 
as presenting reviews or highlighting 
markdowns are well known for hav-
ing a strong effect on user behavior 
in general, digital nudges influence 
decisions at the point and moment of 
decision making.a,22 In particular, digi-
tal nudging works by either modifying 
what is presented—the content of a 
choice6,35—or how it is presented—the 
visualization of a choice—as in, say, 
changing the design of the user inter-
face.16 For example, the mobile pay-
ment app Square presents a “tipping” 
option by default, so customers must 
select “no tipping” if they prefer not 
to give a tip; this modification is likely 
an attempt to nudge people into giving 
tips, motivating them to tip even where 
tipping is uncommon.3

To illustrate the effects of digital 
nudges, we briefly explore the results of 
a series of experiments in the context 
of reward-based crowdfunding.28,33,38 
In reward-based crowdfunding, proj-
ect creators collect small amounts of 
money from a large number of people, 
or “backers.” Backers pledge money 
for projects and receive non-financial 

a Digital nudging, with its focus on the design 
of digital choice environments, can be viewed 
as a subset of persuasive computing/technol-
ogy, which is generally defined as technology 
designed to change attitudes or behaviors and 
includes aspects of human-computer interac-
tion beyond interface design.8,26

rewards in return (such as an e-book).1 
To test how digital nudges influence 
backers’ pledges, researchers at the 
University of Liechtenstein modified 
the content and/or visualization of a 
choice environment to nudge back-
ers toward a particular option through 
three particular heuristics and biases, 
known as the “decoy effect,”33 “scarcity 
effect,”38 and “middle-option bias.”28 

Decoy effect. The decoy effect in-
creases an option’s attractiveness by 
presenting the option alongside an 
unattractive option no one would rea-
sonably choose—the decoy.13 In a study 
conducted in the context of crowdfund-
ing (N = 96), the researchers showed 
how decoys can nudge users to select 
certain rewards;33 when backers were 
presented with a choice of receiving 

Figure 4. The middle-option bias in reward-based crowdfunding; even when the investment scale is increased, backers tended to select the 
middle option. 
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Figure 5. Designing digital nudges follows a cycle; based on Datta and Mullainathan5 and Ly et al.19 
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$15, $20, $25. The researchers told the 
participants that their pledge would 
be doubled as a reward if the project 
would be successful. However, irrespec-
tive of the scale, most backers tended to 
choose the middle option, and by shift-
ing the scales, the researchers could 
nudge the participants toward selecting 
rewards associated with higher pledge 
amounts (see Figure 4). 

These examples show that designers 
can create digital nudges on the basis 
of psychological principles of human 
decision making to influence people’s 
online behavior. Unintended effects 
may arise, however, if designers of digi-
tal choice environments are unaware 
of the principles. For example, in the 
context of crowdfunding, presenting 
decoys or limiting the availability of 
rewards without considering their ef-
fect can unintentionally lead backers 
to select lower-price rewards; that is, 
as virtually all user-interface design 
decisions influence user behavior,20,30 
designers must understand the effects 
of their designs so they can choose 
whether to nudge users or reduce the 
effects of nudges. 

Designing a Digital Nudge 
While a number of researchers have 
suggested guidelines for selecting 
and implementing nudges in offline 
contexts,5,6,16,19,21,31 information sys-
tems present unique opportunities 
for harnessing the power of nudging. 
For example, Web technologies allow 
real-time tracking and analysis of user 
behavior, as well as personalization 
of the user interface, and both can help 
test and optimize the effectiveness of 
digital nudges; moreover, mobile apps 
can provide a wealth of information 
about the context (such as location and 
movement) in which a choice is made. 
Given these advantages, information 
systems allow rapid content modifi-
cation and visualization to achieve the 
desired nudging effect. 

Drawing on guidelines for imple-
menting nudges in offline contexts, 
we now highlight how designers can 
create digital nudges by exploiting 
the inherent advantages of informa-
tion systems. Just as developing an 
information system follows a cycle, as 
in, say, the systems development life 
cycle—planning, analysis, design, and 
implementation—so does designing 
choices to nudge users (see Figure 5)—
define the goal, understand the users, 
design the nudge, and test the nudge. 
We discuss each step in turn, focusing 
on the decisions designers must make. 

Step 1: Define the goal. Designers 
must first understand an organiza-
tion’s overall goals and keep them in 
mind when designing particular choice 
situations. For instance, the goal of an e-
commerce platform is to increase sales, 
the goal of a governmental taxing au-
thority’s platform is to make filing taxes 
easier and encourage citizens to be hon-
est, and the goal of project creators on 
crowdfunding platforms is to increase 
pledges and overall donation amounts. 
These goals determine how choices are 
to be designed, particularly the type 
of choice to be made. For example, 
subscribing to a newsletter is a binary 
choice—yes/no, agree/disagree—select-
ing between items is a discrete choice, 
and donating monetary amounts is a 
continuous choice, though it could also 
be presented as a discrete choice. The 
type of choice determines the nudge to 
be used (see the table here). The choice 
architect, however, must consider not 
only the goals but also the ethical im-

ward.38 For a fictitious movie project, 
backers were offered a choice between 
two rewards: pledge $10 to be listed in 
the screen credits or pledge $50 to re-
ceive the movie on a DVD/Blu-ray disc 
(see Figure 3). When the availability of 
the low-price reward was limited, 69% 
of the backers chose that reward, as in 
Figure 3, left side, whereas when the 
availability of the high-price reward 
was limited, 70% chose that reward, 
as in Figure 3, right side. Merely pre-
senting information about the limited 
availability of either reward, even the 
higher-price one, thus caused more 
backers to choose that reward. 

Middle-option bias. People present-
ed with three or more options (ordered 
sequentially, as by price) tend to select 
the middle option.4 Testing the effect of 
the middle-option bias in the context of 
crowdfunding (N = 282), the research-
ers showed that backers can be nudged 
into choosing the reward presented in 
the middle.28 They tested it by varying 
the pledges of the offered rewards by, 
in particular, shifting the scales such 
that Condition 1: $5, $10, $15; Condi-
tion 2: $10, $15, $20, and Condition 3: 

Applying the digital nudging design cycle (selected examples). 

Step 1 Step 2 Step 3 

Type of choice  
to be influenced 

Heuristic/Bias Example design elements and  
user-interface patterns and possible 
nudges and mechanisms

Binary (yes/no) Status quo bias (defaults) Radio buttons (with default choice) 

Discrete choice  
(such as two products) 

Status quo bias (defaults) Use of defaults in
 Radio buttons 
 Check boxes 
 Dropdown menus 

Decoy effect Presentation of decoy option(s) in 
 Radio buttons 
 Check boxes 
 Dropdown menus 

Primacy and recency effect Positioning of presentation  
of desired option(s) 
 Earlier (primacy) 
 Later (recency) 

Middle-option bias Addition of higher- and lower-price 
alternatives around preferred option 

Ordering of alternatives

Modification of the option scale

Continuous Anchoring and adjustment Variation of slider endpoints 

Use of default slider position 

Predefined values in text boxes for quantities 

Status quo bias (defaults) Use of default slider position

Any type of choice Norms Display of popularity (social norms)
Display of honesty codes (moral norms) 

Scarcity effect (loss aversion) Use of default slider position
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the heuristics and biases at play; 
see the table for examples. For ex-
ample, a commonly used nudge in 
binary choices is to preselect the 
desired option to exploit the status 
quo bias. When attempting to nudge 
people in discrete choices, choice 
architects can choose from a variety 
of nudges to nudge people toward a 
desired option. For example, in the 
context of crowdfunding, with the 
goal of increasing pledge amounts, 
choice architects could present the 
desired reward option as the default 
option; add (unattractive) choices as 
decoys; present the desired option 
first or last to leverage primacy and 
recency effects; or arrange the op-
tions so as to present the preferred 
reward as the middle option. When 
attempting to nudge people in con-
tinuous choices (such as when solic-
iting monetary donations), choice 
architects could pre-populate input 
fields (text boxes) with a particular 
value so as to exploit the “anchor-
ing and adjustment” effect. Like-
wise, when using a slider to elicit 
numerical responses, the position of 
the slider and the slider endpoints 
serve as implicit anchors. Present-
ing others’ choices next to rewards 
to leverage people’s tendency to con-
form to norms or presenting limited 
availability of rewards to exploit the 

plications of deliberately nudging peo-
ple into making particular choices, as 
nudging people toward decisions that 
are detrimental to them or their wellbe-
ing is unethical and might thus back-
fire, leading to long-term negative ef-
fects for the organization providing the 
choice.30 In short, overall organizational 
goals and ethical considerations drive 
the design of choice situations, a high-
level step that influences all subsequent 
design decisions. 

Step 2: Understand the users. Peo-
ple’s decision making is susceptible to 
heuristics and biases. Heuristics, com-
monly defined as “rules of thumb,”14 
can facilitate human decision making 
by reducing the amount of informa-
tion to be processed when addressing 
simple, recurrent problems. Converse-
ly, heuristics can influence decisions 
negatively by introducing cognitive 
biases—systematic errors—when one 
faces complex judgments or decisions 
that should require more extensive 
deliberation.7 Researchers have stud-
ied a wide range of psychological ef-
fects that subconsciously influence 
people’s behavior and decision mak-
ing.b In addition to the middle-option 
bias, decoy effect, and scarcity effect 
described earlier, common heuristics 
like the “anchoring-and-adjustment” 
heuristic, or people being influenced 
by an externally provided value, even 
if unrelated; the “availability” heuris-
tic, or people being influenced by the 
vividness of events that are more easily 
remembered; and the “representative-
ness” heuristic, or people relying on 
stereotypes when encountering and 
assessing novel situations,34 influence 
how alternatives are evaluated and 
what options are ultimately selected. 
Other heuristics and biases that can 
have a strong effect on choices in-
clude the “status quo bias,” or people 
tending to favor the status quo so they 
are less inclined to change default 
options;18 the “primacy and recency 
effect,” or people recalling options 
presented first or last more vividly, 
so those options have a stronger in-
fluence on choice;24 and “appeals to 

b See Stanovich20 for a taxonomy of rational think-
ing errors and biases; see also Wikipedia for an 
extensive list of cognitive biases that influence 
people’s online and offline behavior (https://
en.wikipedia.org/wiki/List_of_cognitive_biases).

norms,” or people tending to be influ-
enced by the behavior of others.23 Un-
derstanding these heuristics and bi-
ases and the potential effects of digital 
nudges can thus help designers guide 
people’s online choices and avoid the 
trap of inadvertently nudging them 
into decisions that might not align 
with the organization’s overall goals. 

Step 3: Design the nudge. Once 
the goals are defined (see Step 1: De-
fine the goal) and the heuristics and 
biases are understood (see Step 2: 
Understand the users), the designer 
can select the appropriate nudging 
mechanism(s) to guide users’ deci-
sions in the designer’s intended di-
rection. Common nudging frame-
works a designer could use to select 
appropriate nudges include the Be-
havior Change Technique Taxono-
my,21 NUDGE,31 MINDSPACE,6 and 
Tools of a Choice Architecture.16 
Selecting an appropriate nudge and 
how to implement it through avail-
able design elements, or user-inter-
face patterns, is determined by both 
the type of choice to be made—bi-
nary, discrete, or continuousc—and 

c In most cases, the type of decision is an exter-
nality, and many decisions allow for only one 
type; for example, consenting to something 
(whether organ donation or signing up for a 
newsletter) would normally always be a binary 
choice—yes/no.

Define goals: 
 • What is the use scenario? 
 • What are the overall organizational goals? 
 • What specific goals are to be achieved in this situation? 
 • What are the ethical implications of nudging people into making a certain decision? 

Understand the decision process: 
 • What are the users’ goals? 
 • What are the users’ decision-making processes? 
 • What heuristics might influence users’ choices? 

Design the nudge: 
 • What types of nudges could counter the influence of biases? 
 • What types of nudges could increase the influence of biases? 
 • What nudges could inadvertently influence users’ choices? 
 • How can the design of the user interface be modified to include the preferred nudges? 
 • How can we analyze users’ behavior to adapt the choice environment dynamically? 

Test the nudge: 
 • How effective are the various nudges? 
 • Does the effectiveness differ across users? 
 • Do the nudges fit the context and the goals? 
 • Do we have a thorough understanding of the users’ decision-making process? 

Questions Designers  
Need to Address

http://mags.acm.org/communications/july_2018/TrackLink.action?pageName=71&exitLink=https%3A%2F%2Fen.wikipedia.org%2Fwiki%2FList_of_cognitive_biases
http://mags.acm.org/communications/july_2018/TrackLink.action?pageName=71&exitLink=https%3A%2F%2Fen.wikipedia.org%2Fwiki%2FList_of_cognitive_biases
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architects have various nudge imple-
mentations at their disposal, thor-
ough testing is thus imperative for 
finding the nudge that works best for 
a given context and users. 

Especially in light of the increasing 
focus on integrating user-interface 
design and agile methodologies, us-
ing discount usability techniques 
(such as heuristic evaluation, as in-
troduced by Nielsen25) is often rec-
ommended to support rapid develop-
ment cycles (see, for example, Jurca et 
al.17). Likewise, agile methodologies 
include the quick collection of feed-
back from real users. However, such 
feedback from conscious evaluations 
should be integrated with caution be-
cause the effects of nudges are based 
on subconscious influences on be-
havior, and experimental evaluations 
can provide more reliable results. If 
a particular nudge does not produce 
the desired effect, a first step for 
system designers is to evaluate the 
nudge implementation to determine 
whether the nudge is, say, too obvious 
or not obvious enough (see Step 3: De-
sign the nudge). In some instances, 
though, reexamining the heuristics 
or biases that influence the decision-
making process (see Step 2: Under-
stand the users) or even returning to 
Step 1: Define the goal and redefining 
the goals may be necessary (see the 
sidebar, “Questions Designers Need 
to Address”). 

Conclusion 
Understanding digital nudges is im-
portant for the overall field of com-
puting because user-interface de-
signers create most of today’s choice 
environments. With increasing 
numbers of people making choices 
through digital devices, user-inter-
face designers become choice ar-
chitects who knowingly or unknow-
ingly influence people’s decisions. 
However, user-interface design often 
focuses primarily on usability and 
aesthetics, neglecting the potential 
behavioral effects of alternative de-
signs. Extending the body of knowl-
edge of the computing profession 
through insights into digital nudging 
will help choice architects leverage 
the effects of digital nudges to sup-
port organizational goals. Choice ar-
chitects can use the digital nudging 

scarcity effect can be used to nudge 
people in binary, discrete, or continu-
ous choices. 

As the same heuristic can be ad-
dressed through multiple nudges, 
in most situations, designers have 
a variety of “nudge implementa-
tions” at their disposal. Unlike in 
offline environments, implement-
ing nudges in digital environments 
can be done at relatively low cost, as 
system designers can easily modify 
a system’s user interface (such as 
by setting defaults, displaying/hid-
ing design elements, or providing 
information on others’ pledges). 
Likewise, digital environments en-
able dynamic adjustment of the op-
tions presented on the basis of cer-
tain attributes or characteristics of 
the individual user (such as when 
a crowdfunding platform presents 
particular rewards depending on 
the backers’ income, gender, or 
age). Notwithstanding the choice 
of nudges, designers should follow 
commonly accepted design guide-
lines for the respective platforms 
(such as Apple’s Human Interface 
Guidelines and Microsoft’s Univer-
sal Windows Platform design guide-
lines) to ensure consistency and us-
ability. 

Step 4: Test the nudge. Digital en-
vironments allow alternative designs 
to be generated easily, so their effects 
can be tested quickly, especially when 
designing websites. The effective-
ness of digital nudges can be tested 
through online experiments (such as 
A/B testing and split testing). Testing 
is particularly important, as the effec-
tiveness of a nudge is likely to depend 
on both the context and goal of the 
choice environment and the target au-
diences. For example, a digital nudge 
that works well in one context (such as 
a hotel-booking site like https://www.
booking.com) may not work as well 
in a different context (such as a car-
hailing service like https://www.uber.
com); such differences may be due to 
different target users, the unique na-
ture of the decision processes, or even 
different layouts or color schemes on 
the webpages; a hotel may use colors 
and shapes that evoke calmness and 
cleanliness, whereas a car-hailing ser-
vice may use colors and shapes that 
evoke speed and efficiency. As choice 

Big-data analytics 
can be used to 
analyze behavioral 
patterns observed 
in real time  
to infer users’ 
personalities, 
cognitive styles,  
or even  
emotional states.
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design cycle we have described here 
to deliberately develop such choice 
environments. 

One final note of caution is that the 
design of nudges should not follow a 
“one-size-fits-all” approach, as their 
effectiveness often depends on a de-
cision maker’s personal characteris-
tics.16 In digital environments, charac-
teristics of users and their environment 
can be inferred from a large amount of 
data, allowing nudges to be tailored. 
System designers might design the 
choice environment to be adaptive on 
the basis of, say, users’ past decisions 
or demographic characteristics. Like-
wise, big-data analytics can be used to 
analyze behavioral patterns observed 
in real time to infer users’ personali-
ties, cognitive styles, or even emotional 
states.12 For example, Bayesian updat-
ing can be used to infer cognitive styles 
from readily available clickstream data 
and automatically match customers’ 
cognitive styles to the characteristics 
of the website (such as through “mor-
phing”11). Designers of digital choice 
environments can attempt to “morph” 
digital nudges on the basis of not only 
the organizational goals but also users’ 
personal characteristics. 

Any designer of a digital choice 
environment must be aware of its 
effects on users’ choices. In partic-
ular, when developing a choice envi-
ronment, designers should carefully 
define the goals, understand the 
users, design the nudges, and test 
those nudges. Following the digital-
nudging design cycle we have laid 
out here can help choice architects 
achieve their organizational goals 
by understanding both the users 
and the potential nudging effects so 
intended effects can be maximized 
and/or unintended effects minimized. 
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P E R F O R M A N C E  M E A S U R E M E N T  I S  one of the most 
important parts of software development. In academic 
research a thorough performance evaluation is 
considered essential for many publications to prove 
the value of a new idea. In industry, performance 
evaluation is necessary to maintain a high level of 
performance across the lifetime of a product. For 
example, cloud services promise to maintain particular 
performance levels; service providers must thus be able 
to detect when performance drops below acceptable 
levels and quickly identify and fix the problem. 

A good performance evaluation provides a deep 
understanding of a system’s behavior, quantifying 
not only the overall behavior but also its internal 
mechanisms and policies. It explains why a system 
behaves the way it does, what limits that behavior, 
and what problems must be addressed in order to 

Always 
Measure  
One Level 
Deeper 

DOI:10.1145/3213770 

Performance measurements often go wrong, 
reporting surface-level results that are more 
marketing than science. 

BY JOHN OUSTERHOUT 

 key insights
 ˽ Performance measurement is less 

straightforward than it might seem; it is 
easy to believe results that are incorrect 
or misleading and overlook important 
system behaviors. 

 ˽ The key to good performance measurement 
is to make many more measurements 
besides the ones you think will be 
important; it is crucial to understand not 
just the system’s performance but also 
why it performs that way. 

 ˽ Performance measurement done well 
results in new discoveries about the 
system being measured and new intuition 
about system behavior for the person 
doing the measuring.
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improve the system. Done well, perfor-
mance evaluation exposes interesting 
system properties that were not obvi-
ous previously. It not only improves the 
quality of the system being measured 
but the developer’s intuition, resulting 
in better systems in the future. 

Unfortunately, there is no wide-
spread understanding or agreement as 
to how to measure performance. Per-
formance evaluation is rarely taught in 
computer science classes. And new fac-
ulty lack well-developed performance-
measurement skills, making it difficult 
for them to train their students. The 

only way to become expert is through 
trial and error. 

As a result, performance measure-
ment is often done poorly, even by ex-
perienced developers. For example, if 
you have written a conference paper on 
a software system, it probably unfolded 
like this: The system implementation 
took longer than expected, so perfor-
mance evaluation could not begin un-
til a week or two before the paper sub-
mission deadline. The first attempts 
to run benchmarks resulted in system 
crashes, so you spent the next week fix-
ing bugs. At this point the benchmarks 

ran, but the system’s performance was 
not much better than the comparison 
systems. You tried different experi-
ments, hoping to find one where the 
system looked good; this exposed yet 
more bugs that had to be fixed. Time 
was running out, so you stopped mea-
suring as soon as you found an experi-
ment that produced positive results. 
The paper focused on this experiment, 
omitting the results that were less fa-
vorable. There were a few things about 
these results that did not make com-
plete sense, but you did your best to 
come up with plausible explanations 
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ior is not the desired behavior. There 
may be bugs in the code that gathers 
metrics and processes them, as when, 
say, a clock is read at the wrong time 
or the 99th percentile is miscomputed. 
The system being measured may have 
functional bugs. And, finally, the sys-
tem may have performance bugs, so 
the measurements do not reflect the 
system’s true potential. 

I have been involved in dozens of 
performance-measurement projects 
and cannot recall a single one in which 
the first results were correct. In each 
case there were multiple problems 
from the list just outlined. Only after 
working through them all did my col-
leagues and I obtain measurements 
that were meaningful. 

Mistake 2: Guessing instead of 
measuring. The second common mis-
take is to draw conclusions about a 
system’s performance based on edu-
cated guesses, without measurements 
to back them up. For example, I found 
the following explanation in a paper 
I reviewed recently: “ ... throughput 
does not increase with the number of 
threads ... This is because the time tak-
en to traverse the relatively long linked 
list bounds server performance.” There 
was no indication that the authors 
had measured the actual length of the 
list or the time taken to traverse it, yet 
they stated their conclusion as fact. I 
frequently encounter unsubstantiated 
conclusions in papers; there were at 
least five other occurrences in the pa-
per with the quote. 

Educated guesses are often correct 
and play an important role in guiding 
performance measurement; see Rule 
3 (Use your intuition to ask questions, 
not answer them). However, engineers’ 
intuition about performance is not reli-
able. When my students and I designed 
our first log-structured file system,4 we 
were fairly certain that reference pat-
terns exhibiting locality would result 
in better performance than those with-
out locality. Fortunately, we decided to 
measure, to be sure. To our surprise, the 
workloads with locality behaved worse 
than those without. It took consider-
able analysis to understand this behav-
ior. The reasons were subtle, but they 
exposed important properties of the 
system and led us to a new policy for gar-
bage collection that improved the sys-
tem’s performance significantly. If we 

for them. There was not enough time 
to validate or double-check the num-
bers, and you could only hope there 
were not too many errors. 

Measurements gathered this way 
are likely incomplete, misleading, or 
even erroneous. This article describes 
how to conduct performance measure-
ment well. I first discuss five mistakes 
that account for most of the problems 
with performance measurements, all 
of which occurred in the scenario I just 
outlined. I then spell out four rules to 
follow when evaluating performance. 
These rules will help you avoid the mis-
takes and produce high-quality perfor-
mance evaluations. Finally, I offer four 
suggestions about infrastructure to as-
sist in performance evaluation. 

The most important idea overall, as 
reflected in this article’s headline, is to 
dig beneath the surface, measuring the 
system in depth and detail from multiple 
angles to create a complete and accurate 
understanding of performance. 

Most Common Mistakes 
When performance measurements go 
wrong, it is usually due to five common 
mistakes: 

Mistake 1: Trusting the numbers. 
Engineers are easily fooled during 
performance measurements because 
measurement bugs are not obvious. 
Engineers are used to dealing with 
functional bugs, which tend to be no-
ticeable because they cause the system 
to crash or misbehave. If the system 
produces the desired behavior, it is 
probably working. Engineers tend to 
apply the same philosophy to perfor-
mance measurements; if performance 
numbers are being generated and the 
system is not crashing, they assume 
the numbers are correct. 

Performance-measurement code is 
just as likely to have bugs as any other 
code, but the bugs are less obvious. 
Most bugs in performance-measure-
ment code do not cause crashes or 
prevent numbers from appearing; they 
simply produce incorrect numbers. 
There is no easy way to tell from a num-
ber whether it is right or wrong, so engi-
neers tend to assume the numbers are 
indeed correct. This is a mistake. There 
are many ways for errors to creep into 
performance measurements. There 
may be bugs in the benchmarks or test 
applications, so the measured behav-

Performance 
measurements 
should be 
considered guilty 
until proven 
innocent. 
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ticular paper measured at the median. 
The results appeared favorable for the 
new proposal. My students reran the 
measurements for the new protocol 
and discovered its 99th-percentile la-
tency was significantly worse than the 
comparison protocols. We wondered if 
the paper’s authors had intentionally 
switched metrics to exaggerate the per-
formance of their protocol. 

Confirmation bias also affects how 
you present information. You are more 
likely to include results that support 
your hypothesis and downplay or omit 
results that are negative. For example, 
I frequently see claims in papers of the 
form: “XXX is up to 3.5x faster than 
YYY.” Such claims cherry-pick the best 
result to report and are misleading be-
cause they do not indicate what perfor-
mance can be expected in the common 
case. Statements like this belong in 
late-night TV commercials, not scien-
tific papers. 

If applied consciously, bias is intel-
lectually dishonest. Even if not applied 
consciously, it can cause results to be 
reported in a way that is more market-
ing than science; it sounds like you are 
trying to sell a product rather than un-
cover the truth about a system’s behav-
ior. Confirmation bias makes it more 
likely that results will be inaccurate 
(because you did not find bugs) or mis-
leading (because you did not present 
all relevant data). 

Mistake 5: Haste. The last mistake in 
performance evaluation is not allowing 
enough time. Engineers usually under-
estimate how long it takes to measure 
performance accurately, so they often 
carry out evaluations in a rush. When 
this happens, they will make mistakes 
and take shortcuts, leading to all the 
other mistakes. 

The time issue is particularly prob-
lematic when working under a dead-
line (such as for a conference publica-
tion). There is almost always a rush to 
meet the submission deadline. The 
system implementation always takes 
longer than expected, delaying the 
start of performance measurement; 
there is often only a week or two for 
evaluation before the submission 
deadline, resulting in a sloppy evalua-
tion. In principle, authors could keep 
working on the measurements while 
waiting for the paper to be reviewed, 
but in practice this rarely happens. In-

had trusted our initial guess, we would 
have missed an important opportunity 
for performance improvement. 

It is unsafe to base conclusions on 
intuition alone, yet engineers do it all 
the time. A common mistake is for an 
engineer to hypothesize that a particu-
lar data structure is too slow and then 
replace it with a new data structure the 
engineer believes will be faster. If the 
problem is not verified by measuring 
performance, there is a good chance 
the optimization will not improve per-
formance. The code change will simply 
waste a lot of time and probably intro-
duce unnecessary complexity. 

When I find a guess presented as fact 
and ask for justification, I sometimes 
get this response: “What else could it 
possibly be?” But this is a cop-out, sug-
gesting it is up to others to prove the 
theory wrong and OK to make unsub-
stantiated claims until someone else 
proves them false. In some cases the 
person making the comment feels a 
process of elimination had been used, 
ruling out all possible alternatives. Un-
fortunately, a process of elimination 
is not reliable in performance evalua-
tion, because it is not possible to know 
with certainty that every possible cause 
has been considered. Many factors can 
influence performance, and the ulti-
mate cause of behavior is often some-
thing non-obvious, meaning a process 
of elimination will not consider it. It 
is unsafe to present an explanation as 
fact unless measurements confirm the 
specific behavior(s). 

Mistake 3: Superficial measurements. 
Most performance measurements I 
see are superficial, measuring only the 
outermost visible behavior of a system 
(such as the overall running time of an 
application or the average latency of 
requests made to a server). These mea-
surements are essential, as they repre-
sent the bottom line by which a system 
is likely to be judged, but they are not 
sufficient. They leave many questions 
unanswered (such as “What are the 
limits that keep the system from per-
forming better?” and “Which of the im-
provements had the greatest impact on 
performance?”). In order to get a deep 
understanding of system performance, 
the internal behavior of a system must 
be measured, in addition to its top-lev-
el performance. 

Superficial measurements are often 

combined with Mistake 1 (Trusting 
the numbers) and Mistake 2 (Guessing 
instead of measuring); the engineers 
measure only top-level performance, 
assume the numbers are correct, and 
then invent underlying behaviors to 
explain the numbers. For example, I 
found the following claim in a paper I 
reviewed recently (system names ob-
scured to preserve author anonymity): 
“Unlike YYY, XXX observes close-to-
linear-throughput scaling with more 
publishers due to its lock-free resolu-
tion of write-write contentions.” The 
paper measured scaling, but there 
were no measurements of write-write 
contention, and systems XXX and YYY 
differed in many ways, so other expla-
nations were possible for the perfor-
mance difference. 

Mistake 4: Confirmation bias. Per-
formance measurement is rarely in-
different; when you measure perfor-
mance, you are probably hoping for 
a particular outcome. If you have just 
built a new system or improved an ex-
isting one, you probably hope the per-
formance measurements will show 
your ideas were good ones. If the mea-
surements turn out well, it increases 
the likelihood your paper will be ac-
cepted or your boss will be impressed. 

Unfortunately, such hope results 
in a phenomenon called “confirma-
tion bias.”1 Confirmation bias causes 
people to select and interpret data in 
a way that supports their hypotheses. 
For example, confirmation bias af-
fects your level of trust. When you see 
a result that supports your hypothesis, 
you are more likely to accept the result 
without question. In contrast, if a mea-
surement suggests your new approach 
is not performing well, you are more 
likely to dig deeper to understand ex-
actly what is happening and perhaps 
find a way to fix the problem. This 
means that an error in a positive result 
is less likely to be detected than is an 
error in a negative result. 

When choosing benchmarks, you 
are more likely to choose ones that pro-
duce the desired results and less likely 
to choose ones that show the weak-
nesses of your approach. For example, 
a recent paper described a new net-
work protocol and compared it to pre-
vious proposals. The previous propos-
als had all measured latency using the 
99th-percentile worst case, but this par-
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provements. You will encounter many 
things that do not make sense; in or-
der to resolve them, you will need to 
add new metrics and validate them. 
To get the best results, you must iter-
ate several times improving the met-
rics, measuring performance, and im-
proving the system. 

Rule 2: Never trust a number gen-
erated by a computer. Under Mistake 
2 (Guessing instead of measuring), 
I discussed how it is tempting to be-
lieve performance numbers, even 
though they are often wrong. The only 
way to eliminate this mistake is to dis-
trust every measurement until it has 
been carefully validated. Performance 
measurements should be considered 
guilty until proven innocent. When 
students come to me with measure-
ments, I often challenge them by ask-
ing: “Suppose I said I don’t believe 
these measurements. What can you say 
to convince me that they are correct?” 

The way to validate a measurement 
is to find different ways to measure the 
same thing:  

Take different measurements at the 
same level. For example, if you are 
measuring file-system throughput, do 
not measure just the throughput seen 
by a user application; also measure 
the throughput observed inside the 
operating system (such as at the file 
block cache). These measurements 
should match; 

Measure the system’s behavior at a 
lower level to break down the factors 
that determine performance, as I discuss 
later under Rule 4 (Always measure one 
level deeper); 

Make back-of-the-envelope calcula-
tions to see if the measurements are in the 
ballpark expected; and 

Run simulations and compare their 
results to measurements of the real im-
plementation. 

As you begin collecting measure-
ments, compare them and be alert for 
inconsistencies. There will almost al-
ways be things that do not make sense. 
When something does not make com-
plete sense, stop and gather more data. 
For example, in a recent measurement 
of a new network transport protocol, 
a benchmark indicated that a server 
could handle no more than 600,000 
packets per second. However, my col-
leagues and I had seen servers process 
more than 900,000 packets per second 

with other protocols and believed the 
new protocol was at least as efficient as 
the old ones. We decided to gather ad-
ditional data. As a result, we discovered 
a bug in the flow-control mechanism 
on the client side: clients were not 
transmitting data fast enough to keep 
the server fully loaded. Fixing the bug 
improved performance to the level we 
expected. 

Further analysis will sometimes 
show the unexpected behavior is 
correct, as in the log-structured file 
system example discussed under 
Mistake 2 (Guessing instead of mea-
suring); such situations are usually 
interesting, and you will learn some-
thing important as you resolve the 
contradiction. In my experience, ini-
tial performance measurements are 
always riddled with contradictions 
and things we don’t understand, and 
resolving them is always useful; either 
we fix a problem or we deepen our un-
derstanding of the system. 

Above all, do not tolerate anything 
you do not understand. Assume there 
are bugs and problems with every mea-
surement, and your job is to find and 
fix them. If you do not find problems, 
you should feel uneasy, because there 
are probably bugs you missed. Cur-
mudgeons make good performance 
evaluators because they trust nothing 
and enjoy finding problems. 

Rule 3: Use your intuition to ask 
questions, not to answer them. Intu-
ition is a wonderful thing. As you ac-
cumulate knowledge and experience 
in an area, you will start having gut-
level feelings about a system’s behav-
ior and how to handle certain prob-
lems. If used properly, such intuition 
can save significant time and effort. 
However, it is easy to become over-
confident and assume your intuition 
is infallible. This leads to Mistake 2 
(Guessing instead of measuring). 

The best way to use intuition is to 
identify promising areas for further ex-
ploration. For example, when looking 
over performance measurements, ask 
yourself if they make sense. How does 
the performance compare to what you 
expected? Does it seem too good to be 
true? Does the system scale more poor-
ly than you had hoped? Does a curve 
jump unexpectedly when you expected 
it to be smooth? Do some benchmarks 
exhibit behavior that is dramatically 

stead, they tell themselves: “Let’s not 
spend more time on the paper until we 
see whether it is accepted.” Once the 
paper is accepted, there are only a few 
weeks before the deadline for final pa-
pers, so there is yet another rush. 

Keys to High-Quality 
Performance Analysis 
Consider four rules that are likely to 
prevent the mistakes from the preced-
ing section and lead to trustworthy and 
informative evaluations: 

Rule 1: Allow lots of time. The first 
step toward high-quality performance 
measurements is to allow enough 
time. If you are measuring a non-trivial 
system, you should plan on at least two 
to three months. I tell my graduate stu-
dents to aim for a complete set of pre-
liminary measurements at least one 
month before the submission dead-
line; even this is barely enough time 
to find and fix problems with both the 
measurements and the system. 

Performance analysis is not an in-
stantaneous process like taking a pic-
ture of a finished artwork. It is a long 
and drawn-out process of confusion, 
discovery, and improvement. Perfor-
mance analysis goes through several 
phases, each of which can take any-
where from a few days to a few weeks. 
First, you must add instrumenta-
tion code to the system to record the 
desired metrics. You must then get 
benchmark applications running, ei-
ther by writing them or by download-
ing and installing existing programs. 
Running benchmarks will probably 
stress the system enough to expose 
bugs, and you will need to then track 
down and fix them. Eventually, the 
system will run well enough to start 
producing performance numbers. 
However, these numbers will almost 
certainly be wrong. The next step is 
to find and fix bugs in the measure-
ments. Once you have verified the ac-
curacy of the measurements, you will 
start to uncover problems with the sys-
tem itself. As you look over the perfor-
mance measurements, you will prob-
ably uncover additional functional 
bugs. Once they have been fixed, you 
can start analyzing the performance 
in depth. You will almost certainly 
discover opportunities to improve 
performance, and it is important to 
have enough time to make these im-
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tainly discover things that do not make 
sense; make additional measurements 
to resolve the contradictions. For ex-
ample, in a recent analysis of a distrib-
uted transaction processing system, 
deeper measurements by my students 
included network throughput and disk 
throughput. We were surprised to see 
that the network throughput was great-
er than the disk throughput; this did 
not make sense, since every byte had to 
pass through both the network and the 
disk. It turned out that the disk subsys-
tem had been configured with no limit 
on queue length; the disk was not keep-
ing up, and its output queue was grow-
ing without bound. Once the students 
set a limit on queue length, the rest of 
the system throttled itself to match the 
disk throughput. Unfortunately, this 
meant our initial measurements of 
overall throughput were too optimistic. 

Measuring deeper will also indicate 
whether you are getting the best possi-
ble performance and, if not, how to im-
prove it. Use deeper measurements to 
find out what is limiting performance. 
Try to identify the smallest elements 
that have the greatest impact on overall 
performance. For example, if the over-
all metric is latency, measure the indi-
vidual latencies of components along 
the critical path; typically, there will be a 
few components that account for most 
of the overall latency. You can then fo-
cus on optimizing those components. 

In recent measurements of a new 
network transport, one of my students 
found that round-trip tail latency was 
higher than our simulations had pre-
dicted. The student measured software 
latency in detail on both the sending 
and the receiving machines but found 
nothing that could account for the 
high tail latency. At this point we were 
about to conclude that the delays must 
be caused by the network switch. What 
else could it be? This would have been 
Mistake 2 (Guessing instead of measur-
ing). Before giving up, we decided to dig  
deeper and measure precise timings 
for each individual packet. The mea-
surements surprised us, showing that 
outlier delays were not isolated events. 
Delay tended to build up over a series of 
packets, affecting all of the packets from 
a single sender over a relatively long 
time interval, including packets for dif-
ferent destinations. This was a crucial 
clue. After several additional measure-

different from others? Consider any-
thing that does not match your intu-
ition a red flag and investigate it, as de-
scribed in Rule 2 (Never trust a number 
generated by a computer). Intuition 
can be very helpful in identifying prob-
lems. 

Intuition is great for directing atten-
tion but not reliable enough to make 
decisions on it alone. Intuition should 
always be validated with data before 
making decisions or claims. If your in-
tuition suggests why a particular result 
is occurring, follow it up with measure-
ments that prove or disprove the intu-
ition. Draw conclusions based on the 
measurements, not the intuition, and 
include some of the measured data in 
the conclusion, so others know it is not 
just a guess. 

If you continually form intuitions 
and then test them you will gain knowl-
edge that helps you form better intu-
ition in the future. Every false intuition 
means there was something you did 
not fully understand; in the process 
of testing it and discovering why it is 
false, you will learn something useful. 

Rule 4: Always measure one level 
deeper. If you want to understand the 
performance of a system at a particular 
level, you must measure not just that 
level but also the next level deeper. That 
is, measure the underlying factors that 
contribute to the performance at the 
higher level. If you are measuring over-
all latency for remote procedure calls, 
you could measure deeper by break-
ing down that latency, determining 
how much time is spent in the client 
machine, how much time is spent in the 
network, and how much time is spent on 
the server. You could also measure where 
time is spent on the client and server. If 
you are measuring the overall throughput 
of a system, the system probably con-
sists of a pipeline containing several 
components. Measure the utilization 
of each component (the fraction of time 
that component is busy). At least one 
component should be 100% utilized; if 
not, it should be possible to achieve a 
higher throughput. 

Measuring deeper is the best way 
to validate top-level measurements 
and uncover bugs. Once you have col-
lected some deeper measurements, ask 
yourself whether they seem consistent 
with the top-level measurements and 
with each other. You will almost cer-

Curmudgeons make 
good performance 
evaluators because 
they trust nothing 
and enjoy finding 
problems. 
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minating. Once you look at the results, 
you will almost certainly find things that 
do not make sense; from this point on, 
track down and resolve everything that 
does not make perfect sense. Along the 
way you will discover other surprises; 
track them down as well. Over time, you 
will develop intuition about what kinds 
of deeper measurements are most likely 
to be fruitful. 

Measuring deeper is the single most 
important ingredient for high-quality 
performance measurement. Focusing 
on this one rule will prevent most of 
the mistakes anyone could potentially 
make. For example, in order to make 
deeper measurements you will have to 
allocate extra time. Measuring deeper 
will expose bugs and inconsistencies, 
so you will not accidentally trust bogus 
data. Most of the suggestions under 
Rule 2 (Never trust a number generated 
by a computer) are actually examples of 
measuring deeper. You will never need 
to guess the reasons for performance, 
since you will have actual data. Your 
measurements will not be superficial. 
Finally, you are less likely to be derailed 
by subconscious bias, since the deeper 
measurements will expose weakness-
es, as well as strengths. 

Measurement Infrastructure 
Making good performance measure-
ments takes time, so it is worth creating 
infrastructure to help you work more 
efficiently. The infrastructure will easily 
pay for itself by the time the measure-
ment project is finished. Furthermore, 
performance measurements tend to be 
run repeatedly, making infrastructure 
even more valuable. In a cloud service 
provider, for example, measurements 
must be made continuously in order to 
maintain contractual service levels. In a 
research project, the full suite of perfor-
mance measurements will be run sev-
eral times (such as before submission, 
after the paper is accepted, and again 
during the writing of a Ph.D. disserta-
tion). It is important to have infrastruc-
ture that makes it easy to rerun tests. 

Automate measurements. It 
should be possible to type a single 
command line that invokes the full 
suite of measurements, including 
not just top-level measurements but 
also the deeper measurements. Each 
run should produce a large amount of 
performance data in an easy-to-read 

ments, the student discovered that long 
queues were building up in the sender’s 
network interface due to a software bug. 
The transport included code to estimate 
the queue length and prevent queue 
buildup, but there was a bug in the es-
timator caused by underflow of an un-
signed integer. The underflow was easy 
to fix, at which point tail latency dropped 
dramatically. Not only did this process 
improve the system’s performance, it 
taught us an important lesson about the 
risks of unsigned integers. 

Another way to measure deeper is 
to consider more detail. Instead of just 
looking at average values, graph the en-
tire distribution and noodle over the 
shape to see if it provides useful infor-
mation. Then look at some of the raw 
data samples to see if there are patterns. 
In one measurement of RPC latency, a 
student found that the average latency 
was higher than we expected. The laten-
cy was not intolerably high, and it would 
have been easy to simply accept this 
level of performance. Fortunately, the 
student decided to graph the times for 
individual RPCs. It turned out the data 
was bimodal, whereby every other RPC 
completed quickly, but the intervening 
ones were all significantly slower. With 
this information, the student tracked 
down and fixed a configuration error 
that eliminated all of the slow times. In 
this case, the average value was not a 
good indicator of system behavior. 

The examples in this article may 
seem so esoteric that they must be 
outliers, but they are not. Every per-
formance measurement project I have 
seen has had multiple such examples, 
which are extremely subtle, difficult to 
track down, and defy all intuition, until 
suddenly a simple explanation appears 
(such as unsigned integer underflow). 
Deeper measurements almost always 
produce substantial performance im-
provement, important discoveries 
about system behavior, or both.

Do not spend a lot of time agoniz-
ing over which deeper measurements 
to make. If the top-level measurements 
contain contradictions or things that 
are surprising, start with measurements 
that could help resolve them. Or pick 
measurements that will identify per-
formance bottlenecks. If nothing else, 
choose a few metrics that are most ob-
vious and easiest to collect, even if you 
are not sure they will be particularly illu-

It can be as fancy 
as an interactive 
webpage or as 
simple as a text file, 
but a dashboard 
is essential for 
any nontrivial 
measurement 
effort.
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performance information is constantly 
available. For online services that run 
continuously, the dashboard should 
take the form of a webpage that can 
be displayed at any time. For applica-
tions that are run manually, it is con-
venient to have a command-line switch 
that will cause performance metrics 
to be recorded during execution and 
dumped when the application finishes. 

One simple-yet-effective technique 
is to define a collection of counters that 
accumulate statistics (such as number 
of invocations of each externally visible 
request type and number of network 
bytes transmitted and received). Incre-
menting a counter is computationally 
inexpensive enough that a system can 
include a large number of them with-
out hurting its performance. Make it 
easy to define new counters and read 
out all existing counters. For long-run-
ning services, it should be possible to 
sample the counters at regular inter-
vals, and the dashboard should display 
historical trends for the counters. 

Presentation matters. If you want 
to analyze performance in depth, mea-
surements must be displayed in a way 
that exposes a lot of detail and allows 
it to be understood easily. In addition, 
the presentation must clarify the things 

form. It should also be easy to invoke 
a single benchmark by itself or vary 
the parameters for a benchmark. Also 
useful is a tool that can compare two 
sets of output to identify nontrivial 
changes in performance. 

Create a dashboard. A dashboard is 
a display that shows all performance 
measurements from a particular run 
of a particular benchmark or from a 
deployed system. If you have been mea-
suring deeply, the dashboard can eas-
ily show hundreds of measurements. A 
good dashboard brings together a lot 
of data in one place and makes it easy 
to examine performance from many 
angles. It can be as fancy as an interac-
tive webpage or as simple as a text file, 
but a dashboard is essential for any 
nontrivial measurement effort. 

Figure 1 shows approximately one-
third of a dashboard my students cre-
ated to analyze the performance of 
crash recovery in a distributed storage 
system.3 In this benchmark, one of the 
system’s storage servers has crashed, 
and several other servers (“recovery 
masters”) reconstruct the lost data by 
reading copies stored on a collection of 
backup servers. This sample illustrates 
several important features of dash-
boards. Any dashboard should start 
with a summary section, giving the 
most important metric(s)—total recov-
ery time in this case—and the param-
eters that controlled the benchmark. 
Each of the remaining sections digs 
deeper into one specific aspect of the 
performance. For example, “Recovery 
Master Time” analyzes where the re-
covery masters spent their time during 
recovery, showing CPU time for each 
component as both an absolute time 
and a percentage of total recovery time; 
the percentages help identify bottle-
necks. It was important for the storage 
system being analyzed to make effi-
cient use of the network during recov-
ery, so we added a separate section to 
analyze network throughput for each 
of the servers, as well as for the clus-
ter as a whole. Most measurements in 
the dashboard show averages across a 
group of servers, but in several cases 
the worst-case server is also shown. 
The dashboard also has a special sec-
tion showing the worst-case perfor-
mance in several categories, making it 
possible to see whether outliers are af-
fecting overall performance. 

You should create a simple dash-
board as soon as you start making mea-
surements; initially, it will include just 
the benchmark parameters and a few 
overall metrics. Every time you think of 
a new question to answer or a deeper 
measurement to take, add more data 
to the dashboard. Never remove met-
rics from the dashboard, even if you 
think you will never need them again. 
You probably will. 

If you make a change and perfor-
mance suddenly degrades, you can 
scan the dashboard for metrics that 
have changed significantly. The dash-
board might indicate that, for exam-
ple, the network is now overloaded or 
the fraction of time waiting for incom-
ing segments suddenly increased. You 
can maintain a “good” dashboard for 
comparing with later dashboards and 
record dashboards at regular time in-
tervals to track performance over long 
periods of time. A dashboard serves 
a purpose for performance measure-
ment similar to that of unit tests for 
functional testing—providing a de-
tailed analysis and making it easy to 
detect regressions. 

Do not remove the instrumentation. 
Leave as much instrumentation as 
possible in the system at all times, so 

Figure 1. Excerpt from the dashboard used to evaluate crash recovery in a large-scale 
main memory storage system.3 

=== Summary === 
Recovery time:                                    2.58 s 
Failure detection time:                           0.32 s 
Recovery + detection time:                        2.90 s 
Masters:                                         73 
Backups:                                        146 
Total nodes:                                     73 
Replicas:                                         3 
Objects per master:                          592950 
Object size:                                   1055.81 bytes 
Total recovery segment entries:            43685317 
Total live object space:                      43584 MB 
Total recovery segment space w/ overhead:     43713 MB 
 
=== Recovery Master Time === 
Total (90.5% of recovery time):               2333.64 ms avg / 2533.71 ms max /  100.00% avg 
Waiting for incoming segments:                 766.78 ms avg /  924.04 ms max /   32.86% avg 
Inside recoverSegment:                        1283.48 ms avg / 1657.36 ms max /   55.00% avg 
Final log sync time:                            21.20 ms avg /   50.85 ms max /    0.91% avg 
Removing tombstones:                             0.00 ms avg /    0.00 ms max /    0.00% avg 
Other:                                         262.18 ms avg /  673.43 ms max /   10.17% avg 
 
=== Network Utilization === 
Aggregate:                                     994.43 Gb/s avg /    54.49% 
Master in:                                       4.57 Gb/s avg /    333.82 Gb/s total 
Master out:                                      6.35 Gb/s avg /    463.59 Gb/s total 
Master out during replication:                   7.61 Gb/s avg /    555.87 Gb/s total 
Master out during log sync:                     12.06 Gb/s avg /    880.42 Gb/s total 
Backup in:                                       3.63 Gb/s avg /    530.01 Gb/s total 
Backup out:                                      3.63 Gb/s avg /    529.98 Gb/s total 
 
=== Slowest Servers === 
Backup opens, writes:                         rc26 / 729.2 ms 
Stalled reading segs from backups:            rc21 / 924.0 ms 
Reading from disk:                            rc29 / 170.3 MB/s 
Writing to disk:                              rc23 /  71.3 MB/s 



82    COMMUNICATIONS OF THE ACM    |   JULY 2018  |   VOL.  61  |   NO.  7

contributed articles

ing data clearly from the start (such as 
with graphs rather than tables). Do not 
waste time with displays that are dif-
ficult to understand. Making graphs 
takes little time once you have learned 
how to use the tools, and you can reuse 
old scripts for new graphs. Consider 
clarity even when printing raw data, 
because you will occasionally want to 
look at it. Arrange the data in neat col-
umns with labels, and use appropriate 
units (such as microseconds), rather 
than, say, “1.04e-07.” 

Figure 2 and Figure 3 show how the 
organization of a graph can have a big 
effect on how easy (or difficult) it is to 
visualize performance data. In Figure 
2 my students and I aimed to under-
stand tail latency (99.9th or 99.99th per-
centile worst-case performance) for 
write requests in the RAMCloud stor-

age system. A traditional cumulative 
distribution function (CDF) like the 
one in Figure 2a emphasizes the mean 
value but makes it difficult to see tail 
latency. When we switched to a reverse 
cumulative distribution function with 
log-scale axes (see Figure 2b) the com-
plete tail became visible, all the way out 
to the slowest of 100 million total sam-
ples. Figure 2b made it easy to see fea-
tures worthy of additional study (such 
as the “shoulders” at approximately 
70 µs and 1 ms); additional measure-
ments showed the shoulder at 1 ms 
was caused by interference from con-
current garbage collection. If we had 
only considered a few discreet mea-
surements of tail latency we might not 
have noticed these features. 

Figure 3 arose during development 
of a new network transport protocol. My 
students and I wanted to understand 
the effect of a particular parameter set-
ting on the delivery time for messages 
of different size in a given workload. 
The first question we had to address 
in graphing the data was what metric 
to display. Displaying the absolute de-
livery times for messages would not be 
very useful, since it would not be obvi-
ous whether a particular time is good. 
Furthermore, comparisons between 
messages of different lengths would 
not be meaningful, as longer messages 
inherently take more time to deliver. 
Instead, we displayed slowdown, the 
actual delivery time for a message di-
vided by the best possible time for mes-
sages of that size. This choice made it 
easy to see whether a particular time is 
indeed good; 1.0 is perfect, 2.0 means 
the message took twice as long as nec-
essary, and so on. Slowdown also made 
it possible to compare measurements 
for messages of different length, since 
slowdown takes into account the inher-
ent cost for each length. 

The second question was the choice 
of the x-axis. An obvious choice would 
have been a linear x-axis, as in Figure 
3a. However, the vast majority of mes-
sages is very small, so almost all the 
messages are bunched together at the 
left edge of that graph. A log-scale x-ax-
is (see Figure 3b) makes it easier to see 
the small messages but still does not 
indicate how many messages were af-
fected by each value of the parameter. 
To address this problem, we rescaled 
the x-axis to match the distribution of 

that are most important. Think of this 
as feeding your intuition. The way to 
discover interesting things is to absorb 
a lot of information and let your intu-
ition go to work, identifying patterns, 
contradictions, and things that seem 
like they might be significant. You can 
then explore them in more detail. 

When students bring their first 
measurements to me, the measure-
ments are often in a barely compre-
hensible form (such as unaligned 
comma-separated values), telling me 
they did not want to spend time on a 
nice graph until they knew what data 
is important. However, the early phase 
of analysis, where you are trying to fig-
ure out what is happening and why, is 
when it is most important for informa-
tion to be presented clearly. It is worth 
getting in the habit of always present-

Figure 2. Two different ways to display tail latency: (a) a traditional CDF with linear axes; 
and (b) a complementary CDF (each y-value is the fraction of samples greater than the cor-
responding x-value) with log-scale axes. 
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message lengths (see Figure 3c); the 
x-axis is labeled with message size but 
is linear in number of messages, with 
each of the 10 tickmarks correspond-
ing to 10% of all messages. With this 
view of the data it became easy to see 
that the parameter matters, as it affect-
ed approximately 70% of all messages 
in the experiment (those smaller than 
approximately 5 Kbytes). 

Figure 3c includes more informa-
tion than the other graphs; in addi-
tion to displaying slowdown, it also 
displays the CDF of message sizes via 
the x-axis labels. As a result it is easy to 
see that messages in this workload are 
mostly short; 60% of all messages re-
quire no more than 960 bytes. Figure 
3c makes it clear that Figure 3a and 
Figure 3b are misleading. 

Conclusion 
The keys to good performance evalu-
ation are a keen eye for things that do 
not make sense and a willingness to 
measure from many different angles. 
This takes more time than the quick and 
shallow measurements that are common 
today but provides a deeper and more ac-
curate understanding of the system be-
ing measured. In addition, if you apply 
the scientific method, making and test-
ing hypotheses, you will improve your 
intuition about systems. This will result 
in both better designs and better perfor-
mance measurements in the future. 
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Figure 3. Each figure displays 99th-percentile slowdown (delivery time for messages  
of a given size, divided by the best possible time for messages of that size) as a function  
of message size in a given workload: (a) x-axis is linear; (b) x-axis is logarithmic; and  
(c) x-axis is scaled to match the CDF of message lengths. Different curves correspond  
to different settings of the “unscheduled bytes” parameter. 
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T H E  U S E  O F  information and communication 
technologies (ICTs) by individuals is a long-time 
concern for researchers and practitioners. ICT use starts 
with the inclusion of people in the digital society and 
progresses toward the equalization of their capabilities 
and opportunities in technology-mediated information 
and communication processes. Approaches to 
inclusion and equality have become increasingly 
sophisticated through developments in human-
centered computing and human-computer interaction 
that replace the old focus on people’s mere access to 
the ICTs. At the same time, a third, more empowering 
moment of ICT use is attracting scholars, professionals 
and, hopefully, public agents—the effectiveness with 

which people use the technology. In 
this article, I discuss inclusion, equal-
ity and effectiveness under the concept 
of one’s digital effectiveness.

Digital effectiveness manifests in 
three dimensions—access, cogni-
tion, and behavior. It refers to one’s 
use of ICTs for private or professional 
purposes according to an arbitrarily 
defined effectiveness criterion. The fo-
cal point of digital effectiveness is the 
individual ICT user and the levels of 
purposeful ICT use he or she achieves. 
That is, the focus is on the basic build-
ing block of the digital society—the 
embryo of a society’s digital culture 
and digital health. Digital effectiveness 
describes an individual’s use of ICTs in 
desirable ways, regardless of whether 
the individual masters the ICTs or not.

This approach is an extension of 
the two-order digital divide perspec-
tive4,5,6 coupled with developments in 
use effectiveness.3,7,8 The rationale is as 
follows: (1) an individual should have 
proper access to the ICTs, (2) possess 
the cognitive potential to use them, 
and (3) activate the needed behaviors 
to operate the ICTs in practice (4) for 
a specific purpose (5) in reference to 
an effectiveness criterion (6) arbi-
trarily defined and measured against 
a stakeholder’s utility function (7) that 
takes as input the individual’s digital 
capabilities and limitations. 

The ABCs of 
Effectiveness 
in the Digital 
Society

DOI:10.1145/3205945

Digital effectiveness is not the same as 
mastering the ICTs, rather it is the art  
of using them in a purposeful, healthy way.

BY CARLO GABRIEL PORTO BELLINI

 key insights
 ˽ The use of ICTs can be described according 

to three moments of maturation—the 
inclusion of individuals in the digital 
society, the equalization of their digital 
capabilities and opportunities, and their 
effectiveness in using the ICTs according to 
personally meaningful purposes.

 ˽ ICT-related access, cognition, and behavior 
are the three critical dimensions of one’s 
capabilities and limitations in using the 
ICTs in individually and systematically 
desirable ways.

 ˽ Digital effectiveness is the resulting 
measure of one’s digital limitations and 
capabilities in terms of ICT-related access, 
cognition, and behavior. It is a relativistic 
concept, dependent on a stakeholder’s  
ICT use purpose and on the systemic 
impacts of that purpose.
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the development of cognitive poten-
tial to deal with technology-mediated 
information and communication pro-
cesses, and the development of healthy 
behaviors toward technology;

 • Identifying innate personal traits 
and attitudinal mechanisms that im-
pact one’s technology use effectiveness; 

 • Stimulating technology-related 
personal awareness (by doing self-eval-
uations about the use of ICTs), family 
counseling (by mentoring family mem-
bers about the ICTs), organizational 
improvement (by rationalizing the use 
of ICTs at work), community empow-
erment (by promoting digital literacy 
and citizenship), efficiency and trans-
parency in public administration (by 
streamlining electronic government 
processes), and social change (by means 
of user-generated content and regula-
tion in virtual social networks).

Effectiveness in the Digital Age
The development of digital capabili-
ties and the mitigation of digital limi-
tations is a concern for individuals and 
groups. The digital society demands 
personal awareness, family counsel-
ing, community leadership, organiza-
tional vision and public policies that 
promote the proper access to, and the 
purposeful use of, the ICTs. Digital ef-
fectiveness is how I broadly refer to this 
desirable state of positive outcomes to 
be realized in the interaction of hu-
mans, information, and technology.

Bellini et al.1 outlined a three-dimen-
sion digital limitations model expected 
to inform the digital divide/inequality 
literature in the fields of communica-
tions, information science, sociology, 
and public policy making. I now extend 
their propositions and introduce ICT 
use effectiveness as a related concern. 
Together, the digital limitations model 
and the concept of ICT use effectiveness 
form the digital effectiveness approach 
to the dimensions of ICT-related access, 
cognition, and behavior. In particular, I 
posit that each digital effectiveness di-
mension can be measured within a di-
glim range of values for a given ICT user 
in reference to an ideal parameter—an 
arbitrarily defined, context-specific 
ICT use expectation, which is set by the 
stakeholder who is the focal beneficiary 
of ICT use. As a result, anyone who ex-
pects particular outcomes from the use 
of ICTs (for example, an employee who 

This approach therefore deals with 
the enablers of ICT access, the cogni-
tive enablers of potential ICT use, and 
the behavioral enablers to leverage the 
actual benefits from ICT use. Further-
more, the three critical dimensions of 
access, cognition and behavior are here 
conceived in broad terms. Access to the 
ICTs is not oversimplified as the indi-
vidual’s socio-material setting or mere 
contact with technology at home, work, 
school, cybercafés or someone else’s 
venue; rather, access also includes the 
contextual conditions of ICT use, that 
is, environmental ergonomics. ICT-
related cognition, in turn, includes all 
technology-mediated information and 
communication mental activity reflect-
ing formal and informal education, 
personal experiences, emotions, and 
the chain of attitudinal factors that pre-
cede actual behavior. Finally, ICT-relat-
ed behavior includes the actual use of 
technology as a result of one’s latent po-
tential, personal deliberation, and real 
possibilities. In all three dimensions, 
the diagnostic of effectiveness depends 
on, first, defining who is the interested 
party (the main stakeholder of ICT use), 
and, second, the effectiveness criterion 
(the ICT use purpose) that serves as ref-
erence for action. Thus, it is meaning-
less to address digital effectiveness in 
theory or in practice before those two 
definitions are available.

As noted earlier, an individual’s three 
dimensions of digital effectiveness of-
ten manifest in natural sequence—ac-
cess first, then cognition, then behavior. 
But they may be also causally linked in 

certain circumstances, when a particu-
lar digital limitation gives rise to another 
limitation in the same or in a different 
dimension. For instance, an individual’s 
poor ICT skills (a cognitive limitation) 
may lead to technophobia (a cognitive 
or behavioral limitation, depending on 
how it is defined and measured), and 
vice-versa. The possible causal link be-
tween limitations is one of the reasons 
why we measure limitations instead of 
capabilities to estimate one’s digital ef-
fectiveness. After the measurement of 
limitations in a given dimension, the 
level of capabilities in that same dimen-
sion is the difference between the upper 
limit of the chosen scale (say, 100, as in a 
percent scale) and the computed level of 
limitations. Finally, the digital effective-
ness value is the difference between the 
aggregated, normalized digital capabili-
ties and limitations in all three dimen-
sions of access, cognition, and behavior. 
This is discussed in more detail later.

The digital effectiveness approach 
contributes in many ways to theory and 
practice, such as in:

 • Broadening, organizing, and unify-
ing the complex discussion on digital 
divide and inequality, along with intro-
ducing technology use effectiveness as 
a related concern;

 • Differentiating between technol-
ogy mastering and use effectiveness;

 • Stimulating public and social 
agents, organizational managers, com-
munity leaders, families, and individu-
als to better understand the complexity 
of technology use as critically depen-
dent on proper access to technology, 

Figure 1. From inclusion to effectiveness in the digital society.
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performs an ICT-mediated task, or an 
employer who provides a new ICT infra-
structure to an organizational unit) may 
design evaluation instruments and col-
lect empirical data to address ICT use 
outcomes from a diglim-level digitally 
limited individual or group of individu-
als. This relativistic rather than opti-
mizing view of technology use builds 
on developments on the interplay be-
tween cognition, affect and intentions 
toward the Internet;6 Internet access 
types known as motivational, material, 
skills, and usage access;13 Internet ac-
cess, skills, and use;9 the conceptualiza-
tion of use effectiveness;3,7,8 the causally 
linked digital divides known as access, 
capability, and outcome divides;14 and 
the idea that ICT diffusion with social 
embeddedness follows the stages of ac-
cess to technology, use of technology, 
and the impact of technology use.10

Limitations, Capabilities, 
and Effectiveness
Figure 1 shows three distinctive mo-
ments of the relationship between hu-
mans and ICTs. The moments nearly 
equate to how the literature evolved 
toward its focal interests in the last 
two decades. The human-ICT relation-
ship starts with the inclusion of indi-
viduals in the digital society, progresses 
through equalizing their digital capa-
bilities and opportunities, and eventu-
ally the individuals will develop their 
own relativistic perception of effective-
ness and preferred route in the digital 
society. The relativistic perception is 
due to individuals having different ICT 
use purposes and possessing different 
personal traits and attitudinal mecha-
nisms. As such, ICT-capable individuals 
reach at different, personally meaning-
ful states of ICT use.

Figure 2 illustrates the three dimen-
sions of one’s digital effectiveness. 
The three dimensions are plotted in a 
strictly positive Cartesian space that 
represents an individual’s digital limita-
tions. The strictly positive assumption 
means that magnitudes are measured 
on a ratio scale (so, negative values are 
meaningless) and that it is axiomatical-
ly impossible to eliminate all residues 
of digital limitations (so, a zero is also 
meaningless).

Digital effectiveness is then defined 
as the difference between digital capa-
bilities and limitations. The proposi-

tion of measuring limitations instead of 
capabilities in order to draw the coordi-
nate (a,b,c) in Figure 2 and infer about 
effectiveness is based on the idea that 
it is more efficient to identify what does 
not match a pattern than the opposite. 
This is true in a vast number of situa-
tions. For instance, in the philosophy of 
science, all statements are assumed to 
be falsifiable,11 that is, there is an excep-
tion to every rule—so, we should look 
for the exceptions. Another example is 
that the process of building and using 
computer information systems is “nev-
er ending and error prone,”3 thus an im-
portant principle in software testing is 
to search for failure. Accordingly, if we 
focus on identifying one’s digital limita-
tions instead of capabilities, we simply 
need to look for any deviance from the 
pattern (the expected digital capability), 
in a management-by-exception fashion. 
Also, a digital limitation may be the di-
rect cause of another limitation, so pri-
ority should be given to identifying limi-
tations instead of capabilities.

The first dimension where we mea-
sure the occurrence of digital limita-
tions refers to one’s social, material and 
contextual barriers to properly access 
and use the ICTs in information and 
communication processes. It reflects 
access limitations (Alim). Access limita-
tions manifest through the levels of 
social exclusion, the lack of Internet ac-
cess and desirable bandwidth, obsolete 
hardware and software, poorly designed 
human-computer interfaces and office 
furniture, rooms that are not noise- or 
smoke-free, rooms that are not clean or 
controlled for temperature and privacy, 
insufficient time to perform the tasks in 
the computer, and other factors.

The second dimension refers to bar-
riers in one’s neurological structure, 
educational background, information-
processing capabilities, and hands-on 
experience that undermine the po-
tential use of ICTs. It reflects cognitive 
limitations (Clim). Cognitive limitations 
manifest through how one tries to 
search, select, process and apply ICT-
mediated information, with origins in 
neuropsychological traits and mental 
disorders, incomplete formal educa-
tion, lack of digital literacy and comput-
er experience, poor general experience 
(that causes low functional variety), 
lack of interest in information process-
ing and problem solving, unrealistic 

Digital effectiveness 
manifests in three 
dimensions—
access, cognition, 
and behavior. 
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likely refer to very different phenom-
ena. Also, as the effectiveness criterion 
is arbitrarily defined by a stakeholder 
in a specific situation of ICT use, the in-
struments to measure the components 
need to be customized.

The notation Alim + Blim + Clim = Dlim 
synthesizes the assumption that one’s 
Digital limitations are the result of com-
puting his or her Access limitations, 
Behavioral limitations, and Cognitive 
limitations in order to also estimate 
the complementary symptom—one’s 
digital capabilities (Figure 3). A digital 
limitation is the degree to which an in-
dividual is limited in his or her capabil-
ities to use the ICTs in reference to an 
arbitrarily defined, context-specific ICT 
use objective. And digital effectiveness 
is the difference between capabilities 
and limitations. The resulting value 
represents an excess of capabilities (a 
positive value), an excess of limitations 
(a negative value), the equivalence of ca-
pabilities and limitations (a zero value), 
or the individual’s digital evolution (a 
variation across measurements).

Hypothetically, if we adopt a percent 
scale to measure each digital limitation 
dimension, and if diglimδ, δε{A,B,C}, is 
the degree of one’s particular digital limi-
tation, then his or her digital effectiveness 
is ((100–diglimA)–diglimA+(100–diglimB) 
– diglimB+(100–diglimC)–diglimC)/3, or  
(Σδε{A,B,C} 100–2*diglimδ)/3. As an illustra-
tion, if someone has an access limitation 
of 30% (access capability of 70%), a cogni-
tive limitation of 50% (cognitive capability 
of 50%) and a behavioral limitation of 10% 
(behavioral capability of 90%), his or her 
digital effectiveness is 40%, that is, ((70-
30)+(50-50)+(90-10))/3. This value will be 
useful if three conditions hold:

 • The three dimensions are criti-
cal, that is, no dimension should be 
weighted for being more important 
than another;

 • The components of all three di-
mensions are normalized; and

 • The components selected to de-
scribe each dimension follow the 80–
20 rule (Pareto principle), that is, most 
of the total variance of the phenome-
non results from vital few components.

Measuring digital effectiveness as 
the difference between capabilities 
and limitations gives rise to interpre-
tations. If the computed average of 
limitations in the three dimensions is 
30% and the computed average of ca-

beliefs, wishful thinking, anxiety, pes-
simism, sadness, low self-confidence, 
overconfidence, and other factors.

The third dimension refers to bar-
riers in one’s complex intertwining of 
beliefs, attitudes and intentions that 
eventually result in negative behaviors 
toward the ICTs. It reflects behavioral 
limitations (Blim). Behavioral limita-
tions manifest through at least three 
archetypical behaviors: psychological 
barriers toward the ICTs that imply a 
pathological type of technology non-
use (technophobia); the unnecessary, 
excessive use of technology (technoad-
diction); and the use of technology in 
undesirable ways for the self or others 
(predatory technophilia). An individ-
ual’s behavior is shaped by his or her 
neurological constitution, personal 
discretion in decision-making, trau-
mas and addictions developed spon-
taneously or by influence of external 
sources. An individual can effect posi-
tive behaviors toward the ICTs (such as 
using them productively in electronic 
commerce, electronic government, on-
line banking, distance learning, virtual 
social networks, and so on) or negative 
behaviors (such as using the ICTs for 
leisure during work or for work during 
leisure, propagating false information 
and computer viruses, promoting un-
ethical behavior, using any source of in-
formation in excess so that it becomes 
a personal bias, giving less attention 
than needed to available information 
relative to a particular issue, and so on). 
Behavioral limitations reveal that ICT 
use effectiveness is not only dependent 
on technology access and cognitive po-
tential, but also on the actual interac-
tion of humans and computers in order 
to meet voluntarily espoused or exter-
nally defined utilitarian purposes.a 

a I am interested exclusively in modeling utilitarian 
ICT use. Any other use purpose would be mean-
ingless to develop the 3D digital space, that is, it 
is not possible to plot a point in that space if there 
is no common way to measure ICT use effective-
ness based on one’s digital limitations—what 
is clearly dependent on the definition of use 
purposes. However, if, say, hedonic or emotion-
based use is defined according to a utility 
function, it may be measured by this approach 
as well. On the other hand, the definition of the 
utility of ICT use (that is, the intended purpose of 
use) may be influenced by mental dysfunctions. 
This poses enormous complexity to any model. 
So, I do not question whether a stakeholder’s 
purpose is rational or not.

However, a given behavior is techni-
cally considered a personal limitation 
only when that behavior does not pro-
mote the arbitrarily defined purpose of 
ICT use. Therefore, behaviors that could 
be seen as limiting one’s digital effec-
tiveness, such as non-work-related com-
puting (also known as cyberslacking or 
cyberloafing) and routine-preserving 
behavior (also known as resistance to 
change), will be considered actual be-
havioral limitations and a threat to digi-
tal effectiveness only if they prevent one 
to meet the criterion of ICT use effective-
ness that is defined by those who have 
an interest in, or who are affected by, the 
particular behaviors.

Table 1 synthesizes the important 
concepts of digital effectiveness and 
provides a few examples of phenome-
na that may be addressed with the digi-
tal effectiveness approach.

It is important to note that cogni-
tive, affective and hedonic events are 
here conceived as a single dimension. 
In fact, it is very difficult—if not impos-
sible—to separate rational thinking 
from pure sentiments. Cognition and 
the other two dimensions are modeled 
here to be critical and self-explanatory: 
the access dimension addresses phe-
nomena that are mostly external to the 
individual; the cognitive dimension 
addresses phenomena that occur ex-
clusively in the individual’s mind (cog-
nition, affection, hedonism, and the 
stock of data, information, knowledge, 
and wisdom12); and the behavioral di-
mension addresses phenomena that 
the individual instantiates through 
real actions. If the digital effectiveness 
approach distinguished between types 
of mental processes, there would be 
overlapping areas of mental dimen-
sions and much confusion on how to 
plot the Cartesian coordinate for a giv-
en mental phenomenon. The cognitive 
dimension thus includes all ICT-relat-
ed personal evaluations (apart from 
the effective actions they precede) that 
are rational or irrational, deliberate or 
instinctive, conscious or unconscious, 
planned or emergent, evidence-based 
or emotional. 

The three dimensions can be thus 
plotted like in Figure 2 to illustrate one’s 
digital limitations after the components 
of each dimension are identified, mea-
sured, and normalized. Normalization 
is needed because the components will 
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pabilities is 70%, then the individual’s 
digital effectiveness is 40%—but what 
does this mean in practice? 

So far, the best interpretation pos-
sible is given by theory-based versus 
heuristics-based knowledge. In most 
practical decisions of everyday life, we 
decide in favor of a given alternative on 
the basis of estimating its benefits and 
costs, irrespectively of whether we know 
of any supporting theory. If one says 
“weighing up the pros and cons, I prefer 
to stay in my current job,” he or she is 
selecting an alternative solution based 
on an estimated difference between 
costs and benefits, and that difference 
is deemed positive and significant by 
the incumbent of the decision. Those 
two computations (the difference and 
the significance) are mostly based on 
personal experience and purpose, not 
on theory—that is, the decision maker 
arbitrarily assigns an expected util-
ity one is able to compute based on the 
evidence he or she is able to collect and 
organize when thinking about the space 
of alternative solutions.

Personal determination, family 
and community counseling, organi-
zational mentoring, and public poli-
cies should seek to minimize an indi-
vidual’s or a group’s diglimδ in order 
to maximize digital capabilities and, 
ultimately, digital effectiveness. High 
levels of digital effectiveness lead so-
ciety to a state of digital culture, digi-
tal literacy, and, hopefully, digital 
health—that is, to the positive out-
comes that might stem from the prop-
er use of ICTs. Therefore, digital ef-
fectiveness is a state of desirable 
digital access, behavior, and cogni-
tion, or simply A + B + C = D. In other 
words, digital effectiveness is not a 
matter of mastering the ICTs, but of 
using them effectively in regard to use 
objectives that promote desired out-
comes for individuals, families, com-
munities, organizations, and the larg-
er environment. This is critical to 
understand that digital effectiveness 
promotes positive social develop-
ment. And the opposite is also true. 
For instance, if someone masters the 
technology (cognitive limitations can 
be assumed to be low) but uses it to 
harm people or other systems (behav-
ioral limitations can be assumed to 
be high), we (as stakeholders) may 
conclude that his or her digital effec-

Table 1. Key concepts and examples of limitations.

Dimension Examples of cases that are typically considered limitations*

Access 
The mediating conditions 
an individual has to deal 
with in order to have 
contact with the ICTs 
and the information they 
convey.

Social exclusion, lack of Internet access and desirable bandwidth, obsolete 
hardware and software, poorly designed human-computer interfaces and 
office furniture,** rooms that are not noise- or smoke-free, rooms that are not 
clean or controlled for temperature and privacy, insufficient time to perform 
tasks in the computer, and unstable supply of technology by local retailers.

Cognition 
Information- and 
technology-oriented 
psychological processes of 
an individual, including both 
rational and affect-based 
processes.

Neuropsychological traits and mental disorders, incomplete formal education, 
lack of digital literacy and hands-on computer experience,** poor general 
experience, lack of interest in information processing and problem-solving, 
unrealistic beliefs, wishful thinking, computer anxiety,** low computer self-
efficacy, and overconfidence.**

Behavior 
The ways an individual 
uses the ICTs, including 
deliberate nonuse.

Technophobia, technoaddiction, propagating false information and viruses, 
promoting unethical behavior, excessive use of limited sources of information, 
impression management,** giving less attention than needed to available 
information, non-work-related computing,** ICT use for work during leisure, 
and routine-preserving behavior.**

Use expectation, use preference, subjective utility 
The criterion that guides the identification of digital limitations. It is based on a stakeholder’s judgment 
about how the ICTs should be used in a specific situation. The stakeholder may be the very incumbent 
of ICT use, his or her superior at work, family members, state officials, etc. When there are multiple 
stakeholders involved in a use situation, they will have different priorities and hidden agendas, and as 
such, power, negotiation and the criticality of ICT use will be the driving forces for defining the group’s 
digital effectiveness criterion.

 * Being considered a limitation or not is dependent on the stakeholder’s effectiveness criterion.
 **  Cases that my team and I already studied empirically, such as how the levels of computer  
self-efficacy and anxiety reflect capabilities and limitations of digital natives in unexpected ways.2

Figure 2. An individual’s 3D digital limitations that compromise digital effectiveness.

Behavioral limitation (Blim)

Access limitation (Alim)

Cognitive limitation (Alim)

Digitally limited individual
at level (a, b, c)

diglimB

(a, b, c)

diglimC
diglimA

Figure 3. An illustrative dimension of digital effectiveness.
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Note: The arrow to the left indicates that the minimization of limitations is the goal.
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until one week before Tax Day, 92% did 
it electronically,e while in Brazil all sub-
missions are in electronic form since 
2011. Therefore, filing tax returns is 
an ICT-dependent process marked by 
significant procrastination in practice. 
Although electronic tax submissions 
have several benefits over other forms 
of submission, users see the process as 
complex, tedious, and time consuming. 
However, procrastinating tax submis-
sions or doing it incorrectly may impose 
important penalties on individuals, 
while also impeding governments to 
see the big picture of taxes earlier.

As many people spend hours at work 
each day, it is reasonable to expect non-
work-related computing (NWRC) in 
companies when the deadline for tax 
submission is approaching. However, 
many companies have policies restrict-
ing the use of organizational resources, 
including the ICTs, for personal mat-
ters, whereas people use different ethi-
cal standards to guide personal behav-
ior, sometimes indulging themselves 
in doing NWRC. A digital effectiveness 
situation thus arises, which involves at 
least three stakeholders—the employee 
(taxpayer), the employer, and the gov-
ernment. Table 2 synthesizes the ana-
lytical aspects for the specific case in 
which the employee is the focal stake-
holder, that is, the one whose ICT use 
purpose should be met.

The approach promotes reflection 
about the ICT use situation, as there 
is always a need to accommodate the 
personal interests (the ICT use pur-
pose) and the opportunities for action 
(the personally and environmentally 
defined limitations and capabilities). 
As in Table 2, enforcing or wisely re-
laxing the norms about ICT use in or-
ganizations is a matter of managing 
priorities and reducing possibly un-
necessary tension, that is, recognizing 
the presence of different rationalities, 
personal needs and paths to group ef-
fectiveness. In the particular case of 
NWRC, it should not be always seen 
as detrimental to work, either because 
people will inevitably search for the 
satisfaction of pressing needs, or be-
cause judicious NWRC can be com-
pared to a coffee break—a needed 
pause at work.

e http://fortune.com/2017/04/14/tax-day-2017-
april-18-not-april-15/

tiveness is low.b On the other hand, a 
very limited person in regard to ICT-
related cognition who is able to de-
ploy technology as demanded in pro-
fessional routines may deliver high 
levels of digital effectiveness.

A Case
I will exemplify the main aspects of the 
approach with a case on electronically 
filing tax returns, and doing it while at 

b It is also possible that, if ICT use objectives are 
defined so as to harness people or other systems, 
and if one’s actions are effective that end, we 
could argue that the ICT user’s digital effective-
ness criterion was met. Although the present ap-
proach may include such cases, I take for grant-
ed that we need a responsible digital society, so 
that ICT use objectives and outcomes should not 
be detrimental to people and the environment.

work. Procrastinating tax submissions 
is a common phenomenon. In 2017, 
50% of U.S. taxpayers did not file their 
tax returns until the last two weeks be-
fore Tax Day, while 40% did not until the 
last week; and, comparing the submis-
sions in equivalent weeks of 2017 and 
2016, the numbers were worse in 2017 
in all comparisons before and after the 
due date.c Contrasting the U.S. numbers 
with those in a country with a different 
economic and social reality but com-
parable size and population such as 
Brazil, the situation is similar.d Among 
the U.S. taxpayers who filed their forms 

c https://www.irs.gov/newsroom/2017-
and-prior-year-filing-season-statistics  
https://goo.gl/bRcKm

d https://goo.gl/ZwvPtB

Table 2. A case about preparing and submitting personal tax forms using the organizational 
ICTs at work.

Stakeholder Digital effectiveness criterion

Employee The employee wants to file his or her tax return using the available ICTs at work.

Employer The employee should use the company’s ICTs exclusively for work due to 
productivity and security issues.

Government The taxpayer (employee) should file his or her tax return electronically by the due 
date regardless of other issues.

Context
The three stakeholders differ in their digital effectiveness criteria about the employee’s due actions. 
Here I will focus on the employee’s perspective. Let me call him John. John is a new 21-year-old 
customer-service attendant in a department store. He works at the store during eight hours per 
weekday. John depends on the store’s ICTs to prepare and submit the tax forms, as his smartphone 
has an obsolete operating system that does not run the needed apps or websites, whereas, at home, 
John devotes attention to family. He also does incidental gardening services when time permits.

Access limitations
John planned to use the store’s computers and Internet access to prepare and submit the tax forms 
during break times and fractions of working time. There was no private room to do it, so John was 
afraid of doing NWRC and people seeing his tax numbers. Moreover, the shared computer rooms were 
noisy, the air conditioning system was being repaired, and people frequently interrupted John to chat. 
He also needed permission from the technical support to have access to external websites and install 
temporary tax apps. Finally, the tax tools required registration and authentication by the user, thus 
imposing more delays on John’s access to the actually needed ICT functionality.

Cognitive limitations
It was the first time John used computer tools for tax submission. Although he pertains to the digital 
natives generation, he had a learning curve to overcome. Also, John had significant changes in his tax 
profile in the preceding year, as the family increased and he moved to this new job and company. To 
make things more problematic, John did not know much about tax preparation, and, in his country, 
alternative tools were available for electronic tax filing, with each tool having a different interface and 
options for free (basic) and paid (full) services.

Behavioral limitations
John delayed until the very last week to prepare the tax forms. He also procrastinated to organize 
the documents reporting his expenditures and earnings in the preceding year. And when John had the 
chance to use the store’s computers to prepare the tax forms, he often got distracted by checking the 
virtual social networks and reading online reviews about his consumption passion—musical instruments.

Digital effectiveness
John had significant digital limitations in all three dimensions, but eventually he was able to file the 
forms by the due date. Particularly helpful were his capabilities to adapt technology and the work 
environment to the situational needs, learn fast due to information-processing capabilities grounded 
in formal education and innate analytical talents, and find support from others who alleviated 
the policies on NWRC and temporarily exchanged task responsibilities. However, the process was 
stressful and the quality of assigned tasks at work was compromised. From a purely utilitarian 
perspective, though, John achieved digital effectiveness to some degree.

http://mags.acm.org/communications/july_2018/TrackLink.action?pageName=90&exitLink=http%3A%2F%2Ffortune.com%2F2017%2F04%2F14%2Ftax-day-2017-april-18-not-april-15%2F
http://mags.acm.org/communications/july_2018/TrackLink.action?pageName=90&exitLink=https%3A%2F%2Fwww.irs.gov%2Fnewsroom%2F2017-and-prior-year-filing-season-statistics
http://mags.acm.org/communications/july_2018/TrackLink.action?pageName=90&exitLink=https%3A%2F%2Fgoo.gl%2FZwvPtB
http://mags.acm.org/communications/july_2018/TrackLink.action?pageName=90&exitLink=https%3A%2F%2Fwww.irs.gov%2Fnewsroom%2F2017-and-prior-year-filing-season-statistics
http://mags.acm.org/communications/july_2018/TrackLink.action?pageName=90&exitLink=http%3A%2F%2Ffortune.com%2F2017%2F04%2F14%2Ftax-day-2017-april-18-not-april-15%2F
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An Agenda for Research and Action
I described the key aspects of an ap-
proach to integrate digital inclusion, 
digital equality, and ICT use effective-
ness. Someone is digitally included, 
equal, and effective if he or she has the 
desired/neededf access to the ICTs, the 
desired/needed cognitive potential to 
use the ICTs, and the desired/needed 
behavior to leverage the benefits that 
may stem from ICT use.

Academic studies, individual and 
group practice, and public policy mak-
ing benefit from this approach in orga-
nizing the key factors in research mod-
els, personal actions, organizational 
planning and social programs that tar-
get inclusion, equality, and effective-
ness in the digital society. However, the 
digital effectiveness approach is not an 
operating model to be put into action di-
rectly, as it is highly abstract. Rather, it is 
a guide for research, practice, and policy 
making in positioning, measuring, and 
interpreting phenomena in one, two, or 
three interrelated dimensions and ac-
cording to several assumptions. The ap-
proach is expected to have the qualities 
of being systemic and systematic, but it 
must be parameterized in each applica-
tion. In particular, the components of 
each digital dimension and the stake-
holder’s effectiveness criterion should 
be modeled beforehand, for the mea-
sure of effectiveness to be as accurate 
and useful as possible. Here, I present 
ideas for studies and applications:

 • Current studies on particular digital 
effectiveness topics can be positioned 
in the most appropriate dimension of 
this approach. Also, it is interesting 
to answer what is the main focus of al-
ready published studies in light of the 
approach—are current studies more 
interested in the components of digital 
limitations in specific situations, the in-
dependent variables that act on them, 
the intervening variables that moder-
ate the effects, or the outcome variables 
of digital effectiveness? New studies 
might also start with the digital effec-
tiveness approach to organize the ana-
lytical frame of reference before going 
to the empirical field.

 • In the absence of more specific 
scales to measure a given limitation, 

f It is desired if defined by the person himself/
herself, and it is needed if defined by some-
one else.

each of its components might be mea-
sured according to a normalized five-
point scale ranging from “fully absent” 
to “fully present” or according to a per-
cent scale. Contrarily, if case-specific 
scales are available, Likert and percent 
scales might be also useful to normalize 
the measurements for 3D plotting.

 • I proposed an interpretation for the 
digital effectiveness value—the arith-
metic difference between capabilities 
and limitations. However, is it possible 
to define an ideal proportion or differ-
ence between limitations and capabili-
ties in each effectiveness dimension, so 
that we could look directly at the propor-
tion or the difference and straightfor-
wardly decide if an individual is digitally 
effective or not? That is, is there a refer-
ence value based on statistical records 
of decisions made in practice and their 
reported outcomes on a given digital ef-
fectiveness situation?

 • Another question is if the effec-
tiveness criteria defined by different 
stakeholders significantly differ in 
most situations. For instance, what is 
the typical difference of ICT-related 
purposes between employers and em-
ployees, teachers and students, family 
members, or the users of a shared tool 
for online communications?

 • Also, what is the typical positioning 
of group members and their clustering 
in the 3D digital effectiveness space, 
such as a work unit, a family, a class of 
students, or an electoral district? That 
is, is there a typical distance between 
group members in certain situations?

 • Another effort would be to iden-
tify the typical individual that is most 
limited in each digital effectiveness 
dimension, given that this may reflect 
demographic phenomena that we are 
not aware of.

 • The digital effectiveness approach 
originally describes the capabilities and 
limitations of a single individual. Never-
theless, it can be extended to describe 
how the effectiveness level of one indi-
vidual impacts the effectiveness level of 
another individual. For instance, an in-
dividual’s behavioral limitation regard-
ing the misuse of netiquette in a virtual 
social network, such as when generat-
ing irrelevant information —noise—in 
excess, may limit the access of others 
to relevant information. Therefore, re-
search on digital effectiveness might 
also address the interplay between the 

level of effectiveness of multiple indi-
viduals in a group.

The goal of the digital effectiveness 
approach is to promote awareness 
about the requisites of a purposeful, 
healthy digital society, starting at the 
individual level. Such a society has 
specific demands for human-centered 
design of technology and for how ICT 
innovation, diffusion, and use are con-
ceived. In particular, I advocate that 
organizations, scholars and public 
agents should devise actions to include 
and equalize people in the digital so-
ciety, while also assuring the posi-
tive conditions for the individuals, by 
themselves, to define and pursue effec-
tiveness in the use of ICTs according to 
their interests and the interests of the 
larger environment. 
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security vulnerability is disclosed to the 
public only after a period of time that al-
lows the vulnerability to be patched. 

The authors argue that there were 
several barriers to this type of respon-
sible disclosure. First, because Bitcoin 
developers are a distributed organiza-
tion that eschews traditional forms of 
governance, there was no clear point 
of contact for securely disclosing pro-
tocol vulnerabilities. Second, because 
some of the Bitcoin developers could 
be involved in Bitcoin mining, the au-
thors worried that the developers could 
leak the attack to certain Bitcoin min-
ers, who might then begin to exploit it. 
Third, there was no clear way to resolve 
this issue, since making changes to Bit-
coin’s consensus algorithm requires 
the consensus of all the Bitcoin miners, 
and arriving at this consensus is no easy 
task.a The confusion following the an-
nouncement of this paper highlighted 
a key issue that remains open today: 
What is the right process for responsi-
bly disclosing security vulnerabilities to 
decentralized blockchain projects?

Beyond this, Eyal and Sirer’s work 
triggered a burgeoning area of academ-
ic research on blockchain consensus al-
gorithms and security. We are currently 
in the midst of an unusually fast-moving 
period where academic research results 
are quickly transitioned into produc-
tion blockchain projects. What better 
way to learn about this exciting space 
than by reading one of the papers that 
started it all.  

a Indeed, just last August, disagreements about 
changes to Bitcoin’s consensus algorithm 
caused Bitcoin to split into two blockchains—
Bitcoin (BTC) and Bitcoin Cash (BCH).
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A M I D S T  A L L  T H E  hype surrounding 
blockchain and cryptocurrency, it is 
worth stepping back to understand 
how cryptocurrency technology broke 
through to the mainstream. While the 
community has been developing digi-
tal currency systems since the 1980s, 
Bitcoin was the first to see widespread 
use. Bitcoin has two crucial properties 
that set it apart from prior proposals. 
First, Bitcoin is decentralized; instead 
of passing transactions through a cen-
tral bank, Bitcoin uses a decentralized 
network of miners and a distributed 
consensus algorithm to agree on a 
single public ledger of transactions 
called the blockchain. The blockchain 
is just a list of blocks, each of which 
contains a set of confirmed transac-
tions. Second, Bitcoin has baked-in 
incentives: miners compete to add a 
block to the blockchain by solving a 
computational puzzle, and the win-
ning miner claims several bitcoins as 
a mining reward. This incentive struc-
ture has given rise to a thriving indus-
try of bitcoin miners.

When the Bitcoin protocol was first 
announced, the community assumed 
that each time a miner successfully 
solved a computational puzzle, she 
would immediately announce her so-
lution to the network. After all, if our 
miner delayed announcing her solution 
to the network, some other miner might 
find his own solution and preemptively 
claim the mining reward. As such, the 
2009 Bitcoin white paper makes an 
implicit assumption of perfect infor-
mation—that all miners have the same 
view of the blockchain, and each time a 
miner solves a puzzle, the puzzle solu-
tion and corresponding block is imme-
diately known to all other miners. 

The following paper by Eyal and Sirer 
was the first to question this assumption.

The authors made two crucial ob-
servations. First, they noticed that 
while Bitcoin miners were assumed to 
act independently, in practice, min-
ers organized themselves in pools of 

collective cooperation. These mining 
pools collectively work toward solv-
ing each puzzle while sharing the re-
sulting mining rewards. Second, they 
observed that strategic information 
propagation could be exploited to in-
crease mining rewards. Specifically, 
the authors find that mining pools 
can increase their cumulative mining 
rewards by selfish mining, or strategical-
ly sharing puzzle solutions within their 
own mining pool, while delaying the an-
nouncement of those solutions to the 
Bitcoin network at large. 

This surprising result, which was 
also one of the earliest academic analy-
ses of the Bitcoin protocol, flew in the 
face of the conventional wisdom of 
the time. The authors showed that it is 
not incentive-compatible for miners to 
“honestly” follow the Bitcoin consensus 
algorithm, an observation that has seri-
ous implications on the security of Bit-
coin’s consensus algorithm.

This paper was controversial when it 
was first made public. Sirer announced 
this paper on November 3, 2013 by 
tweeting “You heard it here first: now is a 
good time to sell your Bitcoins” because 
“[Bitcoin is] fundamentally broken at 
the protocol layer.” The authors took 
an unusual step of publicly disclosing 
their selfish-mining attack without first 
informing the Bitcoin developers. More 
typically, with responsible disclosure, a 

To view the accompanying paper,  
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Abstract
The Bitcoin cryptocurrency records its transactions in a 
 public log called the blockchain. Its security rests critically 
on the distributed protocol that maintains the blockchain, 
run by participants called miners. Conventional wisdom 
asserts that the mining protocol is incentive-compatible and 
secure against colluding minority groups, that is, it incentiv-
izes miners to follow the protocol as prescribed.

We show that the Bitcoin mining protocol is not incentive-
 compatible. We present an attack with which colluding 
 miners’ revenue is larger than their fair share. The attack can 
have significant consequences for Bitcoin: Rational miners 
will prefer to join the attackers, and the colluding group will 
increase in size until it becomes a majority. At this point, the 
Bitcoin system ceases to be a decentralized currency.

Unless certain assumptions are made, selfish mining 
may be feasible for any coalition size of colluding miners. 
We propose a practical modification to the Bitcoin protocol 
that protects Bitcoin in the general case. It prohibits self-
ish mining by a coalition that command less than 1/4 of the 
resources. This threshold is lower than the wrongly assumed 
1/2 bound, but better than the current reality where a coali-
tion of any size can compromise the system.

1. INTRODUCTION
Bitcoin15 is a cryptocurrency that has recently emerged as a 
popular medium of exchange, with a rich and extensive eco-
system. The Bitcoin network runs at over 42 × 1018 FLOPS,4 
with a total market capitalization around 12bn US Dollars as 
of January 2014.5 Central to Bitcoin’s operation is a global, 
public log, called the blockchain, that records all transac-
tions between Bitcoin clients. The security of the block-
chain is established by a chain of cryptographic puzzles, 
solved by a loosely-organized network of participants called 
miners. Each miner that successfully solves a cryptopuzzle 
is allowed to record a set of transactions, and to collect a 
reward in Bitcoins. The more mining power (resources) a 
miner applies, the better are its chances to solve the puzzle 
first. This reward structure provides an incentive for miners 
to contribute their resources to the system, and is essential 
to the currency’s decentralized nature.

The Bitcoin protocol requires a majority of the miners to 
be honest; that is, follow the Bitcoin protocol as prescribed. 
By construction, if a set of colluding miners comes to com-
mand a majority of the mining power in the network, the 
currency stops being decentralized and becomes controlled 
by the colluding group. Such a group can, for example, pro-
hibit certain transactions, or all of them. It is, therefore, 

The original version of this paper was published in 
Financial Cryptography and Data Security (FC 2014). 
Lecture Notes in Computer Science 8437, Springer 
Berlin, Heidelberg, 436–454; https://link.springer.com/
chapter/10.1007/978-3-662-45472-5_28.

critical that the protocol be designed such that miners have 
no incentive to form such large colluding groups.

Empirical evidence shows that Bitcoin miners behave 
strategically. Specifically, because rewards are distributed at 
infrequent, random intervals, miners form mining pools in 
order to decrease the variance of their income rate. Within 
such pools, all members contribute to the solution of each 
cryptopuzzle, and share the rewards proportionally to their 
contributions. To the best of our knowledge, such pools have 
been benign and followed the protocol so far.

Indeed, conventional wisdom has long asserted that 
the Bitcoin mining protocol is equitable to its participants 
and secure against malfeasance by a non-majority attacker 
(Section 7). Barring recently-explored Sybil attacks on transac-
tion propagation,2 there were no known techniques by which 
a minority of colluding miners could earn disproportionate 
benefits by deviating from the protocol. Because the protocol 
was believed to reward miners in proportion to their ratio of 
the mining power, a miner in a large pool was believed to earn 
the same revenue as it would in a small pool. Consequently, if 
we ignore the fixed cost of pool operation and potential econ-
omies of scale, there is no advantage for colluding miners to 
organize into ever-increasing pools. Therefore, pool forma-
tion by honest rational miners poses no threat to the system.

In this paper, we show that the conventional wisdom 
is wrong: the Bitcoin mining protocol, as prescribed and 
implemented, is not incentive-compatible. We describe a 
strategy that can be used by a minority pool to obtain more 
revenue than the pool’s fair share, that is, more than its ratio 
of the total mining power.

The key idea behind this strategy, called Selfish Mining, 
is for a pool to keep its discovered blocks private, thereby 
intentionally forking the chain. The honest nodes continue 
to mine on the public chain, while the pool mines on its 
own private branch. If the pool discovers more blocks, it 
develops a longer lead on the public chain, and continues 
to keep these new blocks private. When the public branch 
approaches the pool’s private branch in length, the selfish 
miners reveal blocks from their private chain to the public.

This strategy leads honest miners that follow the Bitcoin 
protocol to waste resources on mining cryptopuzzles that 
end up serving no purpose. Our analysis demonstrates that, 
while both honest and selfish parties waste some resources, 
the honest miners waste proportionally more, and the 
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4. A simple backward-compatible progressive modifica-
tion to the Bitcoin protocol that would raise the thresh-
old from zero to 1/4 (Section 6).

We provide an overview of related work in Section 7, and 
 discuss the implications of our results in Section 8.

2. PRELIMINARIES
Bitcoin is a distributed, decentralized cryptocurrency.15 
The users of Bitcoin are called clients, each of whom can 
command accounts, known as addresses. A client can send 
Bitcoins to another client by forming a transaction and 
committing it into a global append-only log called the block-
chain. The blockchain is maintained by a network of miners, 
which are compensated for their effort in Bitcoins. Bitcoin 
transactions are protected with cryptographic techniques 
that ensure only the rightful owner of a Bitcoin address can 
transfer funds from it.

The miners are in charge of recording the transactions in 
the blockchain, which determines the ownership of Bitcoins. 
A client owns x Bitcoins at time t if, in the prefix of the block-
chain up to time t, the aggregate of transactions involving 
that client’s address amounts to x. Miners only accept trans-
actions if their inputs are unspent.

2.1. Blockchain and mining
The blockchain records the transactions in units of blocks. 
Each block includes a unique ID, and the ID of the preceding 
block. The first block, dubbed the genesis block, is defined as 
part of the protocol. A valid block contains a solution to a cryp-
topuzzle involving the hash of the previous block, the hash of 
the transactions in the current block, and a Bitcoin address 
which is to be credited with a reward for solving the cryptopuz-
zle. This process is called Bitcoin mining, and, by slight abuse of 
terminology, we refer to the creation of blocks as block  mining. 
The specific cryptopuzzle is a double-hash whose result has to 
be smaller than a set value. The problem difficulty, set by this 
value, is dynamically adjusted such that blocks are generated 
at an average rate of one every ten minutes.

Any miner may add a valid block to the chain by simply 
publishing it over an overlay network to all other miners. 
If two miners create two blocks with the same preceding 
block, the chain is forked into two branches, forming a tree. 
Other miners may subsequently add new valid blocks to 
either branch. When a miner tries to add a new block after 
an existing block, we say it mines on the existing block. This 
existing block may be the head of a branch, in which case we 
say the miner mines on the head of the branch, or simply on 
the branch.

The formation of branches is undesirable since the min-
ers have to maintain a globally-agreed totally ordered set of 
transactions. To resolve forks, the protocol prescribes min-
ers to adopt and mine on the longest chain.a All miners add 

selfish pool’s rewards exceed its share of the network’s min-
ing power, conferring it a competitive advantage and incen-
tivizing rational miners to join the selfish mining pool.

We show that, above a certain threshold size, the revenue of 
a selfish pool rises superlinearly with pool size above its reve-
nue with the honest strategy. This fact has critical implications 
for the resulting system dynamics. Once a selfish mining pool 
reaches the threshold, rational miners will preferentially join 
selfish miners to reap the higher revenues compared to other 
pools. Such a selfish mining pool can quickly grow towards 
a majority. If the pool tips the majority threshold (due to the 
addition of malicious actors aimed at undermining the sys-
tem, rational actors wishing to usurp the currency, perhaps 
covertly, or due to momentum in pool popularity), it can switch 
to a modified protocol that ignores blocks generated outside 
the pool, to become the only creator of blocks and reap all the 
mining revenue. A majority pool wishing to remain covert may 
remain a benign monopolist, accepting blocks from third-
parties on occasion to provide the illusion of decentralization, 
while retaining the ability to reap full revenue when needed, 
as well as the ability to launch double-expenditure attacks 
against merchants. Either way, the decentralized nature of the 
currency will have collapsed, and a single entity, the selfish 
pool manager, will control the system.

Since a selfish mining pool that exceeds threshold size 
poses a threat to the Bitcoin system, we characterize how the 
threshold varies as a function of message propagation speed 
in the network. We show that, for a mining pool with high con-
nectivity and good control on information flow, the threshold 
is close to zero. This implies that, if less than 100% of the min-
ers are honest, the system may not be incentive compatible: 
The first selfish miner will earn proportionally higher reve-
nues than its honest counterparts, and the revenue of the self-
ish mining pool will increase superlinearly with pool size.

We further show that the Bitcoin mining protocol will 
never be safe against attacks by a selfish mining pool that 
commands more than 1/3 of the total mining power of the 
network. Such a pool will always be able to collect mining 
rewards that exceed its proportion of mining power, even 
if it loses every single block race in the network. The result-
ing bound of 2/3 for the fraction of Bitcoin mining power 
that needs to follow the honest protocol to ensure that the 
protocol remains resistant to being gamed is substantially 
lower than the 50% figure currently assumed, and difficult 
to achieve in practice. Finally, we suggest a simple modifica-
tion to the Bitcoin protocol that achieves a threshold of 1/4. 
This change is backwards-compatible and progressive; that 
is, it can be adopted by current clients with modest changes, 
does not require full adoption to provide a benefit, and par-
tial adoption will proportionally increase the threshold.

In summary, the contributions of this work are:

1. Introduction of the Selfish-Mine strategy, which dem-
onstrates that Bitcoin mining is not incentive compat-
ible (Section 3).

2. Analysis of Selfish-Mine, and when it can benefit a pool 
(Section 4).

3. Analysis of majority-pool formation in face of selfish 
mining (Section 5).

a  The criterion is actually the most difficult chain in the block tree, that is, 
the one that required (in expectancy) the most mining power to create. 
To simplify presentation, and because it is usually the case, we assume 
the set difficulty at the different branches is the same, and so the longest 
chain is also the most difficult one.
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assume that miners are divided into two groups, a colluding 
minority pool that follows the selfish mining strategy, and a 
majority that follows the honest mining strategy (others). It 
is immaterial whether the honest miners operate as a single 
group, as a collection of groups, or individually.

The key insight behind the selfish mining strategy is to 
force the honest miners into performing wasted computa-
tions on the stale public branch. Specifically, selfish mining 
forces the honest miners to spend their cycles on blocks that 
are destined to not be part of the blockchain.

Selfish miners achieve this goal by selectively revealing 
their mined blocks to invalidate the honest miners’ work. 
Approximately speaking, the selfish mining pool keeps its 
mined blocks private, secretly bifurcating the blockchain 
and creating a private branch. Meanwhile, the honest min-
ers continue mining on the shorter, public branch. Because 
the selfish miners command a relatively small portion of the 
total mining power, their private branch will not remain 
ahead of the public branch indefinitely. Consequently, 
selfish mining judiciously reveals blocks from the private 
branch to the public, such that the honest miners will switch 
to the recently revealed blocks, abandoning the shorter pub-
lic branch. This renders their previous effort spent on the 
shorter public branch wasted, and enables the selfish pool 
to collect higher revenues by incorporating a higher fraction 
of its blocks into the blockchain.

Armed with this intuition, we can fully specify the self-
ish mining strategy. The strategy is driven by mining events 
by the selfish pool or by the others. Its decisions depend 
only on the relative lengths of the selfish pool’s private 
branch versus the public branch. It is best to illustrate the 
operation of the selfish mining strategy by going through 
possible scenarios involving different public and private 
chain lengths.

When the public branch is longer than the private branch, 
the selfish mining pool is behind the public branch. Because 
of the power differential between the selfish miners and the 
others, the chances of the selfish miners mining on their 
own private branch and overtaking the main branch are 
small. Consequently, the selfish miner pool simply adopts 
the main branch whenever its private branch falls behind. As 
others find new blocks and publish them, the pool updates 
and mines at the current public head.

When the selfish miner pool finds a block, it is in an 
advantageous position with a single block lead on the pub-
lic branch on which the honest miners operate. Instead of 
naively publishing this private block and notifying the rest 
of the miners of the newly discovered block, selfish miners 
keep this block private to the pool. There are two outcomes 
possible at this point: either the honest miners discover a 
new block on the public branch, nullifying the pool’s lead, 
or else the pool mines a second block and extends its lead 
on the honest miners.

In the first scenario where the honest nodes succeed in 
finding a block on the public branch, nullifying the self-
ish pool’s lead, the pool immediately publishes its private 
branch (of length 1). This yields a toss-up where either 
branch may win. The selfish miners unanimously adopt 
and extend the previously private branch, while the honest 

blocks to the longest chain they know of, or the first one they 
heard of if there are branches of equal length. This causes 
forked branches to be pruned; transactions in pruned 
blocks are ignored, and may be resubmitted by clients.

We note that block dissemination over the overlay net-
work takes seconds, whereas the average mining interval is 
10min. Accidental bifurcation is therefore rare, and occurs 
on average once about every 60 blocks.7

When a miner creates a block, it is compensated for its 
efforts with Bitcoins. This compensation includes a pertrans-
action fee paid by the users whose transactions are included, 
as well as an amount of new Bitcoins that did not exist before.b

2.2. Pool formation
The probability of mining a block is proportional to the com-
putational resources used for solving the associated cryp-
topuzzle. Due the nature of the mining process, the interval 
between mining events exhibits high variance from the 
point of view of a single miner. A single home miner using 
a custom-made hardware is unlikely to mine a block for 
years.22 Consequently, miners typically organize themselves 
into mining pools. All members of a pool work together to 
mine each block, and share their revenues when one of 
them successfully mines a block. While joining a pool does 
not change a miner’s expected revenue, it decreases the vari-
ance and makes the monthly revenues more predictable.

3. THE SELFISH-MINE STRATEGY
First, we formalize a model that captures the essentials of 
Bitcoin mining behavior and introduces notation for rel-
evant system parameters. Then we detail the selfish mining 
algorithm.

3.1. Modeling miners and pools
The system is comprised of a set of miners 1, . . ., n. Each 
miner i has mining power mi, such that  Each 
miner chooses a chain head to mine, and finds a subsequent 
block for that head after a time interval that is exponentially  
distributed with mean . We assume that miners are 
rational; that is, they try to maximize their revenue, and may 
deviate from the protocol to do so.

A group of miners can form a pool that behaves as sin-
gle agent with a centralized coordinator, following some 
strategy. The mining power of a pool is the sum of mining 
power of its members, and its revenue is divided among its 
members according to their relative mining power.21 The 
expected relative revenue, or simply the revenue of a pool is 
the expected fraction of blocks that were mined by that pool 
out of the total number of blocks in the longest chain.

3.2. Selfish-mine
We now describe our strategy, called Selfish-Mine. As we 
show in Section 4, Selfish-Mine allows a pool of sufficient 
size to obtain a revenue larger than its ratio of mining 
power. For simplicity, and without loss of generality, we 

b  The rate at which the new Bitcoins are generated is designed to slowly 
 decrease towards zero, and will reach zero when almost 21 mn Bitcoins 
are created. Then, the miners’ revenue will be only from transaction fees.
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If the pool has a private branch of length 1 and the oth-
ers mine one block, the pool publishes its branch imme-
diately, which results in two public branches of length 1. 
Miners in the selfish pool all mine on the pool’s branch, 
because a subsequent block discovery on this branch will 
yield a reward for the pool. The honest miners, following 
the standard Bitcoin protocol implementation, mine on 
the branch they heard of first. We denote by γ the ratio of 
honest miners that choose to mine on the pool’s block, 
and the other (1−γ) of the non-pool miners mine on the 
other branch.

For state s = 0, 1, 2, . . ., with frequency α, the pool mines 
a block and the lead increases by one to s + 1. In states  
s = 3, 4, . . ., with frequency (1 − α), the honest miners 
mine a block and the lead decreases by one to s − 1. If 
the others mine a block when the lead is two, the pool 
publishes its private branch, and the system drops to a 
lead of 0. If the others mine a block with the lead is 1, 
we arrive at the aforementioned state 0’. From 0’, there 
are three possible transitions, all leading to state 0 with 
total frequency 1: (1) the pool mines a block on its pre-
viously private branch (frequency α), (2) the others mine a 
block on the previously private branch (frequency γ(1 − α) ), 
and (3) the others mine a block on the public branch (fre-
quency (1 − γ)(1 − α) ).

4.1. Revenue
We analyze the state machine and calculate the probabilities 
of the states p0′, p0, p1, . . .; the details are in our full report.9 
The probability distribution over the state space provides the 
foundation for analyzing the revenue obtained by the self-
ish pool and by the honest miners. The revenue for finding 
a block belongs to its miner only if this block ends up in the 
main chain. We detail the revenues on each event below.

(a)  Any state but two branches of length 1, pool finds a block. 
The pool appends one block to its private branch, 
increasing its lead on the public branch by one. The 
revenue from this block will be determined later.

(b)  Was two branches of length 1, pool finds a block. The 
pool publishes its secret branch of length two, thus 
obtaining a revenue of two.

(c)  Was two branches of length 1, others find a block after 
pool head. The pool and the others obtain a revenue of 
one each—the others for the new head, the pool for 
its predecessor.

miners will choose to mine on either branch, depending on 
the propagation of the notifications. If the selfish pool man-
ages to mine a subsequent block ahead of the honest miners 
that did not adopt the pool’s recently revealed block, it pub-
lishes immediately to enjoy the revenue of both the first and 
the second blocks of its branch. If the honest miners mine a 
block after the pool’s revealed block, the pool enjoys the rev-
enue of its block, while the others get the revenue from their 
block. Finally, if the honest miners mine a block after their 
own block, they enjoy the revenue of their two blocks while 
the pool gets nothing.

In the second scenario, where the selfish pool succeeds in 
finding a second block, it develops a comfortable lead of two 
blocks that provide it with some cushion against discoveries 
by the honest miners. Once the pool reaches this point, it con-
tinues to mine at the head of its private branch. It publishes 
one block from its private branch for every block the others 
find. Since the selfish pool is a minority, its lead will, with 
high probability, eventually reduce to a single block. At this 
point, the pool publishes its private branch. Since the private 
branch is longer than the public branch by one block, it is 
adopted by all miners as the main branch, and the pool enjoys 
the revenue of all its blocks. This brings the system back to a 
state where there is just a single branch until the pool bifur-
cates it again.

4. ANALYSIS
We can now analyze the expected rewards for a system 
where the selfish pool has mining power of α and the others 
of (1 − α).

Figure 1 illustrates the progress of the system as a state 
machine. The states of the system represent the lead of the 
selfish pool; that is, the difference between the number of 
unpublished blocks in the pool’s private branch and the 
length of the public branch. Zero lead is separated to states 
0 and 0’. State 0 is the state where there are no branches; 
that is, there is only a single, global, public longest chain. 
State 0’ is the state where there are two public branches 
of length one: the main branch, and the branch that was 
private to the selfish miners, and published to match the 
main branch. The transitions in the figure correspond to 
mining events, either by the selfish pool or by the others. 
Recall that these events occur at exponential intervals with 
an average frequency of α and (1 − α), respectively.

We can analyze the expected rewards from selfish min-
ing by taking into account the frequencies associated with 
each state transition of the state machine, and calculating 
the corresponding rewards. Let us go through the various 
cases and describe the associated events that trigger state 
transitions.

21

1 – α
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α
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Figure 1. State machine with transition frequencies.
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is the revenue rate ratio; that is, the ratio of its blocks out of 
the blocks in the main chain. We substitute the probabilities 
from Reference9 in the revenue expressions of (1)-(2) to cal-
culate the pool’s revenue for 

 (3)

4.2. Simulation
To validate our theoretical analysis, we compare its result with a 
Bitcoin protocol simulator. The simulator is constructed to cap-
ture all the salient Bitcoin mining protocol details described 
in previous sections, except for the cryptopuzzle module that 
has been replaced by a Monte Carlo simulator that simulates 
block discovery without actually computing a cryptopuzzle. In 
this experiment, we use the simulator to simulate 1000 min-
ers mining at identical rates. A subset of 1000α miners form a 
pool running the Selfish-Mine algorithm. The other miners fol-
low the Bitcoin protocol. We assume block propagation time 
is negligible compared to mining time, as is the case in real-
ity. In the case of two branches of the same length, we artificially 
divide the non-pool miners such that a ratio of γ of them mine on 
the pool’s branch and the rest mine on the other branch. Figure 2 
shows that the simulation results match the theoretical analysis.

4.3. The effect of α and γ
When the pool’s revenue given in Equation 3 is larger than 
α, the pool will earn more than its relative size by using the 
Selfish-Mine strategy. Its miners will therefore earn more 
than their relative mining power. Recall that the expression 
is valid only for  We solve this inequality and phrase 
the result in the following observation:

Observation 1. For a given γ, a pool of size α obtains a rev-
enue larger than its relative size for α in the range 

We illustrate this in Figure 2, where we see the pool’s rev-
enue for different γ values with pool size ranging from 0 (very 
small pool) to 0.5 (half of the miners). Note that the pool is only 
at risk when it holds exactly one block secret, and the honest 
miners might publish a block that would compete with it. For 
γ = 1, the pool can quickly propagate its one-block branch if 
the others find their own branch, so all honest miners would 

(d)  Was two branches of length 1, others find a block after 
others’ head. The others obtain a revenue of two.

(e)  No private branch, others find a block. The others 
obtain a revenue of one, and both the pool and the 
others start mining on the new head.

(f )  Lead was 1, others find a block. Now there are two 
branches of length one, and the pool publishes its 
 single secret block. The pool tries to mine on its 
 previously private head, and the others split between 
the two heads.  

 The revenues from both heads cannot be determined 
yet, because they depend on which branch will win. 
It will be counted later.

(g)   Lead was 2, others find a block. The others almost close 
the gap as the lead drops to 1. The pool publishes its 
secret blocks, causing everybody to start mining at the 
head of the previously private branch, since it is lon-
ger. The pool obtains a revenue of two.

(h)  Lead was more than 2, others find a block. The others 
decrease the lead, which remains at least two. The new 
block (say with number i) will end outside the chain once 
the pool publishes its entire branch, therefore the others 
obtain nothing. However, the pool now reveals its i’th 
block, and obtains a revenue of one for its i’th block.

We calculate the revenue of the pool and of the others 
from the state probabilities and transition frequencies:

 

(1)

 

(2)

As expected, the intentional branching brought on by 
selfish mining leads the honest miners to work on blocks 
that end up outside the blockchain. This, in turn, leads to 
a drop in the total block generation rate with rpool + rothers < 1. 
The protocol will adapt the mining difficulty such that the 
mining rate at the main chain becomes one block per 10min 
on average. Therefore, the actual revenue rate of each agent 
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This change is backward compatible: Any subset of the min-
ers can adopt it without hindering the protocol. Moreover, it is 
progressive: any ratio of the miners that adopts it decreases γ, 
and therefore increases the threshold.

6.1. Problem
The Bitcoin protocol prescribes that when a miner knows of 
multiple branches of the same length, it mines and propa-
gates only the first branch it received. Recall that a pool that 
runs the Selfish-Mine strategy and has a lead of 1 publishes 
its secret block P once it hears of a competing block X found 
by a non-pool block. If block P reaches a non-pool miner 
before block X, that miner will mine on P.

Because selfish mining is reactive, and it springs into 
action only after the honest nodes have discovered a block X, 
it may seem to be at a disadvantage. But a savvy pool opera-
tor can perform a sybil attack on honest miners by adding 
a significant number of zero-power miners to the Bitcoin 
miner network. These virtual miners act as advance sensors 
by participating in data dissemination, but do not mine new 
blocks. (Babaioff et al. also acknowledge the feasibility of 
such a sybil attack2). The virtual miners are managed by the 
pool, and once they hear of block X, they ignore it and start 
propagating block P. The random peer-to-peer structure of 
the Bitcoin overlay network will eventually propagate X to all 
miners, but the propagation of X under these conditions will 
be strictly slower than that of block P. By adding enough vir-
tual nodes, the pool operator can thus increase γ. The result 
(see Observation 1), is a threshold close to zero.

6.2. Solution
We propose a simple, backwards-compatible change to 
the Bitcoin protocol to address this problem and raise the 
threshold. Specifically, when a miner learns of compet-
ing branches of the same length, it should propagate all of 
them, and choose which one to mine on uniformly at ran-
dom. In the case of two branches of length 1, as discussed in 
Section 4, this would result in half the nodes (in expectancy) 
mining on the pool’s branch and the other half mining on 
the other branch. This yields γ = 1/2, which in turn yields a 
threshold of 1/4.

Each miner implementing our change decreases the self-
ish pool’s ability to increase γ through control of data propa-
gation. This improvement is independent of the adoption 
of the change at other miners, therefore it does not require 
a hard fork. This change to the protocol does not introduce 
new vulnerabilities to the protocol: Currently, when there 
are two branches of equal length, the choice of each miner 
is arbitrary, effectively determined by the network topology 
and latency. Our change explicitly randomizes this arbitrary 
choice, and therefore does not introduce new vulnerabilities.

7. RELATED WORK
Decentralized digital currencies have been proposed before 
Bitcoin, starting with eCash6 and followed by peer-to-peer cur-
rencies23, 25; see Ref. Barber et al. and Miers et al.3, 14 for short sur-
veys. None of these are centered around a global log; therefore, 
their techniques and challenges are unrelated to this work.

still mine on the pool’s block. In this case, the pool takes no 
risk when following the Selfish-Mine strategy and its revenue 
is always better than when following the honest algorithm. 
The threshold is therefore zero, and a pool of any size can ben-
efit by following Selfish-Mine. In the other extreme, γ = 0, the 
honest miners always publish and propagate their block first, 
and the threshold is at 1/3. With γ = 1/2 the threshold is at 1/4. 
Figure 3 shows the threshold as a function of γ.

We also note that the slope of the pool revenue, Rpool, as a 
function of the pool size is larger than one above the thresh-
old. This implies the following observation:

Observation 2. For a pool running the Selfish-Mine strategy, 
the revenue of each pool member increases with pool size for 
pools larger than the threshold.

5. POOL FORMATION
We have shown that once a selfish pool’s mining power 
exceeds the threshold, it can increase its revenue by run-
ning Selfish-Mine (Theorem 1). At this point, rational min-
ers will preferentially join the selfish pool to increase their 
revenues. Moreover, the pool’s members will want to accept 
new members, as this would increase their own revenue 
(Observation 2). The selfish pool would therefore increase 
in size, unopposed by any mechanism, towards a majority. 
Once a miner pool, selfish or otherwise, reaches a majority, 
it controls the blockchain. The Selfish-Mine strategy then 
becomes unnecessary, since the others are no longer faster 
than the pool. Instead, a majority pool can collect all the sys-
tem’s revenue by switching to a modified Bitcoin protocol 
that ignores blocks generated outside the pool; it also has 
no motivation to accept new members. At this point, the cur-
rency is not decentralized as originally envisioned.

6. HARDENING THE PROTOCOL
Ideally, a robust currency system would be designed to resist 
attacks by groups of colluding miners. Since selfish mining 
attacks yield positive outcomes for group sizes above the 
threshold, the protocol should be amended to set the thresh-
old as high as possible. In this section, we argue that the cur-
rent Bitcoin protocol has no measures to guarantee a low γ. 
This implies that the threshold may be as low as zero, and a 
pool of any size can benefit by running Selfish-Mine. We sug-
gest a simple change to the protocol that, if adopted by all 
non-selfish miners, sets γ to , and therefore the threshold to .  

1/3
0.3
1/4

0.2

0.1

0
0 0.25 0.5 0.75 1

T
hr

es
ho

ld
 α

γ 

Figure 3. Mining power α above which selfish mining trumps honest 
mining, function of the propagation factor γ.



 

JULY 2018  |   VOL.  61  |   NO.  7   |   COMMUNICATIONS OF THE ACM     101

Several dozen cryptocurrencies have followed Bitcoin’s 
success.24 These currencies are based on a global log, which 
is extended by the users’ efforts. We conjecture that the 
essential technique of withholding blocks for selfish mining 
can be directly applied to all such systems.

It was commonly believed that the Bitcoin system is sound 
as long as a majority of the participants honestly follow the 
protocol, and the “51% attack” was the chief concern.13, 15 The 
notion of soundness for a nascent, distributed,  Internet-wide, 
decentralized system implies the presence of incentives for 
adoption of the prescribed protocol, for such incentives ensure 
a robust system comprised of participants other than enthu-
siastic and altruistic early adopters. Felten10 notes that “there 
was a folk theorem that the Bitcoin system was stable, in the 
sense that if everyone acted according to their incentives, the 
inevitable result would be that everyone followed the rules of 
Bitcoin as written.” Others17 have claimed that “the well-known 
argument – never proven, but taken on intuitive faith – that a 
minority of miners can’t control the network is a special case 
of a more general assumption: that a coalition of miners with 
X% of the network’s hash power can make no more than X% 
of total mining revenues.” A survey3 on the technical features 
responsible for Bitcoin’s success notes that the Bitcoin design 
“addresses the incentive problems most expeditiously,” while 
Bitcoin tutorials for the general public hint at incentives 
designed to align participants’ and the system’s goals.19 More 
formally, Kroll, Davey and Felten’s work12 provides a game-
theoretic analysis of Bitcoin, without taking into account block 
withholding attacks such as selfish mining, and argues that 
the honest strategy constitutes a Nash equilibrium, implying 
incentive-compatibility.

Our work shows that the real Bitcoin protocol, which 
permits block withholding and thereby enables selfish min-
ingstyle attacks, does not constitute an equilibrium. It dem-
onstrates that the Bitcoin mining system is not incentive 
compatible even in the presence of an honest majority. Over 
2/3 of the participants need to be honest to protect against 
selfish mining, under the most optimistic of assumptions.

A distinct exception from this common wisdom is a discus-
sion of maintaining a secret fork in the Bitcoin forums, mostly by 
usersc btchris, ByteCoin, mtgox, and RHorning.20 The approach, 
dubbed the Mining Cartel Attack, is inferior to selfish mining in 
that the cartel publishes two blocks for every block published 
by the honest nodes. This discussion does not include an analy-
sis of the attack (apart from a brief note on simulation results), 
does not explore the danger of the resulting pool dynamics, and 
does not suggest a solution to the problem.

The influential work of Rosenfeld21 addresses the behav-
ior of miners in the presence of different pools with differ-
ent rewards. Although it addresses revenue maximization for 
miners with a set mining power, this work is orthogonal to 
the discussion of Selfish Mining, as it centers around the pool 
reward system. Both selfish pools and honest pools should 
carefully choose their reward method. Since a large-enough 
selfish pool would earn more than its mining power, any fair 
reward method would provide more reward to its miners, so 
rational miners would choose it over an honest pool.

Recent work2 addresses the lack of incentives for dissemi-
nating transactions between miners, since each of them pre-
fers to collect the transaction fee himself. This is unrelated 
to the mining incentive mechanism we discuss.

The Bitcoin blockchain had one significant bifurcation 
in March 2013 due to a bug.1 It was solved when the two larg-
est pools at the time manually pruned one branch. This bug-
induced fork, and the one-off mechanism used to resolve it, 
are fundamentally different from the intentional forks that 
Selfish-Mine exploits.

In a block withholding attack, a pool member decreases the 
pool revenue by never publishing blocks it finds. Although 
it sounds similar to the strategy of Selfish-Mine, the two are 
unrelated, as our work that deals with an attack by the pool 
on the system.

Various systems build services on top of the Bitcoin global 
log, for example, improved coin anonymity,14 namespace 
maintenance16 and virtual notaries.11 These services that rely 
on Bitcoin are at risk in case of a Bitcoin collapse.

8. DISCUSSION
We briefly discuss below several points at the periphery of 
our scope.

8.1. System collapse
The Bitcoin protocol is designed explicitly to be decentral-
ized. We therefore refer to a state in which a single entity 
controls the entire currency system as a collapse of Bitcoin.

Note that such a collapse does not immediately imply 
that the value of a Bitcoin drops to 0. The controlling entity 
will have an incentive to accept most transactions, if only to 
reap their fees, and because if it mines all Bitcoins, it has 
strong motivation that they maintain their value. It may also 
choose to remain covert, and hide the fact that it can control 
the entire currency. An analysis of a Bitcoin monopolist’s 
behavior is beyond the scope of this paper, but we believe 
that a currency that is de facto or potentially controlled by a 
single entity may deter many of Bitcoin’s clients.

8.2. Detecting selfish mining
There are two telltale network signatures of selfish mining 
that can be used to detect when selfish mining is taking 
place, but neither are easy to measure definitively.

The first and strongest sign is that of abandoned (orphaned) 
chains, where the block race that takes place as part of selfish 
mining leaves behind blocks that were not incorporated into 
the blockchain. Unfortunately, it is difficult to definitively 
account for abandoned blocks, as the current protocol prunes 
and discards such blocks inside the network. A measurement 
tool that connects to the network from a small number of  
vantage points may miss abandoned blocks.

The second indicator of selfish mining activity is the timing 
gap between successive blocks. A selfish miner who squelches 
an honest chain of length N with a chain of length N+1 will 
reveal a block very soon after its predecessor. Since normal 
mining events should be independent, one would expect block 
discovery times to be exponentially distributed. A deviation 
from this distribution would be suggestive of mining activ-
ity. The problems with this approach are that it detects only c In alphabetical order.



research highlights 

 

102    COMMUNICATIONS OF THE ACM    |   JULY 2018  |   VOL.  61  |   NO.  7

incentive-compatible. We presented Selfish-Mine, a mining 
strategy that enables pools of colluding miners that adopt 
it to earn revenues in excess of their mining power. Higher 
revenues can lead new miners to join a selfish miner pool, a 
dangerous dynamic that enables the selfish mining pool to grow 
towards a majority. The Bitcoin system would be much more 
robust if it were to adopt an automated mechanism that 
can thwart selfish miners. We offer a backwards-compatible 
modification to Bitcoin that ensures that pools smaller than 
1/4 of the total mining power cannot profitably engage self-
ish mining. We also show that at least 2/3 of the network 
needs to be honest to thwart selfish mining; a simple major-
ity is not enough.
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a  subset of the selfish miner’s behavior (the transition from 
state 2 to state 0 in the state machine), the signature behavior 
occurs relatively rarely, and such a statistical detector may take 
a long time to accrue statistically significant data.

8.3. Measures and countermeasures
Although miners may choose to collude in a selfish mining 
effort, they may prefer to hide it in order to avoid public criti-
cism and countermeasures. It is easy to hide Selfish-Mine 
behavior, and difficult to ban it. A selfish pool may never 
reveal its size by using different Bitcoin addresses and IP 
addresses, and by faking block creation times. The rest of 
the network would not even suspect that a pool is near a dan-
gerous threshold.

Moreover, the honest protocol is public, so if a detection 
mechanism is set up, a selfish pool would know its parame-
ters and use them to avoid detection. For instance, if the pro-
tocol was defined to reject blocks with creation time below 
a certain threshold, the pool could publish its secret blocks 
just before this threshold.

A possible line of defense against selfish mining pools is 
for counter-attackers to infiltrate selfish pools and expose 
their secret blocks for the honest miners. However, selfish 
pool managers can, in turn, selectively reveal blocks to sub-
sets of the members in the pool, identify spy nodes through 
intersection, and expel nodes that leak information.

8.4. Thieves and snowballs
Selfish mining poses two kinds of danger to the Bitcoin 
ecosystem: selfish miners reap disproportionate rewards, 
and the dynamics favor the growth of selfish mining pools 
towards a majority, in a snowball effect. The system would 
be immune to selfish mining if there were no pools above 
the threshold size. Yet, since the current protocol has no 
guaranteed lower bound on this threshold, it cannot auto-
matically protect against selfish miners.

Even with our proposed fix that raises the threshold to 
25%, the system remains vulnerable: there already exist 
pools whose mining power exceeds the 25% threshold,18 and 
at times, even the 33% theoretical hard limit. Responsible 
miners should therefore break off from large pools until no 
pool exceeds the threshold size.

8.5. Responsible disclosure
Because of Bitcoin’s decentralized nature, selfish mining 
can only be thwarted by collective, concerted action. There 
is no central repository, no push mechanism and no set of 
privileged developers; all protocol modifications require 
public discussion prior to adoption. In order to promote 
a swift solution and to avoid a scenario where some set of 
people had the benefit of selective access, we published a 
preliminary report9 and explained both the problem and our 
suggested solution in public forums.8

9. CONCLUSION
Bitcoin is the first widely popular cryptocurrency with a 
broad user base and a rich ecosystem, all hinging on the 
incentives in place to maintain the critical Bitcoin block-
chain. Our results show that Bitcoin’s mining protocol is not ©ACM 0001-0782/18/7 $15.00.
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CAREERS

ern China, situated immediately north to Hong 
Kong Special Administrative Region. As one of 
China’s major gateways to the world, Shenzhen is 
the country’s fastest-growing city in the past two 
decades. The city is the high-tech and manufac-
turing hub of southern China. As a picturesque 
coastal city, Shenzhen is also a popular tourist 
destination and was named one of the world’s 31 
must-see tourist destinations in 2010 by The New 
York Times. Shenzhen ranks the 66th place on the 
2017 Global City Competitiveness List, released by 
the National Academy of Economic Strategy, the 
Chinese Academy of Social Sciences and United 
Nations Habitat.   By the end of 2016, there were 
around 20 million residents in Shenzhen.

SUSTech is a pioneer in higher education  
reform in China. The mission of the University is 
to become a globally recognized research univer-
sity which emphasizes academic excellence and 
promotes innovation, creativity and entrepre-
neurship. 

SUSTech is committed to increase the diversi-
ty of its faculty, and has a range of family-friendly 
policies in place. The university offers competi-
tive salaries and fringe benefits including medi-
cal insurance, retirement and housing subsidy, 
which are among the best in China. Salary and 
rank will commensurate with qualifications and 
experience. More information can be found at 
http://talent.sustc.edu.cn/en.

We provide some of the best start-up pack-
ages in the sector to our faculty members, includ-
ing one PhD studentship per year, in addition to a 
significant amount of start-up funding.

To apply, please provide a cover letter iden-
tifying the primary area of research, curriculum 
vitae, and research and teaching statements, and 
forward them to cshire@sustc.edu.cn.

TENURE-TRACK AND TENURED POSITIONS
ShanghaiTech University invites highly qualified 
candidates to fill multiple tenure-track/tenured 
faculty positions as its core founding team in the School of Information Science and 
Technology (SIST). We seek candidates with exceptional academic records or demonstrated 
strong potentials in all cutting-edge research areas of information science and technology. 
They must be fluent in English. English-based overseas academic training or background 
is highly desired.  
ShanghaiTech is founded as a world-class research university for training future generations 
of scientists, entrepreneurs, and technical leaders. Boasting a new modern campus in 
Zhangjiang Hightech Park of cosmopolitan Shanghai, ShanghaiTech shall trail-blaze a new 
education system in China. Besides establishing and maintaining a world-class research 
profile, faculty candidates are also expected to contribute substantially to both graduate 
and undergraduate educations. 
Academic Disciplines: Candidates in all areas of information science and technology 
shall be considered. Our recruitment focus includes, but is not limited to: computer 
architecture, software engineering, database, computer security, VLSI, solid state and 
nano electronics, RF electronics, information and signal processing, networking, security, 
computational foundations, big data analytics, data mining, visualization, computer vision, 
bio-inspired computing systems, power electronics, power systems, machine and motor 
drive, power management IC as well as inter-disciplinary areas involving information 
science and technology.
Compensation and Benefits: Salary and startup funds are highly competitive, 
commensurate with experience and academic accomplishment. We also offer a 
comprehensive benefit package to employees and eligible dependents, including on-
campus housing. All regular ShanghaiTech faculty members will join its new tenure-track 
system in accordance with international practice for progress evaluation and promotion.
Qualifications:

•  Strong research productivity and demonstrated potentials;
•  Ph.D. (Electrical Engineering, Computer Engineering, Computer Science, Statistics, 

Applied Math, Artificial Intelligence, Statistics or related field);
•  A minimum relevant (including PhD) research experience of 4 years.

Applications: Submit (in English, PDF version) a cover letter, a 2-page research plan, 
a CV plus copies of 3 most significant publications, and names of three referees to: 
sist@shanghaitech.edu.cn. For more information, visit http://sist.shanghaitech.edu.cn/
NewsDetail.asp?id=373
Deadline: The positions will be open until they are filled by appropriate candidates.

10 Ph.D. and Postdoctoral Scholarships.
Annually, HPI’s Research School grants

The Digital Engineering Faculty, established 
jointly by Hasso  Plattner  Institute and the 
University of  Potsdam, is one of Germany‘s 
 excel lence centers in Computer Science and 
IT Systems Engineering.

With its interdisciplinary and international structure, the Research School interconnects 
HPI’s research groups as well as its branches at the University of Cape Town, Technion, 
and Nanjing University. 

HPI RESEARCH GROUPS

  Algorithm Engineering, Prof. Dr. Tobias Friedrich
  Business Process Technology, Prof. Dr. Mathias Weske
  Computer Graphics Systems, Prof. Dr. Jürgen Döllner
  Digital Health, Prof. Dr. Erwin Böttinger
  Enterprise Platform and Integration Concepts, Prof. Dr. h.c. Hasso Plattner
  Human Computer Interaction, Prof. Dr. Patrick Baudisch
  Information Systems, Prof. Dr. Felix Naumann
  Internet Technologies and Systems, Prof. Dr. Christoph Meinel
  Operating Systems and Middleware, Prof. Dr. Andreas Polze
  Software Architecture, Prof. Dr. Robert Hirschfeld
  System Analysis and Modeling, Prof. Dr. Holger Giese

Applications must be submitted by August 15 of the respective year.  
For more information on HPI’s Research School please visit:  
www.hpi.de/research-school

Southern University of Science and Technology (SUSTech) 
Tenure-Track Faculty Positions

The Department of Computer Science and Engineering (CSE, http://cse.
sustc.edu.cn/en/), Southern University of Science and Technology (SUSTech) 
has multiple Tenure-track faculty openings at all ranks, including Profes-
sor/Associate Professor/Assistant Professor. We are looking for outstanding 
candidates with demonstrated research achievements and keen interest in 
teaching, in the following areas (but are not restricted to): 

 ˲ Data Science
 ˲ Artificial Intelligence
 ˲  Computer Systems (including Networks, Cloud Computing, IoT, Software 
Engineering, etc.)

 ˲ Cognitive Robotics and Autonomous Systems
 ˲ Cybersecurity (including Cryptography)

Applicants should have an earned Ph.D. degree and demonstrated 
achievements in both research and teaching. The teaching language at SUS-
Tech is bilingual, either English or Putonghua. It is perfectly acceptable to 
use English in all lectures, assignments, exams. In fact, our existing faculty 
members include several non-Chinese speaking professors.

Established in 2012, the Southern University of Science and Technology 
(SUSTech) is a public institution funded by the municipal of Shenzhen, a spe-
cial economic zone city in China. Shenzhen is a major city located in South-
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that an adversary—perhaps nature in 
the motivating use case of molecular 
biology—might create a Y that would 
greatly increase the cost of covering X. 

String War Challenge. With respect 
to X = abaabaabaaba, the red string in 
the figure here, can you design a string 
Y of length 12 that can beat X? That is, 
we seek a Y such that the minimum-
cost proper covering of Y with respect 
to X costs less than the minimum-cost 
proper covering of X with respect to Y. 

Solution. Y = bbbbbabbbaba. 
coll(Y|X) = {bbbbba, bbbaba} hav-
ing cost 36 + 36 = 72. coll(X|Y) = 
{abaabaabaaba} having cost 144. 

String War Upstart. Given an X, 
can you always design a Y of the same 
length as X such that Y beats X? If so, 
design an algorithm to do so. Can you 
also design an algorithm to give a maxi-
mal difference in cost? 

All are invited to submit their solutions to 
upstartpuzzles@cacm.acm.org; solutions to upstarts  
and discussion will be posted at http://cs.nyu.edu/cs/
faculty/shasha/papers/cacmpuzzles.html 

Dennis Shasha (dennisshasha@yahoo.com) is a professor 
of computer science in the Computer Science Department 
of the Courant Institute at New York University, New 
York, USA, as well as the chronicler of his good friend the 
omniheurist Dr. Ecco. 

Copyright held by the author.

Warm-Up 1. Continuing with this 
example, suppose X were ababababab 
and Y were aaaaaaaaaa. What would be 
a proper covering of X with respect to Y? 

Solution to first warm-up. Five strings 
that are “ab” yielding a total cost of 20.

Warm-Up 2. Suppose X were abaa-
babab and Y were bbababba. What 
would be a proper covering for X with 
respect to Y? 

Solution to second warm-up. 
coll(X|Y) = {abaa, babab}. Breaking up 
either of these strings into shorter strings 
would entail some matches with Y. 

Challenge. Given the scenario of the 
first warm-up, what would be a mini-
mum-cost collection coll(Y|X) for Y 
that would cover Y with respect to X? 

Solution. Note that five instances of 
“aa” would not be an order-indepen-
dent cover of Y with respect to X. The 
reason is that, for example, one “aa” 
might match the second and third let-
ters of Y, thus preventing a tiling, be-
cause no element would cover the first 
letter of Y. In fact, only coll(Y|X) = 
“aaaaaaaaaa” would work. That would 
have a cost of 10 × 10 = 100. 

We see that an inexpensive order-in-
dependent covering of X may not work 
when elements of the covering might 
match Y. This brings up the possibility 

S U P P O S E  S O M E O N E  G I V E S  you two 
strings: X and Y. Your goal is to design 
a minimum-cost collection of smaller 
strings coll(X|Y) that match and cover 
every character of string X with order 
independence without matching any 
substring of string Y. 

Let us first break down that last 
sentence: 

The collection of strings in 
coll(X|Y) may have duplicates; 

Matching and covering every char-
acter of string X means the strings in 
coll(X|Y) should tile string X with-
out overlaps or gaps, and every tile 
should exactly match an underlying 
substring of X; 

Not matching a substring of string Y 
means there should be no exact match 
of any string in coll(X|Y) to any sub-
string of string Y; and 

Order independence means no 
matter in which order the strings of 
coll(X|Y) is introduced and where 
they match, X will be tiled once the last 
string in coll(X|Y) is introduced. 

When it satisfies all these properties, 
coll(X|Y) is called a “proper cover-
ing of X with respect to Y.” The cost of 
coll(X|Y) is the sum of the squares of 
each element in the collection, includ-
ing the duplicates. 

Here is a simple example to get 
started. If string X is aaaaaaaaaa 
and Y is bbbbbbbbbbbb, then 
coll(X|Y) consisting of 10 in-
stances of “a” will be a proper cov-
ering. No instance of “a” will match 
any substring (letter, in this case) in 
Y. Coll(X|Y) is order-independent 
since the elements of Coll(X|Y) can 
be introduced in any order; all are 
just the single letter “a” after all. Fur-
ther, the (total) cost is 10, because 
each “a” costs 1. 

Upstart Puzzles 
String Wars 

DOI:10.1145/3219818  Dennis Shasha 

A minimum-cost proper covering of the red string of characters with respect to the blue string 
is aba, aba, aba, aba for a cost of 4 × 9 = 36. A minimum-cost proper covering of the blue string 
with respect to the red string is abba, bbba, bbab for a cost of 3 × 16 = 48. The red string thus 
“beats” the blue string. Can you find a string that beats the red string? 

abaabaabaaba
bbabbbbaabba
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