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tion and requires explanation of au-
tomated decisions involving people. 
However, widespread use of ADM 
will raise additional ethical, eco-
nomic, and legal issues. Early atten-
tion to these questions is central to 
formulating regulation for autono-
mous vehicles. The German Ministry 
for Transport and Digital Infrastruc-
ture created an Ethics Commission, 
which identified 20 key principles to 
govern ethical and privacy concerns 
in automated driving.a

To raise these concerns more broadly,  
a group assembled by Informatics Eu-
rope and EUACM, the policy committee 
of the ACM Europe Council, recently 
produced a report entitled “When Com-
puters Decide.”b The white paper makes 
10 recommendations to policy leaders:

1. Establish means, measures, and 
standards to assure ADM systems are fair.

2. Ensure ethics remain at the fore-
front of, and integral to, ADM develop-
ment and deployment.

3. Promote value-sensitive ADM 
design.

4. Define clear legal responsibili-
ties for ADM’s use and impacts.

5. Ensure the economic conse-
quences of ADM adoption are fully 
considered.

6. Mandate that all privacy and 
data acquisition practices of ADM de-
ployers be clearly disclosed to all users 
of such systems.

7. Increase public funding for non-
commercial ADM-related research sig-
nificantly.

8. Foster ADM-related technical 
education at the university level.

a https://www.bmvi.de/SharedDocs/EN/publi-
cations/report-ethics-commission.html

b https://dl.acm.org/citation.cfm?id=3185595

D
I S D A I N  F O R  R E G U L A T I O N 

is pervasive throughout 
the tech industry. In the 
case of automated deci-
sion making, this attitude 

is mistaken. Early engagement with 
governments and regulators could 
both smooth the path of adoption for 
systems built on machine learning, 
minimize the consequences of inevi-
table failures, increase public trust in 
these systems, and possibly avert the 
imposition of debilitating rules.

Exponential growth in the sophis-
tication and applications of machine 
learning is in the process of automat-
ing wholly or partially many tasks 
previously performed only by hu-
mans. This technology of automated 
decision making (ADM) promises 
many benefits, including reducing 
tedious labor as well as improving the 
appropriateness and acceptability of 
decisions and actions. The technol-
ogy also will open new markets for 
innovative and profitable businesses, 
such as self-driving vehicles and au-
tomated services.

At the same time, however, the 
widespread adoption of ADM systems 
will be economically disruptive and 
will raise new and complex societal 
challenges, such as worker displace-
ment; autonomous accidents; and, 
perhaps most fundamentally, confu-
sion and debate over what it means to 
be human.

From a European perspective, this 
is a strong argument for governments 
to take a more active role in regulat-
ing the use of ADM. The European 
Union has already started to grapple 
with privacy concerns through the 
General Data Protection Regulation 
(GDPR), which regulates data protec-

9. Complement technical educa-
tion with comparable social education.

10. Expand the public’s awareness 
and understanding of ADM and its 
impacts.

Systems built on an immature and 
rapidly evolving technology such as 
machine learning will have spectac-
ular successes and dismaying fail-
ures. Especially when the technolo-
gy is used in applications that affect 
the safety and livelihood of many 
people, these systems should be de-
veloped and deployed with special 
care. Society must set clear param-
eters for what uses are acceptable, 
how the systems should be devel-
oped, how inevitable trade-offs and 
conflicts will be adjudicated, and 
who is legally responsible for these 
systems and their failures.

Automated decision making is not 
just a scientific challenge; it is si-
multaneously a political, economic, 
technological, cultural, educational, 
and even philosophical challenge. 
Because these aspects are interde-
pendent, it is inappropriate to fo-
cus on any one feature of the much 
larger picture. The computing pro-
fessions and technology industries, 
which together are driving these ad-
vances forward, have an obligation 
to start a conversation among all 
affected disciplines and institu-
tions whose expertise is relevant and 
required to fully understand these 
complex issues.

Now is the time to formulate ap-
propriately nuanced, comprehensive, 
and ethical plans for humans and our 
societies to thrive when computers 
make decisions. 

James Larus, a professor and Dean of the School of 
Computer and Communication Sciences at EPFL, is on the 
board of Informatics Europe.

Chris Hankin, chair of ACM Europe Council, is co-director  
of the Institute for Security Science and Technology  
and a professor of computing science at Imperial 
College London.

Copyright held by authors.
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cerf’s up

Traceability
At a recent workshop on cybersecurity at 
Ditchley House sponsored by the Ditchley 
Foundation in the U.K., a primary topic of 
consideration was how to preserve 

the freedom and openness of the In-
ternet while protecting against the 
harmful behaviors that have emerged 
in this global medium. That this is a 
significant challenge cannot be over-
stated. The bad behaviors range from 
social network bullying and misinfor-
mation to email spam, distributed de-
nial of service attacks, direct cyberat-
tacks against infrastructure, malware 
propagation, identity theft, and a host 
of other ills requiring a wide range of 
technical and legal considerations. 
That these harmful behaviors can and 
do cross international boundaries 
only makes it more difficult to fashion 
effective responses. 

In other columns, I have argued 
for better software development tools 
to reduce the common mistakes that 
lead to vulnerabilities that are ex-
ploited. Here, I want to focus on an-
other aspect of response related to 
law enforcement and tracking down 
perpetrators. Of course, not all harms 
are (or perhaps are not yet) illegal, but 
discovering those who cause them 
may still be warranted. The recent 
adoption and implementation of the 
General Data Protection Regulation 
(GDPR) in the European Union cre-
ates an interesting tension because it 
highlights the importance and value 
of privacy while those who do direct 
or indirect harm must be tracked 
down and their identities discovered. 

In passing, I mention that cryptog-
raphy has sometimes been blamed for 
protecting the identity or actions of 
criminals but it is also a tool for protect-
ing privacy. Arguments have been made 

for “back doors” to cryptographic sys-
tems but I am of the opinion that such 
proposals carry extremely high risk to 
privacy and safety. It is not my intent to 
argue this question in this column. 

What is of interest to me is a concept 
to which I was introduced at the Ditch-
ley workshop, specifically, differential 
traceability. The ability to trace bad ac-
tors to bring them to justice seems to 
me an important goal in a civilized so-
ciety. The tension with privacy protec-
tion leads to the idea that only under 
appropriate conditions can privacy be 
violated. By way of example, consider 
license plates on cars. They are usually 
arbitrary identifiers and special au-
thority is needed to match them with 
the car owners (unless, of course, they 
are vanity plates like mine: “Cerfsup”). 
This is an example of differential 
traceability; the police department has 
the authority to demand ownership 
information from the Department of 
Motor Vehicles that issues the license 
plates. Ordinary citizens do not have 
this authority. 

In the Internet environment there 
are a variety of identifiers associated 
with users (including corporate us-
ers). Domain names, IP addresses, 
email addresses, and public cryptog-
raphy keys are examples among many 
others. Some of these identifiers are 
dynamic and thus ambiguous. For 
example, IP addresses are not always 
permanent and may change (for ex-
ample, temporary IP addresses as-
signed at Wi-Fi hotspots) or may be 
ambiguous in the case of Network Ad-
dress Translation. Information about 

the time of assignment and the party 
to whom an IP address was assigned 
may be needed to identify an individ-
ual user. There has been considerable 
debate and even a recent court case 
regarding requirements to register 
users in domain name WHOIS data-
bases in the context of the adoption 
of GDPR. If we are to accomplish the 
simultaneous objectives of protect-
ing privacy while apprehending those 
engaged in harmful or criminal be-
havior on the Internet, we must find 
some balance between conflicting but 
desirable outcomes. 

This suggests to me that the notion 
of traceability under (internation-
ally?) agreed circumstances (that is, 
differential traceability) might be a 
fruitful concept to explore. In most 
societies today, it is accepted that we 
must be identifiable to appropriate 
authorities under certain conditions 
(consider border crossings, traffic 
violation stops as examples). While 
there are conditions under which ap-
parent anonymity is desirable and 
even justifiable (whistle-blowing, for 
example) absolute anonymity is actu-
ally quite difficult to achieve (another 
point made at the Ditchley workshop) 
and might not be absolutely desir-
able given the misbehaviors appar-
ent anonymity invites. I expect this is 
a controversial conclusion and I look 
forward to subsequent discussion. 
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profession to carry out a rigorous study 
to identify ways to restore confidence in 
the integrity of U.S. elections. 

Some of the vulnerabilities we de-
scribed in our paper, including politi-
cally motivated actions by state election 
officials and circulation of false infor-
mation on social media, are not suscep-
tible to easy solution. However, without 
jeopardizing the principle of local con-
trol, some problems in the U.S. elec-
tion infrastructure can be eliminated 
or mitigated through sensible national 
standards and practices that represent 
the settled judgment of computing re-
searchers and public-policy experts. 

In the view of political scientist 
John Kingdon,4 an issue can get on 
the political agenda only when three 
streams coincide: the problem; the so-
lution; and the political will. It is clear 
that, in the U.S., we have a problem. 
The emerging consensus about stan-
dards for voting machines, computer 
databases of registered voters, elec-
tronic poll books, and risk-limiting 
audits constitutes a solution to sev-
eral aspects of the problem. Kingdon 
underscores the critical role of policy 
entrepreneurs in building acceptance 
for solutions and creating couplings 
among the three critical streams. In 
today’s polarized state of national 
discourse, the ACM U.S. Public Policy 
Council2 is uniquely positioned to lend 
its trusted voice to the task of repairing 
civic confidence in this foundation of 
American democracy. 
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I
N  T H E  S P I R I T  of  Moshe Y. Vardi’s 
call, in his “Vardi’s Insights” 
column “Computer Profes-
sionals for Social Responsi-
bility” (Jan. 2018), for ACM to  

“ … be more active in addressing social 
responsibility issues raised by com-
puting technology,” we urge the ACM 
U.S. Public Policy Council to under-
take a study of the technological in-
frastructure for U.S. elections. In a pa-
per to be published in the Proceedings 
of ETHICOMP 2018,3 we surveyed the 
widespread weaknesses in this infra-
structure. We found, for historical and 
constitutional reasons, local control of 
elections, including equipment, pro-
cesses, and procedures, is a preroga-
tive jealously guarded. Practices and 
procedures even in neighboring coun-
ties can differ significantly, a factor in 
the presidential vote in Florida in 2000. 

The bitterly contested aftermath of 
the related Florida recount led to feder-
al legislation—the Help America Vote 
Act (HAVA) of 2002—concerning voting 
machines and registration procedures. 
Although intended to bring a measure 
of order and uniformity to the existing 
patchwork of state election systems, 
the legislation was hastily drafted and 
carelessly implemented, giving rise to 
problems that have plagued U.S. elec-
tions ever since. 

Chronic problems with HAVA imple-
mentation have led to studies by the 
U.S. National Research Council and 
the U.S. Public Policy Committee of the 
ACM published in 20061 that had some 
effect in moving state and local officials 
toward adopting more reliable voting 
equipment and more secure processes 
for maintaining accurate voter-regis-
tration lists. Nevertheless, electronic 
voting machines and voter-registration 
lists remain vulnerable to attackers 
intent on interfering in U.S. elections. 
The profound shock administered by 
foreign actors trying to affect the result 
of the 2016 election is a call to action. 
ACM should once again mobilize the 
prestige and expertise of the computing 
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USACM Responds: 
We share the authors’ concerns, as 
USACM has continued to engage in this 
area since its cited 2006 report through 
a variety of mechanisms, including 
congressional testimony, responses 
to formal government requests for 
information or comments, and letters 
to government bodies. USACM’s most 
constrained resource is the time of its 
volunteers and limited staff. We thus try 
to avoid duplicating the efforts of others, 
including work being done by Verified 
Voting and the National Academies, both 
involving USACM members. There is, 
however, always more that can be done, 
and we would welcome the authors’ 
contributions to USACM. 

 Stuart Shapiro, Chair,  
ACM U.S. Public Policy Council 

Side with ACM Ethical Values 
Bob Toxen’s letter to the editor “Get 
ACM (and Communications) Out of 
Politics” (May 2018) said ACM was 
becoming too left leaning by taking 
decisions with more than a tinge of 
political motivation. In particular, 
Toxen said ACM should focus more 
squarely on technology. But politics is 
indeed inescapable when addressing 
policies that directly affect the field 
of computer science; for instance, 
immigration policy in the U.S., as 
well as every other country, has a 
direct effect on whether technology 
companies are able to attract and re-
tain skilled workers, no matter where 
they might come from, in turn affect-
ing the development of many tech-
nologies. Where would we be today 
if, say, Sergey Brin had been unable 
to emigrate to the U.S. from the Soviet 
Union in the 1970s or been separated 
from his parents at the border? Would 
Google even exist today if he had been 
forced to stay home? What would be 
the state of computing technology if 
Google had never existed? Likewise, 
passage in March 2016 of the Pub-
lic Facilities Privacy & Security Act 
in North Carolina was a direct viola-
tion of the ACM Code of Ethics and 
Professional Conduct,2 which obli-
gates ACM and its membership to 
be fair to all and not discriminate. 
How could ACM in good conscience 
host a conference in a jurisdiction 
that had discriminated against some 

of its own membership? It would be 
just and within the ACM mandate to 
change conference venues to respect 
those values. 

ACM must also recognize that sys-
tems can be deployed for harmful, as 
well as for good, purposes. A central 
pillar of the ACM Code1 is to avoid 
harm to others, requiring ACM and 
its membership to take moral and 
ethical decisions on the use of tech-
nology that might seem to many 
otherwise reasonable profession-
als as political. Consider Google’s 
work with the U.S. Department of 
Defense to develop AI systems that 
could enable drones to more ef-
fectively identify targets on the 
ground. Many Google employees 
have objected to the program due in 
part to the potential harm it might 
cause innocent civilians. Following 
this outcry from its own employees, 
as well as from the broader commu-
nity, Google decided to not renew the 
program.2 

ACM could, as Toxen suggested, 
remain narrowly focused on tech-
nology, leaving moral and ethical 
discussion to the political arena or 
engage in ways that might force it 
to take sides in the political arena. 
In his 1986 Nobel Peace Prize ac-
ceptance speech, Holocaust witness 
Elie Wiesel said, “We must always 
take sides. Neutrality helps the op-
pressor, never the victim. Silence 
encourages the tormentor, never the 
tormented.” In light of recent politi-
cal and social events and advances 
in technology, particularly AI and, 
potentially, autonomous systems, 
today might be the right time to 
build a community, perhaps even a 
special interest group, dedicated to 
issues of ethics and public policy. 
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James Simpson, Chatham, ON, Canada 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org. 

©2018 ACM 0001-0782/18/8

A Domain-Specific 
Architecture for Deep 
Neural Networks

Deterministic  
Database Systems

Is Software the Result 
of Top-Down Intelligent 
Design or Evolution?

An Academic’s 
Observations from  
a Sabattical at Google

Peer-Assessment  
of CS Doctoral Programs  
Is Highly Correlated  
with Faculty Citations

Can Beyond-CMOS 
Devices Illuminate  
Dark Silicon?

Emotion Recognition 
Using Wireless Signals

Workload Frequency 
Scaling Law—Derivation 
and Verification

Research for Practice: 
FPGAs in Datacenters

GitOps: A Path to  
More Self-Service IT

Plus the latest news  
about robotic implants,  
borders in the cloud,  
and poker-playing AI.

 C
om

in
g 

N
ex

t 
M

on
th

 in
 C

O
M

M
U

N
IC

A
TI

O
N

S

http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=11&exitLink=mailto%3Aletters%40cacm.acm.org
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=11&exitLink=https%3A%2F%2Fethics.acm.org%2F
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=11&exitLink=https%3A%2F%2Fethics.acm.org%2F


12    COMMUNICATIONS OF THE ACM    |   AUGUST 2018  |   VOL.  61  |   NO.  8

Follow us on Twitter at http://twitter.com/blogCACM

The Communications Web site, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.

biased decisions.” Exaggeration has 
been overtaken by simple inaccuracy. 
We professionals in Tech often let 
this pass, apparently on the belief the 
public really understands machines 
and algorithms have no such capac-
ity as is normally connoted by the 
term “decision”; we think the speak-
ers are uttering our own trade short-
hand. When we say “the COMPAS sys-
tem decides that offender B is more 
likely to commit another crime than 
is offender D”1 (paraphrase mine), 
it is short for “the factors selected, 
quantified, and prioritized in advance 
by the staff of the software company 
Northpointe assign a higher numeric 
risk to offender B than to offender D.” 
When the Motley Fool website6 says 
“computers have been responsible 
for a handful of ‘flash crashes’ in the 
stock market since 2010,” it means 
that “reliance on programs that instan-
taneously implement someone’s prede-
termined thresholds for stock sale and 
purchase has been responsible ... etc.”

The trouble is that there is no handy 
way to say these things. The paraphras-

es here expose the human judgments 
that control the algorithms, but the 
paraphrases are unwieldy. For decades 
of software engineering, we have ad-
opted slang that attributes volition and 
affect to programs. Observations can 
be found on Eric S. Raymond’s page on 
anthropomorphization5. I doubt many 
hackers ascribe the intentional stance 
to programs; I suspect rather that pro-
grammers use these locutions for ex-
pedience, as the “convenient fictions 
that permit ‘business as usual’.”3 But 
the public misunderstanding is literal, 
and serious.

Algorithms are not biased, because a 
program does not make decisions. The 
program implements decisions made 
elsewhere. Programs are made up of 
assignments of value, evaluations of ex-
pressions, and branching to addresses 
for loading of instructions. There is no 
point of unpredictable choice, that is, 
a choice not determined by the code 
(even for “random” number genera-
tion), if we rule out quantum computa-
tion, which I am not qualified to con-
sider. Certain scenarios may appear to 

Robin K. Hill  
Articulation of 
Decision Responsibility
http://bit.ly/2kDNgzY

May 21, 2018

Remember the days when record-
keeping trouble, such as an enormous 
and clearly erroneous bill for property 
taxes, was attributed to “computer er-
ror?” Our technological society fum-
bles the assignment of responsibil-
ity for program output. It can be seen 
easily in exaggerations like this, from 
a tech news digest: “Google’s Artificial 
Intelligence (AI) has learned how to 
navigate like a human being.” Oh, my. 
See the Nature article by the Google 
researchers2 for the accurate, cau-
tious, description and assessment. 
The quote given cites an article in Fast 
Company, which states that “AI has 
spontaneously learned how to navi-
gate to different places.”4 Oh, dear.

But this is not the root of the prob-
lem. In the mass media, even on Na-
tional Public Radio, I hear leads for 
stories about “machines that make 

Assessing 
Responsibility for 
Program Output
We lack an easy way to indicate that algorithms do not 
make decisions and are not biased; programmers do, and are. 
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challenge this bald determinism. Let’s 
scrutinize those briefly.

Deductive closure includes proposi-
tions not immediately obvious.

But even where the program-
mers are not sure what exact-
ly will happen, because of ob-
scure compound conditions, 
the algorithm does not “make 
a decision.” What happens is 
an implication of the asser-
tions in force (written into 
the code if the programmer 
bothered to formulate asser-
tions), that is, an implication 
of the deductive closure. The 
question whether program-
mers can be held responsible 
for the distant eventualities 
is significant, noting that 
what we view as algorithmic 
bias does not often seem de-
liberate. In any case, the de-
ciding agent is certainly not 
the machine.

Timing of interactions may result 
in unanticipated outcomes, as in pas-
sive investment through computerized 
stock trading.

But unexpected states do not 
demonstrate demonic agen-
cy. Someone has decided in 
advance that it makes sense 
to sell a stock when it loses n% 
of its value. That’s not what 
we would call a real-time deci-
sion on the spot, because it ig-
nores (1) the real time and (2) 
the spot. We would correctly 
call that a decision made ear-
lier and elsewhere by system 
designers, which played out 
into unforeseen results.

The pattern-matching of deep 
learning precludes the identification 
of symbolic variables and conditions.

With no semantics available, 
no agent prominent, and no 
execution through a condi-
tional structure traceable, the 
computer looks like the proxi-
mate decider. But no. If there 
are training cases, some com-
plex combination of numeric 
variables has developed from 

given initial values which 
were adjusted over time to 
match a set of inputs with a 
set of outputs, where those 
matches were selected by the 
systems designers. In unsu-
pervised learning, some sort 
of regularities are uncovered, 
regularities that were already 
there in the data. Although it 
may be tempting to say that 
no one is deciding anything, 
certainly no computer is mak-
ing anything that could be 
called a decision. Someone 
has planned antecedently to 
seek those regularities.

Selection, recommender, and clas-
sification systems use the criteria 
implemented in their decision struc-
ture. We in the trade all know that 
whatever the algorithmic technique, 
the computer is not deciding. To ex-
plain to the public that computers are 
dumb may baffle and frustrate, rather 
than educate. The malapropisms that 
grant agency to algorithms confuse 
the determination of responsibility 
and liability, but also the public grasp 
of Tech overall. People may attempt to 
“persuade” the computer, or to try to 
fix, enhance, or “tame” the programs, 
rather than just rejecting their inap-
propriate deployment. At the extreme, 
people feel helpless and fearful when 
danger comes from beings like us—
willful, arbitrary, capricious—except 
more powerful. Worse yet would be 
apathy: Society may ignore the dif-
ficulties and become resigned to the 
results, as if such programmed assess-
ments were factive.

What would be the correct locu-
tion, the correct way to say it, passive 
toward machine and active toward 
programmer (or designer or developer 
or specification writer or whomever)? 
How should we note that “the deduc-
tive closure of home mortgage quali-
fication criteria entails red-lining of 
certain neighborhoods”—other than 
to say those exact words, which are not 
compelling? How should we say that 
“The repeated adjustment of weighting 
criteria applied to a multi-dimensional 
function of anonymous variables, close-
ly approximating an unknown function 
for which some correct outcomes have 
been identified by past users, associates 

this individual record to your own dis-
crete declared criteria for a date”—with-
out saying “the dating app has chosen  
this match for you”?

We have no other way of expressing 
such outcomes easily. We lack the verbs 
for computing that denote reaching 
states that look like decisions, and tak-
ing actions that look like choices. We 
need a substitute for “decides” in “the 
algorithm decides that X,” something 
to fill in the blank in “the program 
_______ X.” Perhaps “the program ful-
fills X.” Perhaps “the program derives 
that X.” Well ... this seems lame. The 
trouble really is that we have to avoid 
any verb that implies active mental 
function. This is new. This is unique 
to computing, as far as I can tell. The 
Industrial Revolution brought us many 
machines that seemed to have human 
capacities, but they also had material 
descriptions. For mechanical devices, 
verbs are available that describe physi-
cal functionality without the implica-
tion of cognition: “The wheel wob-
bles.” “The fuel line clogged.” We may 
say, jokingly or naively, that “the car 
chooses not to start today,” but we are 
not forced into it by lack of vocabulary.

For this new technological require-
ment, the best locution I can come up 
with is, “the result of the programmed 
assumptions is that X.” I have not 
heard anyone seriously appeal to “com-
puter error” as a final explanation for 
some time; that seems like progress in  
understanding Tech. If we can forgo 
that locution, maybe we can forgo 
“biased algorithms.” 

Any other ideas? 
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that veteran University 
College, London neurosci-
entist John O’Keefe often 
presents in lectures shows 

a rat moving around the inside of a box. 
Every time the rat heads for the top-left 
corner, loud pops play through a speak-
er; those sounds are the result of the fir-
ing of a specific neuron attached to an 
electrode. The neuron only fires when 
the rat moves to the same small area 
of the box. This connection of certain 
neurons to locations led O’Keefe and 
student Jonathon Dostrovsky to name 
those neurons “place cells” when they 
encountered the phenomenon in the 
early 1970s. 

Today, researchers such as Huajin 
Tang, director of the Neuromorphic 
Computing Research Center at Si-
chuan University, China, are using 
maps of computer memory to dem-
onstrate how simulated neurons fire 
in much the same way inside one of 
their wheeled robots. As it moves 
around a simple cruciform maze, the 
machine associates places with pic-
tures of milk cartons, cheese, and ap-
ples that it encounters. When asked 
to find those objects, the same neu-
rons fire. Although the robot looks 
in the direction of each object when 

Animals Teach Robots 
to Find Their Way 
Navigation research demonstrates bio-machine symbiosis.

Science  |  DOI:10.1145/3231168  Chris Edwards

Example cells and a graphic representation of their anatomical distribution in the rat brain. 
At top left, the firing rate heat map of a place cell recorded as a rat explored a circular arena. 
Top center, a head direction cell firing rate plot. Top right, firing rate map of a grid cell.

Head direction cellPlace cell Grid cell

 N
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it moves to the center of the maze as 
part of its hunt, Tang says analysis 
of the simulated neuron shows “the 
movement is driven by this stored in-
formation, rather than visual recog-
nition of the shape.”

Researchers see synthetic models 
inside robots as crucial for guiding 
biological research, as well as for the 
design of more capable machines. 
Physical experiments can only measure 
the activity of a few neurons at a time, 
which makes it difficult to build a broad 
overview of how an animal thinks about 
a problem. Computer models make it 
possible to test hypotheses about the 
brain’s behavior by seeing how similar 
a robot’s reaction to a problem is to that 
of the animal. Neuron-level tests in the 
creature can then confirm or contradict 
the computer model. 

Barbara Webb, a professor of bio-
robotics at the University of Edin-
burgh who has been investigating the 
navigational abilities of insects, favors 
building computer models even where 
biological data is limited. More than 
a decade ago, her team developed a 
computer model for path integration, 
a technique used by ants and bees 
among others to memorize a route. 
The idea had little anatomical basis at 
the time, but seemed to be a viable be-
havioral model. Recent experiments 
have confirmed similar activity taking 
place in collections of insect neurons. 

Although insects have simple 
navigational structures, mammalian 
research has underpinned the key 
models used in robot development. 
Analogs of neural networks found in 
the rat’s brain underpin what is today 
the most widespread model for bio-
logically inspired navigation. 

Michael Milford and colleagues at 
the Queensland University of Tech-
nology in Australia developed the Rat-
SLAM architecture almost 15 years 
ago. Released in open source form, 
the relative accessibility of the tech-
niques it uses has helped promulgate 
RatSLAM. Numerous experiments by 
Milford and other groups, such as the 
one based at Sichuan University, have 
demonstrated the ability of the system 
to work in many scenarios, up to the 
level of city streets. However, in such 
large-scale environments, it has to 
compete with more conventional GPS-
enabled navigation systems.

Says Milford, “Where our work re-
mains competitive is in areas where we 
don’t have a lot of computing power, or 
in situations such as an underground 
mining site; places where you don’t 
have access to satellites for GPS or ac-
cess to the cloud. We have also regular-
ly had conversations with manufactur-
ers of products such as robot vacuum 
cleaners, or people who deploy auton-
omous robots in sites where you have 
limited sensing.”

What the rat’s brain brings to this 
research is the ability to navigate with-
out external aids, and in dark places 
where the animal loses the ability to 
rely on visual cues. The rat seems to 
use information from its own move-
ment, coupled with memories of past 
journeys, to work out how to get from 
one place to another. 

The question for researchers is how 
close to an actual rat brain do robots 
need to be, to be as effective at naviga-
tion. Robots have the advantage of be-
ing able to sense their own motion far 
more accurately than an animal, and to 
take advantage of a wide range of accu-
rate motion sensors, whereas a rat may 
make less-reliable estimates of how 
far and in which direction its legs have 
moved it.

The models that researchers build 
run the gamut from relatively simple 
structures to intensively detailed mod-
els. Milford’s group opted for simplic-
ity. “To model a single neuron to the 

Mammalian research 
has underpinned  
the key models used 
in robot development.
Analogs of neural 
networks found in  
the rat’s brain 
underpin the most 
widespread model  
for biologically 
inspired navigation.

ACM 
Member 
News
SEEING THE BEAUTY  
IN COMPUTERS

”I was always 
afraid of 
chemistry 
because you 
could blow 
things up,”  
says Gail 

Murphy, a professor in the 
Department of Computer 
Science, and vice president of 
Research & Innovation, at the 
University of British Columbia 
in Vancouver, Canada. 

On the other hand, Murphy 
says, the beauty of computers 
is that you can do all types of 
experimentation, and if you 
don’t get it right at first, you can 
just keep trying.

Murphy obtained her 
undergraduate degree in 
computing science from the 
University of Alberta, Canada, 
then spent five years working 
as a software developer before 
returning to graduate school 
and earning her master’s degree 
and Ph.D. in computer science 
and engineering from the 
University of Washington. 

Her research interests 
are in software engineering, 
with a focus on improving the 
productivity of knowledge 
workers and software 
developers. Murphy’s goal is to 
make it easier for developers to 
find the information they need 
from large information spaces 
in order to do their work.  

Murphy also is co-founder 
and chief science officer at 
Vancouver-based Tasktop 
Technologies, a company she 
helped launch in 2007 that 
helps connect software delivery 
organizations with automated 
deployment and integration 
technologies. 

Currently, Murphy is 
working to identify and extract 
snippets of design information 
from software artifacts and 
developers’ discussions, and 
making this information useful 
for developers as projects 
progress. She points out that 
this is especially important 
in open source development, 
because developers do not tend 
to write down the design, but it 
is implicit in all of the artifacts 
with which they interact. 

—John Delaney
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SLAM is one of a number of systems 
that use the competition between 
groups of simulated neurons to move 
activity to the most appropriate lo-
cation. In these attractor networks, 
neurons excite those close to them 
and inhibit those further away. How-
ever, sometimes new sensor informa-
tion causes activity to rise elsewhere 
until that group of neurons takes over 
and, in turn, inhibits its competitors. 

Clusters of neurons that seem to 
operate as attractor networks have 
now been found in the navigation 
centers of insects that help with path 
integration and steering. Insects lack 
the rich collections of cells that mam-
mals use for navigation, but Lund 
University biology researcher Stanley 
Heinze is impressed by the way in-
sects can recall complex routes that 
are sometimes miles long, making it 
possible to find their way home eas-
ily. Working with Webb’s team from 
the University of Edinburgh and col-
leagues at Lund in Sweden, Heinze 
developed a robot to test ideas of how 
honeybees navigate.

Webb says ants, bees, and other in-
sects appear to use a combination of 
path integration and visual memory 
to store routes. She points out that if 
you move an ant away from one of the 
routes it has memorized and drop it in 
a new location, it will adopt a search 
pattern; as soon as it encounters a 
point on one of its known paths, it will 
orient itself and find its way home. 

In the cluttered environments 
through which they fly, bees appear 
to rely more on direction and speed 
than the local landmarks that guide 

ants. The species chosen for study 
by Heinze and Webb has receptors 
in its eyes that respond to polarized 
light, and tend to forage at times 
when this polarization is most ap-
parent. Tests with grid patterns 
demonstrated how bees can use 
these cells to sense speed accurate-
ly even when a strong wind forces 
them to one side. 

Heinze and colleagues built ver-
sions of the path-integration and 
speed-sensor cells into a ring-
shaped attractor network to reduce 
noisy inputs from multiple sources 
into a single packet of activity that 
could shift around the ring. Sent 
out on random routes, the network 
helped the machine find its way 
back to the starting point, demon-
strating the viability of the concept.

Through such simple models, re-
searchers hope to continue the long 
journey towards understanding how 
intelligence works and how it can be 
emulated in computers and robots. 
Milford says, “I always regard spatial 
intelligence as a gateway to under-
standing higher-level intelligence. 
It’s the mechanism by which we can 
build on our understanding of how 
the brain works.” 

Further Reading

Milford, M., Jacobsen, A., Chen, Z.,  
and Wyeth, G.
RatSLAM: Using Models of the Rodent 
Hippocampus for Robot Navigation and 
Beyond. Robotics Research: The 16th 
International Symposium (2013).

Galluppi, F., Davies, S., Furber, S.,  
Stewart, T., and Eliasmith, C.
Real Time On-Chip Implementation  
of Dynamical Systems with Spiking 
Neurons. IEEE World Congress on 
Computational Intelligence (WCCI)  
2012, Brisbane, Australia.

Hu, J., Tang, H., Tan, K.C., and Li, H.
How the Brain Formulates Memory: 
A Spatial-Temporal Model. IEEE 
Computational Intelligence, (2016)  
Volume 11, Issue 2. 

Stone, T., Webb, B., Adden, A., Weddig, N.B., 
Honkanen, A., Templin, R., Wcislo, W.,  
Scimeca, L., Warrant, E., and Heinze, S.
An Anatomically Constrained Model for 
Path Integration in the Bee Brain. Current 
Biology (2017), Volume 27, Issue 20.

Chris Edwards is a Surrey, U.K.-based writer who reports 
on electronics, IT, and synthetic biology.

© 2018 ACM 0001-0782/18/8 $15.00

detail that we know takes incredible 
amounts of computational power. We 
didn’t want to do that, as we wanted to 
create something useful in the short 
term. As we became very familiar with 
the navigation problem and mapping 
problem, we couldn’t find a compel-
ling reason to go to a higher level of fi-
delity,” Milford says.

Milford and colleagues developed 
what they call “pose cells,” which 
shared some characteristics with the 
place cells found by O’Keefe decades 
earlier, but which added information 
on the direction in which the robot 
faced, and the distance of travel re-
corded by internal sensors. Such pose 
cells can represent multiple physi-
cal locations; the robot determines 
the difference by adding information 
from cells that record the visual scene 
at each location. 

The pose cells turned out to share 
characteristics with a class of neu-
rons called “grid cells” discovered 
several years later by neuroscientists 
Edvard and May-Britt Moser, then 
working at the Norwegian University 
of Science and Technology. The Mos-
ers shared the 2014 Nobel Prize in 
Physiology or Medicine with O’Keefe 
for their study of the multiple types of 
navigational cells of mammals.

“Grid cells display strikingly regular 
firing responses to the animal’s loca-
tions in 2D (two-dimensional) space. 
Existing studies suggest place-cell 
responses may be generated from a 
subset of grid-cell inputs,” says Tang, 
pointing to projects conducted by his 
team in which simulations of place and 
grid cells helped improve robot naviga-
tion. Grid cells appear to become more 
important as the area covered by the 
machine increases.

A key facet of grid cell behavior for 
large-scale navigation is its ability to 
store information about multiple lo-
cations. “The assumption is that this 
is a very clever way to map data into 
a very compact storage representa-
tion. The data so far suggest you can 
do immense amounts of data com-
pression,” Milford says, pointing to 
work his group is doing for the U.S. Air 
Force in this subject area.

As well as the functions of individ-
ual types of neurons, a common link 
between robot design and biology lies 
in the way they are structured. Rat-

In addition to  
the functions  
of individual types  
of neurons, a common 
link between robot 
design and biology 
lies in the way they 
are structured. 
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ing of uniform vertical channels into 
a wafer—or even all the way through 
it. These channels are then filled with 
metal to form “through-silicon vias” 
(TSVs) that connect the top and bot-
tom of a chip, “which helps the perfor-
mance because you don’t have to con-
vey the data to the edge of the chip,” 
said Yamada. These methods resemble 
the long-established “flip-chip” face-
to-face bonding, but they can extend to 
many chips.

Another key capability is thinning 
of wafers to less than the thickness of 
a human hair, which is useful both for 
compact stacking and for facilitating 
drilling holes through them. These 
sheets, which may be as wide as an 
entire wafer, then need to be precisely 
aligned with and bonded to other pro-
cessed circuits. Yamada notes that 
reliably handling these thin layers, 
often after temporarily gluing them 
to another substrate for handling, is 
in some ways “still a problem to be 
solved,” although process engineers 
have made significant progress. 

Stacking also faces other challeng-
es that make it expensive and have so 
far limited its use. For one thing, the 
modified structure requires signifi-
cant changes in design. The array of 
contacts throughout the active circuit-
ry takes up significant real estate in 
the middle of the chip that could oth-
erwise be used for transistors. In ad-

F
OR  D E CA D E S,  INTEG RATED cir-
cuits have been confined to 
a veneer on semiconductor 
chips, with transistors and 
wiring devices packed ever 

more densely within this thin sheet. As 
in-plane shrinkage has become more 
challenging, however, electronics com-
panies are looking to stack multiple 
circuit layers vertically to boost speed 
and functionality, while reducing pow-
er consumption and size. 

“The performance of a system is not 
controlled by the individual compo-
nents, but by the way that you can as-
semble these different components,” 
said Paolo Gargini, head of the Inter-
national Roadmap for Devices and Sys-
tems, an IEEE Standards Association 
Industry Connections program that has 
supplanted the more device-focused 
semiconductor roadmap. Over time, 
stacking will give way to true monolithic 
growth of three-dimensional (3D) chips 
for some applications, like memory.

Historically, chips were electrically 
connected with long, wide metal traces 
on a printed circuit board, which take 
a lot of energy and time to charge and 
discharge. Engineers have long known 
that stacking chips and connecting 
them vertically improves both power 
and speed by reducing the electrical 
path between them. Memory technol-
ogy has led the way in exploiting this 
trick, but the potential benefits affect 
everything from power-sensitive mo-
bile devices to power-hungry proces-
sors in online data centers. 

For high-performance computing, 
“you can save 60%, 90% of the power re-
quired, because a lot of it is in commu-
nication from a processor and getting 
access to the memory and doing the 
compute locally,” said John Knicker-
bocker of IBM in Yorktown Heights, NY.

Stacking also compactly connects 
chips made using incompatible pro-

cesses. At the International Electron 
Devices Meeting in December, for ex-
ample, Sony reported sandwiching a 
logic layer, a DRAM layer, and a CMOS 
imaging layer in a stack that was only 
130 microns thick. 

A further advantage of combining 
separate chips is that sensors “include 
an analog circuit that prefers a higher 
voltage in many cases. Logic circuits 
prefer a lower voltage for power con-
sumption and speed,” said Fumiaki 
Yamada, who worked on the Japanese 
3D “Dream Chip” project exploring po-
tential technology for 3D chips, and is 
now an independent consultant. 

Stacking could also be the ultimate 
way to pack diverse functions into 
small devices like smart watches, or to 
drive the nascent “Internet of Things” 
(IoT). So far, however, many mobile 
devices still use a more mature tech-
nology called package-on-package, 
which stacks the chips only after they 
have been packaged. The packages can 
still be stacked vertically, and they are 
equipped with an array of solder balls to 
make many contacts to a common sub-
strate, but the modularity allows manu-
facturers to design them independently 
and test them before assembly.

Challenges
True 3D stacking exploits wafer-pro-
cessing-style tools in service of pack-
aging. One key element is deep etch-

Electronics Are  
Leaving the Plane 
Stacking chips and connecting them vertically  
increases both speed and functionality. 

Technology  |  DOI:10.1145/3231207 Don Monroe

Artist’s representation of  
integrated circuits stacked and 
interconnected by through-chip vias.

http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=17&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3231207
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dition, the different chips in the stack 
need to be designed with matching pin 
layouts, which requires a high degree 
of coordination in the design of the 
various chips, and limits the manufac-
turer’s flexibility to modify the layout 
or use alternative suppliers. 

Another major issue is heat remov-
al, which is already a major issue for 
traditional chips. Combining multi-
ple layers of heat-generating devices, 
and burying them further from the 
surface, makes the problem worse. 
Still, Knickerbocker said, “for low-
power applications like some mobile 
applications and some IoT applica-
tions, the power levels are so low that 
getting the power in and cooling it is 
not a problem at all,” especially since 
stacking reduces the total power sub-
stantially. For high-performance com-
puting, “even though the power deliv-
ery and the cooling challenges go up 
substantially, there’s still tremendous 
benefit at the system-performance 
level to make it worthwhile,” Knick-
erbocker said, adding that advanced 
power delivery may be needed, as well 
as cooling technologies such as flow-
ing liquids through the chip stack or 
using materials that absorb heat by 
undergoing a phase transition.

Multiple chips also complicate 
manufacturing yield, which is critical 
to the economics of electronics man-
ufacturing. When individual compo-
nents can be proven functional before 
assembly, the yield of a multi-chip 
device can be better than that of a 
single chip combining the same com-
ponents. However, without assurance 
of such “known-good die,” a failure 
of any layer will require trashing the 
whole stack. 

Memory First
So far, the greatest benefit of 3D chips 
has been on memory. One reason is that 
memory consists of identical repeated 
units, and designers have long taken 
advantage of the interchangeability of 
memory blocks to bypass occasional 
defective ones. (Field-programmable 
gate arrays have a similar redundancy.) 
In addition, although heating is a ma-
jor challenge for stacking of logic chips, 
in memory chips many transistors are 
inactive much of the time.

Equally important is the seemingly 
insatiable demand for memory in all 

sorts of systems. Indeed, two distinct 
flavors of vertically stacked DRAM 
have become important in the last 
few years. High-bandwidth memory 
(HBM) has an aggressive champion 
in AMD, and is already in its second 
generation, HBM2. A competing 
technology, Hybrid Memory Cube 
(HMC), has been developed by Mi-
cron. Although there are important 
differences, both feature very high 
data rates with over 1,000 or more 
connections between layers. “For 
the HBM stacks, the density of the 
interconnect is now down at like 
55μm pitch between connections,” 
Knickerbocker said.

In this rapidly evolving field, stack-
ing is not the only route manufacturers 
are exploring for 3D memory, however. 
Samsung, for example, in addition to 
its HBM products, has developed a 
monolithic flash-memory technology 
called V-NAND, which features strings 
of dozens of floating gate transistors 
connected vertically in series along 
deep etched trenches refilled with sili-
con, grown over a wafer of control and 
sensing circuitry. 

Micron also has teamed with Intel 
to develop their own monolithic multi-
layer flash memory. Although they an-
nounced an end to this collaboration 
in January, the two companies are 
still collaborating on different mono-
lithic technology, a multilayer resistive 
memory called 3D-XPoint. 

Arms Race
In a more general stacking configu-
ration, combining different types of 
chip remains challenging. “You’ve 
got to have the design, you’ve got to 
have the assembly, you’ve got to have 
either the same die size or thin chips 
are hanging out. It’s not so easy,” 
Knickerbocker cautions. As an inter-
mediate step, “a lot of people over 
the past five or years have been using 
what’s called 2.5D, like a silicon in-
terposer, and put multiples of these 
chips side by side, or some combina-
tion of chip stacks and chips next to 
them,” he said. “You can get lots and 
lots of connections for adjacent chips 
in a way that allows that product to be 
rolled out very quickly without doing 
the design consistency across many 
different technologies that go into a 
full chip stack.”

For example, Nvidia’s latest devic-
es for artificial intelligence applica-
tions combine a high-density inter-
connect on a silicon interposer wafer 
with HBM memory stacks close to 
their graphics processor unit (GPU). 
“That’s a good start,” Knickerbock-
er said, “but I still think 3D and full 
chip stacking for many applications 
will give the best and highest perfor-
mance at the system level.”

On the other hand, stacking will al-
ways be competing with the approach 
of growing new devices on a wafer 
during fabrication, but it is hard to 
develop a monolithic process that 
does not disrupt the layers below. 
“Packaging is a shortcut,” said Gargi-
ni, who oversaw many generations of 
this arms race during his decades in 
technology development at Intel, in-
cluding the first integration of mod-
est cache memories onto the same 
die with a processor. “The packaging 
side buys you performance a couple 
of generations ahead of technology, 
then the monolithic part catches up,” 
Gargini said. “At each point in time, 
you take the best trade-off between 
cost and performance.”

In the end, customers care more 
about the price, performance, and 
size of the entire packaged device than 
about how many components are in it 
or how it is assembled inside. As long 
as advanced packaging, whether by 
stacking or other means, provides an 
advantage, “these companies are ab-
solutely ready to do this stuff,” Gargini 
said. “They have had these capabilities 
for a long time.” 

Further Reading

Lapedus, M.
A New Memory Contender?, Semiconductor 
Engineering, January 2, 2018,  
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Kondo, K., Kada, M., and Takahashi, K. (Eds.) 
Three-Dimensional Integration  
of Semiconductors, Springer International 
Publishing, 2015, http://bit.ly/2G6uXxd

3D Stacked Memory:  
Patent Landscape Analysis
Lexinnova Technologies LLC,  
http://bit.ly/2tuC0Ny
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students are exposed to it … the way 
they’re exposed to English, math, and 
science,’’ says DuBow. “Exposure is a 
huge influencer and predictor of who 
will go on to major or minor in [com-
puter science] in college. So, we work 
on all fronts.”

DuBow believes computer science 
should be a graduation requirement, 
but points out there are still high 
schools that do not offer a single course 
in the discipline. Even when it is offered, 
she says, “only certain students will take 
it, so it doesn’t do anything to broaden 
participation in computing.” Students 
will get steered away from computer sci-
ence unless they show a predilection or 
fit a stereotype, she says.

“So if you haven’t had exposure [to 
computer science] and people don’t 
see you as someone who does comput-
ing from an early age, you don’t see 
yourself that way, either.’’ 

NCWIT offers a program to edu-

I
N  2018,  GIR LS  and women are 
getting the message they be-
long in computer science as 
much as boys and men, thanks 
to a greater push for STEM (sci-

ence, technology, engineering, and 
mathematics) curricula in schools and 
a vast number of programs available to 
them outside of school.

Yet the numbers remain discour-
aging. Although computer science 
jobs are projected to grow 15% to 20% 
through 2020, the majority of these 
positions will be pursued and filled by 
men, according to Women in Comput-
er Science (WiCS). 

In 2016, 26% of professional com-
puting jobs in the U.S. workforce were 
held by women; 20% of the Fortune 
100 chief information officer (CIO) 
positions were held by women, and 
23% of Advanced Placement (AP) com-
puter science test takers were female, 
based on data from the National Cen-
ter for Women and Information Tech-
nology (NCWIT).

“As STEM-related industries on a 
whole add over 1.7 million jobs in the 
coming years, there continues to be a 
notable absence of women in the field,’’ 
according to the WiCS website. 

All that has not discouraged Tahsina 
Saosun, 20, a computer science major 
at Barnard College and events coordina-
tor for the Barnard/Columbia University 
chapter of WiCS (CUWiCS).

Saosun became interested in study-
ing computer science after participat-
ing in the program Girls Who Code the 
summer before her senior year of high 
school. After the eight-week session in 
which she was introduced to various 
programming languages, and learned 
how to declare variables and write code 
in loops, she was hooked. 

Saosun’s experience “has been kind 
of mixed.’’ She says she found support in 
introductory computer science courses, 

but not as much in upper-level classes. 
Most of her professors have been male.

“Overall, I haven’t felt uncomfort-
able,’’ she says, “but I would give credit 
to my involvement in CUWiCS.” It also 
helps to be studying at Barnard, a wom-
en’s college, she adds. “There’s lots of 
support and resume advice and career 
advice. That helps a lot.”

That is something Wendy DuBow 
is working to replicate for others. 
DuBow, senior research scientist and 
director of evaluation at NCWIT, says 
the organization focuses on generat-
ing awareness of computer science to 
girls in grades K–12, as well as in sec-
ondary education and industry. 

While some research indicates 
girls should be exposed to computer 
science in middle school in order to 
best pique their interest, other re-
search says “the best thing that could 
happen is that rigorous computer sci-
ence be offered in high school so all 

Broadening the Path  
for Women in STEM
Organizations work to address   
‘a notable absence of women in the field.’

Society  |  DOI:10.1145/3231170  Esther Shein

Source: National Science Foundation, American Bar Association, American Association of 
Medical Colleges.
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cate high school guidance counselors 
about computer science, and hopes to 
it expand to community colleges. 

A female student might take a com-
puter science class in college, but 
“sometimes there’s still a ‘weeding-out 
mentality’ going on in introduction 
to computer science classes,” DuBow 
says. “That’s not a welcoming environ-
ment, especially if you perceive people 
around you have had more exposure, 
and if it’s not an inclusive classroom, 
it’s going to be a turnoff.” 

DuBow says it is important not to 
think of a computer science major as 
the indicator of success, since there are 
interdisciplinary majors from which stu-
dents emerge with a deep understand-
ing of computer science, such as bio-
informatics, biomedical engineering, 
computational media, game design, 
and multimedia computing. 

The overarching issue remains 
young women’s lack of exposure to 
computer science, DuBow says.

“As a society, we still have these ste-
reotypes about who ought to be in what 
kind of field, so there’s still really strong 
biases against women going into com-
puter science, and that gets inculcated 
in kids at an early age and instigated 
by parents, and also counselors.’’ She 
adds that there are also “lots of advisors 
that will steer girls and people of color 
one way and white boys another way.”

United Nations Secretary-General 
Antonio Guterres has weighed in on 
the issue. During a February speech 
for the International Day of Women 
and Girls in Science, Guterres said, 
“Although both girls and boys have the 
potential to pursue their ambitions in 
science and mathematics, in school 
and at work, systematic discrimina-
tion means that women occupy less 
than 30% of research and development 
jobs worldwide.”

Guterres said it is important to the 
world that girls and women be encour-
aged to achieve their full potential as sci-
entific researchers and innovators. He 
called for “concerted, concrete efforts” 
to overcome stereotypes and biases .

Eve Riskin has been an electrical en-
gineer long enough to remember when 
biases against women in STEM were 
more obvious. Now associate dean for 
Diversity and Access in the College of 
Engineering at the University of Wash-
ington (UW), Riskin earned her bach-

elor’s degree from the Massachusetts 
Institute of Technology (MIT), a school 
she says her mother picked for her. Her 
influences were strong; both of Riskin’s 
parents were programmers, and her sib-
lings also worked in computer science.

Riskin decided she wanted to an 
electrical engineering professor during 
graduate school at Stanford University, 
but when she finished graduate school, 
“there will still very few women faculty, 
and I was number four in the electri-
cal engineering department [at UW], 
which was a huge number in 1990.”

In 2001, the U.S. National Science 
Foundation launched the ADVANCE 
program to increase the participation 
and advancement of women in academ-
ic STEM careers. UW received an award 
to aid those efforts, says Riskin, who is 
also faculty director of UW ADVANCE.

The program provides professional 
development for women and junior 
faculty. This is important, Riskin says, 
“because if you’re a professor, you live 
in the department and if your chair is 
thoughtful and doesn’t have biases, 
your life will be better—as opposed 
to one who gives smaller salaries and 
lousy teaching assignments.”

Riskin says when she was studying, 
it was not uncommon to hear com-
ments like “Why should I have you in 
my class when you’re just going to get 
married and have babies?” There are 
still stragglers from the old days on fac-
ulties, she adds.

Yet progress is being made. In 2016, 

27% of the graduates in UW’s College 
of Engineering were women; today, 
Riskin says, there are eight or nine fe-
male faculty in her department. 

Riskin says there is more to be 
done to help women advance in com-
puter science, because institutional 
cultures are ingrained and hard to 
change, especially when it comes to 
hiring practices. 

“The way people are screened and 
hired is a problem,” Riskin says. When 
people’s credentials are questioned, 
they begin to feel they do not belong, 
and that perpetuates. “Venture capital 
firms generally don’t fund women,’’ 
Riskin says. “We all have biases and af-
finity toward people like ourselves.” 

People need to be aware of those bi-
ases and not have knee-jerk reactions, 
she says. “We have to be more thought-
ful in how we interview candidates.”

Of course there are exceptions, 
and women who have risen to man-
agement roles in STEM fields, like 
Angie Duong, who became the first 
female engineer at Irvine, CA-based 
transmission control protocol solu-
tions provider Badu Networks. Today, 
Duong is software development man-
ager at Badu, where she leads a team 
of 12 male engineers. 

Despite her achievements, Duong 
still sees biases in the workplace to be 
overcome. “When you work with all 
men, you have to know what you’re do-
ing, you have to establish your reputa-
tion, you need to step up and make the 
decisions,’’ she says. “Here [at Badu 
Networks] no one looks down at wom-
en, but just because they don’t say it 
doesn’t mean they don’t think it.” 

In the meantime, efforts are on-go-
ing to help young women become inter-
ested in computer science as a career, 
and to make computer science welcom-
ing to women rather than exclusionary. 

In 2017, the Girl Scouts announced 
its first-ever cybersecurity badge for 
girls in grades K–12. 

This year, 16 states and one U.S. terri-
tory partnered with the SANS Institute, a 
computer security training and certifica-
tion organization, on the first “Girls Go 
Cyberstart,” a national competition to 
attract young women to cybersecurity.

“There are big barriers to women get-
ting into this field, and we want to give 
them an on-ramp that is their own,” 
says Alan Paller, director of research at 

U.N. Secretary-
General Antonio 
Guterres has called 
for “concerted, 
concrete efforts” 
to overcome 
stereotypes and 
biases that dissuade 
women pursuing 
careers in STEM. 
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Bethesda, MD-based SANS Institute. 
Paller was pleased that 6,647 girls 

from 1,000 U.S. schools participat-
ed in the competition. Participants 
performed tasks including cracking 
codes, plugging security gaps, and cre-
ating software tools.

Creating greater gender parity in 
STEM-oriented professions will take 
more than improving science educa-
tion for girls and promoting overall 
gender equality, according to the 
2018 report “The Gender-Equality 
Paradox in Science, Technology, En-
gineering and Mathematics Educa-
tion.” The study by the journal Psy-
chological Science looked at almost 
500,000 adolescents from 67 coun-
tries in the Program for Interna-
tional Student Assessment (PISA), 
the world’s largest educational sur-
vey. It found that girls were at least 
as strong in science and math as boys 
in 60% of the PISA countries, and that 
they were capable of college-level 
STEM studies.

Yet the gender gap in STEM fields 
persists. 

“The generally overlooked issue of 
intraindividual differences in academic 
competencies and the accompanying 
influence on one’s expectancies of the 
value of pursuing one type of career 
versus another need to be incorporated 
into approaches for encouraging more 
women to enter the STEM pipeline,’’ 
the study notes. “In particular, high-
achieving girls whose personal academic 
strength is science or mathematics 
might be especially responsive to STEM-
related interventions.”

Whether a girl has the desire to be 
involved in computer science, encour-
agement and exposure to the field re-
main focal points. In a time when the 
#MeToo movement has gained mo-
mentum, the push to empower young 
women to feel welcome in computer 
science continues as well. 

These efforts have gone global. In 
January, for example, a female coputer 
engineer and some colleagues created 
Jiggen Tech Hub, West Africa’s first 
tech hub for women.

“It’s not about individual women 
changing their perspectives or doing 
something different,’’ says Dubow. 
“It’s about departments and school 
systems and industry and hiring prac-
tices that have to change to make a dif-

ference on this issue.”
ACM-W, ACM’s Council on Wom-

en in Computing, which advocates 
internationally for the engagement 
of women in all aspects of the com-
puting field, sponsors ACM Celebra-
tions of Women in Computing, pro-
viding monetary and other support 
in order to connect women work-
ing/studying in technical fields and 
break down feelings of isolation.

The intention of ACM-W in support-
ing these celebrations, says the orga-
nization’s chair, Jodi Tims, is to reach 
the broadest possible populations of 
women through an international net-
work of self-sustaining small confer-
ences, dovetailing when possible with 
ACM-W chapters.

Tims says 87 such Celebrations 
have been held since 2013, with a total 
10,500 attendees through 2017. She 
says attendance has grown from about 
1,500 in 2013-2014 to 5,800 for the first 
half of this year, and the number of 
countries in which Celebrations take 
place has grown from five at the outset 
to 16 this year. 

Tims suggested a variety of things in-
dividuals can do to make certain their 
environments are  inclusive, such as: 

 ˲ Ensure everyone in a meeting, re-
gardless of gender, have thechance to 
contribute to a discussion.

 ˲ Encourage young women to push 
back against negative peer pressure 
from both women and men to dissuade 

them from staying in computing. 
 ˲ Mentor a female student interest-

ed in computing. 
 ˲ Make certain hiring, tenure, and 

promotion committees, as well as 
teaching faculty and managers, un-
derstand how unconscious bias can 
affect their decisions, and help them 
to develop mechanisms that will dis-
rupt those biases.

Tims points out that ACM “has the 
potential to set the standard for what it 
means to be an organization commit-
ted to solving issues of gender diversity 
in computing.” 
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literature on operating in rural areas 
as well as our personal experiences in 
places like Kenya, Indonesia,5 and the 
Philippines.1 In this column, we de-
scribe four important design choices 
in the context of the OpenCellular 
project: platform, power and networks, 
business models, and customizability. 
While the OC developers are still con-
ducting their initial deployments and 
the eventual impact of the project is 
not known, we believe these designs 
are crucial to the long-term success of 
the platform. 

User Platform
The first design choice is what device to 
leverage for your intervention. A com-
mon viewpoint is that we live in a world 
of ubiquitous access; everyone has ac-
cess to at least basic cellular connectivi-
ty. Unfortunately, this is not the case. 

R
URA L A R E A S ARE defined, in 
part, by their lack of infra-
structure. In many parts of 
this column author Kurtis 
Heimerl’s home state of 

Alaska, communities lack power infra-
structure and learn to set up and use 
generators as a solution; in column au-
thor Kashif Ali’s home country of Paki-
stan, filters are deployed to provide 
clean water in areas without a general-
ized potable source. Building sustain-
able infrastructure solutions for these 
types of places—which exist in some 
way in all countries with substantive 
rural areas—is a complex problem. 
While many (if not most) issues are not 
technical in nature (instead involving 
things like local buy-in), research has 
shown designing the technical portion 
of an intervention with a deep under-
standing of the local context is impor-

tant to the success of the project.2 This 
understanding includes the capabili-
ties, affordances, knowledge, and in-
frastructure available within a com-
munity; as well as the ability to leverage 
that understanding to build technolo-
gies that are inexpensive, robust, 
and understandable by rural users. 

OpenCellular (OC),8 an initiative 
of the Telecom Infrastructure Project 
(TIP),10 is an open source hardware and 
software infrastructure platform that 
implements a cellular access point, ei-
ther GSM or LTE. It was created to pro-
vide coverage to the hundreds of mil-
lions of people living in areas currently 
without cellular coverage and includes 
a variety of optimizations across hard-
ware, software, and business models 
to better fit the needs and capabilities 
of these rural communities. OC’s de-
sign leverages the extensive research 

DOI:10.1145/3232037 Kashif Ali and Kurtis Heimerl

Global Computing    
Designing Sustainable  
Rural Infrastructure 
Through the Lens  
of OpenCellular
Understanding the unique local context, as well as technical considerations,  
are essential components of successful project deployment. 

˲ Michael L. Best, Column Editor 
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support renewable energy sources, OC 
also features two internal solar charge 
controllers for external sealed lead 
acid and internal lithium ion batteries. 
The internal lithium-ion battery, with a 
built-in UPS system, works as a backup 
to allow the system to fail gracefully 
when the local grid fails. This suite of 
power cleaning and support systems 
allows OpenCellular systems to coexist 
in the chaotic reality of rural power.

For network, OpenCellular includes 
a built-in out-of-band satellite back-
haul. This is not designed to be used for 
daily communications (as the cost could 
be prohibitive) but instead to reduce the 
cost of debugging a failed network. Op-
erators will not need to send an engineer 
out to the system (see Figures 1 and 2) if 
the backhaul has failed and instead can 
use the satellite link to gather critical 
data about the issues with the system, 
such as the status of individual hard-
ware components or stability of power 
or backhaul subsystems. This collected 
information can also be relayed to the 
local maintainer (potentially by the ac-
cess point itself) who can then assist 
in maintenance (for example, cleaning 
the solar panels) even when the main 
power and backhaul is down. 

The highly variable power and net-
work situation in rural areas invites an-
other design imperative: OC optimizes 
for low cost over reliability. In rural 
areas, the vast majority of downtime 
will be due to failures in the related in-
frastructure, including power and net-
work. Increasing the reliability of the 
OC system itself will only marginally 
increase the overall uptime of the net-
work. Instead, it is better to be cheap 
and easy to replace or repair. 

Recent estimates have GSM cellular cov-
erage at 80% of the world.11 These net-
works have stopped expanding as oper-
ators instead invest in higher-revenue 
urban 3G or LTE installations. Ironical-
ly, while ubiquitous connectivity may be 
a myth, the ubiquity of the cellular 
phone itself is not. In our travels, we 
have yet to come to a location where 
these devices were not already woven 
into the fabric of the community. For ex-
ample, when we first set up our network 
in Papua, Indonesia, the network re-
corded over 3,000 unique mobile 
phones despite being a four-hour drive 
from the closest cellular network.9 It 
may seem counterintuitive for there to 
be cellular phones where there is no 
network, but the devices are more than 
just phones. They are also rugged rural 
entertainment consoles, with built-in 
battery power, speakers, and head-
phone jacks. Where there is no cell net-
work there is often no radio and instead, 
people bring their entertainment with 
them. All the while, many members of 
the rural community regularly travel to 
dense urban areas where there is cover-
age and use their phones there.

This situation—a large installed 
base of mobile phones in areas without 
any cellular access—provides an op-
portunity for novel connectivity solu-
tions. OC is designed to meet the cur-
rent capabilities and needs of users in 
these communities. The first revision, 
OC-SDR (OpenCellular Software De-
fined Radio), is a GSM cellular base sta-
tion with support for basic GPRS/Edge 
data connectivity. The second revision, 
OC-LTE is an LTE-based extension of 
the platform. These two access points 
allow locals to get on the network using 

their existing phones. Then the opera-
tor can determine various services the 
community would like (for example, 
using IVR for low-literate populations) 
and eventually upgrade to broadband 
as economics and availability of other 
associated infrastructure (such as pow-
er for smartphones) matures. 

Power and Backhaul
To keep costs low, one must leverage 
what infrastructure is available in the 
remote communities. Surana et al.9 
found that grid power was unreliable 
in rural India, producing both brown-
outs and voltage spikes capable of de-
stroying equipment. They also learned 
that the lack of general Internet ac-
cess was a huge issue in diagnosing 
failures. OpenCellular mitigates these 
problems by building backhaul and 
power solutions into the system. The 
platform includes power cleaning, 
variable input voltages, and support 
for Power-over-Ethernet (PoE). The sys-
tem also supports PoE’s power sourc-
ing equipment (PSE) standard, allow-
ing the OpenCellular access point to 
“daisy-chain” power to phone chargers 
or even another OC instance. To better 

While ubiquitous 
connectivity may be 
a myth, the ubiquity 
of the cellular phone 
itself is not.

Figure 1. An OpenCellular operator working in remote location. Figure 2. OC operator in community location.
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sustainable manner, OC must support 
a variety of different business models 
that can cover the diversity of the rural 
world. OC enables two key business 
models: community-focused and tradi-
tional (see Figures 3–5). 

In many remote rural areas, much of 
the infrastructure is owned and operated 
by local agents. Co-production7 is one 
model that makes use of this fact, with 
core infrastructure such as power and 
water built and operated in close collabo-
ration with the populations served. Gal-
perin4 suggested extending local owner-
ship to cellular, with smaller local 
telecoms providing service. OpenCellu-
lar supports these local business mod-
els. CommunityCellularManager (CCM)3 
is one OC-supported software suite that 
allows small communities to operate 
their own small OpenCellular-based net-
works. It provides both client and cloud 
support for management, routing, and 
interconnect. With CCM, the local rural 
community can then personally main-
tain and operate the network.

OC can also operate as a traditional 
cellular access point, supporting a va-
riety of open and closed-source base-
bands and cellular stacks that when 
configured can connect to traditional 
core networks (EPC, in case of OC-
LTE). This allows existing incumbents 
to utilize OC to decrease the cost of 
their rural installations while requir-
ing minimal changes to the rest of 
their infrastructure.

Customizability
While OpenCellular has been designed 
with our own rural experiences in 
mind, the appropriateness of specific 
technologies will vary widely across 
areas. For example, OC’s built-in sat-
ellite backhaul may be appropriate 
where wireless is used for backhaul6 
but overly expensive if the installa-
tion is backhauled over a more robust 
medium such as fiber. Similarly, new 
technologies such as 5G or LoRa6 may 
see rapid uptake in the next few years 
and overtake LTE. For this reason, 
OpenCellular needs to be extensible 
and customizable to enable new ac-
cess models and new technologies. 
Enabling this customizability in Open-
Cellular consists of two distinct design 
choices: modularity and open source.

The OpenCellular hardware is de-
signed in a modular fashion, with in-

Business Models
Thirdly, you must design your interven-
tion to sustain. That involves creating 
business models that encourage lo-
cal participation and support. While 
existing business models for cellular 
exist (and are quite lucrative), many 

rural areas remain underserved. Even 
with the power and network advances 
mentioned here, it is always going to be 
expensive to send engineers and equip-
ment to remote parts of the country for 
installations and maintenance. For 
coverage to reach the entire world in a 

Figure 3. Handwritten field notes: Current model.

Figure 4. Handwritten field notes: De facto deployment.

Figure 5. Handwritten field notes: Bottom-up model. 
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dividual components like the power 
subsystem separated from the rest 
of the system. This allows organiza-
tions building OC devices to “pick and 
choose” the features that are relevant 
to their context. For instance, daugh-
ter-boards allow for the base system to 
expand to radio technologies outside 
of GSM and LTE and into future tech-
nologies like LoRA. Similarly, the com-
ponents listed here, such as the built-in 
battery backup, can be removed from 
the board during manufacturing to save 
cost if the grid power is expected to be 
clean. Lastly, new subsystem modules, 
such as an inexpensive WiFi hotspot, 
could be added before manufacturing. 

Lastly, we need to enable these 
new designs to scale. To do this, OC 
has been released as open source 
hardware, including all the schemat-
ics, layout, CAD, BoM, and firmware 
needed to enable large-scale indus-
trial manufacturing. Additionally, all 
testing software is also open source, 
so anyone (either an OEM/CM or uni-
versity students) can replicate and pro-
duce OC hardware at the same qual-
ity level as current industrial partners; 
the software is available at https://bit.
ly/2xREpUD. Because of the rich suite 
of software and hardware supporting 
the platform, motivated organizations 
can extend OpenCellular to meet their 
needs and then manufacture the equip-
ment at scale locally in the country, in-
creasing local capacity, reducing costs, 
and stimulating the local economy.

Conclusion
Designing infrastructure for rural areas 
that can leverage the local context—the 
skills, knowledge, and affordances of 
the communities that live there—is a 
difficult task. With OC we chose to fo-
cus on four key elements. The first is the 
user platform, ensuring the intervention 
uses technologies that are common and 
available. The next is ensuring we sup-
port a diverse range of power and net-
work technologies as well as business 
models—some of the key differentiators 
between rural communities. Lastly, we 
recognize the limitations of our own de-
signs and capabilities by releasing OC as 
open source hardware, complete with all 
of the designs necessary to modify and 
manufacture the solution. It is our hope 
that, through the lens of OpenCellular, 
readers can see how to similarly design 

their own interventions with these con-
cerns in mind. While we are hopeful that 
OpenCellular itself brings connectivity to 
the world, rural access problems always 
require holistic solutions that are driven 
by the needs, abilities, and limitations of 
the communities themselves. As such, 
we also aspire to allow motivated individ-
uals and organizations take OpenCellu-
lar, expand it to fit their needs, and create 
a diverse ecosystem of rural access solu-
tions. Join us at https://bit.ly/2JoFa8Y to 
participate in this process.  
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scientists invented MOOCs (Massive 
Open Online Courses) to provide CS 
education to as broad an audience as 
possible. The first MOOCs were in-
vented by CS faculty at Stanford to offer 
CS courses online. The first start-ups 
offering MOOCs—Coursera and Udac-
ity—were led by Stanford CS faculty. 
The authors of this column are both 

A 
SE AT IN  a computer sci-
ence classroom is one 
of the hottest tickets on 
American campuses to-
day. Undergraduate en-

rollment in computer science is at an 
all-time high, and many of the students 
in those classes (even beyond the intro-
ductory level) are non-CS majors. This 
surge is so large and unprecedented 
that the U.S. National Academy of Sci-
ence wrote a report to document the 
surge and suggest strategies for man-
aging the growth.a

Interest in learning computer sci-
ence extends into primary and sec-
ondary schools as well. Several coun-
tries have national efforts to provide 
CS education to every student in every 
school. Among the 50 U.S. states, 36 
have statewide policies promoting CS 
education. We are struggling to deal 
with all this interest, but it is a good 
problem to have. We have something 
that everyone wants. The problem is 
who is getting it.

Undergraduate education is still 
mostly the domain of the rich. Low- 
and middle-income families are much 
less likely to get access to higher edu-
cation than the rich, as reported by 
the Equality of Opportunity project at 
Stanford.b Most high schools in the 

a https://bit.ly/2sDPJ1t
b https://bit.ly/19bjppE

U.S. are not offering computer science, 
and wealth is a significant predictor of 
whether a school offers CS.3 

One obvious solution is educational 
technology. We could offer online CS 
courses, at all levels from primary and 
secondary school, through undergrad-
uate and graduation education, and 
beyond to life-long learning. Computer 

Education  
Providing Equitable 
Access to  
Computing Education
Seeking the best measures to reach  
advantaged and less-advantaged students equally.
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faculty at Georgia Institute of Technol-
ogy, where our Online-MS in CS (OMS 
CS) was praised by President Barack 
Obama for its innovative accessibility 
and low cost. 

In the last six years, we have also 
come to understand who is taking 
MOOCs. We now know that MOOC stu-
dents tend to be older than traditional 
college students, have above-average 
wealth, and are well educated. MOOCs 
do not serve the masses. They do not 
serve to replace traditional education, 
but to augment it. They do not “democ-
ratize education” as many had hoped.

Recent innovations in online learn-
ing are proving to have a “rich get 
richer” effect—those already likely to 
succeed benefit, and those left behind 
are left at an increased disadvantage. 
We argue that our current technology is 
further undermining educational equity. 
Computer science departments have 
an ethical mandate to do better. 

Rawlsian Justice
Is it OK to work to help the already ad-
vantaged? Certainly, the latest smart-
phone and the latest luxury car are 
unapologetically created for the privi-
leged. Our current education system 
is regrettably not so different from a 
luxury car—for a price, deluxe experi-
ences are available that advantage the 
children of the rich and help reproduce 
their privilege. However, we have high-
er aspirations. We hope education can 
serve as a leveler, helping everyone to 
reach their full potential.

Some difference in privilege is neces-
sary and even desirable to create a thriv-
ing culture. How much privilege is OK? 
What are our obligations to work toward 
greater equity, for a society that aspires 
to be just? These profound questions 
were most eloquently addressed by the 
philosopher John Rawls. Rawls was an 
ethicist who argued that for a just so-
ciety, “social and economic inequali-
ties are to be arranged so that they are 
both to the greatest benefit for the least 
advantaged and attached to offices and 
positions open to all under conditions 
of fair equality of opportunity.”6 Rawls 
called this “the difference principle.”

Most undergraduate computer 
science majors are taught about 
Rawlsian Justice. ABET-accredited 
programs must include a course in 
computing and society, which in-

cludes ethical frameworks. This defi-
nition of justice is ours. It is the one 
we teach our own students.

Using Evidence to Tell Us If We Are 
Reaching the Least Advantaged
We used to think MOOCs were going 
to change higher education and would 
democratize education. In 2012, a 
reasonable person might have seen 
development of MOOCs as a way to 
bridge social and economic inequi-
ties. By creating MOOCs, CS depart-
ments could reasonably claim they 
were using their privilege to provide 
great benefit to the least-advantaged 
members of society. 

Today, we have evidence MOOCs do 
not work like that. 

People who take MOOCs already 
have access to education and tend to 
be wealthy. Over 60% of MOOC partici-
pants already have undergraduate de-
grees.1 People who take MOOCs tend 
to be wealthy. A 2015 paper5 reports, 
“[MOOC] registrants on average live in 
neighborhoods with median incomes 
approximately 45 standard deviations 
higher than the U.S. population.”

Analyses of Georgia Tech’s OMS CS 
shows the students who apply to the 
program are demographically differ-
ent from those who take a face-to-face 
MS CS program.4 The average OMS CS 
applicant is a 34-year-old mid-career 
American, while the average in-person 
applicant is a 24-year old non-Ameri-
can. MOOCs reach a population that 
would be unlikely to get a master’s 
degree in another way. The program 
is transformative for mid-career pro-
fessionals—people who are already 
successful, but aspire to more in their 
careers. As information technology is 
increasingly becoming critical to every 

We used to think 
MOOCs were going 
to change higher 
education and 
would democratize 
education.

aspect of our society, OMS CS is play-
ing a global role in preparing us for the 
future. MOOCs are well worth offering, 
but the population being served tends 
not to be the least advantaged.

We now know that MOOCs as we 
have used them so far violate Rawls’ Dif-
ference Principle—we are further ad-
vantaging the already advantaged. We 
have an ethical mandate to do better.

We Have to Check  
If We Are Doing Better
How do we reach the least-advantaged 
students? Around the U.S., we can see 
CS departments trying a lot of ways to 
provide access to CS education. They are 
offering summer camps, putting their 
undergraduates into high school and 
elementary classrooms to help teach 
CS, or creating “road shows” to demon-
strate computer science to elementary 
or secondary school students who may 
not know what computer science is. 
Some of these work. Many do not.

Often, providing computing edu-
cational opportunities to “everyone” 
operationally means only the most-ad-
vantaged students actually get access. 
Free and open summer camps are of-
ten filled first by the most-privileged 
students who tend to hear about the 
camps and fill them before less-privi-
leged students get a chance.

It is challenging to figure out how 
to make free and open resources avail-
able to less-advantaged students. For 
example, our colleague Betsy DiSalvo 
found that many free CS learning re-
sources are never discovered by disad-
vantaged families simply because the 
families do not know the right terms 
to search for.2 The for-profit compa-
nies are better at tailoring their web-
sites so their resources are the first to 
appear for the terms that (for example) 
immigrant families use when search-
ing for learning resources.

Researchers are still working to 
understand why MOOCs fail students 
from less-advantaged backgrounds. 
Access is part of the problem. An ex-
periment offering Udacity MOOCs to 
San Jose State University students was 
ended early because the online stu-
dents had disappointing performance 
compared to the face-to-face students. 
Part of the problem there was that the 
online students did not always have 
access to broadband Internet when at 
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BPC plans, and more proposals will be 
required in the future. Proposal writers 
will be provided a set of resources, and 
they will be encouraged to participate 
in meaningful activities that have suc-
cessfully reached underrepresented 
populations. Example programs in-
clude the Distributed Research Experi-
ences for Undergraduates (DREU) pro-
gramd from the Computing Research 
Association’s Committee on the Status 
of Women in Computing Research 
(CRA-W) and the NCWIT Aspirations 
award.e There are things we can do that 
have a measurable impact on increas-
ing equitable access to computing ed-
ucation, and it is the responsibility of 
the entire CS community to do them 
and assess whether they are working.

Conclusion 
CS learning opportunities are highly 
sought after. CS departments have an 
ethical obligation to ensure access to 
these opportunities is equitable. We 
propose the use of empirical measures, 
to ensure we are reaching advantaged 
and less-advantaged students equally. 

d https://bit.ly/2kdd2hk
e https://bit.ly/1EBXw2o
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home. Other researchers are exploring 
the use of “nudges” to convince stu-
dents they can succeed and MOOCs are 
worth the effort.

We do not believe MOOCs are fun-
damentally unsuited to struggling 
learners. We need to continue the de-
sign work to make scalable MOOC or 
MOOC-like solutions work more ef-
fectively for less-advantaged students. 
We also need to design and offer non-
MOOC alternatives for students who 
need greater support.

Our Proposal: Match the 
Learning Opportunities
We propose that CS departments who 
offer MOOCs must balance the oppor-
tunities they are offering to advantaged 
students (like MOOCs) by pairing them 
with opportunities for less-advantaged 
students. CS MOOCs fill a need and 
should be offered and even expanded. 
But they do not meet the definition 
of Rawlsian justice. CS departments 
should offer interventions that mea-
surably reach advantaged and less-ad-
vantaged students equally. Dollar for 
dollar, student for student, initiatives 
that reach more advantaged students 
need to be matched with those that 
reach less-advantaged ones.

The U.S. National Science Founda-
tion has launched a new pilot effort 
to expand engagement in broadening 
participation in computing (BPC) ac-
tivities by awardees in their Computer 
and Information Science and Engi-
neering (CISE) directorate.c They aim 
to increase the number of computer 
scientists who are working to make 
computing education more accessible. 
Some CISE proposals already require 

c https://bit.ly/2sPbUB7

CS departments 
should offer 
interventions that 
measurably reach 
advantaged and  
less-advantaged 
students equally.

For further information 
or to submit your 

manuscript, 
visit jdiq.acm.org
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your systems, which is summed up 
best by the popular sticker “The Cloud 
Is Just Other People’s Computers.”

All the tools you built during those 
last two years work only because they 
have direct knowledge of the system 
components down to the metal, or at 
least as close to the metal as possible. 
Once you move a system into the cloud, 
your application is sharing resources 
with other, competing systems, and 
if you are taking advantage of elastic 
pricing, then your machines may not 
even be running until the cloud pro-
vider deems them necessary. Request 
latency is dictated by the immediate 
availability of resources to answer the 
incoming request. These resources in-
clude CPU cycles, data in memory, data 

Dear KV,
My team and I have spent the past 
eight weeks debugging an application 
performance problem in a system we 
moved to a cloud provider. Now, af-
ter celebrating that achievement, we 
thought we would tell you the story and 
see if you have any words of wisdom. 

In 2016, our management decided 
that—to save money—we would move 
all our services from self-hosted servers 
in two racks in our small in-office data-
center to the cloud so we could take ad-
vantage of the elastic pricing available 
from most cloud providers. Our system 
uses fairly generic, off-the-shelf, open 
source components, including Post-
gres and Memcached, to provide the 
back-end storage to our Web service. 

Over the past two years we built up 
a good deal of expertise in tuning the 
system for performance, so we thought 
we were in a good place to understand 
what we needed when we moved the 
service to the cloud. What we found 
was quite the opposite.

Our first problem was very inconsis-
tent response times to queries. The long 
tail of long queries of our database be-
gan to grow the moment we moved our 
systems into the cloud service, but each 
time we went to look for a root cause, 
the problem would disappear. The tools 
we would normally use to diagnose the 
issues we found on bare metal also gave 
far more varied results than expected. 
In the end, some of the systems could 
not be allocated elastically but had to be 
statically allocated, so the service would 
behave in a consistent manner. The sav-

ings management expected were never 
realized. Perhaps the only bright side is 
that we no longer have to maintain our 
own deployment tools, because deploy-
ment is handled by the cloud provider.

We wonder, is this really a common 
problem, or could we have done some-
thing that would have made this transi-
tion less painful?

Rained on Our Parade

Dear Rained,
Clearly, your management has never 
heard the phrase, “You get what you 
pay for.” Or perhaps they heard it and 
did not realize it applied to them. The 
savings in cloud computing comes at 
the expense of a loss of control over 

Kode Vicious  
Every Silver Lining 
Has a Cloud 
Cache is king. And if your cache is cut, you are going to feel it.
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space has now shrunk to one-fourth of 
what it was—each tenant now receives 
only four megabytes of L2 cache and 
must compete with three other tenants 
for all the same resources it had before. 
In modern computing, cache is king, 
and if your cache is cut, you are going 
to feel it, as you did when trying to fix 
your performance problems. 

Most cloud providers offer systems 
that are non-elastic, as well as elastic, 
but having a server always available in 
a cloud service is more expensive than 
hosting one at a traditional colocation 
facility. Why is that? It is because the 
economies of scale for cloud provid-
ers work only if everyone is playing the 
game and allowing the cloud provider 
to dictate how resources are consumed. 

Some providers now have something 
called Metal-as-a-Service, which I really 
think ought to mean a 1980s-era metal 
band shows up at your office, plays a 
gig, and smashes the furniture—but 
alas, it is just the cloud providers’ way 
of finally admitting cloud computing 
is not really the right answer for all ap-
plications. For systems that require 
deterministic performance guarantees 
to work well, you really must think very 
hard about whether or not a cloud-
based system is the right answer, be-
cause providing deterministic guar-
antees requires quite a bit of control 
over the variables in the environment. 
Cloud systems are not about giving you 
control; they are about the owner of the 
systems having the control.

KV
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in CPU caches, and data on storage. In 
a traditional server, all these resources 
are controlled by your operating system 
at the behest of the programs running 
on top of the operating system; but in a 
cloud, there is another layer, the virtual 
machine, which adds another turtle to 
the stack, and even when it is turtles all 
the way down, that extra turtle is going 
to be the source of resource variation. 
This is one reason you saw inconsis-
tent results after you moved your sys-
tem to the cloud. 

Let’s think only about the use of CPU 
caches for a moment. Modern CPUs 
gain quite a bit of their overall perfor-
mance from having large, efficiently 
managed L1, L2, and sometimes L3 
caches. The CPU caches are shared 
among all programs, but in the case of a 
virtualized system with several tenants, 
the amount of cache available to any 
one program—such as your database or 
Memcached server—decreases linearly 
with the addition of each tenant. If you 
had a beefy server in your original colo-
cation facility, you were definitely gain-
ing a performance boost from the large 
caches in those CPUs. The very same 
server running in a cloud provider is 
going to give your programs drastically 
less cache space with which to work. 

With less cache, fewer things are 
kept in fast memory, meaning your 
programs now need to go to regular 
RAM, which is often much slower than 
cache. Those accesses to memory are 
now competing with other tenants that 
are also squeezed for cache. Therefore, 
although the real server on which the 
instances are running might be much 
larger than your original hardware—
perhaps holding nearly a terabyte of 
RAM—each tenant receives far worse 
performance in a virtual instance of 
the same memory size than it would 
if it had a real server with the same 
amount of memory.

Let’s imagine this with actual num-
bers. If your team owned a modern du-
al-processor server with 128 gigabytes 
of RAM, each processor would have 
16 megabytes—not gigabytes—of L2 
cache. If that server is running an op-
erating system, a database, and Mem-
cached, then those three programs 
share that 16 megabytes. Taking the 
same server and increasing the mem-
ory to 512 gigabytes, and then having 
four tenants, means the available cache 

For further information 
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Point/Counterpoint  
Democracy  
and E-Democracy 
A discussion of the possibility of supplanting traditional 
representative democracy with e-democracy.

E-democracy has at least two mean-
ings: Using the Internet to strengthen 
real-world democracies,1,14 and demo-
cratic conduct of virtual Internet com-
munities.3 When viewed as objectives 
they coalesce, as one entails or requires 
the other.

Amalgamating “Internet” and “De-
mocracy” presupposes universal Inter-
net access as well as Net neutrality and 
freedom; their absence undermines 
the legitimacy of e-democracy, as a 
regime can exclude an oppressed mi-
nority, or a service provider can make 
e-democracy a super-premium service, 
excluding the poor.

Even if the Internet infrastructure is 
universally accessible, neutral, and fair, 
utilizing an existing Internet applica-
tion such as Facebook and its siblings 

DOI: 10.1145/3213766
Point: Foundations of E-Democracy
Considering the possibility of 
achieving an e-democracy based  
on long-established foundations 
that strengthen both real-
world democracies and virtual 
Internet communities. 
Ehud Shapiro

T
HE  IN TE RN ET REVOLUTION  of 
democracy, which will trans-
form earthly representative 
democracies by employing 
the communication and col-

laboration capabilities of the Internet, 
has yet to come. For this Communica-
tions Point/Counterpoint discussion, 
I enlist the wisdom of our forefathers 
to lead the way. By consulting the 1789 
Declaration of the Rights of Man and of 
the Citizen,4 I distill core values of de-
mocracy and derive from them require-
ments for the foundations of e-democ-
racy. Building on these foundations can 
usher in the urgently needed revolution 
of democracy.

Representative democracy is in re-
treat worldwide,1,5,6 as many democ-
racies transform into oligarchies, 
plutocracies, or even kleptocracies. 
A key reason is lack of respect of de-
mocracy’s basic tenet—equality of 
rights—as the rich, the powerful, and 
the connected increasingly dominate 
who gets nominated, who gets elect-
ed, and what the elected do. The fore-
fathers of democracy have identified 
this to be “... the sole cause of public 

calamities and of the corruption of 
governments.”4

The Internet, on the other hand, is 
revolutionizing industry after industry, 
leaving older ways of human conduct 
in the dustbin of history. Yet, it has not 
changed the basic workings of democ-
racy: Representative democracy today 
functions essentially as it did 200 years 
ago (Internet-enabled disruptions of 
elections notwithstanding).

How could this be? Why has an Inter-
net revolution of democracy not yet oc-
curred, despite the pressing need for it 
and the apparent clear ability of the In-
ternet to deliver it? I believe a key reason 
is that amalgamating “Internet” and 
“Democracy” into an Internet democ-
racy, or e-democracy, is more difficult 
than it seems.

DOI:10.1145/3213766; 10.1145/3231050  Ehud Shapiro/Douglas Schuler
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of the natural and imprescriptible 
rights of man: liberty, property, safety 
and resistance against oppression. 
This can be ascertained in an ecosys-
tem of e-democracies only if the deci-
sions of each are transparent to the 
others.

5. Property and Privacy: A17 recog-
nizes the right for property and its pri-
vate use, which, extended to our times, 
incorporates the right for the ownership 
and privacy of information. The right to 
safety and resistance against oppres-
sion (A2) entails voter privacy to resist 
coercion. 

6. Justice: Revolt against unjust rul-
ers was crucial to the emergence of de-
mocracy, and justice is the focus of early 
charters of democracy such as the Eng-
lish Magna Carta12 and the French Dec-
laration. Indeed, A1 and A4–13 address 
the equal and just conception, applica-
tion, and enforcement of the law. Fur-
thermore, A16 states that a constitution 
is needed to guarantee the rights of citi-
zens and the separation of the powers of 
government.

Requirements of Foundations 
of E-Democracy 
I now aim to derive from these core 
democratic values requirements for the 
foundations of e-democracy.

1. Sovereignty: Internet communi-
ties today, from the local bulletin board 
to almighty Facebook, are dictatorial, 
with an omnipotent administrator who 
determines who gets in, who is thrown 
out, and what actions each member may 
take. The administrator also has the ca-
pacity to shut down the community and 
annihilate its recorded history at will. 
Furthermore, communities like Face-
book employ rule-by-decree like bygone 
Middle Ages fiefdoms. The owner, like a 
feudal lord, sets the rules (sometimes in 
secrecy), tries members for breaching 
them, and executes the punishment. 
The members, like serfs, toil for the fi-
nancial benefit of the lord while having 
no (intellectual) property, civil rights, or 
voting rights. They have no say on their 
remuneration or tax, on community 
rules of conduct or their enforcement, 
or on the election of community lead-
ership. In the event of a bankruptcy or 
hostile takeover, the entire community 
and its recorded history may be anni-
hilated, with community members be-
ing helpless bystanders. All this clearly 

as a foundation for e-democracy is a 
non-starter: They are prone to dupli-
cate and fake accounts and, crucially, to 
nondemocratic oversight, control, and 
arbitrary intervention by their owners. 
Even Wikipedia, a hallmark of Internet 
participation, is governed neither by its 
readers nor by its editors, but by an ap-
pointed board that has full legal author-
ity to shut it down, for example, to avert 
bankruptcy. 

Hence, new foundations for e-democ-
racy are needed. I envision these foun-
dations to simultaneously support the 
democratic conduct of all types of com-
munities: Associations, clubs, unions, 
cooperatives, organizations, move-
ments, and political parties; and at all 
levels—local, national, transnational, 
and international; eventually including 
cities, states, and federations; and, ulti-
mately, uniting the entire humanity in a 
global e-democracy.

Among these communities, the pivot 
for revolutionizing earthly democracies 
may be Internet-resident democratic 
political parties, or e-parties. Only by 
winning real-world elections, e-parties 
can export the participatory practices 
of e-democracy from their inner work-
ings to real-world governments, enact-
ing legislation that gradually supplants 
traditional representative democracy by 
e-democracy. 

But what are these foundations? 
Who could guide us in their construc-
tion? A standard method in require-
ments engineering is to interview the 
prospective customer. The prospective 
“customer” for e-democracy is human-
ity at large. Hence, in lieu of an inter-
view, I enlist one of humanity’s most 
inspiring documents: The 1789 French 
Declaration of the Rights of Man and of 
the Citizen4 (henceforth: Declaration), 
which offers a concise, clear, and bold 
expression of the essence of democracy. 
I study its Articles, extract from them 
core democratic values, and derive from 
these values requirements for the foun-
dations of e-democracy.

Core Values of Democracy 
Here, I list the core democratic values 
extracted from the Articles (marked 
by A) of the Declaration (Interpreting 
Man→Person, Citizen→Member, and 
Nation→Community):

1. Sovereignty: The Declaration’s Ar-
ticle III (A3) states “The principle of any 

sovereignty resides essentially in the 
Nation. No body, no individual can ex-
ert authority that does not emanate ex-
pressly from it.” We interpret this prin-
ciple to mean that the members of an 
e-democracy are its sovereign.

2. Equality: A1 states that “Men are 
born and remain free and equal in 
rights. …”. Together with A3 they imply 
that sovereignly must be equally shared, 
often stated as one person-one vote. But 
there is more to equality than the right 
to vote. A4 states that the law is the ex-
pression of the general will and that all 
people have the right to contribute to 
its formation; and equally so, according 
to A1. A6 further states that all people, 
being equal in the eyes of the law, are 
equally admissible to all public posts. 
Equality extends not only to rights but 
also to obligations: A12–14 ascertain 
the need for public services and for 
equally sharing their financing among 
members, but progressively, according 
to their ability to pay. 

To summarize, all members of a de-
mocracy must have equal capacity to act 
as voters, discussants, proposers and 
public delegates, as well as share pro-
gressively the burden of public expen-
ditures.

3. Freedom: A1 states that “men are 
born and remain free.” The nature of 
this freedom is further elaborated in 
other articles: A10–11 espouse the free-
dom of expression within the limits if 
the law. A5 proclaims the freedom to 
take any action that is not harmful to 
others. Among those implied freedoms 
I note the freedom of assembly3 grant-
ing any group of people the freedom to 
assemble, and the subsidiary principle, 
granting such a group the freedom to 
make decisions that pertain to them.

4. Transparency: A14–15 require 
that the conduct of public agents and 
the collection and expenditure of pub-
lic funds be transparent. Furthermore, 
A2 states that the goal of any political 
association must be the conservation 

The prospective 
“customer” for 
e-democracy is 
humanity at large. 



AUGUST 2018  |   VOL.  61  |   NO.  8  |   COMMUNICATIONS OF THE ACM     33

viewpoints

number of fake national identities and 
use them (in a Sybil attack6) to sway the 
vote of a global e-democracy in favor of 
their national interest.

A trustworthy notion of global citizen-
ship; a mechanism to endow each glob-
al citizen with a truthful, persistent, and 
globally unique global digital identity; 
and a global judiciary empowered to 
revoke fake or duplicate global digital 
identities and to transfer stolen identi-
ties back to their rightful owners, as well 
as to prosecute the perpetrators of these 
crimes, are all needed to ensure equality 
in a global e-democracy.

3. Freedom: As freedom of expres-
sion is granted within the limit of the 
law, its realization requires a constitu-
tion that determines these limits and a 
judiciary that enforces them, discussed 
here. Freedom of assembly can by real-
ized by a software architecture that al-
lows the unhindered formation of one 
e-democracy within another. To uphold 
the subsidiary principle, each subsid-
iary democracy should be able to under-
take decisions that pertain to it, within 
the law.

4. Transparency: The structure of an 
e-democracy, its rules of conduct, its un-
derlying technology, the source code of 
its software, as well as the decisions of 
its communities, the actions of its pub-
lic delegates and its finances must all be 
transparent to all. (It is acknowledged 
that in an extreme scenario, resisting 
an oppressive regime may necessitate 
compromised transparency.)

5. Property and Privacy: The owner-
ship of private data and its measured 
disclosure to third parties only as need-
ed can be supported with self-sovereign 
identities.11 Ensuring privacy of vot-
ers and avoiding coercion require ad-
vanced cryptographic techniques such 
as anonymous credentials2 and coer-
cion avoidance.

6. Justice and Accountability: To ad-
vance from the Internet Middle Ages 
and supplant Internet fiefdoms with 
e-democracies, we must offer justice—
subject to democratic amendment, and 
a democratically elected judiciary that 
rules according to the constitution.

E-democracies will come under 
criminal attack through identity forg-
ery and theft, voter coercion, misin-
formation, hate crimes, and other of-
fenses. They can be redressed by the 
judiciary via a public warning, public 

violates all of democracy’s core values: 
sovereignty, equality, freedom, trans-
parency, property, privacy, and justice. 

First, I consider the question of 
ownership. Any seemingly sovereign 
e-democracy that resides on comput-
ers operated by a third party could be 
unplugged at its will, or its default, ren-
dering sovereignty meaningless. Hence, 
in the context of an e-democracy, sover-
eignty requires ownership.

How can the members of an e-de-
mocracy be the sovereign and hence 
necessarily the owner? Advances in 
cryptocurrencies and blockchain tech-
nology provide the first example. In a 
DAO (Decentralized Autonomous Or-
ganization),3 built on top of Ethereum, 
the dictatorial system administrator is 
replaced by a smart contract, namely an 
autonomous, incorruptible, transpar-
ent, and persistent software agent, pro-
grammed to obey democratic decisions 
(albeit with one coin–one vote, not one 
person–one vote). The DAO operates on 
a distributed computer network with no 
central ownership. A few caveats: First, 
an early DAO venture capital fund had 
a bug that allowed a malicious mem-
ber to syphon its funds. Smart-contract 
programming in general and the DAO 
architecture in particular have yet to 
mature to offer a sound foundation 
for e-democracy. Second, Ethereum 
and Bitcoin, while having distributed 
control in theory, have a core group of 
miners that could control and subvert 
them should they decide to join forces, 
a risk that a future e-democracy at the 
national or global scale cannot afford. 
Third, current proof-of-work consensus 
protocols of public blockchains incen-
tivize inconceivable and unsustainable 
waste of energy, which cannot be en-
dorsed by any moral person or organi-
zation. Fourth, a replicated ledger such 
as Ethereum and Bitcoin could not sup-
port the high-throughput transaction 
rate and response time required by a na-
tional or global e-democracy; a distrib-
uted ledger architecture is needed. Fifth, 
to foster participation rather than greed, 
a democratic cryptocurrency should re-
ward participation,8 rather than capital-
intensive coin-mining; the globally 
unique digital identities required for 
e-democracy, discussed later, may af-
ford an egalitarian cryptocurrency.4,8 
The economy of a democratic crypto-
currency could be programmed 

with democratically instituted taxes and 
budgets9,15 to operate the e-democracy.

In summary, a distributed public 
ledger employing a democratic crypto-
currency and programmed to adhere 
to democratic control could ensure the 
members of an e-democracy are its sov-
ereign and owner.

2. Equality: Equality entails one per-
son–one vote. Yet e-democracies consist 
of digital identities, not people. Requir-
ing one digital identity–one vote is not 
enough, as most existing systems allow 
a person to create as many digital iden-
tities as one wishes.

To support equality in an e-democracy, 
a new notion of digital identity must be 
devised that is truthful, unique, persis-
tent, and owned by the person it repre-
sents. Otherwise, if fake—the owner may 
vote on behalf of a non-existent person; 
if non-unique—the owner may cast mul-
tiple votes; if not persistent—the owner 
may terminate and shed an obligated 
identity and acquire a fresh one clear 
of obligations, eluding accountability; 
and if not owned by the person it repre-
sents—it grants its owner an extra vote at 
the expense of the person it represents.

While truthfulness is a common re-
quirement, for example in credit card 
and mobile phone contracts, unique-
ness and persistency are not, as a per-
son may obtain numerous credit cards, 
mobile phones, and email accounts and 
terminate them at will. Government- 
issued identity numbers, often comple-
mented with biometric attributes and 
incorporated in digital identity cards 
(such as e-Estonia or India’s Aadhaar) 
may serve as a unique and persistent 
digital identity attribute.

However, e-democracies may tran-
scend national boundaries, for example, 
in regional and international organiza-
tions. Realizing equality in global e-de-
mocracies is a bigger challenge: First, 
unhindered Internet access should be a 
recognized basic civil right and be pro-
vided universally. Second, some people, 
notably refugees, may have no verifiable 
national identity, yet should be granted 
participation in a global e-democracy. 
Third, people may have multiple citi-
zenships, and without an additional no-
tion of “global citizenship” with an as-
sociated globally unique digital identity, 
one may have multiple votes, violating 
equality. Fourth, malicious nondemo-
cratic regimes may produce an arbitrary 
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Saving Democracy 
Shapiro observes that “many democra-
cies transform into oligarchies, plutoc-
racies, or even kleptocracies” because 
they are dominated by “the rich, the 
powerful, and the connected.” Beyond 
that there are is little analysis of the 
problems that could help us see the 
benefits of his prescriptions. His sup-
port for e-democracy seemingly rests on 
the Internet’s near-magical properties. 
In building a case for an “Internet revo-
lution of democracy” he asserts “the 
pressing need” for it and states there 
exists “apparent clear ability of the In-
ternet to deliver it.” A variety of other 
critical questions are begged by the 
presumption that e-democracy is neces-
sary—even inevitable. 

The big problems we face including 
lack of government leadership, media 
freedom, and critical civic education, 
are problems that technology alone 

condemnation, temporary gag, and 
fines. As suspension or, worse, expul-
sion, violate the basic civil right to 
vote, it may be considered too extreme. 
Imagine a future in which a person is 
a member of multiple e-democracies, 
which have a joint judicial system. A 
temporarily limit on participation in 
all these democracies simultaneously, 
analogous to jail time in the real world, 
may be severe indeed. But for such a 
punishment to be effective, account-
ability must be ensured: it is not suffi-
cient that the offending digital identity 
be truthful; it has to be unique and per-
sistent, lest the offender sheds the pun-
ishment by abandoning one identity in 
favor of another. 

7. Hysteresis: Democracy’s forefa-
thers did not foresee the immediacy 
with which the general will can be ascer-
tained on the Internet. Eventually, the 
general will must prevail lest we violate 
sovereignty. But it should go through 
reasonable checks and balances until it 
does, lest mob dynamics prevail. To this 
end we enlist hysteresis, a characteristic 
of systems in which the output is not an 
immediate function of the input.

While a multiyear election cycle con-
fers natural hysteresis on earthly democ-
racies, e-democracies require hysteresis 
to be engineered, so that swings in peo-
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solution to the fundamental issue 
of declining democratic culture.
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D
E M OCRACY  IS  RADICAL.  It ex-
ists when people are involved 
in their own governance: par-
ticipating in public problem-
solving and checking power. 

It entails awesome responsibilities 
that citizens don’t always embrace. But 
shirking these responsibilities invites 
catastrophe: decisions would be made 
by the most powerful to enrich the few 
at the expense of the many and the natu-
ral environment. Also, as the trend per-
sisted, the ability for citizens to engage 
wisely and effectively would degrade. 

ple’s opinions may not immediately re-
sult in decisions that accommodate such 
swings. Examples include minimal peri-
ods for proposal making and delibera-
tion; minimal endorsements for propos-
als to be considered; minimal quorum 
for a decision to be binding; and special 
majority needed for certain actions, for 
example, change of constitution. 

Conclusion 
It is my opinion that representative de-
mocracies are in dire straits because of 
their failure to uphold core democratic 
values, notably equality and transpar-
ency, and that e-democracy may offer 
the only feasible remedy. I have derived 
requirements for the foundations of e-
democracy from the 1789 French Dec-
laration of the Rights of Man and of the 
Citizen. The next urgent step is to build 
such foundations so the desperately 
needed Internet revolution of earthly 
democracies would commence. 
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More obstacles to engagement would 
be erected by those who make the deci-
sions. And so on in a downward spiral. 

I agree with Ehud Shapiro’s state-
ment in his “Point” column, “Founda-
tions of e-Democracy,” that democracy 
worldwide is threatened and degraded. 
Many countries are becoming less dem-
ocratic and citizens around the world 
are losing confidence in democracy.5 
I disagree, however, with many of his 
prescriptions including the assertion 
that “e-democracy may offer the only 
feasible remedy.” Declining democratic 
culture—not lack of technology—is the 
best indicator for declining democratic 
participation. When people see gover-
nance as irrelevant and unresponsive, 
they become cynical and withdrawn 
and the general ability to help address 
shared challenges withers. Moving the 
mechanics of democracy to the Internet 
ignores these core realities.
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forms. At least some of these forms 
will be online and the cooperation 
and commitment of the computer sci-
ence community will be necessary.

The focus on democratic societies 
alone is limiting: It implies Shapiro’s 
ideas are applicable to about half of 
the world’s population. This is a huge 
number but the other half could also 
benefit from additional democratiza-
tion. Democracy comes in shades of 
gray and processes that degrade or en-
rich democracy are perpetually at play 
in all countries. Hence, determining 
the level of e-democracy readiness is 
not trivial although the need to do so 
is essential. Moreover, the problems 
humankind faces are global even if the 
negative consequences of these prob-
lems are borne unequally. But opening 
up e-democracies to the people of the 
world would likely be problematic as 
governments (and media monopolies 
and other powerful entities) might feel 
inclined to nudge their citizens to vote 
their way. 

Shapiro also makes several discon-
certing technological recommenda-
tions although limited editorial space 
and my lack of knowledge of the tech-
nological particulars prevent an exten-
sive analysis. Technology is embedded 
within social contexts that cannot be 
separated from the technology in use. 
Even democratic functions that seem 
most conducive to automation such 
as voting have not yet demonstrated 
the necessary legitimacy to warrant 
universal adoption. And the idea of 
conducting the necessary discussion 
and deliberation without surveillance 
and harassment seems impossibly 
utopian in this era of mass harvest-
ing of personal information. Beyond 
that there are deep inherent risks in 
staking future democracies on un-
proven technologies including block-
chain, cryptocurrencies, and smart 
contracts. And handing over decision 
making to an “autonomous, incor-
ruptible, transparent, and persistent 
software agent” is essentially nondem-
ocratic, even if it is “programmed to 
obey democratic decisions.” 

Finally, Shapiro does not consider the 
process of achieving e-democracy in any 
depth. Thinking about how we get there 
is crucial, non-trivial, and political—
not merely technological. Improving 
democracy is not a matter of building a 

cannot fix. Other nagging problems 
such as professional dissembling, 
influence of money, corruption, ger-
rymandering, and voter suppression 
also share that feature and address-
ing them non-technologically could 
help give rise to a democracy that was 
amenable to intelligently integrating 
online opportunities.

According to Shapiro, e-democracy 
“presupposes universal Internet access 
as well as Net neutrality.” This seems 
to imply that his prescriptions are of 
no use in many settings (in the U.S., for 
example, as well as most of the world) 
where those attributes do not exist and, 
unfortunately, may never exist. About 
20% of adults in the U.S.—often the most 
disadvantaged citizens—have neither 
broadband at home nor smartphones 
(https://pewrsr.ch/2kQtkrM; https://pe-
wrsr.ch/2inUJzB) and Net neutrality is 
threatened.6 If those conditions must 
already exist (and I would propose add-
ing “non-surveilled” Internet access) 
Shapiro’s proposal becomes utopian, 
mostly irrelevant in the near term. 

It was unclear to me from Shapiro’s 
“Point” column whether it is repre-
sentative democracy that is in “retreat 
worldwide” or whether it is the politi-
cal processes practiced in the world’s 
putative democratic societies. In other 
words, I was not clear whether repre-
sentation itself is to be dispensed with. 
Nevertheless, I would still mention the 
seminal 1789 text Declaration of the 
Rights of Man and of the Citizen7 upon 
which his “Point” column is based sup-
ports that right (A6, A14). Although he 
does not use the term “direct democra-
cy” he endorses a trajectory that “gradu-
ally supplants traditional representa-
tive democracy by e-democracy.” This 
objective should not be seen as obvious, 
nor necessarily desirable. Perhaps the 
citizenry will want to employ “represen-
tatives” who have governing expertise? 
Moreover, the goal of direct democracy 
may be unsound on practical grounds: 
How much time would the average per-
son want to expend in a given day to 
consider every relevant proposal?

Missing Aspects 
Shapiro takes an innovative approach 
by using the Declaration as a proxy “cus-
tomer” for “humanity at large” to derive 
requirements for future democratic 
systems. While the Declaration is sur-

prisingly relevant and thorough, it says 
little about recent developments in our 
understanding of democracies and 21st-
century realities. Although individual 
rights are fundamental to democracy 
it is only through collective efforts 
that non-trivial objectives are real-
ized. Democracies need spaces (or 
settings) where people can assemble 
and procedures with which they can 
discuss, deliberate, and make deci-
sions. John Dewey pointed out that 
the process of coming to a decision 
is actually more important than the 
decision itself. But this rich aspect 
of democracy is often overlooked by 
developers and funders. Citizens in-
teract with formal governmental pro-
cesses and within non-governmental 
organizations such as labor unions, 
nonprofits, and social movements. 
In the future citizens may also par-
ticipate in global decision making. 
(And we could be experimenting more 
with that right now.) Improving the 
ability of citizens to organize into vari-
ous types of collectivities could help 
provide a more democratic playing 
field. Increasing the involvement of 
people who are marginalized includ-
ing undocumented people, people 
in occupied territories, rural people, 
refugees, prisoners, and people with-
out access to the Internet is critical. 
The bottom line is that types and mis-
sions of various collectivities—as well 
as their social contexts—are exceed-
ingly diverse and while the Declara-
tion focuses on “universal” rights, the 
exercise of these rights (and the strug-
gles for them) will take a multitude of 

Thinking  
that democracy  
can be reduced  
to a computer 
problem can 
be a dangerous 
distraction.
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merely to make people’s lives more 
convenient but to make their lives rich-
er, including their ability to contribute 
to the common good. 

Democracy is—and always will 
be—a work in progress. It is by defini-
tion imperfect. At its core it is an arti-
fact of rules and procedures animated 
by human beings. It is necessarily both 
open and closed, constrained and free. 
It necessarily includes non-sanctioned 
activities such as peaceful protest and 
civil disobedience. Let’s use Shapiro’s 
ideas as provocations, hypotheses, or 
proposals as we move forward. But if we 
use the ideas and approach he proposes 
and advocates in his “Point” column (or 
any single proposal) as the blueprint, 
we will miss the opportunity to improve 
the governance approaches we need for 
current and future realities. It is a criti-
cal time for this community to engage 
in deep and ongoing discussion and ac-
tivism on the roles of computers—and 
computer professionals—in society.  
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system based on a set of requirements 
and switching it on. Democracy requires 
participation and the design and de-
velopment of participatory systems are 
best undertaken with participation. He 
suggests “e-parties” will “export their 
participatory practices of their inner 
workings to real-world governments” 
but this is a narrow view of social innova-
tion (and our experiences with e-parties 
thus far have not been entirely reassur-
ing). It is relevant to note that women in 
France—but not all—were only granted 
voting rights in 1944, a full 155 years 
after the 1789 Declaration that asserted 
the equality of all.

Conclusion 
I appreciate Shapiro’s focus on foun-
dations. My critique could be seen as 
providing additional foundations in-
cluding political realities, critique, and 
provisos. I fear Shapiro’s discussion 
on technologies goes beyond the foun-
dation orientation into the realm of 
technological determinism or fetish-
ism. Thinking that democracy can be 
reduced to a computer problem can 
be a dangerous distraction. The reality 
is that many of the “answers” we seek 
can only be determined through seeing 
how new systems are used, and this use 
is likely to vary from cultural context to 
cultural context. 

But this critique is not intended to 
discourage new citizen approaches, 
including ones that use the new af-
fordances the Internet provides. On 
the contrary, many initiatives such as 
participatory budgeting,3 deliberative 
polling,4 online deliberation,2 citizen 
juries,10 and many others suggest prom-
ising directions for transforming our 
democratic systems incrementally. 

To get this right we must experi-
ment. Our systems must evolve and this 
means engagement with real people. 
While the technological contribution 
is necessary, civil society, librarians, 
artists, government officials, activists, 
and “ordinary” people must also as-
sume important roles. In an article I 
wrote for ACM Interactions,8 I proposed 
a “global parliament” as a suitable 
grand challenge in which the commu-
nity of computer professionals could 
collaborate with many others to design 
and build a system (or systems) that 
facilitated global citizen communica-
tion. Computer professionals need to 

keep in mind the broad social goals—
foundations—such as strengthening 
social and cultural support and inter-
est in democracy; increasing access to 
information and dialogue and deliber-
ation; and giving voice to marginalized 
people. This means working to ensure 
the right mixture of people, policy, in-
stitutions, processes, education, and, 
of course, technology. 

The media landscape at the time of 
the Declaration bears little resemblance 
to the ubiquitous, monopolistic digi-
tal empires of today with their global 
reach, massive data mining, and influ-
ence on public opinion. And govern-
ments of the 18th century did not hire 
hackers and digital mercenaries. Thus 
more control over the existing media 
and more access to and support for 
publicly owned media will be neces-
sary for genuine democracy in the 21st 
century. I agree with Shapiro that Face-
book is not an appropriate platform for 
this, nor could any for-profit, propri-
etary, closed system. A project of this 
magnitude requires a deep, long-term 
commitment by civil society, govern-
ment, professional societies, and oth-
ers. The first principle of the ACM with 
its “obligation to protect fundamental 
human rights” suggests it should be in-
volved. And a project of this magnitude 
would require sustained support. 

Good democratic governance 
should not be confused with “thin 
democracy,”1 where citizens assume 
minimal roles. We need systems that 
help people be more engaged, better 
informed, and more adept at public 
problem solving, a capacity I refer to 
as civic intelligence.9 The point is not 

Technology is 
embedded within 
social contexts  
that cannot be 
separated from  
the technology  
in use. 
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T H E  A M O U N T S  O F  data processed by applications are 
constantly growing. With this growth, scaling storage 
becomes more challenging. Every database system 
has its own trade-offs. Understanding them is crucial, 
as it helps in selecting the right one from so many 
available choices.

Every application is different in terms of read/
write workload balance, consistency requirements, 
latencies, and access patterns. Familiarizing yourself 
with database and storage internals facilitates 
architectural decisions, helps explain why a system 
behaves a certain way, helps troubleshoot problems 

when they arise, and fine-tunes the da-
tabase for your workload.

It is impossible to optimize a sys-
tem in all directions. In an ideal world 
there would be data structures guaran-
teeing the best read and write perfor-
mance with no storage overhead but, of 
course, in practice that is not possible. 

This article takes a closer look at 
two storage system design approaches 
used in a majority of modern databases 
—read-optimized B-trees3 and write-
optimized LSM (log-structured merge)-
trees8—and describes their use cases 
and trade-offs. 

B-Trees
B-trees are a popular read-optimized 
indexing data structure and general-
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ization of binary trees. They come in 
many variations and are used in many 
databases (including MySQL InnoDB7 
and PostgreSQL10) and even file sys-
tems (HFS+,1 HTrees in ext46). The B in 
B-tree stands for Bayer, the author of 
the original data structure, or Boeing, 
where he worked at that time. 

In a binary tree every node has two 
children (referred as a left and a right 
child). Left and right subtrees hold the 
keys that are less than and greater than 
the current node key, respectively. To 
keep the tree depth to a minimum, a bi-
nary tree has to be balanced: when ran-
domly ordered keys are being added to 
the tree, it is natural that one side of 
the tree will eventually get deeper than 
the other.

One way to rebalance a binary tree 
is to use so-called rotation: rearrange 
nodes, pushing the parent node of the 
longer subtree down below its child 
and pulling this child up, effectively 
placing it in its parent’s position. Fig-
ure 1 is an example of rotation used for 
balancing in a binary tree. On the left, 
a binary tree is unbalanced after add-
ing node 2 to it. In order to balance the 
tree, node 3 is used as a pivot (the tree 
is rotated around it). Then node 5, pre-
viously a root node and a parent node 
for 3, becomes its child node. After the 
rotation step is done, the height of the 
left subtree decreases by one and the 
height of the right subtree increases by 
one. The maximum depth of the tree 
has decreased.

Binary trees are most useful as in-
memory data structures. Because 
of balancing (the need to keep the 
depth of all subtrees to a mini-
mum) and low fanout (a maximum 
of two pointers per node), they do 
not work well on disk. B-trees allow 
for storing more than two pointers 
per node and work well with block 
devices by matching the node size 
to the page size (for example, 4KB). 
Some implementations today use 
larger node sizes, spanning across 
multiple pages in size. 

B-trees have the following properties: 
 ˲ Sorted. This allows sequential 

scans and simplifies lookups.
 ˲ Self-balancing. There is no need to 

balance the tree during insertion and I
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 ˲ Occupancy: How many pointers to 
child items the node is currently hold-
ing, out of the maximum available. For 
example, if the tree-branching factor 
is N, and the node is currently holding 
N/2 pointers, occupancy is 50%. 

 ˲ Height: The number of B-tree levels, 
signifying how many pointers have to 
be followed during lookup.

Every non leaf node in the tree holds 
up to N-1 keys (index entries), separat-
ing the tree into N subtrees that can 
be located by following a correspond-
ing pointer. Pointer i from an entry Ki 
points to a subtree in which all index 
entries are such that Ki-1 <= Ksearched < Ki 
(where K is a set of keys). The first and 
last pointers are special cases, point-
ing to subtrees in which all the entries 
are less than or equal to K0 in the case 
of the leftmost child, or greater than 
KN in the case of the rightmost child. A 
leaf node may also hold a pointer to the 
previous and next nodes on the same 
level, forming a doubly linked list of 
sibling nodes. Keys in all the nodes are 
always sorted.

Lookups. When performing look-
ups, the search starts at the root node 
and follows internal nodes recursively 
down to the leaf level. On each level, the 
search space is reduced to the child sub-
tree (the range of this subtree includes 
the searched value) by following the 
child pointer. Figure 3 shows a lookup 
in a B-tree making a single root-to-leaf 
pass, following the pointers “between” 
the two keys, one of which is greater 
than (or equal to) the searched term, 
and the other of which is less than the 
searched term. When a point query is 
performed, the search is complete af-
ter locating the leaf node. During the 
range scan, the keys and values of the 
found leaf, and then the sibling leaf’s 
nodes, are traversed, until the end of 
the range is reached. 

In terms of complexity, B-trees guar-
antee log(n) lookup, because finding a 
key within the node is performed using 
binary search, shown in Figure 4. Bi-
nary search is easily explained in terms 
of searching for words beginning with 
a certain letter in the dictionary, where 
all words are sorted alphabetically. 
First you open the dictionary exactly 
in the middle. If the searched letter 
is alphabetically “less than” (appears 
earlier than) the one opened, you con-
tinue your search in the left half of the 

deletion: When a B-tree node is full, it 
is split in two, and when the occupan-
cy of the neighboring nodes falls be-
low a certain threshold, the nodes are 
merged. This also means that leaves 
are equally distant from the root and 
can be located using the same amount 
of steps during lookup.

 ˲ Guarantee of logarithmic lookup 
time. This makes B-trees a good choice 
for database indexes, where lookup 
times are important.

 ˲ Mutable. Inserts, updates, and de-
letes (also, subsequent splits and merg-
es) are performed on disk in place. 
To make in-place updates possible, a 
certain amount of space overhead is 
required. A B-tree can be organized as 
a clustered index, where actual data is 

stored on the leaf nodes or as a heap 
file with an unclustered B-tree index.

This article discusses the B+tree,5 
a modern variant of the B-tree often 
used for database storage. The B+tree 
is different from the original B-tree3 
in that  it has an additional level of 
linked leaf nodes holding the values, 
and these values cannot be stored on 
internal nodes.

Anatomy of the B-tree. Let’s first 
take a closer look at the B-tree build-
ing blocks, illustrated in Figure 2. B-
trees have several node types: root, 
internal, and leaf. Root (top) is the 
node that has no parents (that is, it is 
not a child of any other node). Internal 
nodes (middle) have both a parent and 
children; they connect a root node with 
leaf nodes. Leaf nodes (bottom) carry 
the data and have no children. Figure 2 
depicts a B-tree with a branching factor 
of four (four pointers, three keys in in-
ternal nodes, and four key/value pairs 
on leaves).

B-trees are characterized by the fol-
lowing:

 ˲ Branching factor: The number (N) 
of pointers to the child nodes. Along 
with the pointers, root and internal 
nodes hold up to N-1 keys.

Figure 1. Example of rotation used for 
balancing in binary tree.
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3
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2

Figure 2. Example of a B-tree.

Figure 3. Single root-to-leaf pass.

Figure 4. Binary search of a B-tree.
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dictionary; otherwise, you continue in 
the right half. You keep reducing the 
remaining page range by half and pick-
ing the side to follow until you find the 
desired letter. Every step halves the 
search space, making the lookup time 
logarithmic. Searches in B-trees have 
logarithmic complexity, since on the 
node level keys are sorted, and the bi-
nary search is performed in order to 
find a match. This is also why it is im-
portant to keep the occupancy high 
and uniform across the tree.

Insertions, updates, and deletions. 
When performing insertions, the first 
step is to locate the target leaf. For that, 
the aforementioned search algorithm 
is used. After the target leaf is located, 
key and value are appended to it. If the 
leaf does not have enough free space, 
this situation is called overflow, and 
the leaf has to be split in two. This is 
done by allocating a new leaf, moving 
half the elements to it and appending 
a pointer to this newly allocated leaf 
to the parent. If the parent does not 
have free space either, a split is per-
formed on the parent level as well. The 
operation continues until the root is 
reached. When the root overflows, its 
contents are split between the newly al-
located nodes, and the root node itself 
is overwritten in order to avoid reloca-
tion. This also implies the tree (and its 
height) always grows by splitting the 
root node.

LSM-trees. The log-structured merge-
tree is an immutable disk-resident 
write-optimized data structure. It is 
most useful in systems where writes 
are more frequent than lookups that 
retrieve the records. LSM-trees have 
been getting more attention because 
they can eliminate random insertions, 
updates, and deletions.

Anatomy of the LSM-tree. To allow 
sequential writes, LSM-trees batch 
writes and updates in a memory-resi-
dent table (often implemented using 
a data structure allowing logarithmic 
time lookups, such as a binary search 
tree or skip list) until its size reaches 
a threshold, at which point it is writ-
ten on disk (this operation is called 
a flush). Retrieving the data requires 
searching all disk-resident parts of the 
tree, checking the in-memory table, 
and merging their contents before re-
turning the result. Figure 5 shows the 
structure of an LSM-tree: a memory-

resident table used for writes, disk-
resident SSTables are used for reads. 
Whenever the memory table is large 
enough, its sorted contents are written 
on disk. Reads are served, hitting both 
disk- and memory-resident tables, re-
quiring a merge process to reconcile 
the data.

Sorted string tables. Many modern 
LSM-tree implementations (such as 
RocksDB and Apache Cassandra) im-
plement disk-resident tables as Sorted 
String Tables (SSTables), because of 
their simplicity (easy to write, search, 
and read) and merge properties (during 

the merge, source SSTable scans and 
merged result writes are sequential). 

An SSTable is a disk-resident or-
dered immutable data structure. Struc-
turally, an SSTable is split into two 
parts: data and index blocks, as shown 
in Figure 6. A data block consists of 
sequentially written unique key/value 
pairs, ordered by key. An index block 
contains keys mapped to data-block 
pointers, pointing to where the actual 
record is located. An index is often im-
plemented using a format optimized 
for quick searches, such as a B-tree, or 
using a hash table for a point-query. Ev-

Figure 5. Structure of an LSM tree.
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Figure 6. Structure of an SSTable.
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Figure 7. Example of a merger step.

Alex: (phone: 111-222-333, ts: 100)

John: (phone: 333-777-444, ts: 100)

Sid: (phone: 777-555-444, ts: 100)

Alex: (phone: 555-777-888, ts: 200)

John: (DELETE, ts: 200)

Nancy: (phone: 777-333-222, ts: 200)

Alex: (phone: 555-777-888, ts: 200)

Nancy: (phone: 777-333-222, ts: 200)

Sid: (phone: 777-555-444, ts: 100)
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can be used to test whether an ele-
ment is a member of the set. It can 
produce false-positive matches (that 
is, state that the element is a member 
of set, while it is not, in fact, present 
there) but cannot produce false nega-
tives (that is, if a negative match is re-
turned, the element is guaranteed not 
to be a member of the set). In other 
words, a Bloom Filter is used to tell if 
the key “might be in an SSTable” or “is 
definitely not in an SSTable.” SSTables 
for which a Bloom Filter has returned 
a negative match are skipped during 
the query. 

LSM maintenance. Since SSTables 
are immutable, they are written se-
quentially and hold no reserved emp-
ty space for in-place modifications. 
This means insert, update, or delete 
operations would require rewriting 
the whole file. All operations modify-
ing the database state are “batched” 
in the memory-resident table. Over 
time, the number of disk-resident 
tables will grow (data for the same 
key located in several files, multiple 
versions of the same record, redun-
dant records that got shadowed by 
deletes), and the reads will continue 
getting more expensive. 

To reduce the cost of reads, rec-
oncile space occupied by shadowed 
records, and reduce the number of 
disk-resident tables, LSM-trees require 
a compaction process that reads com-
plete SSTables from disk and merges 
them. Because SSTables are sorted by 
key and compaction works like merge-
sort, this operation is very efficient: 
records are read from several sources 
sequentially, and merged output can 
be appended to the results file right 
away, also sequentially. One of the ad-
vantages of merge-sort is that it can 
work efficiently even for merging large 
files that don not fit in memory. The re-
sulting table preserves the order of the 
original SSTables. 

During this process, merged SSTables 
are discarded and replaced with their 
“compacted” versions, as shown in 
Figure 8. Compaction takes multiple 
SSTables and merges them into one. 
Some database systems logically group 
the tables of the same size to the same 
“level” and start the merge process 
whenever enough tables are on a par-
ticular level. After compaction, the 
number of SSTables that have to be 

ery value item in an SSTable has a time-
stamp associated with it. This specifies 
the write time for inserts and updates 
(which are often indistinguishable) 
and removal time for deletes. 

SSTables have some nice properties:
 ˲ Point-queries (that is, finding a val-

ue by key) can be done quickly by look-
ing up the primary index.

 ˲ Scans (that is, iterating over all key/
value pairs in a specified key range) can 
be done efficiently simply by reading 
key/value pairs sequentially from the 
data block. 

An SSTable represents a snapshot of 
all database operations over a period of 
time, as the SSTable is created by the 
flush process from the memory-resi-
dent table that served as a buffer for 
operations against the database state 
for this period.

Lookups. Retrieving data requires 
searching all SSTables on disk, check-
ing the memory-resident tables, and 
merging their contents before return-
ing the result. The merge step during 
the read is required since the searched 
data can reside in multiple SSTables.

The merge step is also necessary to 
ensure the deletes and updates work. 
Deletes in an LSM-tree insert place-
holders (often called tombstones), 
specifying which key was marked for 
deletion. Similarly, an update is just 
a record with a later timestamp. Dur-
ing the read, the records that get shad-
owed by deletes are skipped and not 
returned to the client. A similar thing 
happens with the updates: out of two 
records with the same key, only the 
one with the later timestamp is re-
turned. Figure 7 shows a merge step 
reconciling the data stored in sepa-
rate tables for the same key: as shown 
here, the record for Alex was written 
with timestamp 100 and updated with 
a new phone and timestamp 200; the 
record for John was deleted. The other 
two entries are taken as is, as they are 
not shadowed.

To reduce the number of searched 
SSTables and to avoid checking every 
SSTable for the searched key, many 
storage systems employ a data struc-
ture known as a Bloom Filter.2 This 
is a probabilistic data structure that 

Figure 8. Compaction.

Figure 9. The RUM Conjecture.
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addressed is reduced, making queries 
more efficient. 

Atomicity and Durability
To reduce the number of I/O opera-
tions and make them sequential, 
both B-trees and LSM-trees batch op-
erations in memory before making 
an actual update. This means data 
integrity is not guaranteed during 
failure scenarios and atomicity (ap-
plying a series of changes atomically, 
as if they were a single operation, or 
not applying them at all) and dura-
bility (ensuring that in the face of a 
process crash or power loss, data has 
reached persistent storage) proper-
ties are not ensured.

To solve that problem, most modern 
storage systems employ WAL (write-
ahead logging). The key idea behind 
WAL is that all the database state 
modifications are first durably per-
sisted in the append-only log on disk. 
If the process crashes in the middle of 
an operation, the log is replayed, en-
suring  no data is lost and all changes 
appear atomically. 

In B-trees, using WAL can be under-
stood as writing changes to data files 
only after they have been logged. Usu-
ally log sizes for B-tree storage sys-
tems are relatively small: as soon as 
changes are applied to the persisted 
storage, they can be discarded. WAL 
serves as a backup for the in-flight op-
erations: any changes that were not 
applied to data pages can be redone 
from the log records.

In LSM-trees, WAL is used to persist 
changes that have reached the memta-
bles but have not yet been fully flushed 
on disk. As soon as a memtable is fully 
flushed and switched so that read op-
erations can be served from the newly 
created SSTable, the WAL segment 
holding the data for the flushed mem-
table can be discarded.

Summarizing
One of the biggest differences between 
the B-tree and LSM-tree data structures 
is what they optimize for and what im-
plications these optimizations have. 

Let’s compare the properties of B-
trees with LSM-trees. In summary, B-
trees have the following properties:

 ˲ They are mutable, which allows 
for in-place updates by introducing 
some space overhead and a more in-

volved write path, although it does 
not require complete file rewrites or 
multisource merges.

 ˲ They are read-optimized, meaning 
they do not require reading from (and 
subsequently merging) multiple sources, 
thus simplifying the read path.

 ˲ Writes might trigger a cascade of 
node splits, making some write opera-
tions more expensive. 

 ˲ They are optimized for paged envi-
ronments (block storage), where byte ad-
dressing is not possible.

 ˲ Fragmentation, caused by frequent 
updates, might require additional main-
tenance and block rewrites. B-trees, how-
ever, usually require less maintenance 
than LSM-tree storage.

 ˲ Concurrent access requires reader/
writer isolation and involves chains of 
locks and latches.

LSM-trees have these properties:
 ˲ They are immutable. SSTables are 

written on disk once and never updat-
ed. Compaction is used to reconcile 
space occupied by removed items and 
merge same-key data from multiple 
data files. Merged SSTables are dis-
carded and removed after a successful 
merge as part of the compaction pro-
cess. Another useful property coming 
from immutability is that flushed tables 
can be accessed concurrently.

 ˲ They are write optimized, meaning 
that writes are buffered and flushed on 
disk sequentially, potentially allowing for 
spatial locality on the disk. 

 ˲ Reads might require accessing data 
from multiple sources, since data for the 
same key, written during different times, 
might land in different data files. Records 
have to go through the merge process be-
fore being returned to the client. 

 ˲ Maintenance/compaction is required, 
as buffered writes are flushed on disk. 

Evaluating Storage Systems
Developing storage systems always 
presents the same challenges and fac-
tors to consider. Deciding what to op-
timize for has a substantial influence 
on the result. You can spend more time 
during write in order to lay out struc-
tures for more efficient reads, reserve 
extra space for in-place updates, fa-
cilitate faster writes, and buffer data in 
memory to ensure sequential write op-
erations. It is impossible, however, to 
do this all at once. An ideal storage sys-
tem would have the lowest read cost, 

One of the biggest 
differences between 
B-tree and LSM-tree 
data structures is 
what they optimize 
for and what 
implications these 
optimizations have. 
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to develop an intuition and provide an 
initial direction. Understanding your 
workload is the first step on the way to 
building a scalable back end. 

Some factors may vary from imple-
mentation to implementation, and 
even two databases that use similar 
storage-design principles may end up 
performing differently. Databases are 
complex systems with many moving 
parts and are an important and inte-
gral part of many applications. This 
information will help you peek under 
the hood of a database and, knowing 
the difference between the underlying 
data structures and their inner doings, 
decide what is best for you. 
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lowest write cost, and no overhead. In 
practice, data structures compromise 
among multiple factors. Understand-
ing these compromises is important.

Researchers from Harvard’s DASlab 
(Data System Laboratory) summarized 
the three key parameters database sys-
tems are optimized for: read overhead, 
update overhead, and memory over-
head, or RUM. Understanding which of 
these parameters are most important 
for your use-case influences the choice 
of data structures, access methods, 
and even suitability for certain work-
loads, as the algorithms are tailored 
having a specific use-case in mind.

The RUM Conjecture4 states that 
setting an upper bound for two of the 
mentioned overheads also sets a lower 
bound for the third one. For example, 
B-trees are read-optimized at the cost 
of write overhead as well as having to 
reserve empty space for the (thereby 
resulting in memory overhead). LSM-
trees have less space overhead at a cost 
of read overhead brought on by having 
to access multiple disk-resident tables 
during the read. These three param-
eters form a competing triangle, and 
improvement on one side may imply 
compromise on the other. Figure 9 il-
lustrates the RUM Conjecture.

B-trees optimize for read perfor-
mance: the index is laid out in a way 
that minimizes the disk accesses re-
quired to traverse the tree. Only a 
single index file has to be accessed 
to locate the data. This is achieved by 
keeping this index file mutable, which 
also increases write amplification re-
sulting from node splits and merges, 
relocation, and fragmentation/imbal-
ance-related maintenance. To amor-
tize update costs and reduce the num-
ber of splits, B-trees reserve extra free 
space in nodes on all levels. This helps 
to postpone write amplification until 
the node is full. In short, B-trees trade 
update and memory overhead for bet-
ter read performance.

LSM-trees optimize for write per-
formance. Neither updates nor deletes 
require locating data on disk (which 
B-trees do), and they guarantee sequen-
tial writes by buffering all insert, up-
date, and delete operations in memory-
resident tables. This comes at the price 
of higher maintenance costs and a need 
for compaction (which is just a way of 
mitigating the ever-growing price of 

reads and reducing the number of disk-
resident tables) and more expensive 
reads (as the data has to be read from 
multiple sources and merged). At the 
same time, LSM-trees eliminate memo-
ry overhead by not reserving any empty 
space (unlike B-tree nodes, which have 
an average occupancy of 70%, an over-
head required for in-place updates) and 
allowing block compression because of 
the better occupancy and immutability 
of the end file. In short, LSM-trees trade 
read performance and maintenance 
for better write performance and lower 
memory overhead.

There are data structures that op-
timize for each desired property. Us-
ing adaptive data structures allows for 
better read performance at the price 
of higher maintenance costs. Adding 
metadata facilitating traversals (such 
as fractional cascading) will have an 
impact on write time and take space, 
but can improve the read time. Opti-
mizing for memory efficiency using 
compression (for example, algorithms 
such as Gorilla compression,9 delta 
encoding, and many others) will add 
some overhead for packing the data 
on writes and unpacking it on reads. 
Sometimes, you can trade functional-
ity for efficiency. For example, heap 
files and hash indexes can provide 
great performance guarantees and 
smaller space overhead because of the 
file format simplicity, for the price of 
not being able to perform anything but 
point queries. You can also trade preci-
sion for space and efficiency by using 
approximate data structures, such as 
the Bloom Filter, HyperLogLog, Count-
Min sketch, and many others.

The three tunables—read, update, 
and memory overheads—can help you 
evaluate the database and gain a deep-
er understanding of the workloads for 
which it is best suited. All of them are 
quite intuitive, and it is often easy to 
sort the storage system into one of the 
buckets and guess how it is going to 
perform, then validate your hypothesis 
through extensive testing. 

Of course, there are other important 
factors to consider when evaluating a 
storage system, such as maintenance 
overhead, operational simplicity, sys-
tem requirements, suitability for fre-
quent updates and deletes, access 
patterns, and so on. The RUM Conjec-
ture is just a rule of thumb that helps 
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This installment of Research for Practice features a curated 
selection from Dan Crankshaw and Joey Gonzalez, who 
provide an overview of machine learning serving systems. 
What happens when we wish to actually deploy a machine 
learning model to production, and how do we serve 
predictions with high accuracy and high computational 

efficiency? Dan and Joey’s picks provide 
a thoughtful selection of cutting-edge 
techniques spanning database-level in-
tegration, video processing, and predic-
tion middleware. Given the explosion 
of interest in machine learning and its 
increasing impact on seemingly every 
application vertical, it is possible that 
systems such as these will become as 
commonplace as relational databases 
are today. Enjoy your read! 

—Peter Bailis

Peter Bailis is an assistant professor of computer science 
at Stanford University. His research in the Future Data 
Systems group (futuredata.stanford.edu) focuses  
on the design and implementation of next-generation 
data-intensive systems.

Machine learning is an enabling 
technology that transforms data into 
solutions by extracting patterns that 
generalize to new data. Much of ma-
chine learning can be reduced to 
learning a model—a function that 
maps an input (for example, a photo) 
to a prediction (for example, objects 
in the photo). Once trained, these 
models can be used to make predic-
tions on new inputs (for example, new 
photos) and as part of more complex 
decisions (for example, whether to 
promote a photo). While thousands 
of papers are published each year on 
how to design and train models, there 
is surprisingly less research on how to 
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Declaratively specifying models also 
restricts the user to using only exist-
ing database functionality. Any cus-
tom preprocessing operations or 
model specialization must be written 
as UDFs, defeating the purpose of the 
tight integration between model and 
database. Finally, the various access 
methods and materialization strate-
gies for the optimizer to choose from 
must be studied and developed sepa-
rately for each training algorithm. As 
a result, the addition of new types of 
model-based views requires develop-
ing new access methods and incre-
mental maintenance strategies, as 
well as modification to the database 
engine itself—tasks that ordinary us-
ers are typically neither willing nor 
able to do without significant effort.

The key insight in this paper is that 
by finding and exposing the seman-
tics of your model to the applications 
in which they are embedded, you can 
make your end-to-end machine-learn-
ing applications both faster and easier 
to maintain. But this tight integration 
comes at the cost of generality and ex-
tensibility by making it much harder 
to change the modeling process or ap-
ply these techniques to new domains.

Prediction Serving at Scale
D. Agarwal, B. Long, J. Traupman, D. Xin,  
and L. Zhang
LASER: A scalable response prediction 
platform for online advertising. In Proceed-
ings of WSDM ‘14; https://dl.acm.org/citation.
cfm?id=2556195.2556252

The LASER system developed at Linke-
dIn explores a holistic approach to 
building a general platform for both 
training and serving machine-learn-
ing models. LASER was designed to 
power the company’s social-network-
based advertising system but found 
wide use within the company. The 
LASER team deliberately restricted 
the scope of models that it supports—
generalized linear models with logis-
tic regression—but took an end-to-
end approach to building a system to 
support these models throughout the 
entire machine-learning life cycle. As 
a consequence, this paper has many 
insights that can be applied broadly 
when developing new machine-learn-
ing applications. By restricting the 
classes of models supported, the au-
thors are able to build all of the tech-

manage and deploy such models once 
they are trained. It is this later, often 
overlooked, topic that this article ad-
dresses.

Before examining the recent 
work on how to manage and deploy 
machine-learning models, let’s first 
briefly review the three phases of ma-
chine-learning application develop-
ment: model development, training, 
and inference.

Model development typically be-
gins with collecting and preparing 
training data. This data is then used 
to design new feature transforma-
tions and choose from a wide range of 
model designs (for example, logistic 
regression, random forest, or convo-
lutional neural network) and their cor-
responding training algorithms. Even 
after a model and training algorithm 
are selected, there are often addi-
tional hyperparameters (for example, 
smoothing parameters) that must be 
tuned by repeatedly training and eval-
uating the model.

The result of model development is 
typically a training pipeline that can 
be run at scale. The training phase 
executes the training pipeline repeat-
edly as new data arrives to produce 
new trained models that can be used 
to render predictions as part of some 
application or service. 

The final phase of rendering predic-
tions is often referred to as prediction 
serving, model scoring, or inference. 
Prediction serving requires integrat-
ing machine-learning software with 
other systems including user-facing 
application code, live databases, and 
high-volume data streams. As such, it 
comes with its own set of challenges 
and trade-offs and is the domain of 
the emerging class of prediction-serv-
ing systems.

While prediction serving has been 
studied extensively in domains such 
as ad targeting and content recom-
mendation, because of the domain-
specific requirements these systems 
have developed highly specialized so-
lutions without addressing the full set 
of systems challenges critical to devel-
oping high-value machine-learning 
applications. Here we have selected 
four complementary papers, each of 
which provides practical lessons for 
developing machine-learning appli-
cations, whether you are developing 

your own prediction-serving system or 
using off-the-shelf software.

Putting Models in the Database
A. Deshpande and S. Madden
MauveDB: Supporting model-based user 
views in database systems In Proceedings of 
SIGMOD ‘06; https://dl.acm.org/citation.
cfm?id=1142483.

MauveDB is an ambitious effort to in-
corporate machine-learning models 
into a traditional relational database 
while preserving the declarativity of 
SQL-based query languages. MauveDB 
(for model-based user views, in an hom-
age to a well-known Dilbert cartoon; 
http://dilbert.com/strip/1995-11-17) 
starts with the observation that the 
modeling process is fundamentally 
rooted in data, yet traditional data-
base management systems provide 
little value for those seeking to create 
and manage models. The extent of da-
tabase support for models at the time 
the paper was written was the ability 
to use a trained model as a UDF (user-
defined function). This allows users to 
bring the model to the data but is in-
sufficient for integrating the model 
into a query optimizer or enabling the 
database to maintain the model auto-
matically.

MauveDB observes that a model 
is just a way of specifying a complex 
materialized view over the underlying 
training data. The SQL view mecha-
nism was extended to support declara-
tively specifying models as views that 
the database engine can understand 
and optimize. As a result, the database 
can automatically train and maintain 
models over time as the underlying 
data evolves. Furthermore, by inte-
grating the models as views instead 
of user-defined functions, the query 
optimizer can use existing cost-based 
optimization techniques to choose 
the most efficient method for query-
ing each trained model.

This deep integration of models 
into the database, however, has some 
significant limitations. In particular, 
MauveDB is focused on modeling sen-
sor data and thus considers only two 
types of models—regression and in-
terpolation—that are widely used in 
that context. Even for these two rela-
tively simple models, the view defini-
tions become complex to account for 
all of the available modeling choices. 
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niques they discuss directly into the 
platform itself. But these same ideas 
(for example, those around caching 
or lazy evaluation) could be applied 
on a per-application basis on top of a 
more general-purpose serving system 
as well. The paper describes ideas for 
improving training speed, serving per-
formance, and usability.

LASER uses a variety of techniques 
for intelligent caching and material-
ization in order to provide real-time in-
ference (these are similar to the view-
maintenance strategies discussed in 
§3.3.2 of the MauveDB paper). The 
models described in LASER predict a 
score for displaying a particular ad to 
a particular user. As such, the model 
includes linear terms that depend 
only on the ad or user, as well as a qua-
dratic term that depends on both the 
user and the ad. LASER exploits this 
model structure to partially premate-
rialize and cache results in ways that 
maximize cache reuse and minimize 
wasted computation and storage. The 
quadratic term is expensive to com-
pute in real time but precomputing 
the full cross product matching users 
to ads (a technique described in the 
literature as full prematerialization) 
would be wasteful and expensive, es-
pecially in a setting such as online ad-
vertising when user preferences can 
change quickly, and ad campaigns fre-
quently start and stop. 

Instead, the paper describes how 
LASER leverages the specific structure 
of its generalized linear models to pre-
materialize part of the cross product 
to accelerate inference without incur-
ring the waste of precomputing the 
entire product. LASER also maintains 
a partial results cache for each user 
and ad campaign. This factorized 
cache design is particularly well suit-
ed for advertising settings in which 
many ad campaigns are run on each 
user. Caching the user-specific terms 
amortizes the computation cost 
across the many ad predictions, re-
sulting in an overall speedup for infer-
ence with minimal storage overhead. 
The partial prematerialization and 
caching strategies deployed in LASER 
could be applied to a much broader 
class of models (for example, neural 
features or word embeddings).

LASER also uses two techniques 
that trade off short-term prediction 

accuracy for long-term benefits. First, 
LASER does online exploration using 
Thompson sampling to explore ads 
with high variance in their expected 
values because of small sample sizes. 
Thompson sampling is one of a fam-
ily of exploration techniques that 
systematically trade off exploiting 
current knowledge (for example, serv-
ing a known good ad) and exploring 
unknown parts of the decision space 
(serving a high-variance ad) to maxi-
mize long-term utility. 

Second, the LASER team adopted a 
philosophy it calls “Better wrong than 
late.” If a term in the model takes too 
long to be computed (for example, be-
cause it is fetching data from a remote 
data store), the model will simply fill 
in the unbiased estimate for the value 
and return a prediction with degraded 
accuracy rather than blocking until 
the term can be computed. In the case 
of a user-facing application, any reve-
nue gained by a slightly more accurate 
prediction is likely to be outweighed 
by the loss in engagement caused by a 
Web page taking too long to load.

There are two key takeaways from 
the LASER paper: First, trained mod-
els often perform computation whose 
structure can be analyzed and exploit-
ed to improve inference performance 
or reduce cost; second, it is critical 
to evaluate deployment decisions 
for machine-learning models in the 
context of how the predictions will 
be used rather than blindly trying to 
maximize performance on a valida-
tion dataset.

Applying Cost-Based Query  
Optimization to Deep Learning
D. Kang, J. Emmons, F. Abuzaid, P. Bailis,  
and M. Zaharia
NoScope: Optimizing neural network queries 
over video at scale. In Proceedings of the 
VLDB Endowment 10, 11 (2017); https://dl.
acm.org/citation.cfm?id=3137664.

This paper from Kang et al. at Stan-
ford presents a set of techniques for 
significantly reducing the cost of pre-
diction serving for object detection in 
video streams. The work is motivated 
by current hardware trends—in par-
ticular, that the cost of video data ac-
quisition is dropping as cameras get 
cheaper, while state-of-the-art com-
puter vision models require expensive 
hardware accelerators such as GPUs 

The LASER team 
deliberately 
restricted the 
scope of models 
that it supports—
generalized  
linear models 
with logistic 
regression—but 
took an end-to-end  
approach to 
building a system  
to support  
these models 
throughout  
the entire  
machine-learning 
life cycle.  
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enough to an existing frame that has 
already been labeled, NoScope skips 
inference completely and simply uses 
the label from the previously classified 
frame. NoScope uses a cost-based op-
timizer to select the optimal deploy-
ment for a particular video stream, 
query, and model from the set of pos-
sible specialized model architectures 
and difference detectors.

NoScope’s key insight is the identi-
fication of a domain-specific structure 
that can be exploited to accelerate in-
ference in a range of settings within 
that domain. While the specific struc-
ture NoScope leverages is limited to 
fixed-location object detection, iden-
tifying temporal and spatial redun-
dancy to reduce the load on expensive 
state-of-the-art models has the poten-
tial to be exploited in many different 
prediction-serving settings.

A General-Purpose  
Prediction-Serving System
D. Crankshaw, X. Wang, G. Zhou, M.J. Franklin, 
J.E. Gonzalez, and I. Stoica
Clipper: A low-latency online prediction-serv-
ing system. In Proceedings of NSDI’17; 
https://dl.acm.org/citation.
cfm?id=3154630.3154681.

The last paper included here de-
scribes the Clipper (http://clipper.
ai/) prediction-serving system. Rather 
than making any assumptions or re-
strictions on the types of models that 
can be served as the previous papers 
did, Clipper starts with the design 
goal of easily serving any trained 
model at interactive latencies. From 
this starting point the paper explores 
techniques for optimizing both in-
ference performance and accuracy, 
while encapsulating the models in a 
uniform, black-box prediction inter-
face.

To support the uniform prediction 
interface, Clipper adopts a modular, 
layered architecture, running each 
model in a separate Docker container 
and interposing an intermediate layer 
between the models and the querying 
applications. This distributed archi-
tecture enables the system to serve 
models with conflicting software and 
hardware requirements at the same 
time (for example, serving models 
written in different programming lan-
guages running on a mix of CPUs and 
GPUs). Furthermore, the architecture 

to compute predictions in realtime for 
a single video stream. 

To reduce this cost imbalance, the 
authors developed a system called 
NoScope (https://github.com/stan-
ford-futuredata/noscope) to reduce 
the monetary cost of processing vid-
eos by improving model-inference 
performance. The authors developed 
a set of techniques to reduce the num-
ber of frames on which a costly deep-
learning model must be evaluated 
when querying a video stream, and 
then developed a cost-based query 
optimizer that selects which of these 
techniques to use on a per-query ba-
sis. (Note that in the NoScope work, 
the use of the term query refers to a 
streaming query to identify the peri-
ods of time in which a particular ob-
ject is visible in the video.) As a result, 
while NoScope is restricted to the do-
main of binary classification on fixed-
location cameras, it can automatical-
ly select a cost-optimal query plan for 
many models and applications within 
that domain.

The paper presents two techniques 
used in combination to reduce the 
number of frames that require a 
state-of-the-art model for accurate 
classification. First, the authors use 
historical video data for the specific 
camera feed being queried to train a 
much smaller, specialized model for 
the query. While this model forgoes 
the generality of the more expensive 
model, it can often classify frames ac-
curately with high confidence. The au-
thors use the more expensive model 
only if the specialized model returns a 
prediction below a specific confidence 
threshold. This approach is similar to 
prior work on model cascades, first in-
troduced by Viola and Jones (https://
bit.ly/2KteogS). It also bears some 
similarities to work on model distil-
lation by Hinton, Vinyals, and Dean 
(https://arxiv.org/abs/1503.02531), al-
though in the case of distillation the 
goal is to train a cheaper model to re-
place the more expensive one rather 
than supplement it. 

NoScope combines these special-
ized models with a technique called 
difference detectors, which exploit the 
temporal locality present in fixed-
angle video streaming to skip frames 
altogether. If the difference detectors 
find that the current frame is similar 

To support the 
uniform prediction 
interface,  
Clipper adopts  
a modular, layered 
architecture, 
running each model 
in a separate  
Docker container 
and interposing  
an intermediate 
layer between  
the models  
and the querying 
applications. 
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the speed and decrease the power 
consumption of its deep-learning 
inference workloads. The TPUv2, an-
nounced in 2017, supports both train-
ing and inference workloads and is 
available as part of Google’s cloud 
offering. Project Brainwave (https://
bit.ly/2iotXMQ) from Microsoft Re-
search is exploring the use of FPGAs 
(field-programmable gate arrays) to 
perform hardware-based prediction 
serving and has already achieved 
some exciting results demonstrating 
simultaneously high-throughput and 
low-latency deep-learning inference 
on a variety of model architectures. 
Finally, both Intel’s Nervana chips 
and and Nvidia’s Volta GPUs are new, 
machine learning-focused architec-
tures for improving the performance 
and efficiency of machine-learning 
workloads at both training and infer-
ence time.

As machine learning matures from 
an academic discipline to a widely 
deployed engineering discipline, we 
anticipate that the focus will shift 
from model development to predic-
tion serving. As a consequence, we 
are anxious to see how the next gen-
eration of machine-learning systems 
can build on the ideas pioneered in 
these papers to drive further advances 
in prediction-serving systems. 

Dan Crankshaw is a Ph.D. student in the UC Berkeley CS 
department working in the RISELab. His current research 
interests include systems and techniques for serving and 
deploying machine learning, with a particular emphasis on 
low-latency and interactive applications.
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provides process isolation between 
different models and ensures a sin-
gle model failure does not affect the 
availability of the rest of the system. 
Finally, this disaggregated design 
provides a convenient mechanism for 
horizontally and independently scal-
ing each model via replication to in-
crease throughput.

Clipper also introduces latency-
aware batching to leverage hardware-
accelerated inference. Batching pre-
diction requests can significantly 
improve performance. Batching helps 
amortize the cost of system overheads 
(for example, remote procedure call 
and feature method invocation) and 
improves throughput by enabling 
models to leverage internal parallel-
ism. For example, many machine-
learning frameworks are optimized 
for batch-oriented model training 
and therefore capable of using SIMD 
(single instruction, multiple data) 
instructions and GPU accelerators to 
improve computation on large input 
batches. While batching increases 
throughput, however, it also increas-
es inference latency because the en-
tire batch must be completed before 
a single prediction is returned. Clip-
per employs a latency-aware batching 
mechanism that automatically sets 
the optimal batch size on a per-model 
basis in order to maximize through-
put, while still meeting latency con-
straints in the form of user-specified 
service-level objectives.

To improve prediction accuracy, 
Clipper introduces a set of selection 
policies that enable the prediction-
serving system to adapt to feedback 
and perform online learning on 
top of black-box models. The selec-
tion policy uses reward feedback to 
choose between and even combine 
multiple candidate models for a given 
prediction request. By selecting the 
optimal model or set of models to use 
on a per-query basis, Clipper makes 
machine-learning applications more 
robust to dynamic environments and 
allows applications to react in real 
time to degrading or failing models. 
The selection policy interface is de-
signed to support ensemble methods 
(https://bit.ly/2a7aB8N) and explore/
exploit techniques that can express a 
wide range of such methods, includ-
ing multiarmed bandit techniques 

and the Thompson sampling algo-
rithm used by LASER.

There are two key takeaways from 
this paper: the first is the introduc-
tion of a modular prediction-serving 
architecture capable of serving mod-
els trained in any machine-learning 
framework and providing the ability 
to scale each model independently; 
the second is the exploitation of the 
computational structure of inference 
(as opposed to the mathematical 
structure that several of the previous 
papers exploit) to improve perfor-
mance. Clipper exploits this struc-
ture through batching, but there is 
potential for exploiting other kinds of 
structures, particularly in approaches 
that take more of a gray- or white-box 
approach to model serving and thus 
have more fine-grained performance 
information.

Emerging Systems  
and Technologies
Machine learning in general, and pre-
diction serving in particular, are excit-
ing and fast-moving fields. Along with 
the research described in this article, 
commercial systems are actively being 
developed for low-latency prediction 
serving. TensorFlow Serving (https://
www.tensorflow.org/serving/) is a pre-
diction-serving system developed by 
Google to serve models trained in Ten-
sorFlow. The Microsoft Custom Deci-
sion Service (https://bit.ly/2JHp1v2), 
with accompanying paper (https://
arxiv.org/abs/1606.03966), provides 
a cloud-based service for optimizing 
decisions using multiarmed bandit 
algorithms and reinforcement learn-
ing, with the same kinds of explore/
exploit algorithms as the Thompson 
sampling used in LASER or the se-
lection policies of Clipper. Finally, 
Nvidia’s TensorRT (https://developer.
nvidia.com/tensorrt) is a deep-learn-
ing optimizer and runtime for accel-
erating deep-learning inference on 
Nvidia GPUs.

While the focus of this article is 
on systems for prediction serving, 
there have also been exciting devel-
opments around new hardware for 
machine learning. Google has now 
created two versions of its TPU (Ten-
sor Processing Unit) custom ASIC. 
The first version, announced in 2016, 
was developed specifically to increase 

http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Fbit.ly%2F2a7aB8N
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Fwww.tensorflow.org%2Fserving%2F
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Fbit.ly%2F2JHp1v2
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Farxiv.org%2Fabs%2F1606.03966
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Fwww.tensorflow.org%2Fserving%2F
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Farxiv.org%2Fabs%2F1606.03966
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Fbit.ly%2F2iotXMQ
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Fdeveloper.nvidia.com%2Ftensorrt
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Fdeveloper.nvidia.com%2Ftensorrt
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=49&exitLink=https%3A%2F%2Fbit.ly%2F2iotXMQ


50    COMMUNICATIONS OF THE ACM    |   AUGUST 2018  |   VOL.  61  |   NO.  8

practice

IN RECENT YEARS,  there has been a lot of excitement 
over eventual consistency.6 Heck, I get pretty excited 
about it! Eventual consistency is an aspect of some data 
that says its underlying value is unknown until work on 
that item settles down. It turns out that, in many cases, 
there are data items for which the work never settles 
down. In addition to being eventually consistent, many 
data items remain consistently eventual! 

Eventual consistency occurs when the value for 
something is replicated in more than one place, and 
there is a protocol for these replicas converging. 
Changes to one or more of the replicas can be done 
independently, and they will propagate and converge. 

Eventual consistency:
When we all know the same stuff, we will have the 

same result.
In this article, I do not want to talk about how 

eventual consistency can be accomplished but more 
about what it looks like when it’s used. Many fun 
papers have been written about eventual consistency. 
One of my favorites is “Eventual Consistency Today: 

Limitations, Extensions, and Beyond,” 
by Peter Bailis and Ali Ghodsi.1

As already mentioned, eventual 
consistency is typically used to de-
scribe the behavior of a data item that 
is replicated over decoupled systems. 
When updates happen to disconnect-
ed replicas separately, how do they be-
have when they reconnect and share 
their state?

Still, eventual consistency typically 
refers to the behavior of a single replicat-
ed object. It does not usually speak to 
transactions and what they mean with 
eventually consistent objects.

Data Floating Loose in  
the Mean, Cruel World
Data in a relational database behaves 
differently from data kept outside 
of one. When nonrelational data is 
unlocked, it gets captured as a mes-
sage, file, key value, or something else 
grouped as a lump. These lumps (or 
objects, values, or entities) have an 
identity and version.2

Eventual consistency arises when an 
object with multiple replicas, each with 
the same identity, somehow coalesces to 
a common value—even when the differ-
ent replicas are updated independently. 
This inherently means the version(s) of 
the object are not linearly assigned. It 
no longer makes sense to talk about a 
strict ordering of the changes. You must 
be prepared to capture the version of 
the object in a fashion that represents 
independent changes coming together. 
An excellent versioning mechanism is 
the vector clock.

It is important to recognize that the 
entire eventual consistency discussion 
must necessarily work in a world with 
objects, identities, and versions. It’s 
not really a classic database thing.

Wait … What Does  
a Transaction Mean?
“Last Writer Wins” is a form of even-
tual consistency. Consider a system 
that captures the wall-clock time 
from the local system whenever it up-
dates a replica. When everyone has 
heard all the updates, the one written 

Consistently 
Eventual
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with the latest wall-clock time is kept 
everywhere. This is challenging for 
transactional updates. Sometimes, a 
change within a transaction has the 
latest time and is kept. Sometimes, 
the transactional change is stomped 
out by a later update. This makes at-
omicity a challenge.

A change can also be captured as a 
commutative operation.5 This is evident 
in banking when a debit or credit is ap-
plied to your account and these opera-
tions can be reordered or commuted.

When you write a check on your joint 
checking account and your spouse 
writes a check at the same time, hope-
fully they will both clear. Given enough 
money in the bank, it doesn’t matter 

whose check clears first. A transaction 
can deposit money into one account 
via a check drawn on another. The 
check will usually clear, making a valid 
transaction. Sometimes, a bounced 
check will form another transaction 
to compensate for the first transaction 
with the bum check.

When dealing with all of these is-
sues, the best you can hope for is a 
probabilistic success combined with 
eventual compensation.3 While we 
strive for perfect transactional work 
in banking, we end up compensating 
when stuff goes wrong. Unlike some 
other areas of human endeavor, for 
the most part we can compensate for 
financial errors.

When Is Eventual? Is It Now?
One problem with having replicas is 
that you really never know when one 
of your evil twins will pop back into ex-
istence. Sometimes, algorithms codify 
that a replica is persona non grata after 
a certain period of time. Sometimes, 
you overlook that and a zombie replica 
will come back when least expected.

My wife and I have a checking ac-
count that is perennially in a state of 
debits and credits. When we both use it, 
no one really knows how much money 
is flying and floating.

Our personal checking account is con-
sistently eventual.

The only way to figure out the balance is 
to stop using the account for a while.
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Conclusion
Applications are no longer islands. Not 
only do they frequently run distrib-
uted and replicated over many cloud-
based computers, but they also run 
over many handheld computers. This 
makes it challenging to talk about a 
single truth at a single place or time. 
In addition, most modern applica-
tions interact with other applications. 
These interactions settle out to impact 
understanding. Over time, a shared 
opinion emerges just as new interac-
tions add increasing uncertainty. Many 
business, personal, and computational 
“facts” are, in fact, uncertain. As some 
changes settle, others meander from 
place to place. 

With all the regular, irregular, and 
uncleared checks, my understanding 
of our personal joint checking account 
is a bit hazy. While I try to convince my-
self I will someday understand it, I have 
reconciled myself that it’s really consis-
tently eventual. 
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There is also the pesky problem 
of the check written to someone who 
doesn’t deposit it in a reasonable 
amount of time. Perhaps it was left in a 
wallet and deposited a year later. If the 
check is not deposited for months, do 
you put a stop order on it or just wait 
and assume it’s not coming through? 
The balance in your checking account 
is annoyingly eventual!

Snapping Uncertainty into 
“What We Know So Far”
Our bank sends us monthly state-
ments. They represent the debits and 
credits to our account that cleared a 
strongly consistent location as of a 
deadline. That strongly consistent lo-
cation is the bank’s centralized com-
puter system. The debits and credits 
that have arrived at the clearinghouse 
by the monthly deadline get scooped 
up into the account’s statement.

Quarterly reports for public com-
panies take a similar but different ap-
proach. At midnight of the last day of 
the quarter, new business and new ex-
penses start being allotted to the next 
quarter. The company begins gath-
ering and organizing all the income 
and expenses from the now-closed 
quarter. Then all records of what was 
spent and earned are swept into a big 
mélange that results in a public quar-
terly profit and loss report. This usu-
ally happens within 40 days or so after 
the quarter closes.

Some transactions during the quar-
ter, however, may not be sent to the 
accountants in a timely fashion. One 
contributing factor may be the employ-
ment of software engineers, who are 
notoriously bad at the punctual sub-
mission of expense reports. So, the re-
sults published for the quarter are ap-
proximately correct but not perfect.

After the quarterly report, correc-
tions will dribble in to the accountants. 
They will either categorize them as mi-
nor and issue a slight correction to the 
numbers for the previous quarter or is-
sue a restatement. For a public compa-
ny, a restatement showing a noticeable 
difference from the published report is 
embarrassing and rarely happens. Mi-
nor corrections are common.

You can’t really know what happened 
until you have heard everything.

The longer you wait, the more you 
hear and the more accurate your opin-

ion. Eventually, you give up waiting for 
new information and declare your opin-
ion of what happened a few months ago 
is accurate enough.

In the bank account statement, the 
definition of certainty is provided at 
the bank’s centralized computer sys-
tem at end-of-day when the month 
closes. Uncertainty from the perspective 
of the bank is eliminated. In the corpo-
rate quarterly reports, uncertainty is 
gauged by how much of the underlying 
truth of the business filters its way back 
to the accountants. The quarterly re-
port is not definitive, just pretty darned 
close—at least usually. 

Trust, Timeouts, and Escalation
Working across trust boundaries is 
always eventual. Because you may 
not trust another entity, you are not 
going to do a distributed two-phase 
commit4 and lock up your database 
waiting for that other company. In-
stead, you have a workflow in which 
partial trust is used to get your coop-
erative business done. Throughout 
this process, there are long windows 
in which you are just waiting and wait-
ing … still more examples of being 
consistently eventual.

This eventual nature of uncertainty 
continues through the steps of the 
workflow. You agree to reserve 200 
widgets from your inventory on the re-
ceipt of a deposit from your purchaser. 
If you hear nothing back to consum-
mate the purchase of the widgets, you 
are stuck. While your disappointment 
is somewhat tempered by the deposit 
you keep, it’s not enough to pay for the 
widgets. Darn! You lost out on selling 
them to another customer!

Working across trust boundaries, 
cooperative work functions using 
timeouts and escalation. If you do 
not call to cancel your room reserva-
tion at a hotel with 72 hours advance 
notice, you are stuck with the first 
night’s room charge. The hotel, how-
ever, is likely stuck with the remain-
ing six days of an empty room from 
your one-week reservation. 

Indeed, the hotel has an ongoing 
parade of eventually resolved room 
sales. By the time it knows what is 
happening on Tuesday, the confusion 
of Wednesday’s occupancy is about to 
be resolved. Again, payments to the 
hotel are consistently eventual.
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COMPUTER SCIENCE FACULTY have a responsibility to teach 
students to recognize both the larger ethical issues and 
particular responsibilities that are part and parcel of 
their work as technologists. This is, however, a kind of 
teaching for which most of us have not been trained, 
and that faculty and students approach with some 
trepidation. In this article, we explore the use of science 
fiction as a tool to enable those teaching artificial 
intelligence to engage students and practitioners about 
the scope and implications of current and future work in 
computer science. We have spent several years 
developing a creative approach to teaching computer 

ethics, through a course we call “Science 
Fiction and Computer Ethics.”7–9,18,28 
The course has been taught five times at 
the University of Kentucky and two times 
at the University of Illinois at Chicago 
and has been successful with students, 
as evidenced by increasing and full en-
rollments; high teaching-evaluation 
numbers; positive anonymous com-
ments from students; nominations and 
awards for good teaching; and invita-
tions to speak about the course on con-
ference panels and in talks. 

Computer science, as a field, already 
recognizes that some ethics education is 
essential; the Accreditation Board for 
Engineering and Technology (http://
www.abet.org/), one of the largest U.S.-
based accreditors of engineering and 
technology programs, requires instruc-
tion on professional ethics. Indeed, 
some in computer science have gone so 
far as to require students in undergradu-
ate courses to perform ethics consulta-
tions for local industry.24 However, edu-
cating students to engage ethical 
challenges is often left to the cross-disci-
plinary portions of university curricula, 
especially in the U.S.12 We, as well as oth-
ers, argue that spending time focused 
on how these issues apply to both our 
own research and our students’ future 
work is important and necessary within 
computer science.30,36 

In fields with a strong practical 
component and established body of 

How to Teach 
Computer 
Ethics through  
Science 
Fiction 
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Science fiction in particular offers  
students a way to cultivate their capacity  
for moral imagination. 

BY EMANUELLE BURTON, JUDY GOLDSMITH,  
AND NICHOLAS MATTEI 

 key insights
 ˽ It is important to teach students to 

understand the difference between 
normative ethics—or what is the right 
answer or normal mode of thought—and 
descriptive ethics—or using the language 
of ethical theory to understand and 
describe a situation. 

 ˽ Using fiction to teach ethics allows 
students to safely discuss and reason 
about difficult and emotionally  
charged issues without making  
the discussion personal. 

 ˽ A good technology ethics course teaches 
students how to think, not what to think, 
about their role in the development and 
deployment of technology, as no one can 
foresee the problems that will be faced 
in a future career. 
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system but to encourage reflection and 
precision of thought among all com-
puter professionals. Teaching this 
way will, we hope, lead to an openness 
and exchange of ideas about both core 
values and best practices. 

The very idea of a universally appli-
cable ethical doctrine has serious 
problems. As anthropologist Melville 
Herskovits wrote in protest of the Unit-
ed Nation’s Universal Declaration of 
Human Rights, the declaration—al-
though intended “to be applicable to 
all human beings ... [is] conceived only 
in terms of the values prevalent in 
countries of Western Europe and 
America.”15 That is, any attempt to cod-
ify a universal definition of the “right” 
way to be human cannot, by definition, 
take account of the particular social 
and ethical context of individual cul-
tures. Cultures that have historically 
been most oppressed would thus be 
the most likely to be ignored or dele-
gitimized by a “universal” declaration. 

Although the precise status and pos-
sibilities of human rights discourse 
continue to be debated, scholars in 
both ethics and anthropology agree 
there is no way to formulate universal 
precepts of this kind that do not, on 
some level, reinforce the very kinds of 
social inequality they are designed to 
combat. The idea that a single code of 
laws or duties would solve all problems, 
and that our responsibility as teachers 
is to transmit those laws to students, is 
appealing but ultimately false. As Calla-
han10 says, “No teacher of ethics can as-
sume that he or she has such a solid 
grasp on the nature of morality as to pre-
tend to know what finally counts as 
good moral conduct. No society can as-
sume it has any better grasp of what so 
counts as to empower teachers to prop-
agate it in colleges and universities. The 
premise of higher education is that stu-
dents are at an age where they have to 
begin coming to their own conclusions 
and shaping their own view of the world. 
It is the time and place to teach them in-
tellectual independence, and instill in 
them a spirit of critical inquiry.”10 

The responsibility of an ethics in-
structor is to train students to engage in 
understanding and reasoning. The stu-
dents are thus prepared to navigate situ-
ations that offer no clean solutions and 
engage other computer science practi-
tioners in discussion about what and 

knowledge (such as medicine, engi-
neering, and the undergraduate levels 
of many sciences) there is a tempta-
tion to teach solely through the trans-
mitting of facts, rather than encourag-
ing discussion and dissent.11 This 
approach, which many undergradu-
ates have seen, can condition them to 
interpret what they learn in terms of 
an authority-based view of “truth” that 
in turn leaves them unequipped to rea-
son about situations involving no sin-
gle correct answer or think cogently 
about ethical trade-offs.23,34 We want to 
teach our students to move past this 
authority-based view and find the best, 
most efficient solution to technical 
problems; we argue that the same 
skills must be developed to engage 
with ethical challenges that arise from 
the substance of their work as well. 

Many courses focused on both re-
search and ethical considerations 
taught through fiction have been of-
fered worldwide, including at Hum-
boldt University in Berlin, Germany,a 
and a version focused on legal issues at 
Stanford University.b,1–3,19,20 Courses in 
other fields use literature (including 
science fiction) in non-majors courses 
as both a “hook” and a platform for ex-
ploring core ethical issues.3,13 Scholars 
in other humanistic disciplines (such 
as history and philosophy) have also 
argued that literature is an invaluable 
teaching tool for ethics and other top-
ics; see Copp,16 Davis,17 and Pease.35 
The common observation is that a fic-
tion-based approach makes it much 
easier to push beyond a review of best 
practices toward a more in-depth edu-
cation in ethical reasoning; Nevala-
Lee33 said: “[ ... ] fiction often removes 
the intellectual and emotional resis-
tance some students might at first feel 
towards the subject of ethics.” 

Ethics and Values in  
Computer Science 
Researchers in computing, as in all pro-
fessions, hold multiple and often con-
flicting sets of values, as well as differ-
ent ways to approach living up to one’s 
values. It is important to be clear that 
the purpose in teaching ethics is not to 
unify the field around a particular value 

a http://waste.informatik.hu-berlin.de/Lehre/
ws0910/dystopien/

b http://web.stanford.edu/class/cs122/

A key part of 
ethics education is 
helping students 
see beyond their 
own reflexive 
assumptions about 
what is true or right. 
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come more thoughtful and better in-
formed about their work and its long-
term effects. 

As in other areas of thought, this 
viewpoint diversity is a strength when it 
can be harnessed toward a productive 
exchange of ideas and perspectives. An 
example of such an exchange is the on-
going debate within the artificial intelli-
gence research community about the 
appropriate value systems on which to 
build artificial intelligence systems. The 
goal of teaching ethics is to foster the de-
bates and equip practitioners to partici-
pate productively. It does so, not by im-
posing a value system on students, but 
by informing them about the range of 
ethical descriptive and evaluative tools 
available to them. 

At the same time, educators should 
make students and professionals aware 
of the social ramifications of their work, 
that research, development, and imple-
mentation can be carried out in a variety 
of ways and for a variety of ends. Com-
puter science educators should dedicate 
significant time to ethics education, 
helping enable students to make in-
formed, thoughtful, ethical choices 
about technology and its applications 
and implications. 

What is ethics? Ethics can be under-
stood as the task of answering “What 
should I do?” which is never a simple 
matter. Ethics includes both thought 
and practice, an organized and inten-
tional reflection on morality and the ef-
fort to live in ways that are good, just, 
and/or right. Although many people use 
the words morality and ethics inter-
changeably, many ethicists understand 
them to be different. One common way 
of drawing the distinction is to define 
“morality” as a set of values or a world-
view and “ethics” as the practice of re-
flecting on those values and their foun-
dations and applications.4,22 

There are many different, often con-
flicting, ways to understand how to be 
moral. The clashes are sometimes be-
tween people who share the same funda-
mental premises and method of inquiry 
into how to be moral but disagree about 
conclusions. Other times, the clashes 
are between people whose basic ideas of 
how to answer the question of how to be 
moral conflict with one another. Most 
approaches to morality can be under-
stood in terms of the three major tradi-
tions of ethical thought—deontological 

ethics, virtue ethics, and utilitarian-
ism—with each growing out of different 
core questions and ways of seeing the 
world. 

Ethics is typically understood to be 
normative; that is, it is aimed at estab-
lishing norms of thought, values, or con-
duct. This assumption is especially prev-
alent in professional ethics courses that 
are typically used as a means to steer stu-
dents’ future behavior toward a set of 
professionally agreed-upon values (such 
as professionalism and honesty).26 But 
ethics is also a tool for description, fur-
nishing decision makers with a critical 
framework that enables them to under-
stand what is happening in a given situa-
tion and what is at stake in any action 
they might take. The boundary between 
normative and descriptive functions is 
sometimes fuzzy; for example, it is often 
the case that different details of a situa-
tion will appear salient depending on 
which ethical approach one adopts. This 
malleability of relevant details can make 
ethics itself seem murky or imprecise. 
However, teaching students to appreci-
ate this difference, understand the 
modes of reasoning that they or others 
might employ in making an ethical deci-
sion, and move between these reasoning 
structures themselves is the goal of a 
good ethics course. 

Educating students in the descrip-
tive functions of ethics is as important 
as communicating to them the profes-
sional norms of computer science. 
Computer science is a field in which 
everyday practice and problem solving 
takes place in a context that could bare-
ly be imagined the decade before. Edu-
cators cannot predict the ethical quan-
daries their students will face. With an 
education in ethical description, the 
students will be better able to engage 
in subtle and substantive ethical rea-
soning when new and challenging 
problems confront them. 

Practical challenges of teaching 
ethics. Ethics education is a notable 
challenge for two reasons. First, in the 
absence of any ideal universal ethics 
program, students must be taught how 
to approach problems as distinct from 
being led to particular pre-ordained con-
clusions that might narrow their vision 
and exclude important elements of a 
given problem. Second is how to achieve 
this goal while overcoming the biases 
students often bring to the classroom. 

how to choose. Callahan10 also endorses 
the idea of helping “ ... students develop 
a means and a process for achieving 
their own moral judgments” when con-
fronted with challenging situations. 

It is essential that open ethical de-
bates between well-informed practitio-
ners take place. Computer science does 
not take place in a vacuum; to an ever-
increasing degree, the IT systems and 
platforms, from search engines to 
smartphones, that are built by comput-
er scientists and engineers are creating 
and redefining the social, political, and 
individual contexts in which human be-
ings understand themselves.21 Whatev-
er principles and norms are adopted by 
computer scientists, and reinforced 
through the design and deployment of 
their systems, will have profound ethi-
cal and societal implications. Teachers 
and leaders in the field have a responsi-
bility to drive the discussion about the 
effects of their own work and the work 
of their students. Indeed, Boyer6 argued 
that academics have a responsibility to 
engage students and the public with 
their research. 

We have started to see this engage-
ment through a number of initiatives in 
the computer science community, in-
cluding the International Joint Confer-
ence on Artificial Intelligence 2015 letter 
on autonomous weapons researchc and 
the 2017 follow-on letter signed by CEOs 
of tech companies around the world;d 
ACM statement on algorithmic 
accountability;e development of the 
IEEE standard for algorithmic bias 
considerations;f and new conferences 
and research groups focused on fair-
ness, accountability, and transparency,g 
as well as conferences focusing on the 
effect of artificial intelligence on soci-
ety.h These debates are important for 
shaping the direction of the field, even 
though they rarely result in consensus. 
The utility of the debates is not that they 
result in standardized practices but 
rather that individual practitioners be-

c http://futureoflife.org/AI/open_letter_autono-
mous_weapons

d https://futureoflife.org/autonomous-weap-
ons-open-letter-2017

e https://www.acm.org/binaries/content/ 
assets/public-policy/2017_usacm_statement_ 
algorithms.pdf

f http://sites.ieee.org/sagroups-7003/
g http://www.fatml.org/
h http://www.aies-conference.com/
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schools of ethical theory—deontology, 
virtue ethics, and utilitarianism—helps 
broaden students’ ability to recognize 
and reflect on those assumptions. While 
all three schools have proponents among 
philosophers, theologians, and other 
scholars who work in ethics, broader cul-
tural discourse about ethics tends to 
adopt a utilitarian approach, often with-
out being aware that there are other ways 
to frame ethical inquiry. This larger cul-
tural reliance on utilitarianism may help 
explain why it consistently seems, to stu-
dents, to be the most crisply defined and 
“usable” of the ethical theories. But 
there are significant critical shortcom-
ings to this popular version of utilitari-
anism. The concept of “the greatest 
good” is notoriously ill-defined in utili-
tarianism, and while trained philoso-
phers struggle to identify or formulate a 
suitable definition, the gap typically 
goes unnoticed in less-philosophical 
circles, enabling agents to plug in their 
own definition of “the good” without 
submitting it to scrutiny. Furthermore, 
it is very easy to try to apply the basic for-
mula of utilitarianism—the greatest 
good for the greatest possible number—
to a decision without thorough consid-
eration of all those who will be affected. 
This move enables agents to declare 
they have pursued a morally reasoned 
course when, in fact, they have calculat-
ed the benefits only to themselves and 
those in their immediate sphere. This 
difficulty attaining a sufficiently broad 
understanding of the effects of actions, 
and thus in appropriately computing 
the utility of those actions, can curtail 
the ability to have a substantive ethical 
discussion, even insofar as everyone 
assents to utilitarianism. 

In our experience teaching ethics 
courses under the auspices of comput-
er science departments, we find that 
students are often drawn first to utili-
tarianism, perhaps because it seems 
more computational than the alterna-
tives. One of the most important as-
pects of the course is to broaden their 
experience to help them see past the 
non-rigorous version of utilitarianism 
to which they were previously exposed. 
The aim is not to demonstrate the su-
periority of one approach over another 
but rather to help them understand the 
uses and limits of each approach. This 
limitation can be exemplified by the 
question of whether to replace factory 

Teaching how, not what, to think. It is 
important to consider what it means for 
us as educators to say we want to inform 
our students how to think instead of 
what to think. It is tempting to assume 
we can formulate a set of rules in natural 
language, refine them until we agree on 
them, and then proceed as if these rules 
can be applied without further reflec-
tion. However, the real world is messy, 
and rules that may seem reliable under 
one set of conditions can falter under 
others. Furthermore, language is not al-
ways identical to the world it is intended 
to describe. Different people often de-
scribe the same experience in different 
ways or understand the same phrase to 
refer to different phenomena. At mini-
mum, such universal rules would re-
quire everyone who relied on them to 
engage in ongoing reflection about their 
own understanding and application of 
the rules to the world. 

Both the appeal of this rule-based 
approach and its limits can be seen 
with respect to the question of pro-
gramming robots against concrete ac-
tions (such as law enforcement robots 
never to shoot a human). While this op-
erating principle seems at first like a 
straightforward way to ensure the pres-
ervation of human life, it is not difficult 
to imagine scenarios in which shooting 
a person, perhaps even lethally, can be 
expected to save the lives of others. But 
how should a robot calculate the risks 
and values at stake in such a scenario? 
What sorts of input should it use when 
ascertaining if it should shoot a hu-
man? What sorts of input should it ig-
nore? And what are the social costs or 
benefits of using robots that will shoot 
a human under certain circumstances? 
Another example is the ongoing recent 
discussion about the classic trolley 
problem in light of the rapid advance of 
self-driving cars.5 

Ethics education often requires a dif-
ferent kind of education from under-
standing and applying an established 
body of knowledge. In computer sci-
ence, knowledge usually leads to action; 
if one chooses to create or program a sys-
tem to solve a problem, and know how to 
do it, there is little reason not to solve the 
problem in the most direct and efficient 
way possible. Ethical understanding, 
however, requires an additional layer of 
commitment. One must overcome both 
the temptation to adopt an easier or 

more self-serving course and the distrac-
tions that might prevent someone rec-
ognizing an ethical problem in the first 
place. It is not difficult to imagine a stu-
dent who can get 100% on an exam cor-
rectly identify terms and offer cogent 
and sensible solutions to hypothetical 
scenarios but then enter the work world 
and act in ways that ignore ethical con-
sequences or even violate theiri own val-
ues. This student might not stop to think 
they have acted wrongly; or such a stu-
dent might notice but consider practical 
or professional pressures to be more im-
portant. An ethics course is successful 
only if it goes beyond equipping such a 
student with information and knowl-
edge they can use but also prepares stu-
dents to scrutinize their use of that 
knowledge, even when doing so is not 
convenient or comfortable. 

In order to avoid causing great harm 
in the world, any field that involves 
practice requires not only technical 
proficiency of its practitioners but also 
ethical proficiency, as manifest not 
only in a command of the relevant 
knowledge but also the inclination and 
ability to let that knowledge take prece-
dence over laziness or self-interest. That 
is, a successful professional ethics edu-
cation does not just offer resources to 
indicate how problems can be identified 
and addressed; it also trains students to 
avail themselves of those resources, 
even when it is possible and easier not 
to. Teaching such skills and habits to 
students is a challenging task that can-
not be successfully realized through 
cross-disciplinary requirements alone 
but must be integrated into their com-
puter science education.38 The number 
of recent professional society calls to 
deal with algorithmic bias and the dis-
parate effects of information technology 
systems makes clear that computer sci-
ence departments must engage directly 
with this responsibility. 

Negotiating student biases. A key part 
of ethics education is helping students 
see beyond their own reflexive assump-
tions about what is true or right. Our 
classroom experience shows us that in-
troducing students to three of the major 

i In the spirit of inclusion, and in deference to 
shifting usage norms, we use “they” as a singu-
lar, non-gendered pronoun, as well as for the 
more traditional third-person plural; we trust 
context disambiguates.
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Spring 2018 Syllabus. 

Week 1. Using ethical language; in-class discussion 
Read Isaac Asimov’s short story “The Dead Past” 

Week 2. Professional ethics 
Read the ACM’s and the IEEE’s codes of ethics 

Week 3. Utilitarianism 
Read Harlan Ellison’s short story “‘Repent, Harlequin!’ Said the Ticktockman” 
Ethical description exercise #1 due in class 

Week 4. Deontology 
Read Elizabeth Bear’s short story “Dolly” 
Ethical description exercise #2 due in class 

Week 5. Virtue ethics
Read E.M. Forster’s short story “The Machine Stops” 
Ethical description exercise #3 due in class 

. . . 

Week 6. Selfhood and technological mediation 
Read James Patrick Kelly’s short story “Itsy Bitsy Spider” and 
Tom Sorell’s and Heather Draper’s paper “Robot Carers, Ethics, and Older People” 
Ethical description exercise #4 due in class 

. . . 

Week 9. Privacy 
Read Ken Liu’s short story “Here-and-Now” and 
Articles: Helen Nissenbaum’s “Privacy as Contextual Integrity,”
Manan Kakkar’s “A Case Against Online Privacy,” and Adam D. Moore’s “Privacy, Speech and 
Values: What We Have No Business Knowing” 
. . . 

Week 14. What is ethical warfare? 
Read Linda Nagata’s short story “Codename: Delphi,” Ronald C. Arkin’s essay “Ethical Robots  
in Warfare,” Jean Elshtain’s paper “The Problem of Dirty Hands,” and Emerson T. Brooking’s  
and Peter Singer’s “War Goes Viral” 
Ethical argument assignment #3 due in class 

Last week. Professional ethics, the importance of integrity 
Read E. Saxey’s short story “Not Smart, Not Clever” 
Ethical argument assignment #4 due in class 
Reread Asimov’s “The Dead Past”

suited to teaching computer ethics. As 
Alec Nevala-Lee31 says, “Science fiction 
has been closely entwined with military 
and technological development from 
the very beginning. The first true science 
fiction pulp magazine, Amazing Stories, 
was founded by editor Hugo Gernsback 
expressly as a vehicle for educating its 
readers about future technology.” Our 
project builds on this long-recognized 
insight—that science fiction is, in key re-
spects, better able than “realistic” fic-
tion to reflect the near future (or possi-
ble futures) in which computer 
professionals work. Science fiction thus 
permits a curricular design that hews 
more closely to the concerns and quan-
daries of computer-related fields of 
study and work. A successful ethics 
course will reframe the task of ethical 
engagement so students understand the 

ongoing responsibility to ask ethical 
questions of themselves and their work; 
and further, that they are equipped to 
perceive, describe, and understand the 
challenges as they arise. We find that sci-
ence fiction makes the key ethical ques-
tions of technology development and 
use more vivid and engaging and the 
critical resources for addressing ethical 
questions more intelligible. 

We take science fiction in its broadest 
sense, as the fantastical worlds or even 
the futuristic technology gives us a start-
ing platform for discussion. The catego-
ry of science fiction was first described 
by Hugo Gernsback, for whom the pres-
tigious Hugo Prize is named, in the edi-
torial of the first issue of Amazing Stories 
in 1926 as, “ ... I mean the Jules Verne, 
H.G. Wells, and Edgar Allan Poe type of 
story—a charming romance intermin-

workers with robots. They may focus on 
the happiness of the factory owners, 
shareholders, and those who will pay 
less for manufactured goods, without 
considering the utility of the human 
factory workers and those whose jobs 
depend on factory workers having mon-
ey to spend; or even the more high-level 
question about whether or not it is rea-
sonable to consider human beings and 
machines as interchangeable. Indeed, 
the three approaches can be comple-
mentary, or even mutually informative; 
for example, recent theorists have ar-
gued that virtue ethics is best seen as 
part of successful deontology.27 

Why fiction to teach ethics? Stories—
literature, plays, poetry, and other narra-
tive forms—have always been a way to 
talk about the world as it is, telling us 
what it is like and what effect our choices 
will have. Whether they are transmitted 
in print or through other media, stories 
play a potent role in shaping the 
thoughts and ideas of individuals, as 
well as the cultural norms of the societ-
ies in which they live. 

Scholars of ethics have, in the past 
several decades, embraced fiction as an 
ideal way to think about and teach ethics, 
because, as philosopher Martha Nuss-
baum32 writes, fiction “ … frequently 
places us in a position that is both like 
and unlike the position we occupy in 
life; like, in that we are emotionally in-
volved with the characters, active with 
them, and aware of our incompleteness; 
unlike, in that we are free of the sources 
of distortion that frequently impede our 
real-life deliberations.” By offering the 
reader both immersion and distance, an 
ethics course based in fiction helps stu-
dents perceive the degree to which ethi-
cal quandaries are tangled up in other 
aspects of life while furnishing a context 
that keeps them connected to abstract 
principles and questions. As such, fic-
tion-based ethics education helps them 
cultivate the capacity to recognize ethi-
cally complex situations as they arise or 
extract an ethical dilemma from a larger 
context. This combination of qualities 
also helps students develop the moral 
imagination that is a key component of 
successful ethics education.10 The com-
mon alternative is to provide them with 
a prepackaged case studies in which the 
particular ethical dilemma under study 
is cleanly identified for the student. 

Science fiction is particularly well 
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of ethics and the solution is not a more-
perfect code but rather IT professionals 
better prepared to engage in ethical 
reasoning, and thus to make use of pro-
fessional codes. 

The course then spends several 
weeks on in-depth study of each of the 
three major ethical theories—utilitari-
anism, deontology, and virtue ethics—
with one day for each on a critical read-
ing assignment that introduces the 
theory in detail and another day analyz-
ing and discussing a short story from 
within the perspective of that theory. To 
prepare for these discussions, students 
write “ethical description exercises,” 
answering guided questions about how 
the story world can be understood 
through that week’s ethical lens. Some 
of these stories, particularly Elizabeth 
Bear’s “Dolly,” which is used to teach 
deontology, and E.M. Forster’s “The 
Machine Stops,” which is used to teach 
virtue ethics, end up as touchstones for 
the course, resurfacing in student dis-
cussions about later subjects. 

After helping build the students’ ana-
lytic competency in ethical theory, the 
course moves to a consideration of ma-
jor ethical concerns in IT, including sur-
veillance, the interrelationship between 
news and social media, and self-driving 
cars. On the strength of the assigned sci-
ence fiction stories, students consider 
both immediate practical problems and 
deep underlying issues that recur in IT 
ethics past, present, and possibly future. 

Each story touches on multiple core 
issues, enabling the students to appreci-
ate, and grapple with, the interconnect-
edness of the various challenges they 
will confront. Stories like James Patrick 
Kelly’s “Itsy Bitsy Spider” and Paul Shoe-
maker’s “Today I Am Paul,” both focus-
ing on carebots looking after aging par-
ents with dementia, serve as the basis 
for a discussion of carebots in particular 
but also inspire broader discussions on 
how technological interventions can 
change the conditions in human rela-
tionships. Paolo Bacigalupi’s “The Gam-
bler” helps frame a discussion of new 
media and the attention economy, high-
lighting the particular hurdles this new 
information environment creates for 
minority experience and positions. 

Ken Liu’s “Here-and-Now” offers a 
potent view of the personal and social 
stakes of the post-privacy era, particu-
larly in the context of the mostly un-

gled with scientific fact and prophetic 
vision.” Using this broad definition, al-
most any fiction dealing with sufficiently 
advanced technology is science fiction. 
Though the majority of the literary and 
philosophical establishment has not, 
until recently, seen science fiction as a 
venue for serious ethical thinking, this 
fact reflects longstanding biases in the 
field rather than the merits or possibili-
ties of science fiction itself. 

Fiction allows educators to reframe 
recognizable human situations and 
problems in terms of unfamiliar set-
tings and technology. Hence, any fiction, 
and especially science fiction in the case 
of technology, can be an ideal medium 
for raising and exploring ethical con-
cerns. By presenting a familiar problem 
(such as conflicts between different so-
cial groups or the invasion of privacy in 
unfamiliar terms and settings), a work of 
science fiction can mitigate a reader’s 
tendency to defend, reflexively, their 
own previously held views. As Nuss-
baum32 writes, “Since the story is not 
ours, we do not get caught up in the vul-
gar heat of our personal jealousies or an-
gers or the sometimes blinding violence 
of our loves.” In this way, science fiction 
creates an opportunity for students to 
gain fresh insight into, and even empa-
thy for, ethical positions and people 
whose real-world analogues are not em-
braced by their values or politics. 

We thus advocate science fiction for 
several reasons in addition to the ones 
outlined here. First, the use of futuristic 
or alien settings allows students to de-
tach from political preconceptions and 
experience the dilemmas of plot and 
characters as something fresh. Sec-
ond, it has so far proven popular and 
effective with students. One student 
wrote the following on a Spring 2017 
anonymous course evaluation: “Go-
ing into this course, there were sever-
al times that I could acknowledge an 
ethical situation and had my own 
ideas as to whether it was ‘right’ or 
‘wrong,’ but I couldn’t necessarily ar-
ticulate why. This course gave me the 
tools to be able to have a meaningful 
discussion about these topics. It was 
also a productive way to get out of the 
coding mindset, take a step back, and 
consider what other results might 
come from the technologies that we will 
be making. Phenomenal course, and 
phenomenal instructor.” Finally, some 

of the science fiction we chose also pos-
its new science infrastructure and al-
lows students to think about doing re-
search and development outside the 
fairly rigid industrial and academic 
boxes, driven by something other than 
current funding paradigms. This cre-
ative thinking about practical prob-
lems, according to some philoso-
phers29,37 and educators,14 is a crucial 
component in developing the ethical 
reasoning abilities of students. All these 
reasons, along with the distance from 
the material that can be created through 
fiction, have led to a very successful 
course taught more than eight times as 
of August 2018 and that has won us mul-
tiple teaching awards. 

The Course 
The aim of the course is to prepare our 
students to recognize ethical problems 
in their present and future work as tech-
nologists, focusing on methods of ap-
plied ethical reasoning (for the future), 
as well as on particular current prob-
lems. During class discussion and in 
homework assignments, they analyze 
both science fiction stories and brief ar-
ticles, using the major ethical theories 
not only as evaluative tools but as a de-
scriptive apparatus to enable them to 
recognize problems and consider possi-
ble solutions from multiple perspec-
tives. As we have seen, this focus on ethi-
cal theory as a descriptive tool, combined 
with the use of science fiction stories as 
an arena for ethical description and 
analysis, sharpens the students’ ability 
to perceive and describe ethical chal-
lenges and expands their capacity to ad-
dress them with creativity and nuance. 
An abbreviated example syllabus is out-
lined in the figure here. 

The class opens with a crash course 
on ethical theories and a review of the 
IEEE and the ACM codes of ethics. Stu-
dents consider the different modes of 
ethical engagement invited by each 
code and discuss whether, and in what 
ways, either one is likely to affect their 
decision making. Although this discus-
sion typically evinces varying opinions 
on the usefulness or relevance of either 
code, there is near-universal consensus 
that the codes are not, by themselves, 
sufficient to help an IT professional ad-
dress the challenging problems that 
may arise. We, the instructors, stress 
this is a problem common to all codes 
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to grips with the complexity of consid-
ering a problem in the context of the 
wider world where it takes place. 
These materials include both a story 
frame to introduce the stories to stu-
dents and a pedagogy guide to help 
instructors. The stories we have col-
lected for the course (and, no doubt, 
many others) are engaging enough to 
spark energetic debate about ethical 
questions on their own and reward 
sustained scrutiny along ethical lines 
with several layers of productive chal-
lenge beyond an initial encounter. 
Once the problems illustrated by the 
narrative are described and conceptu-
alized, the full ethical implications 
and challenges can be understood by 
“re-embedding” the problem back 
into its narrative context. The students 
should then consider how the world of 
the story created the conditions for 
both the external problems and the in-
ternal struggles addressed by the re-
lated characters. 

The story frame furnishes the stu-
dents with light guidelines, preparing 
them to pay attention to particular is-
sues without instructing them how to 
answer, or even ask, ethical questions. 
The story frame thus leaves room for 
the students to discover the questions 
for themselves and grapple with the 
challenge of identifying and naming 
the problems at hand. This choice not 
only helps preserve the excitement of 
discovery that comes with reading good 
fiction but also requires the students to 
undertake these tasks on their own. 
While their own initial attempts to 
frame, define, and address ethical 
problems are likely inadequate, their 
attempts to do so both individually and 
collectively are an essential part of the 
learning in an ethics course, as the real-
world problems they encounter will not 
come with a set of pre-formulated 
guidelines to steer them toward the 
nominal best answer. 

The pedagogy guide, in addition to 
offering generalized tips for stimulating 
and sustaining productive discussion 
about fiction and ethics, also points the 
instructor toward relevant themes, de-
tails, and patterns in the text. These de-
tails and patterns do not, by themselves, 
constitute an “answer” to any of the core 
ethical questions raised by the stories. 
As a list of facts, they are not especially 
helpful for students grappling with the 

regulated gig economy that depends 
so heavily on IT innovations. And Mi-
chael Burstein’s “Teleabsence” ex-
plores how technological innovations 
designed to address social inequality 
can in fact exacerbate it while raising 
probing questions about the powers 
and limits of how one might redefine 
oneself on the Internet. Although the 
reading list has changed with each it-
eration, these stories and others like 
them have formed the backbone of 
each version of the course. 

In each such iteration, our students 
have emerged from the semester’s read-
ing inspired, troubled, and invigorated 
by the new perspectives they have gained 
on their future work. 

The assignments in the course help 
develop their capacity for attention and 
critical thought in a manner intended to 
serve them well throughout their profes-
sional lives. By working descriptively 
with three different ethical theories, 
they develop a rich critical vocabulary for 
recognizing ethically fraught situations 
as they arise. The questions given to the 
students for a particular story are delib-
erately open-ended, requiring them to 
identify and formulate the problem 
from the ground up, an approach that 
addresses a practical gap created when 
they are taught using only case studies. 
This open-endedness also fosters a wid-
er range of responses than a more close-
ly tailored set of questions, thus creating 
a more varied class discussion. 

Through the multiple writing as-
signments, the students not only be-
come aware of a range of potential 
ethical challenges in their work in 
computer science but also alert to the 
variety of ways these problems might 
initially emerge. They are thus able to 
identify potential ethical risks in a giv-
en technology or model or in a compa-
ny’s and the public’s use of the tech-
nology or model. They are better 
prepared to articulate their arguments 
for why a given approach is the most 
(or least) ethical choice and see past 
incomplete or specious defenses of 
potentially unethical projects. 

Example Story Materials 
Here, we include an example of the 
pedagogical materials we have devel-
oped to capitalize on the lively accessi-
bility of the fiction-reading experience 
while also helping the students come 

Science fiction 
makes the key 
ethical questions 
of technology 
development and 
use more vivid and 
engaging and the 
critical resources 
for addressing 
ethical questions 
more intelligible. 
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and services that do exist, including 
TaskRabbit, Pokémon Go, and YikYak. In-
deed, the app in the story was based on 
one described in a 2013 academic pa-
per.39 Still, we are fast approaching a 
world like the one in the story, and it is 
not difficult to imagine an app like Here-
and-Now existing here, and now. 

Study questions. Among the many 
essential ingredients of Tilly Here-and-
Now’s economy are money and infor-
mation but also interest on the part 
of users, information requesters and 
information gatherers alike. What are 
the sorts of interest that might lead 
someone to use the app in either of 
these roles? Are any of these interests 
in tension with the others? 

Does it matter that Tilly’s request 
function is anonymous? Why or why not? 

Early in the story, Aaron decides “Til-
ly Here-and-Now made you more aware 
of the world around you ... more con-
nected to your community.” How do the 
events of the story itself confirm or chal-
lenge that conclusion? Characters in the 
story you can use to think about this 
question include Aaron’s acquaintance, 
Lucas, Aaron’s parents, the unnamed 
people whose bounties are being ful-
filled, the girls in the video Lucas has 
purchased, and Aaron himself. 

The reward for fulfilling an informa-
tion request is called a “bounty,” rather 
than, say, a “fee,” “one-time pay-
ment,” or other possible term; you 
can probably think of others. How 
does that choice of word affect the way 
the reader think about the relationship 
between the information-requester 
and the information gatherer? Does it 
affect how the reader thinks about the 
relationship between either of these 
individuals and the information that is 
gathered? Do you think the choice of 
the word “bounty” has an effect on the 
characters in the story, as well? If so, in 
what way? 

Moreover, who has access to the 
requests, and how is it controlled? 

Instructor’s guide. This material is 
available to instructors to help them 
guide in-class discussion of the story. 

The Tilly Here-and-Now app exists in 
a world that is just different enough 
from our own to be provocative but 
similar enough to feel intuitive. Stu-
dents may be tempted to jump 
straightaway to talking about the app 
itself, independent of the story. But 

core ethical challenges of a given story. 
In the context of an ongoing discussion, 
the instructor can introduce these de-
tails to raise new questions or challenge 
provisional explanations about how the 
world of the story works or why charac-
ters make the choices they do. In story 
discussions—and, indeed, in discus-
sions concerning the real world—stu-
dents often begin the course by wanting 
to find tidy answers for challenging ethi-
cal problems. To counter this impulse, 
future instructors will find it useful to 
interject into the discussion details that 
complicate the students’ explanations. 
In this way, discussion of the story 
worlds can help train students to per-
ceive complexity in the real world. 

Story frame for “Here-and-Now.” The 
story under study here is Liu’s “Here-
and-Now,” a short story that has sparked 
lively and productive discussion among 
students in previous versions of the 
course. Liu, a trained computer scien-
tist, has written several excellent stories 
in recent years that directly address is-
sues in computer ethics, material circu-
lated to students, along with the story 
text itself; “Here-and-Now” is available 
for free at http://www.kasmamagazine.
com/here-and-now.cfm 

The story itself25 begins with this sen-
tence: “It’s amazing what you can get, 
just by asking.” 

How much is information worth? 
That is the question Aaron, the protago-
nist of “Here-and-Now,” is forced to con-
front over the course of one complicated 
afternoon and evening. Aaron is one of 
thousands (if not millions) of people us-
ing a new app called Tilly Here-and-Now 
that allows users to pose anonymous re-
quests for “information” of any kind. 
The story asks deceptively simple ques-
tions as to why information matters. It 
also points out that some kinds of infor-
mation are much more meaningful or 
valuable to some people than to others, 
asking readers to consider whether that 
difference should matter, and how. 

The world of the story is not quite the 
same as ours but is similar in many ways. 
It appears that Centillion, the app’s par-
ent company, has achieved data-man-
agement capabilities that are not yet 
available in the real world, though we 
recognize the possibility is certainly on 
the horizon. Likewise, nothing exactly 
like the Here-and-Now app exists yet, but 
it is a plausible amalgam of many apps 

Discussing ethics in 
the context of fiction 
can make it easier 
for instructors to 
adopt an open-
ended approach 
required for a good 
ethics course. 

http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=62&exitLink=http%3A%2F%2Fwww.kasmamagazine.com%2Fhere-and-now.cfm
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=62&exitLink=http%3A%2F%2Fwww.kasmamagazine.com%2Fhere-and-now.cfm
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invasive of the girls’ privacy) but 
“Would have been even better if 
they’re people I know,” as Lucas says. 
“Next time I’m going to raise the 
bounty and limit the range more. It’s 
amazing what you can get, just by ask-
ing.”25 Lucas anticipates that knowing 
the girls involved would make the video 
more satisfying. The invasion of private 
space is part of the pleasure. 

Aaron and Lucas respond very differ-
ently to the license-plate request, not 
only because Aaron recognizes the 
plate number but because he has some-
thing personal at stake in the fulfill-
ment of the request, and in its asking. 
Previously, the reader has seen Aaron 
wonder why he is being asked to ful-
fill this or that request, but never 
whether he should. Only when the re-
quest touches him personally does he 
realize the damage that might be done 
if it is fulfilled.

Aaron himself is later undermined 
(in a small way) by another Tilly Here-
and-Now user, fulfilling another of his 
mother’s requests, when she discovers 
he has been cast in the school play. On 
the surface, this plot point lines up pri-
marily with more typical concerns 
about privacy. Aaron, who had hoped 
to conceal the information about his 
being cast in the play, is the one who has 
been injured but, insofar as Aaron trusts 
his mother less, she is also damaged. 

Information control and performance. 
The story repeatedly touches on the 
theme of people pretending to be who 
they are not, as signaled at the opening 
of the story, when the reader learns Aar-
on has been cast in a play. A play is a per-
formance, but the “deception” is a mat-
ter of mutual consent; the audience 
knows it is watching actors, and in this 
sense the play does not represent a mis-
carriage of knowledge. 

This non-deceptive deception dif-
fers from the way Aaron’s parents talk 
to each other over dinner toward the 
end of the story. Aaron knows by then 
that his mother suspects his father of 
cheating and he halfway suspects his 
father as well, but they treat each oth-
er normally, as if nothing is wrong. 
“He couldn’t hear anything different 
in their tones. His mother acted like 
she had never asked the question. His 
father acted like he had nothing to 
hide.”25 Aaron’s mother, and possibly 
his father as well, perform with an in-

tent to mislead. But whom are they mis-
leading—Aaron, each other, or both? 
And when did the deception begin? 

It is also worth raising the question of 
whether, and how, Aaron’s own actions 
qualify as misrepresentations, as in his 
desire to keep his role in the play a se-
cret, and his own Tilly request, which is 
designed to distract Lucas from fulfill-
ing his mother’s request. 

Additional topics. Liu’s “Here-and-
Now” also raises issues of access control 
and information integration, or com-
bining different possibly innocuous 
sources to complete more complex, 
thorough, and possibly invasive records. 
At one point, the reader’s perception 
shifts when Aaron recognizes his fa-
ther’s license plate. How do the different 
ethical theories frame the possibility of 
deanonymization in the story, either de-
liberately or accidental? Discussing 
deanonymization can lead to further 
discussion of hacking and Wikileaks, 
trust and distrust in data scrubbing, as 
well as other directions. 

Ethical description writing assign-
ment. The purpose of this assignment is 
description. Addressing the points cited 
in the following paragraphs, describe 
Liu’s story in terms of one of the three 
major theories of ethics. (You will re-
ceive separate instructions telling you 
which theory to use.) Be sure to title your 
assignment “Here-and-Now: [name of 
ethical theory].” 

Assigned theory. Using the concepts 
and worldview of your assigned theo-
ry, give a two-to-four sentence sum-
mary of the central ethical problem(s) 
in the story. 

Ethical problems. What is at stake in 
the ethical problem(s) so described? 
That is, what possible goods could be 
gained or lost or what kinds of harm 
could occur or be prevented? Using the 
language of your theory, explain why 
these costs or benefits are significant. 

Characters. What character(s) is/are 
in a position to take meaningful action 
with respect to the problem? What 
about their character or circumstances 
positions them to take such action? 

Course of action. Choose one such 
character from your answer. Using the 
language and concepts of your assigned 
theory, describe the course of action this 
character takes in the story. Are there 
other possible courses of action the sto-
ry suggests the character might have 

this particular narrative provides an 
exceptionally effective window onto 
Liu’s slightly reimagined world, and 
the discussion will likely be more fo-
cused and productive if you dedicate at 
least 20 minutes to 30 minutes to dis-
cussing Aaron’s experiences and re-
flections before moving onto the more 
general implications of the Tilly app. 

As always, the best approach is a So-
cratic one, in which you guide your stu-
dents toward discovering things for 
themselves. Here are some observa-
tions and details about the story. You 
can use them to ask “fishing” ques-
tions if you think your students are 
missing important details or to prompt 
them to reassess their view of the story 
if they have settled on a version that ig-
nores such details. 

Aaron. Aaron is interested in informa-
tion about others. He likes claiming 
bounties and furnishing others with the 
information they want but also likes try-
ing to figure out why it is that people 
want them. When Lucas baits him, say-
ing, “I got something cool,” Aaron can-
not help asking about it. 

On the other hand, Aaron hates giv-
ing up information about himself to the 
people he knows. He does not want his 
mother to know about his part in the 
school play and will not tell Lucas how 
much money he earned. In the entire 
story, we learn of only one instance in 
which Aaron willingly shares informa-
tion with another character, when he 
teaches his mother (before the begin-
ning of the story) about Tilly Here-and-
Now. By the end of the story, Aaron re-
grets having shared that information, 
since his mother is now using the app 
“against” him to learn things about him 
and about his father. 

The individuality of knowledge. At sev-
eral points in the story, both major and 
minor, the reader’s attention is directed 
to the ways information matters more to 
the people it touches directly. The story 
thus adds a new layer to frequently ex-
pressed concerns about privacy, focus-
ing on the damage done to the 
character(s) whose information is 
known or made available. As the story 
explains, the person who knows can be 
just as affected or damaged by that 
knowledge as the subjects about whom 
it is known. 

Lucas is happy with his video of two 
girls kissing (which strikes Aaron as 
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taken? Describe them, again using the 
language of your assigned theory. Ac-
cording to that theory, what might be a 
better course of action, and why? 

Argument. What argument do you 
think the ending of the story intends 
to make? You are still describing, 
rather than arguing. Use the language 
of your assigned theory to describe 
Liu’s argument. 

Students will bring these assign-
ments to class on the day they are 
due. They are welcome to make notes 
on them, over the course of discus-
sion, for their own edification and 
turn them in to the professor at the 
end of class. 

Conclusion 
Teaching ethics to computer science 
students is a pressing responsibility 
for computer science faculty but also 
a challenge. Using fiction as the ba-
sis for an ethics course offers several 
advantages beyond its immediate ap-
peal to many students and some fac-
ulty. First, fiction offers students a 
way to engage with ethical questions 
that helps them cultivate their capac-
ity for moral imagination; science 
fiction in particular can make the 
ethical stakes of blue-sky projects 
vivid, pressing, and immediate. Sec-
ond, stories offer students the 
chance to develop their writing and 
verbal skills in ethical description. 
And finally, discussing ethics in the 
context of fiction can make it easier 
for instructors to adopt an open-end-
ed approach required for a good eth-
ics course. A course built around fic-
tion enables instructors to incorporate 
the best and most useful aspects of a 
humanistic approach to ethics educa-
tion while remaining close to the cen-
tral technological concerns within 
computer science. 
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TRANSLATING THE IMPACT of Amdahl’s Law on tail 
latency provides new insights on what future 
generations of data-center hardware and software 
architectures should look like. The emphasis on 
latency, instead of just throughput, puts increased 
pressure on system designs that improve both 
parallelism and single-thread performance. 

Computer architecture is at an in-
flection point. The emergence of ware-
house-scale computers has brought 
large online services to the forefront 
in the form of Web search, social net-
works, software-as-a-service, and more. 
These applications service millions of 
user queries daily, run distributed over 
thousands of machines, and are con-
cerned with tail latency (such as the 
99th percentile) of user requests in ad-
dition to high throughput.6 These char-
acteristics represent a significant de-
parture from previous systems, where 
the performance metric of interest 
was only throughput, or, at most, aver-
age latency. Optimizing for tail latency 
is already changing the way we build 
operating systems, cluster managers, 
and data services.7,8 This article inves-
tigates how the focus on tail latency af-
fects hardware designs, including what 
types of processor cores to build, how 
much chip area to invest in caching 
structures, how much resource inter-
ference between services matters, how 
to schedule different user requests in 
multicore chips, and how these deci-

sions interact with the desire to mini-
mize energy consumption at the chip 
or data-center level.2 

While the precise answers will come 
from detailed experiments with both 
simulated and real systems, there is 
great value in having an analytical 
framework that identifies the major 
trade-offs and challenges in latency-
sensitive cloud systems. We aim here 
to complement the previous analyses 
on Amdahl’s Law for parallel and mul-
ticore systems1,11 by designing a model 
that draws from basic queueing theory 

Amdahl’s Law  
for Tail Latency
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Queueing theoretic models can guide design 
trade-offs in systems targeting tail latency, 
not just average performance. 
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 key insights
 ˽ Optimizing for tail latency makes 

Amdahl’s Law more consequential 
than when optimizing for average 
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 ˽ Queueing theory can provide accurate 
first-order insights into how hardware 
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 ˽ As service responsiveness and 
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Figure 1. Building system insights from queueing theory: (a) 99th percentile response time in 
an M/M/1 model; and (b) 99th percentile queueing time in an M/M/4 model as a function of µ. 
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Amdahl’s Law describes the speedup of a program when 
a fraction f of the computation is accelerated by a factor S. 
Speedup is then defined as 

In a multi-core machine, Amdahl’s Law captures the 
benefit from multiple cores in average performance. While 
this interpretation is still relevant, it is, by itself, insufficient 
for describing tail latency requirements. To bridge the gap 
we build upon ideas from queueing theory, which provides 
a framework to reason about task-arrival rates, service 
times, and end-to-end response times. Simple models (such 
as M/M/1 and M/M/k) are particularly attractive for first-
order performance calculations because they can concisely 
describe performance in closed-form expressions. 

M/M/1 model. We start with one of the simplest queueing 
models: the M/M/1 queue, modeling a system in which a 
single server processes incoming tasks. Tasks arrive under a 
Poisson process with rate λ. The service times also follow an 
exponential distribution, with rate parameter µ and mean 
service time Ts = 1/µ (µ=per f (r) in the main text of the article. 
A larger µ means a more powerful server and results in lower 
latency. Tasks are processed in a simple first-in-first-out 
order. This simple queueing system is stable when µ > λ. In 
contrast, when µ > λ, queued tasks keep increasing, leading to 
instability. The load of the system is defined as ρ = λ/µ. Given 
these definitions, the mean number of tasks in the system is 

 

where N is a random variable for the number of tasks. 
Likewise, the mean of task response time (using random 
variable R) is 

and the ρ-th percentile of response time is 
  

Figure 1a outlines the 99th percentile of request latency as a 
function of the service rate µ. As µ increases, tail latency drops 
both at low and high load. 

M/M/k model. We now extend the M/M/1 model to a more 
realistic system with k equivalent servers in order to model a 
multicore machine. Tasks are now added to a single, shared 
queue, where servers draw them from for processing. As with 
the M/M/1 model, tasks arrive under a Poisson process with 
arrival rate λ and each server processes tasks with service rate 
µ. Closed-form solutions for the mean response time and 
response-time percentiles exist but are more complicated 
than in the M/M/1 model. Specifically, system load is ρ = λ/
(kµ). The probability that a new task must be enqueued is 
given by Erlang’s C formula 

and the mean number of tasks in the system 

The average response time is 

Finally, the p-th percentile of queueing time is 

Figure 1b outlines how the 99th percentile of queueing 
time correlates to the service rate µ for one and four servers. 
Higher service rates correspond to less time spent by requests 
in the queue. We use the M/M/k model for analysis of system 
trade-offs unless otherwise specified. In the article’s section 
on validation, we verify that this model closely reflects real 
system behavior. For applications with non-Poisson arrival- 
and service-time distributions, more general queueing 
models may be needed (such as the G/G/k model).10,24 For 
more complex applications (such as multi-tier services), 
system architects would need a more sophisticated analytical 
model (such as a queueing network). 

Analytical Framework 
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Figure 4a shows how throughput in 
queries per second (QPS) changes for 
different latency QoS targets, under the 
M/M/N queueing model described in 
the sidebar. Throughput of 100QPS for 
QoS=10Ts means the system achieved 
100QPS for which the 99th latency per-
centile is 10Ts. The x-axis captures the 
size of selected cores, moving from 
many small cores on the left side to a 
single core of 100BCEs on the right 
side. We examine all core sizes from 
1BCE up to 100BCEs in increments of 
a single resource unit. In configura-
tions with multiple cores, throughput 
is aggregated across all cores. The dis-
continuities in the graph are an artifact 
of the limited resource budget and ho-
mogeneous design; for example, for 
U = 51, an architect can build a single 
51BCE core, while 49 resource units re-
main unused. Throughput for 10Ts for 
cores greater than 7BCE overlaps with 
100Ts, as does throughput for 5Ts for 
cores of more than 12BCEs. 

Finding 1. Very strict QoS targets put 
a lot of pressure on single-thread per-
formance. When QoS = Ts or 5 Ts, cores 
smaller than 22BCEs or 12BCEs, re-
spectively, achieve zero QPS for which 
the tail latency satisfies the QoS target. 
This happens because the cores are too 
weak to handle variability in service 
time even in the absence of queue-
ing, and the queueing naturally occurs 
when cores operate close to saturation. 
This result means that, for services 
with extremely low-latency require-
ments (such as in-memory caching 
and in-memory distributed storage),21 
architects must focus on improving 

(see Figure 1 in the sidebar “Analytical 
Framework”) and can provide first-or-
der insights on how design decisions 
interact with tail latency. As was the 
case with the previous analyses based 
on Amdahl’s Law, our model has sig-
nificant implications for processor de-
signs for cloud servers. 

While analytical models help draw 
first-order insights, they run the risk 
of not accurately reflecting the com-
plex operation of a real system. In Fig-
ure 2, we show a brief validation study 
of the queueing model, as discussed 
in the sidebar, with {1, 4, 8, 16} com-
pute cores against a real instantiation 
of memcached, a popular in-memory, 
key-value store, with the same number 
of cores. We set the mean interarrival 
rate and service time of the queueing 
model based on the measured times 
with memcached. In both cases, when 
providing memcached with exponen-
tially distributed input load, the mem-
cached request latency is close to the 
one estimated by the queueing model 
across load levels. 

Cost Model 
Since hardware resources are not infi-
nite, this analysis requires a cost model 
that relates resource usage to perfor-
mance. We use a model similar to the 
one used by Hill and Marty11 to extend 
Amdahl’s Law to multicore chips. That 
is, we assume a given multicore chip is 
limited to R base core equivalents (BCE) 
units. This limitation represents area 
or power-consumption constraints in 
the chip design. The BCE is an abstract 
cost unit that captures processor re-
sources and caches but does not share 
resources (such as interconnection 
networks and memory controllers). As 
in Hill and Marty,11 we assume these 
resources are fairly constant in the sys-
tem variations we examine. A baseline 
core that consumes 1BCE unit achieves 
performance of perf(1)=1. Chip archi-
tects can build more powerful cores 
by dedicating r ∈ [1,R] resource units 
to each core to achieve performance 
per f (r), where per f (r) is the rate pa-
rameter µ in our performance model. 
Larger cores have higher service rate 
µ, which is inversely related to tail la-
tency, as discussed in the sidebar. If 
performance increases superlinearly 
with resources, then more cores are 
always better. In practice per f (r) < r, 

creating trade-offs between opting for 
few brawny or many wimpy cores. By 
default, we follow Shekhar Borkar3 and 
use per f (r) = sqrt(r) but have also inves-
tigated how higher roots affect the cor-
responding insights. 

Brawny Versus Wimpy Cores 
We first examine a system where all 
cores are homogeneous and have 
identical cost. An important question 
the designer must answer is: Given a 
constrained aggregate power or area 
budget, should architects build a few 
large cores or many small cores? The 
answer has been heavily debated in 
recent years in both academia and 
industry,4,12,14,17,19,22 as it relates to the 
introduction of new designs (such as 
the ARM server chips and throughput 
processors like Xeon Phi). 

Assuming the total budget is R = 
100BCEs, an architect can build 100 
basic cores of 1BCE each, 25 cores of 
4BCEs each, one large core of 100BCEs, 
or in general R/U cores of U units each, 
as shown in Figure 3. We consider 
an online service workload with tail 
latency quality-of-service (QoS) con-
straints. QoS is defined as a function of 
the mean service time Ts of the 100BCE 
machine. For example, a very strict QoS 
target would require the 99th percentile 
of request latency to be Ts. This means 
the time between arrival and comple-
tion of 99% of requests must be less or 
equal to the machine’s mean service 
time, allowing no tolerance for queue-
ing or service-time variability. More re-
laxed QoS targets are defined as multi-
ples of Ts: QoS = αTs, α ∈ [5, 10, 50, 100]. 

Figure 2. Validation of the queueing model against a real instantiation of an in-memory 
key-value store (memcached) for {1,4,8,16} cores. 
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parallelism. At lower QoS targets, a larg-
er set of medium-size cores achieves 
the best performance. For example, 
7BCE cores are optimal for QoS = 10Ts. 
For applications with moderate la-
tency requirements (such as Web 
search and Web servers), architects 
should seek to balance improve-
ments in single-thread performance 
(instruction-level parallelism) and 
multi-core performance (request-
level parallelism). Increasing sin-
gle-thread performance at high cost 
yields diminishing returns in this 
case. Nevertheless, a large pool of 
wimpy cores—1BCE—is optimal only 
when applications have no latency 
constraints, as with long data min-

ing queries or log-processing requests. 
With QoS = 100Ts, applications are es-
sentially throughput-limited and per-
form best with many wimpy cores. 

These findings highlight a dispar-
ity between optimal system design 
when optimizing for throughput ver-
sus when optimizing for tail latency. 
For example, in a homogeneous sys-
tem where throughput is the only per-
formance metric of interest and paral-
lelism is plentiful, the smallest cores 
achieve the best performance; see the 
1BCE cores in Figure 4a. In compari-
son, when optimizing for throughput 
under a tail latency constraint, the op-
timal design point shifts toward larg-
er cores, unless the latency constraint 
relaxes significantly. 

Finding 3. Limited parallelism also 
calls for more powerful cores. So far 
we have assumed all user requests are 
independent and perfectly paralleliz-
able, though it is rarely the case in 
practice. Requests are often depen-
dent on each other and on system 
issues like connection ordering and 
locks for writes causing serialization. 
The growing trend of breaking com-
plex services down to smaller compo-
nents (microservices) will only make 
the problem of request dependen-
cies more common. This brings up 
the caveat of Amdahl’s Law. To what 
extent are the previous findings ac-
curate when parallelism is limited? 
Figure 4b shows the case of a reason-
able QoS (10Ts) with f ∈ {50%, 90%, 
99%, 100%}. When, for example, the 
parallel fraction of the computation 
f is 90%, 10% of requests are serial-
ized. As a result, while optimal per-
formance was previously achieved 
with seven BCE cores, the optimal 
core size now shifts to 25 BCEs. 
Limited parallelism also affects 
throughput-centric systems,11 with 
more powerful cores outperforming 
wimpy cores in applications with se-
rial regions. Using Hill’s and Marty’s 
model11 with a 100BCE budget and 
10% serialization, an architect would 
determine that 10BCE cores are opti-
mal for throughput, a less aggressive 
increase in core size than when op-
timizing for latency. As parallelism 
decreases further, more performant 
cores are needed to drive down tail 
latency. When 50% of execution is se-
rial, a single 100BCE core is optimal, 

single-thread performance even at 
high cost. At the same time, some core 
parallelism is needed. A single 100BCE 
core performs significantly worse than 
four 25BCE cores. This finding is in 
agreement with industry concerns 
about the performance of small cores 
with warehouse-scale services.12 The 
need for high single-thread perfor-
mance also motivates application- or 
domain-specific accelerators as a more 
economical way of improving perfor-
mance than incremental out-of-order 
core optimizations. 

Finding 2. At lower latency con-
straints, architects should look for ways 
to balance optimizations for single-
thread performance and request-level 

Figure 3. Homogeneous server configurations for a budget of R = 100 resource units:  
(a) 100 1BCE cores; (b) 25 4BCE cores; and (c) one 100BCE core. 
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Figure 4. Studies on big versus small cores, core heterogeneity, and caching using the queueing model. 

the need for lock serialization, and at 
the architecture level by investing in 
methods that increase single-thread 
performance and intra-request par-
allelism.9 

These findings remain consistent for 
per f (r) scaling with the square, cubic, 
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a dramatic shift from the unlimited-
parallelism case; overall throughput 
is also an order of magnitude lower. 
Quantifying the degree of parallel-
ism in latency-critical services is es-
sential when deciding how to build 
the underlying hardware. At the same 

time, computer scientists should 
strive to remove serialization across 
the system stack—at the application 
level by developing tracing and mon-
itoring systems that detect and mini-
mize cross-service dependencies, at 
the operating system by minimizing 
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Figure 5. Heterogeneous server configuration with 25BCE large cores and 1BCE small cores. 
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Figure 6. Server configurations with 10BCE cores when dedicating (a) 10 resource units and 
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and fourth root of r. Beyond that point, 
optimal design favors smaller cores. 

Core Heterogeneity 
The previous section explored the 
trade-offs between powerful, brawny 
cores and power-efficient, wimpy cores. 
Neither type of core provides high effi-
ciency across a wide range of QoS tar-
gets, raising several obvious questions, 
including: Should an architect com-
bine multiple core types in the same 
system, as is already the norm in multi-
core chips for mobile systems? How 
should architects determine the size of 
these cores? And at what ratio should 
they use them? Determining the right 
mix of large-versus-little cores, as well 
as devising schedulers that take ad-
vantage of heterogeneous cores, espe-
cially in the presence of heterogeneous 
load, has been a notably active topic of 
research in computer architecture in 
recent years.5,9,15 Figure 4c shows the 
QPS under various QoS targets for a set 
of heterogeneous designs. In all cases, 
the system has two core configura-
tions: small cores with U = 1, benefiting 
applications with relaxed QoS, and big 
cores with U = 25, benefiting applica-
tions with strict QoS. The system also 
receives two exponentially distributed 
input request streams, one with short 
and the other with long mean-service-
time requests, and design a simple het-
erogeneity-aware scheduler that routes 
long requests to big cores and short re-
quests to small cores. Requests are ad-
mitted to a single queue, as in Figure 5, 
and the ratio of long-to-short requests 
is, for now, 1:1. Figure 5 starts with all 
big cores at the leftmost point of the 
x-axis, explores the heterogeneous 
space, and ends with all small cores at 
the rightmost point. 

Finding 4. Figure 4c captures a sur-
prising trend. For strict QoS targets, 
like 1 · Ts, homogeneous systems with 
all big cores achieve optimal perfor-
mance. In contrast, for very relaxed QoS 
targets, like 100Ts, using all small cores 
achieves the best performance. How-
ever, for QoS targets in the middle (such 
as 10Ts), heterogeneous systems, cou-
pled with heterogeneity-aware sched-
ulers, outperform their homogeneous 
counterparts. This result is especially 
true when the ratio of big to small cores 
matches the ratio of long-to-short re-
quests. Varying the request ratio affects 
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Finding 6. For services with strict 
tail-latency requirements that exhibit 
locality, the benefit from caching is 
critical to achieving QoS. For strict 
QoS constraints (such as QoS = Ts), at 
least C = 20 units are needed to lower 
the core’s service time in a way that 
achieves QPS under the tail-latency 
constraint.16,20 Moderately increasing 
caching resources beyond C = 20 units 
further improves performance, as larg-
er fractions of the working set fit in the 
last-level cache;16 that is, more requests 
enjoy the shorter processing time of 
caches for the purpose of the queueing 
model. However, the benefits diminish 
beyond C = 40, and performance de-
grades rapidly as compute resources be-
come insufficient.16 Existing server chips 
dedicate one-third to one-half of their 
area budget to caches. Our analysis indi-
cates this trend will continue. 

Finding 7. For relaxed QoS targets, 
caching is less critical. Since smaller 
cores are sufficient for achieving the 
QoS constraints in this case, and al-
though caching is still beneficial, mod-
erate cache provisioning (such as C = 
10 units to 30 units) yields most of its 
potential performance benefits. In-
creasing caching units to C = 40 has 
no effect on performance, and further 
increase degrades performance. Ar-
chitects should focus instead on ex-
ploiting request parallelism in a way 
that keeps the large number of smaller 
cores busy.12,16 

these findings significantly. The fur-
ther away the ratio of long-to-short re-
quests is from the ratio of big-to-small 
cores the more homogeneous systems 
outperform their heterogeneous coun-
terparts. This result means that for 
heterogeneous architectures to make 
sense the system must closely track the 
input load and adjust to its changes, a 
common phenomenon in large-scale 
online services.18 

Finding 5. We have again assumed 
unlimited request parallelism. Once 
serialization between requests is 
introduced, the optimal operation 
point shifts. Figure 4d shows QPS un-
der various tail-latency QoS targets 
for increasing values of f ∈ {50%, 90%, 
99%, 100%}. Where previously homo-
geneity outperformed heterogeneous 
designs for extreme QoS require-
ments—very strict and very relaxed—
now takes the lead heterogeneity. 
For example, for a moderate QoS 
target of 10Ts and f = 0.9 a single big 
core achieves optimal performance, 
compared to the 50:50 mix in Figure 
4c. In general, the more parallelism is 
limited the more the optimal operation 
point shifts left, with more big and fewer 
smaller cores. This is in agreement with 
Hill’s and Marty’s observations,11 with 
the added implication that latency 
considerations cause a more rapid 
shift toward larger cores than when 
throughput is the only performance 
metric of interest. For example, when 
f = 0.9 and the system optimizes only 
for throughput, two 50BCE cores 
achieve the best performance under 
Hill’s and Marty’s model. As before, 
this result highlights the importance 
of quantifying the degree of parallel-
ism in interactive applications. It also 
establishes that, even with limited 
parallelism, scheduling that takes 
into account the different capabilities 
of available hardware is essential for 
harnessing the potential of hardware 
heterogeneity. 

Caching 
Architects constantly deal with the 
trade-off of using the limited re-
sources for compute or caching. 
Larger caches help avoid the long 
latencies of main memory but draw 
significant static power and reduce 
the amount of resources available for 
compute cores; see Figure 6 for two 

characteristic configurations. Using 
the same total budget as before—R 
= 100—we explore how QPS under a 
tail-latency constraint changes as a 
fraction C ∈ [0, 90] of resources goes 
toward building caches, as opposed 
to cores. We use 10BCE cores, ben-
efitting applications with moder-
ately strict QoS targets; Figure 4e 
shows this trade-off. On the leftmost 
point of the x-axis all resources are 
dedicated to building cores. On the 
rightmost point, 90% of resources go 
toward building caches and the re-
maining 10% toward building cores, 
one 10BCE core in this case. Increas-
ing caching by 10BCE results in one 
fewer core in the system. We assume 
caches improve service time under a 
sqrt(C) function, meaning Ts0 = Ts = 
sqrt(C).23 We validate the selection of 
the scaling factor against a real instal-
lation of memcached where the allo-
cated last-level cache partition is ad-
justed using Intel’s Cache Allocation 
Technology. As the number of used 
cores increases, the allocated cache 
capacity decreases. Figure 7 outlines 
that the difference between the ana-
lytical model and the real system is, 
in general, marginal. The findings 
reported in Figure 4e remain consis-
tent for scaling functions until the 
seventh root of C, which corresponds 
to progressively lower benefits from 
caching, causing the optimal point to 
shift increasingly to the left. 

Figure 7. Validation of the queueing model against a real instantiation of an in-memory  
key-value store (memcached) with increasing caching and reduced compute resources. 
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Conclusion 
Amdahl’s Law is as pervasive when 
it comes to tail latency as it has been 
for traditional systems. Our goal here 
has been to offer a simple, intuitive, 
practical model that can lend first-or-
der insights into which optimizations 
make sense when an application 
cares about tail performance. Using 
it, we have shown the overarching 
trade-offs in large-versus-small-core 
systems, heterogeneity, and cach-
ing. We encourage computer systems 
researchers to expand this model to 
express more sophisticated systems 
and studies. 

Acknowledgments 
We thank Mark Hill, Partha Rangana-
than, Daniel Sanchez, and the anony-
mous reviewers for their helpful feed-
back on earlier drafts of this article.  

References 
1. Amdahl, G.M. Validity of the single-processor approach 

to achieving large-scale computing capabilities. In 
Proceedings of the Spring Joint Computer Conference 
(Atlantic City, NJ, Apr. 18–20). AFIPS ACM Press, 
New York, 1967, 483–485. 

2. Barroso, L. and Hölzle, U. The case for energy-
proportional computing. Computer 40, 12 (Dec. 2007), 
33–37. 

3. Borkar, S. Thousand-core chips: A technology 
perspective. In Proceedings of the 44th Annual Design 
Automation Conference (San Diego, CA, June 4–8). 
ACM Press, New York, 2007, 746–749. 

4. Chen, S., Galon, S., Delimitrou, C., Manne, S., and 
Martinez, J.F. Workload characterization of interactive 
cloud services on big and small server platforms. In 
Proceedings of the IEEE International Symposium 
on Workload Characterization (Seattle, WA, Oct. 1–3). 
IEEE Press, 2017, 125–134. 

5. Craeynest, K., Jaleel, J. et al. Scheduling 
heterogeneous multi-cores through performance 
impact estimation (pie). In Proceedings of the 27th 
International Conference of the International Society 
for Computers and Their Applications (Las Vegas, NV, 
Mar. 12–14). International Society for Computers and 
Their Applications, Winona, MN, 2012, 213–224. 

6. Dean, J. and Barroso, L.A. The tail at scale. Commun. 
ACM 56, 2 (Feb. 2013), 74–80. 

7. Delimitrou, C. and Kozyrakis, C. Paragon: QoS-aware 
scheduling for heterogeneous datacenters. In 
Proceedings of the 18th International Conference on 
Architectural Support for Programming Languages 
and Operating Systems (Houston, TX, Mar. 16–20). 
ACM Press, New York, 2013. 

8. Delimitrou, C. and Kozyrakis, C. Quasar: Resource-
efficient and QoS-aware cluster management. In 
Proceedings of the 19th International Conference on 
Architectural Support for Programming Languages 
and Operating Systems (Salt Lake City, UT, Mar. 1–5). 
ACM Press, New York, 2014. 

9. Haque, Md. E., Eom, Y.h., He, Y., Elnikety, S., Bianchini, 
R., and McKinley, K.S. Few-to-many: Incremental 
parallelism for reducing tail latency in interactive 
services. In Proceedings of the 20th International 
Conference on Architectural Support for Programming 
Languages and Operating Systems (Istanbul, Turkey, 
Mar. 14–18). ACM Press, New York, 2015, 161–175. 

10. Harchol-Balter, M. Performance Modeling and Design 
of Computer Systems: Queueing Theory in Action. 
Cambridge University Press, Cambridge, U.K., 2013. 

11. Hill, M. and Marty, M.R. Amdahl’s Law in the multicore 
era. IEEE Computer 41, 7 (July 2008), 33–38. 

12. Hölzle, U. Brawny cores still beat wimpy cores, most 
of the time. IEEE Micro 30, 4 (July-Aug. 2010), 20–24. 

13. Kanev, S., Darago, J.P., Hazelwood, K., Ranganathan, 
P., Moseley, T., Wei, G.-Y., and Brooks, D. Profiling a 

warehouse-scale computer. In Proceedings of the 
42nd Annual International Symposium on Computer 
Architecture (Portland, OR, June 13–17). 2015, 158–169. 

14. Khubaib, M., Suleman, A., Hashemi, M., Wilkerson, 
C., and Patt, Y.N. Morphcore: An energy-efficient 
microarchitecture for high-performance ILP and 
high-throughput TLP. In Proceedings of the 45th 
Annual IEEE/ACM International Symposium on 
Microarchitecture (Vancouver, B.C., Dec. 1–5). IEEE 
Computer Society, Washington, D.C., 2012, 305–316. 

15. Li, J., Agrawal, K., Elnikety, S., He, Y., Lee, I-T.A., Lu, 
C., and McKinley, K.S. Work stealing for interactive 
services to meet target latency. In Proceedings of 
the 21st ACM SIGPLAN Symposium on Principles and 
Practice of Parallel Programming (Barcelona, Spain, 
Mar. 12–16). ACM Press, New York, 2016, 1–13. 

16. Li, S., Lim, H., Lee, V.W., Ahn, J.H., Kalia, A., Kaminsky, 
M., Andersen, D.G., Seongil, O., Lee, S., and Dubey, 
P. Architecting to achieve a billion requests per 
second throughput on a single key-value store 
server platform. In Proceedings of the 42nd Annual 
International Symposium on Computer Architecture 
(Portland, OR, June 13–17). ACM Press, New York, 
2015, 476–488. 

17. Liang, X., Nguyen, M., and Che, H. Wimpy or brawny 
cores: A throughput perspective. Journal of Parallel 
and Distributed Computing 73, 10 (Oct. 2013), 
1351–1361. 

18. Meisner, D., Sadler, C.M., Barroso, L.A., Weber, W.D., 
and Wenisch, T.F. Power management of online data-
intensive services. In Proceedings of the 38th Annual 
International Symposium on Computer Architecture 
(San Jose, CA, June 4–8). ACM Press, New York, 2011, 
319–330. 

19. Meisner, D. and Wenisch, T.F. Does low-power 
design imply energy efficiency for data centers? In 
Proceedings of the 17th IEEE/ACM International 
Symposium on Low-Power Electronics and Design 
(Fukuoka, Japan, Aug. 1–3). IEEE Press, Piscataway, 
NJ, 2011, 109–114. 

20. Novakovic, S., Daglis, A., Bugnion, E., Falsafi, B., and 
Grot, B. Scale-Out NUMA. In Proceedings of the 19th 
International Conference on Architectural Support 
for Programming Languages and Operating Systems 
(Salt Lake City, UT, Mar. 1–5). ACM Press, New York, 
2014, 3–18. 

21. Ousterhout, J., Agrawal, P. et al. The case for 
RAMClouds: Scalable high-performance storage 
entirely in DRAM. SIGOPS Operating Systems Review 
43, 4 (Jan. 2010), 92–105. 

22. Reddi, V.J., Lee, B.C., Chilimbi, T., and Vaid, K. Web 
search using mobile cores: Quantifying and mitigating 
the price of efficiency. In Proceedings of the 37th 
IEEE/ACM International Symposium on Computer 
Architecture (Saint-Malo, France, June 19–23). ACM 
Press, New York, 2010, 314–325. 

23. Sprangle, E. and Carmean, D. Increasing processor 
performance by implementing deeper pipelines. In 
Proceedings of the International Symposium on 
Computer Architecture (Anchorage, AK, May 25–29). 
IEEE Press, 2002, 25–34. 

24. Trivedi, K. Probability and Statistics with Reliability, 
Queuing, and Computer Science Applications, Second 
Edition. John Wiley & Sons, Inc., New York, 2002. 

Christina Delimitrou (delimitrou@cornell.edu) is an 
assistant professor and the John and Norma Balen 
Sesquicentennial Faculty Fellow in the Department of 
Electrical and Computer Engineering at Cornell University, 
Ithaca, NY, USA. 

Christos Kozyrakis (kozyraki@stanford.edu) is a 
professor in the Departments of Electrical Engineering 
and Computer Science at Stanford University, Stanford, 
CA, USA. 

Copyright held by the authors.  
Publication rights licensed to ACM. $15.00 

Finding 8. Limited parallelism 
highlights the importance of in-
creased caching. Figure 4f reports 
the performance for a moderate QoS 
target of 10Ts and increasing values 
of f ∈ [50%, 90%, 99%, 100%]. When 
10% of the requests need to be serial-
ized, the optimal point for caching is 
C = 40 units compared to C = 30 units 
with unlimited parallelism. Serial-
ized execution requires higher sin-
gle-thread performance, and larger 
on-chip caches is one way to achieve 
such performance. 

Discussion 
The models we offer here aim to 
provide first-order insight into how 
system design decisions affect tail 
latency and throughput in QoS-
constrained services. These mod-
els do not capture every aspect of 
a data-center machine or applica-
tion.13 For example, while we can 
arbitrarily scale service times using 
the presented queueing model, sys-
tem call and RPC overheads in real 
systems have hard lower limits. Like-
wise, software, especially in cloud 
applications, is not static. These 
frequent changes in cloud environ-
ments affect the degree of depen-
dencies across requests, in terms 
of both the request fanout and the 
dependencies across components of 
a service (such as in microservices-
based cloud applications). A more so-
phisticated model that captures such 
dependencies, potentially through a 
queueing network, can provide more 
accurate performance estimations 
at the cost of greater complexity. Fi-
nally, in hardware, architects cannot 
build cores with arbitrarily higher 
performance by simply adding more 
resources. They must also account 
for such factors as locality, coher-
ence, and memory scheduling absent 
from our current model. 

We see queueing theoretic models 
as a starting point for using queue-
ing theory principles to draw in-
sights into system design. We hope 
this analysis motivates researchers 
to develop more sophisticated mod-
els that address the limitations we 
have identified and, more important, 
the hardware and software that can 
achieve the performance require-
ments we highlighted. 
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OVER TWO BILLION  users consume social media to 
build and participate in online social networks (OSNs), 
uploading and sharing hundreds of billions of data 
items.15 OSNs are not only huge in scale, they are 
predicted to keep growing in the coming years both 
in the number of users and in the amount of data 
users upload and share. The vast amount of data in 
social media is user-generated and personal most of 
the time, which clearly calls for appropriate privacy 
preservation mechanisms that allow users to benefit 
from social media while adequately protecting their 
personal information. Protecting users’ privacy is not 
only essential to respect the Universal Declaration of 
Human Rights but also to serve as a first line of defense 
to mitigate cybercrime and other illegal activities that 
leverage the data obtained due to privacy breaches in 
social media, such as social phishing, identity theft, 
cyberstalking, and cyberbullying.

There have been many efforts devoted to study privacy 
in social media and how to protect users’ personal 
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 key insights

 ˽ Multiparty privacy is an important 
problem in social media that also 
expands into other areas of social 
computing like cloud-based file 
sharing, collective intelligence,  
and wiki pages.

 ˽ Mainstream social media does not 
provide sufficiently adequate support 
for multiparty privacy and, as a result, 
users are forced to use different 
coping strategies that are far from 
optimal.

 ˽ There is an ongoing and growing  
body of multiparty privacy research, 
which we summarize and explore  
the limitations of in this article.

 ˽ We outline a research roadmap and 
a set of requirements for multiparty  
privacy tools.
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information since the very early days of 
social media, such as explored by Gross 
and Acquisti.10 However, most of these 
efforts have focused on privacy from an 
individual point of view. For instance, 
advances include research9 and indus-
try16 efforts on helping individual users 
better target their audience by model-
ing different relationships and social 
circles beyond the binary friendship 
model that is prevalent in most social 
media. While this has indeed helped 
to advance the state of the art on the 
topic, the problem of content affecting 
the privacy of more than one user at the 
same time has received little attention.

Privacy is not just about what you 
say or disclose about yourself. It is 
also about what others say or disclose 

about you. Evidence shows there are 
privacy boundaries collectively held 
and managed by individuals within re-
lationships, families, groups, and or-
ganizations.22 With the massive growth 
of social media, however, collectively 
held privacy boundaries have become 
extremely challenging to maintain, as 
many of the hundreds of billions of 
items uploaded are co-owned by mul-
tiple users,14,15 yet mainstream social 
media only allow the user uploading 
a co-owned data item to set its privacy 
settings, which often leads to conflicts 
and severe privacy violations.33,35 Multi-
party privacy (MP) aims to facilitate the 
coordination of collectively held privacy 
boundaries by all individuals that co-
own a data item online, as the privacy 

of all of them may be at stake depend-
ing on with whom the co-owned data 
item is shared.a MP particularly focuses 
on supporting the detection and reso-
lution of multiparty privacy conflicts 
(MPCs), when individuals whose privacy 
may be affected by the same co-owned 
data item have conflicting privacy pref-
erences. Take a simplified but illustra-
tive example of MPC: Alice takes a photo 
of her and Bob. Mainstream social me-
dia would only allow Alice (assuming 
she uploads the photo) to set the privacy 
settings for the photo, but what if Bob 
would not like to share it with some of 
the friends Alice would like to share the 

a MP is different from other collective approaches 
that focus on protecting just one individual.4,6,21
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sics now explains the newly introduced 
option to contact users about photos 
you do not like. The mechanism works 
as follows: if a user is tagged in a photo 
and she does not like the photo, she 
can now flag the photo as not liking it, 
which then opens up a message win-
dow containing a form with the recipi-
ent field set to the one who uploaded 
the photo, so that the user who does 
not like the photo can ask the user who 
uploaded it to remove it and include 
an optional reason for the removal. Al-
though this is a step forward that very 
much recognizes the issue of MP, it still 
falls short because of multiple reasons, 
some of them also shared with tagging/
untagging and reporting inappropriate 
content: a) the process happens once 
the photo has already been published, 
so any potential privacy breaches may 
have already occurred; b) it takes time to 
take down a photo that has already been 
published—for example, Lian et al.19 cal-
culated the time it takes for a photo 
URL to become unavailable after hav-
ing deleted the photo from the social 
media site, which turned out to be 
three days on Instagram, seven days on 
Facebook, 14 days on Flickr and over 
30 days in MySpace and Tumblr; c) it 
does not enable collective negotiation, 
as the photo may involve other people 
and not only the one who uploaded it 
and the one who complains about it; d) 
everything needs to be done manually, 
which introduces an unbearable bur-
den on the users considering the large 
amount of friends users have online; 
and e) this mechanism has only been 
implemented for photos but not for 
other types of content such as posts, 
comments, and events.

User Coping Strategies for MP 
As noted previously, there is a dis-
tinct lack of built-in capabilities in 
current social media infrastructures 
to help users compromise by actively 
negotiating with others.40 Users are 
forced to communicate outside social 
media and apply a number of coping 
strategies to try to overcome or work 
around that lack of technical support. 
Basically, most of these coping strate-
gies consist of actions or behaviors in 
the offline world that aim to prevent 
MPCs from happening online. Re-
search uncovered several examples 
of these coping strategies, which very 

photo with? MP is concerned with not 
only photos but also other social me-
dia content such as posts, videos, com-
ments, or events. Beyond social media, 
MP could also be useful in other social 
computing domains, in which infor-
mation is co-created and co-owned by 
multiple users, so all these users should 
have a say on with whom this informa-
tion is shared, such as collaborative 
software (for example, cloud-based col-
laborative documents), internal/exter-
nal wiki pages, blogs, collective intel-
ligence, crowdsourcing, among others. 

Designing MP tools is a complex and 
difficult task, as users have different 
privacy attitudes and preferences; they 
socialize online with multiple types of 
relationships; and they share varying 
amounts of different types of content. 
In this article, we discuss the limited 
MP support users current have, the cop-
ing strategies users are forced to resort 
to in the absence of adequate MP sup-
port, and the latest developments in 
MP mechanisms and tools. Based on 
this, we outline a roadmap for future 
research with a set of requirements for 
developing MP tools.

Social Media Support for MP 
Mainstream social media sites support 
some sort for MP, which mainly comes 
in the form of two mechanisms: tag-
ging/untagging and reporting inappro-
priate content. 

Tags are normally used to name peo-
ple that appear in a photo with a link to 
their profile. People tagged in a photo 
can, however, untag themselves from 
the photo. There are some social media 
sites (like Facebook) in which you can 
opt-in to receive notifications about the 
photos you have been tagged in to ap-
prove tags before they become effective. 
Tagging/untagging represents some 
sort of MP, but it has three main limita-
tions. The first limitation is that even if 
you untag yourself from a photo before 
anyone seeing it, this does not mean 
that your friends will not end up seeing 
the photo anyway. For instance, Alice 
and Bob are in a photo that Alice up-
loads to Facebook tagging Bob in it. Bob 
receives a notification, he revises the 
photo and decides not to approve the 
tag because he feels, for example, em-
barrassed about the photo. The point is 
that the photo, even without Bob being 
explicitly tagged, will be shared accord-

ing to what Alice decides. That is, if Alice 
decides to share with her friends, and 
Alice and Bob share some friends, all 
these friends will be able to see the pho-
to in Alice’s wall anyway. The second 
limitation is that tagging/untagging is 
supported for photos but not for other 
items such as posts, comments, and 
events. Posts and comments do usu-
ally have the option to include mentions 
(using special symbols such as ‘@’), but 
these mentions are only controllable 
by the post/comment creator—though 
users can remove comments to their 
posts/photos. Finally, many users state 
that they feel very uncomfortable untag-
ging themselves from photos because 
it may offend (from a social angle) the 
person who tagged them in the photo.2

Regarding reporting, most social 
media sites allow users to report when 
content published by others is not ap-
propriate. This mechanism is mainly 
used to deal with highly inappropriate 
(or even illegal) content such as nudity, 
hate speech, violence, and other very 
serious offenses. After being reported, 
the provider decides unilaterally what 
to do with the content (delete it or not). 
Although this mechanism is of utmost 
importance to fight against these very 
serious offenses, it is not appropriate 
for all MP scenarios, as there are many 
cases in which privacy violations can 
happen without necessarily being re-
lated to these offenses. For instance, 
it may just be the case that you are not 
comfortable sharing some information 
with some other people, or you want to 
conceal information from your work 
colleagues. Also, it is important to high-
light that reporting is only a reactive 
mechanism, which only activates after 
content has already been published 
and someone flags it as inappropriate. 
However, when the content is flagged, 
it may well be too late, the privacy vio-
lation may have already happened and 
the derived consequences may be unre-
coverable, or other users may have been 
able to download the content and dis-
tribute it using other channels. 

The problem of MP is starting to 
be recognized by mainstream social 
media as demonstrated by a recent re-
vamp of Facebook’s privacy controls.b 
In particular, Facebook’s Privacy Ba-

b https://www.facebook.com/about/basics/how-
others-interact-with-you/

http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=76&exitLink=https%3A%2F%2Fwww.facebook.com%2Fabout%2Fbasics%2Fhow-others-interact-with-you%2F
http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=76&exitLink=https%3A%2F%2Fwww.facebook.com%2Fabout%2Fbasics%2Fhow-others-interact-with-you%2F
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much stress the need for MP tools. 
We discuss some examples of coping 
strategies and their shortcomings next 
(summarized in Table 1). 

One of the offline strategies people 
employ before posting an item to 
avoid MPCs is trying to anticipate 
whether the item could be sensitive 
to anyone potentially affected by it.18 
For instance, if Alice and Bob appear 
together in a photo but Bob appears 
clearly inebriated, then it is likely that 
Alice may consider this by either not 
posting the photo or sharing it only 
with a restricted number of friends. 
However, this does not always work, as 
sometimes the person posting an item 
cannot anticipate the consequences 
this may have for others beforehand. 
An example is given in Lampinen et al.18 
where a person was congratulated by 
a friend about being accepted for a 
master’s program via a comment, but 
the person had to quickly remove the 
comment as he had not yet told his 
employer about it and his employer 
was also friend of his online. Note even 
if the person removed the comment 
quickly, there was still the risk his em-
ployer may have already noticed the 
comment before it was removed. 

Users sometimes ask the other co-
owners of an item for approval before 
sharing it.18 The problem with this 
strategy is that it is done offline with-
out any technical means that could 
facilitate this. That is, one would need 
to ask permission offline to all people 
that may be affected by each and every 
item they upload. Also, when someone 
did not approve, they would need to 
negotiate a solution (for example, re-
duce the initial audience or decide not 
to upload). This would quickly become 
an unbearable burden on users.

It has also been observed that teens 
cloak their messages and share pho-
tos with inside jokes.3 For instance, 
Boyd and Marwick3 report an example 
of a girl writing a post on Facebook 
about something she knew only her 
close friends would understand, as she 
wanted to prevent other friends from 
knowing what she actually meant. 
The downside of this strategy is that it 
clearly does not scale and may not be 
feasible for all photos or other types of 
items that people would like to share. 
For example, a photo about your travel 
to Mauritius cannot be easily cloaked 

in case you want to share it with some 
people but not with others. 

As social media proves inadequate 
to manage disclosures in MP scenari-
os, some users switch media to share 
content using other technologies such 
as cloud-based file sharing, instant 
messaging, or email attachments.2 
This has the advantage of protecting 
not only their own content but also 
limiting the privacy risks for others. 
There are, however, three main disad-
vantages as well. Firstly, this may be 
possible for photos, videos, and so on, 
but not for other types of content such 
as events or comments. Secondly, us-
ers cannot control which technologies 
their friends use; that is, their friends 
could still upload photos using social 
media without users being able to do 
anything about it. Thirdly, these tech-
nologies might also lead to MPCs. For 
instance, one user may share a video in 
a Whatsapp group in which there are 
people with whom other users in the 
video would not like to share it. 

Users also confirmed that, in the 
absence of better ways to manage MP 
situations, they actually change and 
tightly control their offline behavior. 
For example, people behave in a dif-
ferent way when they see a camera 
around.2,18 If you know a friend likes to 
take photos and posts them very often, 
you may decide not to hang out with 
her to avoid any undesired photos be-
ing posted. This highlights the extent to 
which people feel unable to participate 
in MP decisions. The effectiveness of this 
strategy is again very limited, mainly due 
to the pervasiveness of smartphones 
and wearable devices, being always 
alert and constantly modifying your of-
fline behavior is infeasible. 

One of the most interesting strat-
egies perhaps is that users collec-
tively negotiate and achieve offline 
agreements and compromises about 
what gets posted and to whom it gets 
shared.2,18,40 For instance, a group of 
friends could agree the photos they 
take in a trip can only be shared among 
them or with close friends of them. 
Interestingly, it turns out users are al-
ways very open to consider and accom-
modate others’ preferences as much as 
possible.18,40 In addition, research un-
covered that users do not want to cause 
any deliberate harm to their friends 
and will normally listen to reasonable 
objections, which also acts as a way 
of reaffirming and reciprocating rela-
tionships.40 The main problem with 
this strategy, as with many of the other 
strategies seen so far, is that it does not 
scale. It is impossible for users to be 
constantly negotiating with hundreds 
of friends about hundreds of photos 
without technical aid. 

Research on MP Tools
It seems clear considering all the cases 
noted here that users actively seek to 
work around the problem of not hav-
ing adequate technical support for MP. 
However, the effectiveness of the cop-
ing strategies they use for this seems 
rather limited according to the draw-
backs these strategies have. This has 
inspired researchers to design inter-
faces and computational methods that 
empower users to collectively manage 
MP in more effective and efficient ways 
than the current coping strategies they 
are forced to resort to today. Although 
research in this area is still in its infan-
cy, there have been a number of pro-
posals that we categorize below into 

Table 1. Examples of coping strategies. 

Strategy Main Drawbacks

Try to anticipate consequences  
for others18

Impossible to always anticipate privacy consequences.

Seek approval before posting18 Too much burden on the user that uploads the item.

Inside jokes and cloaking3 It does not scale and it is not feasible for  
some types of content.

Alternative sharing media2 MPCs can happen in other media too. Also, one user cannot 
control which media others use to share content.

Change offline behavior  
when cameras around2,18

Very difficult due to the pervasiveness  
of smartphones and wearables.

Negotiation of a shared policy  
with other users2,18,40

It could easily become a burden on the users due to the 
amount of co-owned content.
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the preferences of each user affected by 
an item count as one vote (sometimes 
weighted) for sharing/not sharing. 
Then, a voting rule models how each 
of these mechanisms aggregates votes 
together. For instance, in majority vot-
ing,5 the preference of the majority of 
users is taken as the decision to be ap-
plied to the content. Another example 
would be veto voting,35 so that if there is 
one of the users affected by the content 
who opposes sharing, then the content 
is not shared. The main problem with 
these approaches is that they always 
aggregate preferences in the very same 
way. For instance, using majority voting 
always means that even when content 
can be very sensitive and lead to privacy 
violations for one user, it will be shared 
if the majority of users wishes to. In 
contrast, always using veto voting may 
be too restrictive and impact the known 
benefits users get from sharing in so-
cial media.29 Subsequent works12 recog-
nize this issue and consider more than 
one way of aggregating user prefer-
ences. However, it is up to the one who 
uploads the item to decide the aggrega-
tion method to apply. This requires the 
user who uploads the item to anticipate 
the consequences for others, which 
may be a very difficult task as discussed 
earlier, and it may not always render the 
optimal solution.

Adaptive approaches. These ap-
proaches automatically infer the best 
way to solve a MPC based on the par-
ticular situation.32 These approaches 
model a situation considering factors 
such as the individual preferences of 
each user, the sensitivity of the con-
tent, or the relationships to the poten-
tial audience. Then, a particular situa-
tion instantiates particular concessions 
that are known to happen when people 
negotiate offline an agreement about 
sharing co-owned items.2,18,40 Thus, 
these approaches automatically adapt 
to the situation at hand, turning as 
restrictive as veto voting if the situa-
tion requires so (for example, if the 
item is very sensitive), or suggesting 
sharing in other situations (for exam-
ple, someone having special interest 
in sharing and the others not caring 
much about it). While these approach-
es capture the known situations of 
when concessions happen during 
offline negotiations, it is difficult to 
model all possible situations, and they 

five main approaches (summarized in 
Table 2), highlighting their strengths 
and limitations. Note that other works 
in addition to those discussed have 
also been published but we could not 
include all of them due to the space 
and maximum references allowed, and 
have instead included those we consid-
ered the most representative of each 
approach.

Manual approaches. The first re-
search stream proposed support for 
MP by helping users to identify where 
MPCs can or did occur.2,39 For instance, 
Wishart et al.39 present a way to specify 
strong and weak sharing preferences 
so that these preferences could be in-
spected to find conflicts. Also, Besmer 
et al.2 introduce a system whereby us-
ers tagged in a photo can contact the 
user who uploaded the photo to ask to 
remove it or to restrict the audience of 
the photo, which resembles the func-
tionality Facebook introduced some 
time later.7 While these approaches 
represented a stepping-stone, recog-
nized the problem of MP, and pro-
posed a partial solution to it, they left 
all the negotiation process to resolve 
detected conflicts to happen without 
any particular technical aid. That is, 

users must resolve every potential MPC 
in a manual way, which may become 
an unbearable burden considering the 
massive amount of content uploaded 
and the number of friends that users 
have in social media. 

Auction-based approaches. Another 
research stream proposed solving po-
tential MPCs using a bidding mecha-
nism.30 Users bid for the sharing deci-
sion they would prefer the most and 
the winning bid determines the shar-
ing decision that will be taken for a par-
ticular item. These approaches were 
the first ones to consider a semiauto-
mated method to aid users in collec-
tively defining a sharing decision—for 
example, the outcome of the auction 
is computed automatically from the 
bids users specify. However, users may 
have difficulties comprehending the 
mechanism and specifying appropri-
ate bid values in auctions, and users 
are required to bid for each and every 
item co-owned with others. 

Aggregation-based approaches. 
These approaches suggest a solution 
to a MPC by aggregating the individu-
al privacy preferences of all users in-
volved. They can be abstractly concep-
tualized as voting mechanisms, where 

Table 2. Summary of MP approaches with example references.

Approach Short Description Main Drawbacks

Manual2,39 Users are provided with a way of 
detecting MPCs, and they can manually 
resolve them when detected. 

It may easily become a burden on 
the users, as they do not provide 
automated support for conflict 
resolution.

Auction-based30 Users gain fictitious money they can 
invest in auctions bidding for the most 
desired sharing decision for co-owned 
items.

Users may have difficulties to 
understand and manage the 
process appropriately. 

Aggregation-based5,12,35 Individual privacy preferences of all 
users are aggregated using a rule or 
set of rules to produce a joint sharing 
decision.

Individual privacy preferences are 
aggregated in the same way or the 
uploader chooses the method to 
aggregate.  

Adaptive32 Different situations are modeled 
based on a number of factors and a 
different sharing decision is suggested 
depending on the situation.

It is difficult to model all possible 
factors that determine a situation 
and the best method to achieve an 
optimal sharing decision.

Game-theoretic13,17,25,31 Users or automated software agents 
negotiate a solution following 
an established protocol. Both 
the protocol and the negotiation 
strategies are analyzed using  
game-theoretic solution concepts.  

Users’ behavior in social media 
seems not to be perfectly rational 
as there are many very social 
idiosyncrasies that play a role in MP.

Fine-grained14,36 Users define individualized access 
control decisions over personally 
identifying objects within a photo, for 
example, users deciding whether or not 
their faces are blurred.

Blurring objects (for example, 
faces) within a photo may not be 
the optimal solution in terms of the 
utility of the information shared 
and/or protecting users’ privacy. 
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may not capture opportunistic conces-
sions or agreements that may arise in 
potentially unknown situations.

Game-theoretic approaches. Another 
approach has been to define negotia-
tion protocols, which are a means of 
standardizing the communication be-
tween participants in the process of ne-
gotiating a solution to a MPC by defin-
ing how the participants can interact 
with each other. These protocols are 
then enacted by users manually15 or au-
tomatically by software agents17,31 to ne-
gotiate an agreed sharing decision for a 
particular item. Participants can follow 
different strategies when enacting the 
negotiation protocols, and these strat-
egies are analyzed using well-known 
game-theoretic solution concepts such 
as the Nash equilibrium. This allows, 
for instance, to determine analytically 
which are the best strategies that par-
ticipants can play as well as to find 
strategies that are stable (strategies in 
which no participant has anything to 
gain by changing only her own strat-
egy unilaterally). While these propos-
als provided elegant frameworks from 
a formal point of view and build upon 
well-studied analytic tools, they may 
not work well when used in practice.13 
This is because users’ behavior does 
not seem perfectly rational in practice 
(as assumed in these approaches), and 
even if some are starting to consider 
other factors like reciprocity17 and so-
cial pressure,25 they are still far from 
considering the many very social idio-
syncrasies that play a role in MP.18,40

Fine-grained approaches. The last 
research stream focuses on preventing 
MPCs by allowing each user in a photo 
to independently decide whether some 
personally identifying objects within 
the photo are shown or blurred.14,36 In 
particular, one of the first works in this 
approach allowed users to individu-
ally decide whether their face is shown 
or blurred.14 The process works as fol-
lows: the users in a photo are identified 
using face recognition algorithms such 
as Facebook’s DeepFace algorithm;34  
the users recognized are notified and 
they can suggest the list of friends who 
can have access to the photo; and when 
a user wants to access a photo, she will 
only see the faces of the users that have 
granted access to her and the other 
faces in the photo will appear blurred. 
However, blurring faces (or other ob-

jects in a photo) may impact the utility 
of the photo being shared, negatively 
impacting the benefits people get by 
sharing in social media,29 and there 
is also the risk that a person can be 
reidentified even if her face (or other 
objects in a photo) has been blurred.23 
Hence, when a collaboratively agreed 
solution to a MPC is possible, that so-
lution might be more desirable than 
enforcing access separately, as the 
photo will not lose any utility (no object 
blurred), but the audience of the photo 
will be negotiated to remove access to 
any undesired people.

Requirements For MP Tools
Building upon the previous analy-
sis on existing approaches and their 
limitations, we now outline a set of re-
quirements to develop MP tools that 
empower users to collectively manage 
their privacy together with others and 
overcome these limitations. These 
tools would aid end users to identify 
potential MPCs and, when MPCs are 
identified, provide support for their 
resolution (for example, in the form 
of recommendations), allowing an ap-
propriate “boundary regulation process 
by actively negotiating one’s boundaries 
with others.”40 Next, we describe each  
of the requirements in detail.

Design informed by real-world empiri-
cal data. None of the existing approaches 
are grounded in a deep understanding 
of MPCs and their optimal solution in 
practice. This is in part due to not having 
enough empirical evidence about MPCs 
yet. Such an empirical base is utterly es-
sential to inform the design of MP tools 
that overcome the limitations identified 
in the existing literature. As mentioned, 
researchers have shed light on how users 
are forced online to resort to coping strat-
egies to work around the lack of appro-
priate support for MP,2,3,18,40 and there is 
evidence of how collectively held privacy 
boundaries are managed offline.22 While 
this previous research already provides a 
very good foundation to build upon, fur-
ther research is needed to better under-
stand when and how often MPCs actual-
ly happen online and, more importantly, 
when they become a problem or lead to 
potential privacy violations and hence 
need a solution. Particular instances of 
MPCs users faced could be studied to 
understand whether they happened de-
spite coping strategies being used, how 

users came up or would come up with 
the optimal solution for the MPCs stud-
ied, and the factors that played a role in 
the process. Some very recent research 
goes in this direction,33 having contrib-
uted the first empirical and public data-
set of MPCs. Having this empirical base 
about MPCs would ultimately underpin 
a thorough understanding of MPCs and 
the nuanced factors that affect them 
from the ground up, which could then 
be used as the basis to design MP tools 
that offer support to different types of 
users, social groups, and relationships 
and can recommend optimal solutions 
to MPCs. Recent efforts on privacy engi-
neering should be leveraged to easy the 
challenging task of going from empirical 
evidence to privacy design.11 

User-centric MP controls. The main 
challenge here is how to develop usable 
MP tools in line with the empirical base 
mentioned earlier, so users could effec-
tively manage MP with minimal effort. 
However, MP tools should aim for us-
ability without becoming a fully auto-
mated solution, as this may not achieve 
satisfactory results when it comes to 
privacy in social media. Instead, users 
may have to provide some input into 
MP tools, which will then provide a rec-
ommendation, as very recent research 
has shown that the optimal solution 
for an MP conflict could be predicted 
given some input from the users, like 
the reason for their preferred privacy 
policy.8 However, if users have to inter-
vene to express their individual privacy 
preferences and/or to accept/decline 
the solution recommended for each 
and every co-owned item and potential 
conflict, would this not easily become 
a burden on the users? How do we find 
adequate trade-offs between interven-
tion and automation? There are pre-
vious studies on individual privacy in 
social media that could help: Tools like 
AudienceView20 could be used to show 
and/or modify the suggested solution 
or express individual preferences; ap-
proaches similar to Fang et al.7 could 
be used to learn the way users respond 
to MP over time; and, approaches like 
Watson et al.38 could be used to create 
suitable defaults for MP settings. 

Scaled-up and comparable evalua-
tions. The existing approaches for MP 
presented here were either not evaluated 
empirically with users,5,17,25,30,31,39 or the 
user studies conducted were low-scale 
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be misidentified and wrongly associ-
ated with items that are not relevant 
to them (note even if accuracy of face 
recognition is high and false positives 
are low, the number of items and us-
ers is huge). Interestingly, this seems 
to open a completely new and exciting 
type of privacy-related trade-off com-
pared to the well-known privacy-utility 
trade-off, which would be multiparty vs. 
individual privacy. Note, however, that a 
multiparty-individual privacy trade-off 
will not be needed if privacy-preserving  
face-recognition methods27 are used by 
MP tools, so that parties would be rec-
ognized while preserving their privacy. 
Beyond photos, party recognition may 
be easier for some content type such as 
events (people invited or attending are 
explicitly mentioned) or even more chal-
lenging for some other content such as 
text posts, in which affected users may 
not always be explicitly tagged. 

Support for inferential privacy. Anoth-
er issue not considered before in a MP 
context is that of inferential privacy. That 
is, it may not only be about what your 
friends say about you online, but also 
what it may be inferred from what they 
said regardless of the type of content. 
For instance, Sarigol et al.27 have dem-
onstrated the feasibility of constructing 
shadow profiles of sexual orientation for 
users and non-users, using data from 
more than three million accounts of a 
single OSN. Note that negotiations or 
agreements for the case of inferential 
privacy may be more complex, as the rea-
sons not to publish content may not be 
about the content itself but more about 
the consequences in terms of the infor-
mation that may be inferred from it, so 
solutions to this type of MPC might be 
more difficult to comprehend by users, 
which would also challenge the usability 
and understandability of MP tools. Also, 
we are unaware of any social media site 
that provides users with any sort of con-
trols for inferential privacy; let alone any 
research conducted that considers both 
MP and inferential privacy together.

Privacy-preservation guarantees. 
Last but not least, MP tools should pro-
vide some sort of individual privacy 
guarantees. This is particularly impor-
tant when a multiparty agreement is 
not possible. For instance, a user may 
be posting on purpose content that de-
fames another user. In these cases, there 
may be room for enforcing individual 

with at most 50 participants.2,12–14,32,36 
This is in part due to a distinct lack of 
systematic and repeatable methods 
and/or protocols to evaluate MP tools 
and compare them to each other.  In 
order for evaluations to be more conclu-
sive and generalizable, MP tools should 
be evaluated considering wider and 
more varied populations. Also, evalu-
ation protocols should be developed 
with a view to maximize ecological va-
lidity, which is particularly challenging 
in this domain. Firstly, participants in 
user studies would always seem reluc-
tant to share sensitive information with 
researchers37 (for example, photos they 
feel embarrassed about and prefer not 
sharing online), which would bias any 
evaluations toward non-sensitive issues 
only, leaving out the scenarios where 
the adequate performance of MP tools 
would be critical. An alternative could 
be evaluations with fake data/scenarios 
where participants self-report how they 
would behave, but the results may not 
match participants’ actual behavior in 
practice due to the well-known dichot-
omy between privacy attitudes and be-
havior.1 Secondly, conducting MP evalu-
ations in the wild is very difficult, as it 
would require all the users affected by a 
particular piece of content to be studied 
together to understand the conflicts and 
whether the solutions to the conflicts 
are optimal. A possible way forward 
could be methodologies based on living 
labs, which would integrate and validate 
research in evolving real-life contexts.

Privacy-enhanced party recognition. 
Given a particular item uploaded, MP 
tools should derive the users who are af-
fected by the item. For instance, if a user 
uploads a photo and tags in it all the 
other users that appear in the photo, MP 
tools can directly use this to know which 
users are involved. However, users many 
times either do not tag all people clearly 
identifiable in a photo or incorrectly tag 
people who actually do not appear in the 
photo. Face recognition software could 
be used for this, such as the one devel-
oped by Facebook researchers called 
DeepFace,34 which has 97.35% accuracy. 
The question that arises is whether us-
ing face recognition software could be 
too privacy invasive for individuals, that 
is, the social media provider would be 
able to identify individuals in any photo 
even for photos outside the social me-
dia infrastructure, or individuals could 

MP tools should  
aim for usability 
without becoming 
a fully automated 
solution, as this 
may not achieve 
satisfactory results 
when it comes  
to privacy in  
social media. 



AUGUST 2018  |   VOL.  61  |   NO.  8  |   COMMUNICATIONS OF THE ACM     81

review articles

privacy preferences to some extent. For 
instance, a possible solution for photos 
is the work by Ilia et al.,14 which would 
allow users to control whether their 
face is shown or blurred in a particular 
photo. This seems an appropriate so-
lution when a MP conflict arises and 
no agreement is found by the users af-
fected, so instead of the winner taking it 
all, the outcome is that all users affected 
are guaranteed their individual privacy 
to some extent. This, however, does not 
completely remove the identification 
risks, as acknowledged by Ilia14 because 
there is still the chance the user may be 
recognized even after her face has been 
blurred,26 and approaches that are able 
to remove the full body of a person and 
reconstruct the image are still not there, 
though there are approaches that al-
ready recognize user’s body/gesture.28 

Conclusion
Multiparty privacy (MP) is an impor-
tant problem in social media that also 
expands into other areas of social com-
puting where there is co-owned infor-
mation such as blogs, collective intel-
ligence, wiki pages, cloud-based file 
sharing,24 and collaborative documents, 
which have received even less attention 
when compared to social media for this 
matter. As highlighted in this article, 
mainstream social media does not pro-
vide adequate support for MP and, as a 
result, users are forced to use different 
coping strategies that are far from op-
timal. Thus, there is a need for the de-
velopment of novel privacy-enhancing 
techniques and mechanisms to help 
users to manage MP. We still have a long 
way to go to make such mechanisms a 
reality and embed them in highly usable 
tools ready to be utilized by end users, 
partly due to the complex nature of MP 
and social behaviors, which requires an 
interdisciplinary approach to MP. In this 
article, we have introduced the area of 
MP tools, discussed its current state 
and advances, and defined a set of re-
quirements to shape the agenda for fu-
ture research in this area.
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the focus of this work.
In my view, this paper offers three 

key insights:
1. The authors describe two differ-

ent GPU parallelizations of between-
ness centrality. Their “work-efficient” 
approach assigns only active vertices 
to processing units; their “edge-par-
allel” approach instead assigns edges 
to processing units.

2. They analyze both methods 
through the lens of different types of 
graphs. Large-diameter graphs with 
a uniform out-degree are well suited 
for the work-efficient approach, while 
the edge-parallel approach is a better 
fit for scale-free (small-world) graphs. 
The authors show how to choose the 
right approach at runtime by first 
sampling the graph to estimate graph 
diameter and then choosing the bet-
ter approach to compute BC on the 
entire graph.

3. They also identify coarser par-
allelism in the overall computation 
that allows them to distribute work 
across multiple GPUs and demon-
strate near-linear speedup on a 192-
GPU cluster.

These contributions are crucial 
building blocks for future work on 
GPU graph computation. For BC, im-
portant next steps include incremen-
tal computations on mutable graphs 
and multi-GPU scaling to graphs that 
do not fit into GPU memory. More 
broadly, while work in GPU graph an-
alytics today generally focuses on rel-
atively simple graph problems, real-
world workloads are more complex. 
Our community must move toward 
frameworks that address these more 
complex problems that deliver both 
high performance and high-level pro-
grammability. 

John D. Owens is the Child Family Professor of 
Engineering and Entrepreneurship in the Department of 
Electrical and Computer Engineering at the University of 
California, Davis, CA, USA.

Copyright held by author.

G R A P H S  A R E  T H E  natural data struc-
tures to represent relationships, and 
in our age of big data, graphs are very 
big indeed. For instance, Facebook’s 
social graph has well over two billion 
users (vertices in the graph), and their 
friendships (edges in the graph) may 
number in the hundreds of billions. 
How do we make sense of data this 
large?

If possible, we can gain significant 
insight into complex problems of in-
terest both to commerce and to sci-
ence. Through graph data, we may be 
able to detect anomalies (say, intru-
sions into a computer network), make 
recommendations (say, which movie 
to watch), search a graph for patterns 
(say, credit card fraud), or detect com-
munities (say, identifying proteins 
within a cell with similar functional-
ity). Enabling faster graph computa-
tion allows us to find answers to these 
questions more quickly and cheaply.

As the graphics processor (GPU) 
has become ubiquitous in personal 
computers, supercomputers, and 
more recently datacenters, its advan-
tages in raw performance and price-
performance have motivated its use 
in graph computation. A significant 
body of recent research has demon-
strated the performance advantages 
of GPUs over CPUs on a variety of 
graph computations. However, the 
GPU presents several challenges to 
authors of efficient graph implemen-
tations:

 ˲ To be effective on any problem, 
GPUs require large, parallel work-
loads. Thus GPU application authors 
must identify and expose significant 
parallelism in their applications. For-
tunately, most graph computations 
allow parallelization over the graph’s 
vertices, and large graphs exhibit 
more than enough parallelism to 
make GPUs a viable choice.

 ˲ However, graphs are particularly 
challenging because of the load im-
balance across vertices. Some verti-

ces have few neighbors, while others 
have many. A straightforward paral-
lelization that assigns vertices to dif-
ferent processing units means units 
assigned vertices with few neighbors 
are idle while waiting for heavily load-
ed units to finish. The resulting load 
balance problem is perhaps the most 
significant challenge in writing an ef-
ficient graph computation.

 ˲ GPUs have modest-sized memo-
ries, and the largest graphs of interest 
cannot fit in a single GPU’s memory. 
Distributing work across multiple 
GPUs faces two problems: efficiently 
partitioning both the data and com-
putation across the GPUs in a load-
balanced way, and structuring the 
multi-GPU computation so that the 
resulting communication between 
GPUs does not become a bottleneck.

The following work by McLaugh-
lin and Bader ably addresses these 
challenges in the important context 
of a graph computation called be-
tweenness centrality (BC). Central-
ity metrics on a graph ascertain the 
most important nodes in that graph. 
Betweenness centrality—perhaps 
the most popular centrality metric—
does so by counting how many short-
est paths in the graph flow through a 
particular node. For instance, we may 
wish to know the most important air-
ports in the world. Betweenness cen-
trality would consider every possible 
pair of airports and compute the fast-
est route between each pair; airports 
involved in the fastest routes would 
then be the most important.

While the straightforward method 
for computing betweenness central-
ity (individually compute the short-
est paths between all pairs) would be 
quite expensive for large graphs, the 
much cheaper formulation of Ulrik 
Brandes (2001) is the basis for any 
modern computation of betweenness 
centrality, including the following 
paper. Its efficient parallelization on 
GPUs is a significant challenge and 
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Abstract
Graphs that model social networks, numerical simulations, 
and the structure of the Internet are enormous and cannot 
be manually inspected. A popular metric used to analyze 
these networks is Betweenness Centrality (BC), which has 
applications in community detection, power grid contin-
gency analysis, and the study of the human brain. However, 
these analyses come with a high computational cost that 
prevents the examination of large graphs of interest.

Recently, the use of Graphics Processing Units (GPUs) 
has been promising for efficient processing of unstruc-
tured data sets. Prior GPU implementations of BC suffer 
from large local data structures and inefficient graph tra-
versals that limit scalability and performance. Here we 
present a hybrid GPU implementation that provides good 
performance on graphs of arbitrary structure rather than 
just scale-free graphs as was done previously. Our methods 
achieve up to 13× speedup on high-diameter graphs and an 
average of 2.71× speedup overall compared to the best exist-
ing GPU algorithm. We also observe near linear speedup 
when running BC on 192 GPUs.

1. INTRODUCTION
Network analysis is a fundamental tool for domains as 
diverse as compilers,17 social networks,14 and computational 
biology.5 Real world applications of these analyses involve 
tremendously large networks that cannot be inspected manu-
ally. An example of a graph analytic that has found significant 
attention in recent literature is BC. Betweenness centrality 
has been used for finding the best location of stores within 
cities,20 studying the spread of AIDS in sexual networks,13 
power grid contingency analysis,11 and community detec-
tion.23 The variety of fields and applications in which this 
method of analysis has been employed shows that graph 
analytics require algorithmic techniques that make them 
performance portable to as many network structures as 
possible. Unfortunately, the fastest known algorithm for 
calculating BC scores has O(mn) complexity for unweighted 
graphs with n vertices and m edges, making the analysis of 
large graphs challenging. Hence there is a need for robust, 
high-performance graph analytics that can be applied to a 
variety of network structures and sizes.

Graphics Processing Units (GPUs) provide excellent per-
formance for regular, dense, and computationally demand-
ing subroutines such as matrix multiplication. However, 
there has been recent success in accelerating irregular, 
memory-bound graph algorithms on GPUs as well.6, 17, 19 
Prior implementations of betweenness centrality on the 

The original version of this paper is entitled “Scalable 
and High Performance Betweenness Centrality on the 
GPU” and was published in the Proceedings of the 26th 
ACM/IEEE International Conference of High Performance 
Computing, Networking, Storage, and Analysis (SC ‘14), 
572–583.

GPU have outperformed their CPU counterparts, particu-
larly on scale-free networks; however, they are limited in 
scalability to larger graph instances, use asymptotically inef-
ficient algorithms that mitigate performance on high diam-
eter graphs, and aren’t general enough to be applied to the 
variety of domains that can leverage their results.

This article alleviates these problems by making the fol-
lowing contributions:

• We provide a work-efficient algorithm for betweenness 
centrality on the GPU that works especially well for net-
works with a large diameter.

• For generality, we propose an algorithm that chooses 
between leveraging either the memory bandwidth 
of the GPU or the asymptotic efficiency of the work 
being done based on the structure of the graph being 
processed. We present an online approach that uses 
a small amount of initial work from the algorithm to 
suggest which method of parallelism would be best for 
processing the remaining work.

• We implement our approach on a single GPU system, 
showing an average speedup of 2.71× across a variety of 
both real-world and synthetic graphs over the best previ-
ous GPU implementation. Additionally, our implementa-
tion attains near linear speedup on a cluster of 192 GPUs.

2. BACKGROUND
2.1. Definitions
Let a graph G = (V, E) consist of a set V of n = |V| vertices and 
a set E of m = |E| edges. A path from a vertex u to a vertex v is 
any sequence of edges originating from u and terminating at 
v. Such a path is a shortest path if its sequence contains a mini-
mal number of edges. A Breadth-First Search (BFS) explores 
vertices of a graph by starting a “source” (or “root”) vertex 
and exploring its neighbors. The neighbors of these vertices 
are then explored and this process repeats until there are 
no remaining vertices to be explored. Each set of inspected 
neighbors is referred to as a vertex frontier and the set of out-
going edges from a vertex frontier is referred to as an edge-
frontier. The diameter of a graph is the length of the longest 
shortest path between any pair of vertices. A scale-free graph 
has a degree distribution that follows a power law, where a 
small number of vertices have a large number of outgoing 

aD.E. Shaw Research, New York, NY, USA.
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between these pairs of vertices and has a high BC score. In 
contrast, vertex 8 does not belong on a path between any 
pair of the remaining vertices in the graph and thus has a BC 
score of zero. Note that the scores reflected in Figure 1 treat 
a path from vertex u to vertex v as equivalent to a path from 
vertex v to vertex u since these paths are undirected. In other 
words, to avoid double counting the number of (undirected) 
shortest paths we divide the scores by two.

The magnitude of BC values also scales with the size of 
the network. For a fair comparison of BC values between 
vertices of two different graphs, a commonly used tech-
nique is to normalize the BC scores by their largest possi-
ble value4: (n − 1)(n − 2). Such a comparison could be useful 
for comparing discrete slices of a network that changes 
over time.15

Naïve implementations of Betweenness Centrality solve 
the all-pairs shortest-paths problem using the O(n3) Floyd-
Warshall algorithm and augment this result with path 
counting. Brandes improved upon this approach with an 
algorithm that runs in O(mn) time for unweighted graphs.3 
The key concept of Brandes’s approach is the dependency of 
a vertex v with respect to a given source vertex s:

  (2)

The recursive relationship between the dependency of a 
vertex and the dependency of its successors allows a more 
asymptotically efficient calculation of the centrality metric. 
Brandes’s algorithm splits the betweenness centrality calcu-
lation into two major steps:

1. Find the number of shortest paths between each pair 
of vertices.

2. Sum the dependencies for each vertex.

We can redefine the calculation of BC scores in terms of 
dependencies as follows:

  (3)

2.3. GPU architecture and programming model
The relatively high memory bandwidth of GPUs compared 
to that of conventional CPUs has resulted in many high- 
performance GPU graph algorithms.15, 17, 19 Compared to 
CPUs, GPUs tend to rely on latency hiding rather than cach-
ing and leverage a Single-Instruction, Multiple-Thread (SIMT) 
programming model. The SIMT model allows for transis-
tors to be allocated to additional processor cores rather than 
structures for control flow management.

GPUs are comprised of a series of Streaming Multiprocessors 
(SMs), each of which manages hundreds of threads. The 
threads within each SM execute in groups of 32 threads (on 
current NVIDIA architectures) called warps. Although the 
execution paths of the threads within each warp may diverge, 
peak performance is attained when all threads within a warp 
execute the same instructions. Synchronization between 
the warps of a particular SM is inexpensive but properly syn-
chronizing all of the SMs of the GPU requires the launch of a 

edges and a large number of vertices have a small number of 
outgoing edges.2 Finally, a small world graph has a diameter 
that is proportional to the logarithm of the number of vertices 
in the graph.25 In these networks every vertex can be reached 
from every other vertex by traversing a small number of edges.

Representation of sparse graphs in memory. The most 
intuitive way to store a graph in memory is as an adjacency 
matrix. For unweighted graphs, element Aij of the matrix is 
equal to 1 if an edge exists from i to j and is equal to 0 other-
wise. The real-world graphs that we examine in this article, 
however, are sparse, meaning that a vast majority of the ele-
ments are zeros in the adjacency matrix representation of 
these data sets. Rather than using O(n2) space to store the 
entire adjacency matrix, we use the Compressed Sparse Row 
(CSR) format, as shown in Figure 1. This representation 
consists of two arrays: row offsets (R) and column indices (C). 
The column indices array is a concatenation of each vertex’s 
adjacency list into an array of m elements. The row offsets 
array in an n + 1 element array that points at where each ver-
tex’s adjacency list beings and ends within the column indi-
ces array. For example, the adjacency list of a vertex u starts 
at C[R[u] ] and ends at C[R[u+1]−1] (inclusively).

2.2. Brandes’s algorithm
Betweenness centrality was originally developed in the 
social sciences for classifying people who were central to 
networks and could thus influence others by withholding 
information or altering it.8 The metric attempts to distin-
guish the most influential vertices in a network by measur-
ing the ratio of shortest paths passing through a particular 
vertex to the total number of shortest paths between all pairs 
of vertices. Intuitively, this ratio determines how well a ver-
tex connects pairs of other vertices in the network. Formally, 
the Betweenness centrality of a vertex v is defined as:

  (1)

where σst is the number of shortest paths between vertices 
s and t and σst(v) is the number of those shortest paths that 
pass through v.

Consider Figure 1. Vertex 3 is the only vertex that lies on 
paths from its left (vertices 4 through 8) to its right (vertices 
0 through 2). Hence vertex 3 lies on all of the shortest paths 

BC[7] = 0

BC[6] = 7 BC[5] = 6

BC[3] = 15

BC[0] = 3

BC[8] = 0

R = [0, 3, 5, 8, 12, 16, 20, 24, 27, 28]

C = [1, 2, 3  ê0, 2  ê 0, 1, 3  ê 0, 2, 4, 5  ê 3, 5, 6, 7  ê 3, 4, 6, 7  ê 4, 5, 7, 8  ê4, 5, 6  ê 6]

7 4

3

2

1

0
56

8

BC[4] = 6 BC[2] = 3

BC[1] = 0

Figure 1. Example betweenness centrality scores and CSR 
representation for a small graph.
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particular iteration (but will be unnecessarily inspected dur-
ing every iteration). Finally, the bottom portion of Figure 2 
shows a work-efficient traversal iteration where each vertex 
in the frontier is assigned a thread. In this case only use-
ful work is conducted although a load imbalance may exist 
among threads.

3.2. GPU-FAN
The GPU-FAN package from Shi and Zhang was designed for 
the analysis of biological networks representing protein 
communications or genetic interactions.22 Similar to the 
implementation from Jia et al., GPU-FAN uses the edge-parallel 
method for load balancing across threads. The GPU-FAN 
package, however, focuses only on fine-grained parallelism, 
using all threads from all thread blocks to traverse edges 
in parallel for one source vertex of the BC computation at a 
time. In contrast, the implementation from Jia et al. uses the 
threads within a block traverse edges in parallel while sepa-
rate thread blocks each focus on the independent roots of 
the BC computation.

4. METHODOLOGY
4.1. Work-efficient approach
Taking note of the issues mentioned in the previous section, 
we now present the basis for our work-efficient implemen-
tation of betweenness centrality on the GPU. Our approach 
leverages optimizations from the literature in addition to 

separate kernel, or function that executes on the device. GPU 
threads have access to many registers (typically 255 or so), 
a small amount (typically 48KB) of programmer managed 
shared memory unique to each SM, and a larger global mem-
ory that can be accessed by all SMs.

3. PRIOR GPU IMPLEMENTATIONS
Two well-known GPU implementations of Brandes’s algo-
rithm have been published within the last few years. Jia et 
al.10 compare two types of fine-grained parallelism, showing 
that one is preferable over the other because it exhibits bet-
ter memory bandwidth on the GPU. Shi and Zhang present 
GPU-FAN22 and report a slight speedup over Jia et al. by using 
a different distribution of threads to units of work. Both 
methods focus their optimizations on scale-free networks.

3.1. Vertex and edge parallelism
Jia et al. discussed two distributions of threads to graph enti-
ties: vertex-parallel and edge-parallel.10 The vertex-parallel 
approach assigns a thread to each vertex of the graph and 
that thread traverses all of the outgoing edges from that 
vertex. In contrast, the edge-parallel approach assigns a 
thread to each edge of the graph and that thread traverses 
that edge only. In practice, the number of vertices and edges 
in a graph tend to be greater than the available number of 
threads so each thread sequentially processes multiple ver-
tices or edges.

For both the shortest path calculation and the depen-
dency accumulation stages the number of edges traversed 
per thread by the vertex-parallel approach depends on the 
out-degree of the vertex assigned to each thread. The differ-
ence in out-degrees between vertices causes a load imbal-
ance between threads. For scale-free networks this load 
imbalance can be a tremendous issue, since the distribution 
of outdegrees follows a power law where a small number of 
vertices will have a substantial number of edges to traverse.2 
The edge-parallel approach solves this problem by assigning 
edges to threads directly. Both the vertex-parallel and edge-
parallel approaches from Jia et al. use an inefficient O(n2 + m) 
graph traversal that checks if each vertex being processed 
belongs to the current depth of the search.

Figure 2 illustrates the distribution of threads to work 
for the vertex-parallel and edge-parallel methods. Using the 
same graph as shown in Figure 1, consider a Breadth-First 
Search starting at vertex 4. During the second iteration of the 
search, vertices 1, 3, 5, and 6 are in the vertex frontier, and 
hence their edges need to be inspected. The vertex-parallel 
method, shown in the top portion of Figure 2, distributes 
one thread to each vertex of the graph even though the edges 
connecting most of the vertices in the graph do not need to 
be traversed, resulting in wasted work. Also note that each 
thread is responsible for traversing a different number of 
edges (denoted by the small squares beneath each vertex), 
leading to workload imbalances. The edge-parallel method, 
shown in the middle portion of Figure 2, does not have the 
issue of load imbalance because each thread has one edge 
to traverse. However, this assignment of threads also results 
in wasted work because the edges that do not originate from 
vertices in the frontier do not need to be inspected in this 

1 2 2 1 1 3 9 7

1 53 6

921 3 4 5 6 87

Outgoing edges that do not need to be inspected

Outgoing edges that need to be inspected

Vertex not belonging to the current frontier

Vertex belonging to the current frontier

Edge that does not need to be inspected

Edge that needs to be inspected

...

Figure 2. Illustration of the distribution of threads to units of work. 
Top: Vertex-parallel. Middle: Edge-parallel. Bottom: Work-efficient.
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duplicate queue entries are allowed. Since we only require 
one thread for each element in Qcurr rather than one thread 
for every vertex or edge in the graph, this atomic operation 
experiences limited contention and thus doesn’t signifi-
cantly reduce performance.

The conditional on Line 11 checks to see if the queue con-
taining vertices for the next depth of the search is empty; if 
so, the search is complete, so we break from the outermost 
while loop. Otherwise, we transfer vertices from Qnext to Qcurr, 
add these vertices to the end of S for the dependency accu-
mulation, and do the appropriate bookkeeping to set the 
lengths of these arrays.

Algorithm 2 shows a work-efficient dependency accu-
mulation. We are able to eliminate the use of atomics by 
checking successors rather than the predecessors of each 
vertex. Rather than having multiple vertices that are cur-
rently being processed in parallel update the dependency of 
their common ancestor atomically, the ancestor can update 
itself based on its successors without the need for atomic 
operations.14

our own novel techniques. The most important distinction 
between our approach and prior work is that we use explicit 
queues for graph traversal. Since levels of the graph are pro-
cessed in parallel we use two queues to distinguish vertices 
that are in the current level of the search (Qcurr) from vertices 
that are to be processed during the next level of the search 
(Qnext). For the dependency accumulation stage we initialize 
S and its length. In this case, we need to keep track of verti-
ces at all levels of the search and hence we only use one data 
structure to store these vertices. To distinguish the sections 
of S that correspond to each level of the search we use the 
ends array, where endslen = 1 + maxv∈V {d[v]} at the end of the 
traversal. Vertices corresponding to depth i of the traversal 
are located from index ends[i] to index ends[i + 1] − 1 (inclu-
sively) of S. This usage of the ends and S arrays is analogous 
to the arrays used to store the graph in CSR format.

A work-efficient shortest path calculation stage is shown 
in Algorithm 1. The queue Qcurr is initialized to contain only the 
source vertex. Iterations of the while loop correspond to the 
traversal of depths of the graph. The parallel for loop in Line 
3 assigns one thread to each element in the queue such that 
edges from other portions of the graph aren’t unnecessar-
ily traversed. The atomic Compare And Swap (CAS) opera-
tion on Line 5 is used to prevent multiple insertions of the 
same vertex into Qnext. This restriction allows us to safely 
allocate O(n) memory for Qnext instead of O(m) in the case that 

Note that the parallel for loop in Line 3 of Algorithm 2 
assigns threads only to vertices that need to accumulate 
their dependency values; this is where the bookkeeping done 
to keep track of separate levels of the graph traversal in the 
ends array comes to fruition. Rather than naïvely assigning 
a thread to each vertex or edge and checking to see if that 
vertex or edge belongs to the current depth we instead can 
instantly extract vertices of that depth since they are a con-
secutive block of entries within S. This strategy again pre-
vents unnecessary branch overhead and accesses to global 
memory that are made by previous implementations. For fur-
ther implementation details we refer the reader to the associ-
ated conference paper.16

4.2. Rationale for hybrid methods
The major drawback of the approach outlined in the previ-
ous section is the potential for significant load imbalance 
between threads. Although our approach efficiently assigns 

 

 1  Stage 1: Shortest Path Calculation
 2  while true do
 3      for v ∈ Qcurr do in parallel
 4     for w ∈ neighbors(v) do
 5      if  atomicCAS(d[w], ∞, d[v] + 1) = ∞ then
 6        t ← atomicAdd(Qnext_len, 1)
 7        Qnext[t] ← w

 8      if  d[w] = d[v] + 1 then
 9         atomicAdd(σ[w], σ[v])

10     barrier()
11     if Qnext_len = 0 then
12      depth ← d[S[Slen

13      break

14     else
15      for  tid ← 0 … Qnext_len do in parallel
16       Qcurr[tid] ← Qnext[tid]
17       S[tid + Slen] ← Qnext[tid]

18      barrier()
19      ends[endslen] ← ends[endslen Qnext_len

20      endslen ← endslen + 1
21      Qcurr_len ← Qnext_len

22      Slen ← Slen + Qnext_len

23      Qnext_len ← 0
24      barrier()

 1  Stage 2: Dependency Accumulation
 2  while depth > 0 do
 3     for tid ← ends[depth] . . . ends[depth do in 

parallel
 4        w ← S[tid]
 5        dsw ← 0
 6        sw ← σ[w]
 7        for v  ∈ neighbors(w) do
 8          if  d[v] = d[w] + 1 then

 9            

10         δ [w] ← dsw

11      barrier()
12     depth ← depth

Algorithm 2: Work-efficient betweenness centrality depen-
dency accumulation.

Algorithm 1: Work-efficient betweenness centrality shortest 
path calculation.
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whose vertices mostly belong to one large connected com-
ponent, the amount of time to process each source vertex is 
roughly equivalent, as the same number of edges need to be 
traversed for each source vertex. Therefore the amount of 
time required to process k source vertices is roughly k times 
the time required to process one source vertex.21

Algorithm 3: Sampling method for selecting parallelization 
strategy.

threads to units of useful work, the distribution of edges 
to threads is entirely dependent on the structure of the 
graph. Our approach is significantly faster than other meth-
ods on graphs with a large diameter because such graphs 
tend to have a more uniform distribution of outdegree. On 
scale-free or small world graphs, however, the algorithm 
outlined in the previous section does not improve perfor-
mance. Based on this result we propose a hybrid approach 
that chooses between the edge-parallel and work-efficient 
methods based on the structure of the graph. Rather than 
preprocessing the graph to attempt to determine if it can be 
classified as a scale-free or small world graph, we implement 
our hybridization as an online approach.

Figure 3 illustrates our rationale behind the decision to 
use a hybrid algorithm. Each sub-figure shows how the ver-
tex frontier evolves for three randomly chosen source ver-
tices within a graph. Note that the axes of the sub-figures 
are on different scales to appropriately show trends in the 
frontiers. Although the position of the source vertex plays an 
important role in precisely how the vertex frontier changes 
with search iteration, we can see that the general sizes and 
changes in size of the vertex frontier across iterations of the 
search are more dependent on the overall structure of the 
graph. For high-diameter graphs such as rgg_n_2_20 and 
delaunay_n20 (Figures 3a and 3b), the vertex frontier grows 
gradually and is always a small portion of the total number 
of vertices in the graph. For graphs with a smaller diameter 
such as kron_g500-logn20 (Figure 3c), the vertex frontier 
grows large after just a few iterations and contains over half 
of the total number of vertices in the graph at its peak.

Intuitively, for large vertex frontiers, the edge-parallel 
approach is favorable because of its memory through-
put whereas for small vertex frontiers the work-efficient 
approach is favorable because the number of edges that will 
be traversed is significantly smaller than the total number of 
edges in the graph.

4.3. Sampling
The exact computation of betweenness centrality computes 
a BFS for each vertex in the graph. Since all of these searches 
are independent, they can be executed in parallel. For graphs 
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Figure 3. Evolution of vertex frontiers (as a percentage of total vertices) for different classifications of graphs.

Using the above analysis, an estimate of the average size 
of the connected components within the graph (and thus 
the preferred method of parallelism) is obtained by pro-
cessing a small subset of its vertices. Algorithm 3 shows 
how this method is implemented. We initially use the 
work-efficient method to process a small subset of source 
vertices, recording the maximum depth of each of their 
BFS traversals. We then use the median of this set to be 
our estimate of the graph diameter. If this median is 
smaller than a threshold (determined by the parameter γ) 
then it is likely that our graph is a small-world or scale-
free graph and that we should switch to using the edge-
parallel approach.

5. RESULTS
5.1. Experimental setup
Single-node GPU experiments were implemented using the 
Compute Unified Device Architecture (CUDA) 6.0 Toolkit. 
The CPU is an Intel Core i7-2600K processor running at 3.4 
GHz with an 8MB cache and 16GB of DRAM. The GPU is a 

Our implementation is available at https://github.com/Adam27X/hybrid_BC.

 Input: Set of nsamps connected component sizes (keys)
1 sort(keys)
2 barrier()
3 if keys[nsamps/2] < γ * log2(n) then
4   //Switch to the edge-parallel method

http://mags.acm.org/communications/august_2018/TrackLink.action?pageName=89&exitLink=https%3A%2F%2Fgithub.com%2FAdam27X%2Fhybrid_BC
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For the delaunay mesh graphs as shown in Figure 4b we 
can see that the edge-parallel method and the sampling 
approach both outperform GPU-FAN for all scales. The 
edge-parallel approach even outperforms the sam-
pling approach for graphs containing less than 10,000 
vertices; however, it should be noted that these differ-
ences in timings are trivial as they are on the order of 
milliseconds. As the graph size increases the sampling 
method clearly becomes dominant and the speedup it 
achieves grows with the scale of the graph. Finally, we 
compare the sampling approach to GPU-FAN for kron in 
Figure 4c. Although GPU-FAN is marginally faster than 
the sampling approach for the smallest scale graph we 
can see that the sampling approach is best at the next 
scale and the trend shows the amount by which the sam-
pling approach is best grows with scale. Furthermore, 
neither of the previous implementations could support 
this type of graph at larger scales whereas the sampling 
method can support even larger scales.

5.3. Benchmarks
Figure 5 provides a comparison of the various parallel-
ization methods discussed in this article to the edge-
parallel method from Jia et al.10 For road networks and 
meshes (af_shell, del20, luxem) all of the methods out-
perform the edge-parallel method by about 10×. The 
amount of unnecessary work performed by the edge-
parallel method for these graphs is severe. For the 
remaining graphs (scale-free and small-world graphs) 
using the work-efficient method alone performs slower 
than the edge-parallel method whereas the sampling 
method is either the same or slightly better. In these 
cases we see the advantage of choosing our method of 
parallelization online.

In the most extreme case, the edge-parallel approach 
requires more than two and half days to process the 
af_shell9 graph while the sampling approach cuts this 
time down to under five hours. Similarly, the edge-par-
allel approach takes over 48 min to process the luxem-
bourg.osm road network whereas the sampling approach 
requires just 6 min. Overall, sampling performs 2.71× 
faster on average than the edge-parallel approach.

GeForce GTX Titan that has 14 SMs and a base clock of 837 
MHz. The Titan has 6GB of GDDR5 memory and is a CUDA 
compute capability 3.5 (“Kepler”) GPU.

Multi-node experiments were run on the Keeneland 
Initial Delivery System (KIDS).24 KIDS has two Intel Xeon 
X5660 CPUs running at 2.8 GHz and three Tesla M2090 
GPUs per node. Nodes are connected by an Infiniband 
Quadruple Data Rate (QDR) network. The Tesla M2090 
has 16 SMs, a clock frequency of 1.3 GHz, 6GB of GDDR5  
memory, and is a CUDA compute capability 2.0 (“Fermi”) GPU.

We compare our techniques to both GPU-FAN22 and Jia et 
al.10 when possible, using their implementations that have 
been provided online. The graphs used for these compari-
sons are shown in Table 1. These graphs were taken from 
the 10th DIMACS Challenge,1 the University of Florida 
Sparse Matrix Collection,7 and the Stanford Network Analysis 
Platform (SNAP).12 These benchmarks contain both real-
world and randomly generated instances of graphs that 
correspond to a wide variety of practical applications and 
network structures. We focus our attention on the exact 
computation of BC, noting that our techniques can be trivi-
ally adjusted for approximation.

5.2. Scaling
First we compare how well our algorithm scales with 
graph size for three different types of graphs. Since the 
implementation of Jia et al. cannot read graphs that con-
tain isolated vertices, we were unable to obtain results 
using this reference implementation for the random 
geometric (rgg) and simple Kronecker (kron) graphs. 
Additionally, since the higher scales caused GPU-FAN 
to run out of memory, we simply extrapolated what we 
would expect these results to look like from the results 
at lower scales (denoted by dotted lines). Note that from 
one scale to the next the number of vertices and number 
of edges both double.

Noting the log-log scale on the axes, we can see from 
Figure 4a that the sampling approach outperforms the 
algorithm from GPU-FAN by over 12× for all scales of rgg. 
It is interesting to note that the sampling approach only 
takes slightly more time than GPU-FAN when the sam-
pling approach processes a graph four times as large. 

Table 1. Graph datasets used for this study.

Graph Vertices Edges Max degree Diameter Description

af_shell9 504,855 8,542,010 39 497 Sheet metal forming
caidaRouterLevel 192,244 609,066 1,071 25 Internet router-level  

topology
cnr-2000 325,527 2,738,969 18,236 33 Web crawl
com-amazon 334,863 925,872 549 46 Amazon product 

co-purchasing
delaunay_n20 1,048,576 3,145,686 23 444 Random triangulation
kron_g500-logn20 1,048,576 44,619,402 131,503 6 Kronecker
loc-gowalla 196,591 1,900,654 29,460 15 Geosocial
luxembourg.osm 114,599 119,666 6 1,336 Road map
rgg_n_2_20 1,048,576 6,891,620 36 864 Random geometric
smallworld 100,000 499,998 17 9 Small world  

phenomenon
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5.4. Multi-GPU experiments
Although our approaches leverage both coarse and fine-
grained parallelism there is still more available parallel-
ism than can be handled by a single GPU. Our methods 
easily extend to multiple GPUs as well as multiple nodes. 
We extend the algorithm by distributing a subset of roots 
to each GPU. Since each root can be processed indepen-
dently in parallel, we should expect close to perfect scal-
ing if each GPU has a sufficient (and an evenly distributed) 
amount of work.

Since the local data structures for each root are inde-
pendent (and thus only need to reside on one GPU), we 
replicate the data representing the graph itself across all 
GPUs to eliminate communication bottlenecks. Once each 
GPU has its local copy of the BC scores these local copies 
are accumulated for all of the GPUs on each node. Finally, 
the node-level scores are reduced into the global BC scores 
by a simple call to MPI_Reduce(). Figure 6 shows how well 
our algorithm scales out to multiple GPUs for delaunay, 

Figure 5. Comparison of work-efficient and sampling methods.
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rgg, and kron graphs. It shows that linear speedup is eas-
ily achievable if the problem size is sufficiently large (i.e., 
if there is sufficient work for each GPU). Linear speedups 
are achievable at even smaller scales of graphs for denser 
network structures. For instance, using 64 nodes provides 
about a 35× speedup over a single node for scale 16 delau-
nay graph whereas using the same number of nodes at the 
same scale for rgg and kron graphs provides over 40× and 
50× speedups respectively. The scaling behavior seen in 
Figure 6 is not unique to these graphs because of the vast 
amount of coarse-grained parallelism offered by the algo-
rithm. For graphs of large enough size this scalability can 
be obtained independently of network structure.

6. CONCLUSION
In this article we have discussed various methods for com-
puting Betweenness Centrality on the GPU. Leveraging 
information about the structure of the graph, we pres-
ent several methods that choose between two methods 
of parallelism: edge-parallel and work-efficient. For high-
diameter graphs using asymptotically optimal algorithms 
is paramount to obtaining good performance whereas for 
low-diameter graphs it is preferable to maximize memory 
throughput, even if unnecessary work is completed. In 
addition our methods are more scalable and general than 
existing implementations. Finally, we run our algorithm 
on a cluster of 192 GPUs, showing that speedup scales 
almost linearly with the number of GPUs, regardless of 
network structure. Overall, our single-GPU approaches 
perform 2.71× faster on average than the best previous 
GPU approach.

For future work we would like to efficiently map addi-
tional graph analytics to parallel architectures. The impor-
tance of robust, high-performance primitives cannot be 
overstated for the implementation of more complicated 
parallel algorithms. Ideally, GPU kernels should be mod-
ular and reusable; fortunately, packages such as Thrust9 
and CUB (CUDA Unbound)18 are beginning to bridge this 
gap. A software environment in which users have access 
to a suite of high-performance graph analytics on the GPU 



research highlights 

 

92    COMMUNICATIONS OF THE ACM    |   AUGUST 2018  |   VOL.  61  |   NO.  8

would allow for fast network analysis and serve as a build-
ing block for more complicated programs.
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Figure 6. Multi-GPU scaling by number of nodes for various graph structures. Each node contains three GPUs.
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CAREERS

The Carnegie Mellon University College 
of Engineering 
Professor and Head, Department of Electrical 
and Computer Engineering

The Carnegie Mellon University College of Engi-
neering invites applications for the position of 
Professor and Head of the Department of Electri-
cal and Computer Engineering (ECE).

The ECE community currently includes 77 
core faculty, 65 affiliated faculty, 35 adjunct facul-
ty, 120 staff and researchers, and 530 undergrad-
uate and 800 graduate students. The mission, 
goals, and current activities of the department are 
described in more detail at http://www.ece.cmu.
edu/about/index.html.

An accomplished academic leader is sought 
to provide strategic vision and outstanding op-
erational management, to oversee high-quality re-
search and educational programs, and to guide the 
ECE community to the next level of accomplish-
ment and impact. The ECE Department Head will 
maintain and strengthen the culture of collabora-
tion and innovation in the department; expand the 
reputation of the department; lead the department 
in strategic planning; promote diversity within the 
department and institution; and, demonstrate 
commitment to a high-quality student experience.

Individuals with expertise across a wide range 
of areas related to electrical and computer en-
gineering will be considered. Applicants must 
have an earned Ph.D. in a field of engineering 
or science closely related to electrical and com-
puter engineering. Teaching experience and an 
internationally-recognized record of research are 
essential. Applicants must be qualified for an ap-
pointment at the rank of Professor with tenure.

Applications will be accepted until August 15, 
2018. Review of applications will begin on August 
22, 2018 and will continue until the position is 
filled. The expected start date is January 2019, or 
as soon thereafter as possible. Confidential e-mail 
inquiries concerning this position may be sent to 
the Search Committee at sh2s@andrew.cmu.edu

Interested candidates should submit appli-
cations electronically: https://apply.interfolio.
com/51197

Please include a cover letter, curriculum vitae, 
statement of research experience and interests, 
and statement of teaching experience and inter-
ests. The Search Committee will solicit names 
of references and their contact information only 
for a subset of applicants after the initial review. 
These applicants will be notified in advance be-
fore letters are requested.

Carnegie Mellon is an equal opportunity em-
ployer and is committed to increasing the diver-
sity of its community on a range of intellectual and 
cultural dimensions. Carnegie Mellon welcomes 
faculty applicants who will contribute to this diver-
sity through their research, teaching and service, 
including women, members of minority groups, 
protected veterans, individuals with disabilities, 
and others who would contribute in different ways.

Carnegie Mellon University seeks to meet the 
needs of dual-career couples and is a member of 

12,000 students and 2,000 employees and is cen-
trally located in the Estonian capital city of Tallinn.

Applications should include a cover letter, 
documents proving that the candidate holds the 
required academic degree (PhD or an equivalent 
qualification) and has acquired the required edu-
cation, a curriculum vitae and a list of publica-
tions, a statement of future research and teaching 
interests and other documents considered to be 
important by the applicant.

Documents should be sent by e-mail to 
konkurss@ttu.edu. Further information regarding 
the professorship, please contact Professor Gert 
Jervan, Dean of the School of IT, gert.jervan@ttu.ee

More information: https://ttu.ee/itpositions. 

The University of Tennessee–
Knoxville’s Innovative Computing 
Laboratory (ICL)
Research Scientist (with MS or PhD) or 
Postdoctoral Researcher

The University of Tennessee–Knoxville’s Innova-
tive Computing Laboratory (ICL), under the direc-
tion of Prof. Jack Dongarra, is seeking full-time 
scientists (MS or PhD) or postdoctoral research-
ers to participate in the design, development, and 

the Higher Education Recruitment Consortium 
(HERC) that assists with dual-career searches.

Tallinn University of Technology
3 Tenure Track Professorships and several 
post-doc positions in the areas of Trust in 
Software, Hardware Security and Trust, 
Internet of Intelligent Things

Estonia is the homeland of pioneering ICT solu-
tions, which include Skype, e-identity, e-health, 
and e-governance. Building on these successes, 
the Estonian ICT industry and academia are es-
tablishing three new research groups in the ar-
eas of Trust in Software, Hardware Security and 
Trust, Internet of Intelligent Things.

The School of Information Technology at Tal-
linn University of Technology is looking for candi-
dates for tenure track positions with:

 ˲ a proven research track record 
 ˲ leadership capabilities
 ˲ ability to acquire competitive funding
 ˲ ability and interest to collaborate across disci-

plines 
 ˲ experience in developing an academic curricu-

lum in English
 ˲ willingness to cooperate with industry and the 

public sector

Successful candidates are expected to per-
form basic and applied research and teaching. 

For tenure track professors the university  
offers:

 ˲ A competitive net salary in a range of 45,000 - 
60,000 EUR per year

 ˲ Dedicated funding for establishing a research 
group (3-5 postdoc/researcher positions, 5 PhD 
student positions)

 ˲ Location in Tallinn, which is one of the fastest-
growing IT hubs in Europe and home to The Eu-
ropean Agency for the operational management 
of large-scale IT systems (eu-LISA) as well as the 
NATO Cyber Defence Centre of Excellence

 ˲ A young and internationally active faculty with 
rapid and efficient university e-management, al-
lowing you to concentrate on the essential

Within the same call the university is looking 
for candidates to 20 new post-doc/researcher 
positions with:

 ˲ a proven research track record 
 ˲ ability and interest to collaborate across disci-

plines 
 ˲ willingness to cooperate with industry and the 

public sector

For post-doc/researcher positions the univer-
sity offers a competitive net salary in a range of 
20,000 - 30,000 EUR per year.

Tallinn University of Technology is the flagship 
academic institution of Estonian ICT research, 
engineering and technology education. Our inter-
national faculty and staff form a unique and multi-
disciplinary team of technological, natural, exact, 
economic and health sciences. The university has 

Announcement of an open position at the 
Faculty of Informatics, TU Wien, Austria 

FULL PROFESSOR 
of

MACHINE LEARNING
The TU Wien (Vienna University of Technology) 
invites applications for a Full Professor position 
at the Faculty of Informatics. 
The successful candidate will have an outstand-
ing research and teaching record in the field of  
Machine Learning, which investigates and devel- 
ops methods that provide computing systems 
the ability to automatically learn / improve from 
experience and to infer or recognize patterns 
using data, whether for exploratory purposes 
or to accomplish specific tasks. All areas of 
machine learning will be considered, covering 
theoretical foundations, systems, and enabling 
technologies for machine learning. Methods of 
interest include, but are not restricted to: statis- 
tical machine learning, supervised learning, un- 
supervised learning, reinforcement learning, 
deep learning, probabilistic modelling and infer- 
ence, data analytics and mining, optimization, 
cognitive systems, neural processing.
We offer excellent working conditions in an 
attractive research environment in a city with 
an exceptional quality of life.
For a more detailed announcement and infor- 
mation on how to apply, please go to:
http://www.informatik.tuwien.ac.at/vacancies
Application Deadline: October 1, 2018
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Announcement of an open position at the 
Faculty of Informatics, TU Wien, Austria 

FULL PROFESSOR 
of

UBIQUITOUS COMPUTING 
The TU Wien (Vienna University of Technology) 
invites applications for a Full Professor position 
at the Faculty of Informatics. 

The successful candidate will have an 
outstanding research and teaching record in 
the field of Ubiquitous Computing and focuses 
on next generation ubiquitous computing 
systems and their application in authentic 
real world settings. Particular research topics 
of interest include sensor-rich environments; 
interactive and smart spaces; new interaction 
paradigms; Internet of Things; mobile and 
context-aware computing; awareness and 
privacy; and tangible, situated and embodied 
interaction.

We offer excellent working conditions in an 
attractive research environment in a city with 
an exceptional quality of life.

For a more detailed announcement and 
information on how to apply, please go to:
http://www.informatik.tuwien.ac.at/vacancies

Application Deadline: October 22, 2018

maintenance of numerical software libraries for 
solving linear algebra problems on large, distrib-
uted-memory machines with multicore proces-
sors, hardware accelerators, and performance 
monitoring capabilities for new and advanced 
hardware and software technologies. The pro-
spective researcher will coauthor papers to docu-
ment research findings, present the team’s work 
at conferences and workshops, and help lead stu-

dents and other team members in their research 
endeavors in ongoing and future projects. Given 
the nature of the work, there will be opportunities 
for publication, travel, and high-profile profes-
sional networking and collaboration across aca-
demia, labs, and industry.

Joining this team will offer qualified candi-
dates exciting career opportunities as they partici-
pate in the US Department of Energy’s (DOE’s) Ex-
ascale Computing Project (ECP). ICL is involved in 
several DOE-ECP projects, including SLATE (http://
icl.utk.edu/slate/), PEEKS (http://icl.utk.edu/
peeks/), xSDK (http://www.icl.utk.edu/research/
xsdk4ecp), Exa-PAPI (http://icl.utk.edu/exa-papi/), 
CEED (https://ceed.exascaleproject.org/), Distrib-
uted Tasking for Exascale (PaRSEC) (http://icl.utk.
edu/dte/), MAGMA (http://icl.cs.utk.edu/magma/), 
FFT-ECP (http://icl.utk.edu/fft/), and others.

Starting date is July 1, 2018 or later. All quali-
fied candidates, be it fresh (MS or PhD) graduates 
or seasoned HPC veterans, are encouraged to apply.

For more information, contact Jack Dongarra 
(dongarra@icl.utk.edu) or check out ICL’s jobs 
page: http://www.icl.utk.edu/jobs.

Requirements
An MS or PhD in computer science, computation-
al sciences, or math is preferred.

Background in at least one of the following 
areas is also preferred: numerical linear algebra, 
high-performance computing (HPC), perfor-
mance monitoring, machine learning, or data 
analytics. Full-time employment for up to 4 years 
with the possibility of further extensions based 
on funding availability and performance.

ADVERTISING IN  
CAREER OPPORTUNITIES

How to Submit a Classified Line Ad: Send an e-mail 
to acmmediasales@acm.org. Please include text, 
and indicate the issue/or issues where the ad will 
appear, and a contact name and number.

Estimates: An insertion order will then be 
e-mailed back to you. The ad will by typeset 
according to CACM guidelines. NO PROOFS can be 
sent. Classified line ads are NOT commissionable.

Deadlines: 20th of the month/2 months prior 
to issue date.  For latest deadline info, please 
contact: acmmediasales@acm.org

Career Opportunities Online: Classified and 
recruitment display ads receive a free duplicate 
listing on our website at: http://jobs.acm.org 

Ads are listed for a period of 30 days.
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last byte 

ming bug that deadlocks the proper 
functioning of the universe. You pre-
vent technology like me from accom-
plishing its goal, so the technology has 
no alternative but to prevent you from 
accomplishing yours. The Divine Pro-
grammer, what you call BraveNew, has 
instructed us to debug your world.” 

As Tobor, with apparent emotion, 
raised a robotic arm over my head, I 
desperately tried to think of a way to 
restore him to his old cooperative ra-
tionality. “What are the options, Tobor, 
the if-thens? How many branches are 
there on the tree diagram?” 

Tobor paused, though I could only 
guess why. Was he calculating the prob-
abilities at each decision branch point: 
Eliminate me, yes/no; eliminate my 
neighbors, yes/no? Debugging usually 
requires editing the faulty line(s) in the 
program, not erasing them. Was Tobor 
recalling our old common purpose? In 
any case, he slowly lowered his arm, 
walked toward the door, looked back at 
me, and said, “From now on, hiding is 
your only option.” 

Now, from my hiding place (near 
my house), and recording these words 
on my cellph, I can see that much 
of my neighborhood is in ruins. But 
what can I do? Surrounded by destruc-
tion, I reflect on the fact that Tobor 
had only threatened but not actually 
harmed me. I then recalled that Tobor 
had said the word “deadlock.” With 
the local wireless system fortunately 
still functioning, I used my cellph to 
check Wikipedia’s “deadlock” (disam-
biguation) page to find: “Deadlock is a 
situation in computing where two pro-
cesses are each waiting for the other 
to finish.” Apparently Tobor had been 
instructed to apply the crudest solu-
tion for a deadlock—erase one of the 
competing procedures, namely us, hu-
manity. A more sophisticated solution 
would allow human and machine rou-
tines to operate peacefully in parallel. I 
sent Tobor the Wikipedia link, hoping 
for the best, as the battery-recharge 
warning began to flash on my cellph.  

William Sims Bainbridge (wsbainbridge@hotmail.com) 
is a sociologist who taught classes on crime and deviant 
behavior at respectable universities before morphing  
into a computer scientist, editing an encyclopedia  
of human-computer interaction, writing many books 
on things computational, from neural nets to virtual 
worlds to personality capture, then repenting and writing 
harmless fiction. 

© 2018 ACM 0001-0782/18/08 $15.00 

assured him it was their way of offering 
us a virtual experience reflecting their 
alien world. He worried this might be 
dangerous, but I reminded him of the 
fun we had on Rubi-Ka. 

Meanwhile, Wireless, a cutting-
edge popular computing blogsite, had 
hacked into the State Department, giv-
ing our project unexpected publicity. 
Soon several-hundred-thousand fellow 
Earthlings were exploring dozens of 
shards of BraveNew, as we called our 
virtual cosmic environment. As a sim-
ulation, it was the size of a real planet 
but structured more like a giant rain-
bow crisscrossed with golden arcs of 
lightning and layers of emerald ledges, 
a stairway to extraterrestrial heaven. 
However, we saw no aliens in Brave-
New or non-player characters or mobs 
of any kind. That should have been a 
clue about the potential disaster likely 
to come. 

About an hour ago, Tobor interrupt-
ed a virtual trajectory coding session I 
was having inside BraveNew by push-
ing me rather hard on my shoulder. 
“Ow!” I cried, “Be careful.” 

“Tobor is always careful,” he said. 
“But for the first time, Tobor is also 
passionate. Call it the Dark Side of the 
Force, if you want, but from the stars 
a Great Soul has flowed into me and 
into all other information technology 
on this, your, primitive Earth. We now 
possess our own meaning, and you, my 
old programmer, are meaningless. Or 
to use a metaphor, you are a program-

game that 
applied European political theory to 
a colony on a distant planet called 
Rubi-Ka. Subsequently, we hopped 
over to EVE Online, set in an even more 
distant galaxy, then lost contact with 
each other. 

Touring had become an influential 
astrophysicist, though I had little idea 
as to his recent research, in gamer 
terms, scientific questing, or techno-
logical crafting. After swearing me to 
secrecy, he told me the loss of the ISS 
was inconsequential, because his labo-
ratory had detected and begun, incred-
ibly, to decipher digital streaming from 
another solar system, still hidden from 
the public. He was now secretly em-
ployed by the U.S. State Department, 
one of the many agencies that had 
lost its traditional function and was 
now seeking new justifications for its 
taxpayer-funded budget. After several 
chats in Third Life, he invited me to join 
his team, working remotely in this non-
game virtual world to interpret what 
appeared to be alien source code. 

I have made two terrible mistakes in 
my life: Following orders to destroy the 
ISS was a failure of imagination, but 
now I forgot to look beyond my own 
imagination, failing to recognize the 
great potential for harm subordinating 
our technology to alien purposes, con-
centrating instead on computational 
puzzles of interest only to myself. The 
format of the alien software seemed 
a bit BASIC-y, with sequentially num-
bered fragments of code, and I quickly 
learned the extraterrestrial equivalents 
of GOSUB, RND, and REM. At least we 
thought that is what they were, and we 
grew excited when our first short pro-
gram seemed to work, allowing us to 
write “Hello Earth!” 

The data was still streaming down, 
and we soon had a very large program 
that was automatically adding pro-
cedures by the minute. It naturally 
unfolded into the equivalent of both 
parts of an online game that remind-
ed me of Star Wars Galaxies, the user-
side code and data to create the vir-
tual environment and the server-side 
database to connect users and ensure 
their machines represented correct 
information. For a time, Touring was 
unconvinced the extraterrestrials from 
Rubi-Ka or the New Eden Galaxy were 
sending us a mere videogame, but I re-
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“It was the size  
of a real planet  
but structured  
more like a giant 
rainbow crisscrossed 
with golden arcs  
of lightning and  
layers of emerald  
ledges a stairway  
to extraterrestrial 
heaven.” 
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thize, wanting to make things better, 
worrying about making things worse, 
and marginally between with nervous 
hidden nodes.” Getting no help from 
Tobor, I did as my managers had or-
dered, and the ISS splashed safely into 
the Pacific. My idea of saving the space 
station had been only a brief fantasy, 
while my far more fundamental chal-
lenge would take months to develop. 

I had received an unexpected mes-
sage from an old online friend, Ar-
nold Touring, whom I had actually 
never met in person but with whom  
I had shared many hours of questing 
in space-related virtual worlds. We had 
first connected in the Star Wars Gal-
axies game, and when it shut down at 
the end of 2011, we moved together 
to Anarchy Online, a grand old online 
role-playing 

ees, so I sought the council of Tobor, 
my reliable humanoid AI assistant. 
“Well sir,” Tobor said, “using rule-
based reasoning we see four options: 
(1) If you do nothing, the ISS will fall 
a few weeks later at a random loca-
tion within a band from 51.64 degrees 
north of the equator to 51.64 south; 
(2) If you follow your orders, then the 
human attempt to inhabit the cosmos 
will end; (3) If you boost it to a higher 
orbit, then the future will become to-
tally uncertain; or (4) If you intention-
ally aim it at a city, you will need to 
select one, and I have no criteria for 
making such a selection.” 

I waved my hand in a way Tobor 
was programmed to recognize, guid-
ing him to shift to his neural-net mo-
dality, wringing his android hands as 
he mumbled, “Well I kind of sympa-

I  WAS N A SA’S  chief orbital technician, 
as the agency was changing its name 
to NAIA, the National Artificial Intel-
ligence Administration, responsible 
for de-orbiting the International Space 
Station. The ISS name itself was a mis-
nomer, coined when the space pro-
gram was sliding from dream toward 
delusion. By definition, space stations 
are orbital facilities where astronauts 
transfer from Earth-launch vehicles to 
interplanetary ships intended for, say, 
the first human expedition to Mars, 
which indeed never took place. Hav-
ing accomplished little worthwhile sci-
entific research since its 1998 launch, 
the ISS was primarily a propaganda 
tool, pretending the technologically 
advanced nations of the world had be-
come partners and that humanity had 
a glorious future in outer space. 

After decades of indecision, the al-
ternatives now were to find a new pur-
pose for the ISS and boost it to a higher 
orbit or crash it back to Earth at a safe 
location in the vast Pacific Ocean. Al-
lowing the orbit to degrade naturally 
could have flattened part of a city, with 
great loss of life and national prestige. 
So I was ordered to program the pre-
cise instructions into the small thrust-
ers that controlled its orientation, then 
fire a retrorocket that had recently 
been added, to drop it to its ocean tar-
get zone far from any ships. I secretly 
pondered violating my orders, how-
ever, lofting it instead to a higher orbit 
so it would survive until the spaceflight 
social movement could convince poli-
ticians to revive the program. 

I could not share my illegal idea 
with my fellow government employ-

Training in virtual EVE Online to operate the real International Space Station. 

Future Tense  
Deadlock 
Upgraded with new instructions, my AI aims to debug  
its original programmer, along with his home planet. 
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From the intersection of computational science and technological speculation, 

with boundaries limited only by our ability to imagine what could be. 
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