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YOSHUA BENGIO  
GEOFFREY HINTON and 
YANN LeCUN

For conceptual and engineering 

breakthroughs that have made  

deep neural networks  
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“Deep neural networks are responsible for some of the greatest advances  
in modern computer science, helping make substantial progress on  
long-standing problems in computer vision, speech recognition, and  
natural language understanding. At the heart of this progress are funda-
mental techniques developed starting more than 30 years ago by  
this year’s Turing Award winners, Yoshua Bengio, Geoffrey Hinton, and  
Yann LeCun. By dramatically improving the ability of computers to make 
sense of the world, deep neural networks are changing not just the field  
of computing, but nearly every field of science and human endeavor.”

Jeff Dean 
Google Senior Fellow and SVP of Google AI 
Google Inc.
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cerf’s up

A
PPLICATION PROGRAMMING  

INTERFACES (APIs) are 
handy programming tools 
for describing how one 
program can access the 

functionality of another. In many cas-
es, an API might manifest as the defi-
nition of a subroutine call, describing 
how to reference the subroutine (for 
example, its name) and what param-
eters the subroutine is expecting and 
in what format, and the nature and 
format of any returned parameters re-
sulting from invoking the subroutine 
call. It is common for libraries of sub-
routines to be created and APIs to them 
standardized so that programmers us-
ing the library can exercise the func-
tionality of the subroutines at need. 
Interestingly, the standardization of 
the APIs can lead to the property that a 
collection of software that relies on the 
library subroutines might run success-
fully on more than one, independently 
programmed library, as long as the 
APIs used are the same (that is, refer to 
the same names and use the same para-
metric specifications).

This aspect of APIs leads to the 
same kind of interoperability that 
the Internet Protocol has provided 
in the Internet. Many protocols that 
lie above the IP layer (for example, 
transmission control protocol, user 
datagram protocol, real-time proto-
col) can make use of a substantial ar-
ray of alternative underlying network 
technologies (for example, Ethernet, 
multiprotocol label switching, asyn-
chronous transfer mode switches, 
software-defined networks, frame re-
lay, point-to-point radio, laser links, 
and so on) without knowing anything 
about how these underlying layers 
work. They “see” the Internet through 
the lens of the standard Internet Pro-

tocol with its standard packet format 
and its addressing structure. 

The Internet Protocol is some-
times referred to as the narrow waist 
of the Internet Protocol architecture. 
Think of an hourglass with a narrow 
waist. Above are all the protocols 
that are encapsulated in standard 
Internet Protocol packets and below 
are all the possible carriers of the IP 
packets. An API has a similar prop-
erty. Any number of programs can be 
written that call upon the functional-
ity of the libraries or operating sys-
tem functions referenced by the APIs. 
More than one library or operating 
system can be programmed to behave 
in accordance with the standardized 
APIs. The commonality of the API en-
ables the alternative implementation 
of operating systems and libraries, 
permitting “mixing and matching” 
of the application programs and the 
independently produced libraries or 
operating systems supporting them. 

The widespread sharing of com-
mon or standardized APIs confers 
rich opportunities for choices of op-
erating system or library implementa-
tions for the programming of applica-
tions. Underlying hardware, library, 
and operating system implementa-
tions can host the same application 
software on a wide range of platforms. 
The investment in platform, operat-
ing system, and library software can 
yield widespread benefits to the ap-
plication programs that can run on 
any of them. Applications don’t have 
to be rewritten and users benefit from 
enhanced choices. 

Widely used programming lan-
guages often define common sub-
routines to make programming more 
efficient. Programmers do not have 
to create all new subroutines for com-

mon functions, rather, they can refer 
to the common functions using com-
mon APIs. For this benefit to be widely 
realized and to avoid having to repro-
gram applications to refer to the same 
functions by different names and for-
mats, adoption of standardized APIs 
induces portability of applications to 
run on multiple platforms. Of course, 
these same programming languages 
typically also allow programmers to 
define their own, idiosyncratic sub-
routines for functions that may be 
unique to a particular application. 

The availability of common librar-
ies referenced by a common set of 
APIs also has the benefit that the com-
mon libraries may receive additional 
scrutiny for reliability and security 
owing to widespread use. But the 
standard APIs also allow for distinctly 
programmed libraries or operating 
system functions that are matched 
to the underlying hardware platform 
and its peculiarities and capabilities 
that are invoked by a common set of 
APIs or system calls. 

A powerful example of standard-
ization is the so-called Portable Oper-
ating System Interface (POSIX)a stan-
dardized by the IEEE. Innumerable 
applications intended to run in the 
UNIX operating system environment 
can be made to run on many varia-
tions of UNIX that implement the 
POSIX API. This is but one of many 
examples of the powerful, enabling 
effect of adopting common APIs with 
standardized reference names and 
parametric format.  

a https://en.wikipedia.org/wiki/POSIX

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.
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Computing and statistics underpin the rapid emergence of data 
science as a pivotal academic discipline. ACM and IMS—the Institute of 
Mathematical Statistics—the two key academic organizations in these 
areas, have launched a new joint venture to propel data science and to 
engage and energize our communities to work together.

ACM and IMS will hold an all-day launch event to address topics such as 
deep learning, reinforcement learning, fairness, and ethics, in addition to 
discussions about the future of data science and the role of ACM and IMS.

ACM-IMS Data Science Summit
June 15, 2019 | Palace Hotel, San Francisco

Seating is limited, so register early!
https://www.acm.org/data-science-summit

An interdisciplinary event bringing together 
researchers and practitioners to address deep 
learning, reinforcement learning, robustness, 
fairness, ethics, and the future of data science.

Panels and Panelists
Deep Learning, Reinforcement Learning, and Role of Methods 
in Data Science

•   Shirley Ho, Flatiron Institute
•   Sham Kakade, University of Washington
•   Suchi Saria, Johns Hopkins University
•   Manuela Veloso, J.P. Morgan, Carnegie Mellon University

Robustness and Stability in Data Science

•   Aleksander Madry, Massachusetts Institute of Technology
•   Xiao-Li Meng, Harvard University
•   Richard J. Samworth, University of Cambridge, Alan Turing Institute
•   Bin Yu, University of California, Berkeley

Fairness and Ethics in Data Science

•   Alexandra Chouldechova, Carnegie Mellon University
•   Andrew Gelman, Columbia University
•   Kristian Lum, HRDAG (Human Rights Data Analysis Group)

Future of Data Science

•   Michael I. Jordan, University of California, Berkeley
•   Adrian Smith, Alan Turing Institute
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David Donoho
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Stanford University
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vardi’s insights

Quantum Hype and  
Quantum Skepticism

T
HE FIRST THIRD of the 20th 
century saw the collapse of 
many absolutes. Albert Ein-
stein’s 1905 special relativity 
theory eliminated the notion 

of absolute time, while Kurt Gödel’s 1931 
incompleteness theorem questioned the 
notion of absolute mathematical truth. 
Most profoundly, however, quantum me-
chanics raised doubts on the notion of ab-
solute objective reality. Is Schrödinger’s 
cat dead or alive? Nearly 100 years after 
quantum mechanics was introduced, sci-
entists still are not in full agreement on 
what it means. 

The problem with objective reality 
stems from the superposition principle. In 
a nutshell, quantum systems can exist in 
a superposition of their possible observ-
able states before measurement. While a 
classical bit has a unique value, 0 or 1, a 
quantum bit, or qubit, exists as a superpo-
sition of two classical bits. The physicist 
Richard Feynman hinted at the possibil-
ity of using quantum effects for computa-
tion in his 1959 lecture, “There’s Plenty 
of Room at the Bottom.” But this possi-
bility seemed somewhat remote, until 
Peter Shor’s seminal 1994 paper, where 
he showed it is theoretically possible to 
use quantum computation to factor num-
bers in polynomial time, which would 
break current public-key cryptographic 
schemes. This made the realization of 
quantum computing one of the holy 
grails of computing in the 21st century.  In 
fact, quantum computing is an important 
part of one of the U.S. National Science 
Foundation’s “Ten Big Ideas.”

The popular media regularly reports 
breathlessly on quantum computing: 
“Quantum computing will break your en-
cryption in a few years”; “Why quantum’s 
computing time is now”; and “The com-
puter that could rule the world.” Yet the 
physical realization of quantum comput-

ing has been a hard slog. A Canadian com-
pany, D-Wave Systems, has claimed to be 
the world’s first company to sell comput-
ers that exploit quantum effects in their 
operation. But the D-Wave machine is far 
from being a general quantum computer, 
and several researchers disagree with D-
Wave’s claims.

In fact, several quantum-computing 
researchers have expressed skepticism 
regarding the physical realizability of the 
quantum-computing dream.a Quantum 
skeptics agree that quantum computa-
tion does offer an exponential advantage 
of classical computation in theory, but 
they argue it is not physically possible 
to build scalable quantum computers. 
Gil Kalai is one of the most prominent 
quantum skeptics. All physical systems 
are noisy, he argues,b and qubits kept in 
highly sensitive superpositions will inevi-
tably be corrupted by any interaction with 
the outside world. In contrast, quantum-
skepticism skeptics, such as Scott Aar-
onson, view the realizability of quantum 
computing as an outstanding question in 
physics,c and regard the skeptical view as 
representing an implausible revolution 
in physics.

A recent U.S. National Academies re-
portd reviewed current progress and pros-
pects of quantum computing, taking a 
sober view of the field. Given the current 
state of quantum computing and the 
significant challenges that still must be 
overcome, the report argues it is highly 
unlikely a quantum computer that can 
compromise public-key cryptography—
a basis for the security of most of today’s 
computers and networks—will be built 
within the next decade. Yet, because re-

a https://bit.ly/2Bie8i3
b https://bit.ly/2nQ44Vy
c https://bit.ly/2U4Qz6x
d https://bit.ly/2QkA45i

placing an established Internet protocol 
generally takes over a decade, work to de-
velop and deploy algorithms that are resil-
ient against an attack by a quantum com-
puter is critical now, the report advised. 

The report identified major challenges 
that lie ahead for quantum computing. 
Agreeing somewhat with Kalai, the re-
port stated the need to correct the errors 
in a quantum system, without which it is 
unlikely that a highly complex quantum 
program would ever run correctly on the 
system. Error-correcting algorithms in-
cur significant costs, so in the near term 
quantum computers are likely to be error-
prone, the report concluded.

An important part of the report is an 
analysis of why and how computing tech-
nology scaled exponentially in perfor-
mance for over half a century. This scaling 
was mostly the result of a virtuous cycle, 
where products using the new technol-
ogy allowed the industry to make more 
money, which it then used to create newer 
technology. For quantum computing to 
be similarly successful, it must create a 
virtuous cycle to fund the development of 
increasingly useful quantum computers. 
But the beauty of classical computing is 
that developing algorithms is incredibly 
easy. Every teenager writing a program is 
developing an algorithm. In contrast, in 
more than 25 years of intense research 
on quantum computing, only a few doz-
en algorithms have been developed.e It is 
conceivable that governments will pour 
major investments into a small number 
of critical quantum-computing appli-
cations, but this will not give rise to the 
thriving marketplace that is needed to 
sustain the virtuous cycle. Count me a 
quantum skeptic! 

e https://bit.ly/2uq1r0f  
See p. 15 for more on the quantum argument.
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letters to the editor

ry over to the ecological cost of produc-
ing the gadgets we all throw away at a 
staggering and increasing rate. 

Maybe rather than invent new devic-
es to manufacture, we should focus on 
figuring out how to prolong the lives of 
those we have. 

Stefan Monnier, Montréal, Canada 

Response from the Editor-in-Chief: 
The notion of embedded energy is indeed 
an important consideration, and one that 
the computing community and industry 
must eventually confront. However, 
one challenge involving environmental 
responsibility for computing is the historic 
reluctance of the computing community 
to face our own direct impact. That must 
come first, and hence the focus of my 
editorial on direct effect—emissions and 
waste. I do agree that beyond that, system 
lifetime, embedded energy, lifecycle 
impact, and more must be addressed. 

Andrew A. Chien, Chicago, IL, USA

For More Women in Computing, 
Give to Alma Mater 
It was good to read about ongoing ef-
forts to increase the participation of 
women in the computing field, as in 
Carol Frieze’s and Jeria L. Quesen-
berry’s Viewpoint “How Computer 
Science at CMU Is Attracting and Re-
taining Women” (Feb. 2019). I would 
thus like to point out that there is 
something all computer scientists 
can do toward that end, not just rely 
on institutions to do it for us. Dona-
tions to one’s alma mater earmarked 
for scholarships for women are with-
in the reach of any of us. Such dona-
tions are also of course tax deductible. 
Moreover, it is important not to let do-
nations jeopardize the retirement fu-
ture of the donor, but at the same time 
for many of us, money, fortunately, is 
available for such a worthwhile end. 
I myself donated scholarship money 
for women and underrepresented mi-
norities studying in the computing 

I 
W A S  H A P P Y  T O  see Andrew 
A. Chien’s Editor’s Letter 
“Owning Computing’s En-
vironmental Impact” (Mar. 
2019) addressing the topic 

of our common responsibility for 
the ecological cost of our industry 
but surprised it said nothing about 
so-called “embedded energy” when 
exploring the growth of electronic 
waste. Even if all that waste could be 
miraculously disposed of properly 
and recycled, the resulting reduction 
in the ecological cost of the devices 
would be small compared to the unre-
coverable part of the energy needed to 
manufacture them in the first place, 
which for many devices is, according 
to a number of studies, is greater than 
all the energy they will consume dur-
ing their functional lifetimes.

A few pages later, Logan Kugler’s 
news story “Building a Better Battery” 
about building bigger and more energy-
efficient batteries likewise completely 
overlooked the ecological impact of the 
batteries themselves.

For good measure, it was followed 
several pages later by Keith Kirkpat-
rick’s news story “Electronics Need 
Rare Earths” that focused on the geo-
political and economic issues sur-
rounding those “exotic” elements, 
which ironically are omnipresent in 
modern technology, but made no men-
tion of the ecological cost incurred in 
the extraction of the materials that car-

Don’t Ignore the Cost  
of ‘Embedded Energy’ 

DOI:10.1145/3322209  
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field to my own alma mater—Culver-
Stockton College in Canton, MO. At 
age 87, it was easy for me to recognize 
the tax benefits of doing it, the soci-
etal benefits to computer science, and 
choose an amount that allowed me to 
continue to ensure for my alma mater 
and myself a solid financial future. 

Robert L. Glass, Toowong, Australia 

Broaden Focus, Even in the Library 
Vinton G. Cerf’s Cerf’s Up column “Li-
braries Considered Hazardous” (Feb. 
2019) reminded me of a prescient 
passage from Norbert Wiener’s book 
Cybernetics1 published more than 70 
years ago: “There is a well-known ten-
dency of libraries to become clogged 
by their own volume; of the sciences 
to develop such a degree of special-
ization that the expert is often illiter-
ate outside his own minute specialty. 
Vannevar Bush has suggested the use 
of mechanical aids for the search-
ing through vast bodies of material. 
These probably have their uses, but 
they are limited by the impossibility 
of classifying a book under an unfa-
miliar heading unless some particu-
lar person has already recognized the 
relevance of the heading for that par-
ticular book. In the case where two 
subjects have the same technique 
and intellectual content but belong 
to widely separated fields, this still re-
quires some individual with an almost 
Leibnizian catholicity of interest.” 

Wiener may have conflated classi-
fying with indexing but made several 
points as pertinent today as they were 
in 1948. 

Reference 
1. Wiener, N., Cybernetics. John Wiley & Sons, Inc., New 

York, 1948, 158. 

Charles H. Davis, Bloomington, IN, USA 

Misguided CS Education 
In his article “Four Ways to Make CS 
and IT More Immersive” (Oct. 2017), 
Thomas A. Limoncelli referred to “best 
practices” and “best-of-breed DevOps 
practices” when working in IT orga-
nizations. The notion that such “best 
practices” exist at all and can be clearly 
identified to cover any software engi-
neering circumstance is naïve, and 
the examples of the practices he men-

tioned include specifics (such as Git, 
Jenkins, IDEs, Web applications, and 
HTML) are likely to eventually fade 
away. Indeed, newer tools will claim 
the role of existing tools, but relying 
too heavily on regularly changing de-
pendencies is a disadvantage. 

The method Limoncelli suggested 
for teaching computer science stu-
dents these alleged best practices is 
somewhat like brainwashing; that is, 
pretend that only such ideal practic-
es exist, at least for a while, so later, 
when confronted with a less-than-
ideal situation, it will “disgust them.” 

I was disturbed by how Limon-
celli’s proposed method attempts 
to hide certain aspects of a situation 
from the students’ view. Presumably, 
the method means teachers should 
resist answering certain kinds of 
questions. I recently met a software 
engineer who, apparently as the re-
sult of being exposed to such a meth-
od, was limited to considering only 
software structured according to the 
idea of object orientation. And that 
even discussing certain other parts of 
the software was strongly (and coun-
terproductively) rejected. 

Teachers must face the fact that 
different students differ in how they 
learn. Limoncelli’s method will defi-
nitely not work for everybody, even if it 
helped educate him. More likely it will 
leave significant gaps in the education 
of future computer scientists. 

Thorkil Naur, Odense, Denmark 

Author Responds: 
Naur and I agree that “best practice” 
is a moving target and students should 
learn a variety of tools that embody it. I 
disagree that the solution is to give up and 
not update the curriculum. I would like to 
see professors incentivized to stay current 
and incorporate their learning into the 
curriculum. Consider that 10 years ago 
teaching DevOps principles would have been 
radical and risky. Now the biggest threat is 
depriving students of such knowledge. 

 Thomas A. Limoncelli, Bloomfield, NJ, 
USA 

Communications welcomes your opinion. To submit a 
Letter to the Editor, please limit yourself to 500 words or 
less, and send to letters@cacm.acm.org. 

© 2019 ACM 0001-0782/19/5 

ACM A.M. Turing Award 
Recipients:  
Geoffrey Hinton,  
Yoshua Bengio, 
Yann LeCun

The Challenge  
of Crafting Intelligible 
Intelligence

Engineering  
Trustworthy Systems

Personal Data and  
the Internet of Things

A New Era  
of Programmable  
Solid-State Storage in 
Cloud Datacenters

Garbage Collection  
as a Joint Venture

Troubling Trends in 
Machine Learning 
Scholarship

How to Create  
a Great Team Culture 
(and Why It Matters)

Heterogeneous Von 
Neumann/Dataflow 
Microprocessors

Plus the latest news about 
continuous AI learning,  
ethics in technology jobs,  
and silicon foundries.

 C
om

in
g 

N
ex

t 
M

on
th

 in
 C

O
M

M
U

N
IC

A
TI

O
N

S

http://mags.acm.org/communications/may_2019/TrackLink.action?pageName=11&exitLink=mailto%3Aletters%40cacm.acm.org


12    COMMUNICATIONS OF THE ACM    |   MAY 2019  |   VOL.  62  |   NO.  5

Follow us on Twitter at http://twitter.com/blogCACM

The Communications Web site, http://cacm.acm.org,  
features more than a dozen bloggers in the BLOG@CACM  
community. In each issue of Communications, we’ll publish  
selected posts or excerpts.

DOI:10.1145/3317669    http://cacm.acm.org/blogs/blog-cacm

been pressing the issue. Now guidelines 
are taking hold in a practical format.

IEEE’s Ethically Aligned Design 
(https://ethicsinaction.ieee.org/) is the 
Gold Standard for drawing together a 
global voice, using open source crowd-
sourcing techniques to assert some 
core ethical guidelines. Additionally, 
the standards body is deeply into the 
process of creating 13 different sets of 
standards covering areas from child 
and student data governance to algo-
rithmic bias. 

Others have joined the call. The EU 
recently created an ethical guidelines 
working group (https://ec.europa.eu/
digital-single-market/en/news/draft-
ethics-guidelines-trustworthy-ai), and 
one of the original efforts includes: 
The Future of Life’s AI principles 
(https://futureoflife.org/ai-principles/) 
created in conjunction with its Asi-
lomar conference back in 2017. Even 
some specific companies, like Google, 
have gotten into the act, creating their 
own set of public ethical guidelines 
(https://www.blog.google/technology/
ai/ai-principles/). This collection of 
work demonstrates the importance 

and a considerable amount of effort to 
govern and oversee AI and automation 
from all corners of the globe.

Independent Audit of AI Systems is 
the next evolution of that governance: 
genuine accountability. It will build upon 
these global community guidelines to 
give audit and assurance companies the 
ability to assess compliance amongst 
companies employing AI and Automa-
tion.  Let me explain how this all works.

ForHumanity, a non-profit organi-
zation, will sit at the center of key con-
stituencies ranging from the world’s 
leading audit/assurance firms to global 
academia and back to the companies 
themselves. ForHumanity’s “client-
base,” however, is ONLY humanity (thus 
the name). Revenue to operate For-
Humanity comes from donations, and 
companies who wish to license the audit 
process and the SAFEAI brand once com-
pliance is achieved. Unlike the Credit 
Agency business model, where the rated 
entity “pays” for its rating, creating an 
inherent conflict of interest, ForHuman-
ity does not exist to profit from audit 
compliance. This allows ForHumanity 
to act purely in the best interest of soci-

Ryan Carrier 
Governance and 
Oversight Coming  
to AI and Automation: 
Independent Audit  
of AI Systems

http://bit.ly/2tPI1Sk
February 12, 2019

Governance and independent over-
sight on the design and implementa-
tion of all forms of artificial intelli-
gence (AI) and automation is a cresting 
wave about to break comprehensively 
on the field of information technology 
and computing.

If this is a surprise to you, then you 
may have missed the forest for the 
trees on a myriad of news stories over 
the past three to five years. Privacy fail-
ures, cybersecurity breeches, unethical 
choices in decision engines, and biased 
datasets have repeatedly sprung up as 
corporations around the world deploy 
increasing numbers of AIs throughout 
their organizations.

The world, broadly speaking, com-
bined with legislative bodies, regula-
tors, and a dedicated body of academics 
operating in the field of AI Safety, have 

Implementing Guidelines 
for Governance, 
Oversight of AI, and 
Automation
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ety-at-large, seeking out “best practices” 
in the following areas (silos): 

1. Ethics
2. Bias
3. Privacy
4. Trust
5. Cybersecurity
The ForHumanity team will oper-

ate global office hours and have dedi-
cated staff for each of these audit silos 
seeking, sourcing, collating, moder-
ating, and facilitating the search for 
“auditable best practices.” “Auditable” 
means binary, there is either compli-
ance or non-compliance with the audit 
rule. Where we are unable to craft rules 
that are auditable, they will not become 
part of the audit. Gray areas are not the 
domain for compliance or non-com-
pliance. Where gray areas are found 
(and there will be many), it will be the 
goal of the ForHumanity team, in con-
junction with the global community, 
to distill these issues into binary parts 
and/or simply introduce transparency 
and disclosure (which is a compliance/
non-compliance concept) into areas 
that in the past have been opaque, even 
if they remain gray. With transparency 
and disclosure, at least the public can 
choose which shade of gray they prefer.

Audit silo heads will hold two-hour 
office hours each day of the week. The 
times will be scheduled to accommo-
date the work day all around the world. 
Additionally, those who register may 
participate in an online, permanent chat 
designed to allow people to track the dis-
cussion over time at their convenience.

The creation and maintenance of 
the Independent Audit of AI Systems 
will be an ongoing and dynamic pro-
cess. It will be fully transparent to all 
who would choose to participate, pro-
vided they join the discussion and par-
ticipate with decorum. Each audit silo 
head will engage the community and 
seek points of consensus on auditable 
best practices. Once they believe they 
have found one, that audit rule will be 
proposed to the community at-large 
for consent or dissent. Dissent will also 
be tracked and shown to the Board of 
Directors for consideration. It is the 
role of the audit silo head to manage 
dissent and work toward reducing and 
eliminating dissent over time. If con-
sensus is achieved, then that audit rule 
will be proposed to the ForHumanity 
Board of Directors. The Board will have 

the final say, quarterly, on the current 
set of audit best practices rules. For-
Humanity is dedicated to ensuring the 
Board of Directors is diversified across 
ethnic, gender and geography. 

ForHumanity exists to achieve the 
best possible results for all. It does 
not get paid for the work it provides; 
instead, it is operated on a non-profit 
basis, licensing the SAFEAI logo and 
SAFEAI audit brand to those entities 
who submit to and pass the SAFEAI au-
dit. In essence, we are asking those who 
benefit from the audit to pay it forward, 
so that we may continue and expand our 
work. Once an audit is passed, the com-
pany may choose to license the brand/
logo in order to demonstrate to the 
world their compliance with the SAFEAI 
audit. The brand/logo may also be used 
by companies that wish to sell specific 
products that are SAFEAI-compliant as 
well. The brand/logo may be used on 
their packaging to enhance their ability 
to market and sell their product, versus 
competitors who may not have achieved 
SAFEAI audit compliance.

The rules are 100% transparent, so 
when an audit is conducted, compliance 
is expected. However, there may be areas 
of the audit that require remediation. 
Companies will be given a window of 
time in which to remedy their shortfall. 
Failure to comply will result in a public 
“failure” and transparency with regard to 
the noncompliance. This element is cru-
cial to protect the SAFEAI brand, as well 
as to protect humanity from unsafe, dan-
gerous, or irresponsible AIs. Over time, 
we expect the SAFEAI seal of approval to 
be an important part of consumers’ de-
cision-making process for products and 
services. The theory is simple:

If we can make good, safe, and re-
sponsible AI profitable, whilst making 
dangerous and irresponsible AIs costly, 
then we achieve the best possible result 
for humanity.

In 1973, the major accounting 
firms came together and formed FASB 
(The Financial Accounting Standards 
Board), and the result of that work was 
GAAP (Generally Accepted Accounting 
Principles) which still govern financial 
accounting today. That work eventu-
ally became mandated by the SEC (and 
other jurisdictions around the world) 
for all publicly listed companies. The 
investing world was significantly im-
proved through this clarity and uni-

formity. Third-party oversight gives 
great confidence to those who examine 
financial accounts to inform their de-
cisions. It is a cornerstone of a robust 
market economy. 

ForHumanity is working with ma-
jor players to bring Independent Au-
dit of AI Systems to fruition with the 
same robust and comprehensive over-
sight and accountability for artificial 
intelligence, algorithms, and automa-
tion. An effort like this will not elimi-
nate fraud and irresponsible behav-
ior. The world still suffered through 
the Enron and WorldCom financial 
accounting scandals, but by and large, 
accountability and universal rules will 
go a long way toward mitigating dan-
gerous, irresponsible, and unfair be-
havior that has already challenged the 
world of technology. Microsoft and 
Google just recently informed their in-
vestors that ethics, bias, privacy, and 
other “risk factors” may occur, put-
ting shareholders of those companies 
at risk (https://www.wired.com/story/
google-microsoft-warn-ai-may-do-
dumb-things/?mbid=social_twitter_
onsiteshare). 

Independent Audit is the best 
mechanism for companies to examine 
their compliance with best-practice 
rules and to make changes, mitigat-
ing downside risk. We look forward to 
working with them. We also ask each 
of you to participate as well. There are 
many ways to do so:

1. Track the progress of the SAFEAI 
audits and when the seal of approval 
begins to be used by compliant compa-
nies, buy those products.

2. Use services from companies that 
are SAFEAI-compliant.

3. Participating in the process for 
setting the auditing rules; it is open 
and all may join. You may not be a tech-
nical expert or have ideas to put for-
ward, but your votes will count just as 
much as everyone else’s.

4. Donate to ForHumanity; we are a 
non-profit and you can find us at http://
forhumanity.center

5. Tell others about the SAFEAI 
brand and help us spread the word.

Ryan Carrier is executive director of ForHumanity, a non-
profit organization created to examine and mitigate the 
downside risks associated with Artificial Intelligence and 
Automation. Independent Audit of AI Systems is one such 
risk mitigation tool.
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Without a radical improvement in 
technology, production machines are 
likely to be large, expensive, and only 
suitable for use as coprocessors for 
specific problems. The most likely 
usage model is as a server accessed 
using the conventional Internet, or a 
network able to support communica-
tion based on quantum states. 

A
T THE BEGINNING of Decem-
ber last year, a committee 
set up by the U.S. National 
Academies of Sciences, 
Engineering, and Medi-

cine said it had come to the conclu-
sion a viable quantum computer with 
the ability to break ciphers based on 
today’s encryption algorithms is a de-
cade or more away, but they are com-
ing. Committee chair Mark Horowitz 
said he and his colleagues could see 
no fundamental reason, in principle, 
why a functional quantum computer 
could not ever be built.

When they do finally arrive, quantum 
computers pose a number of problems 
for computer scientists when it comes 
to determining whether they work as 
expected. Quantum computers can 
make use of the property of superposi-
tion: where the bits in a register in the 
machine do not exist in a single known 
state, but in a combination of states. 
Each state has a finite probability of be-
ing the one recorded when the register 
is read and the superposition collapses. 

Quantum computers can use quan-
tum entanglement and interference 
between states in superposition to 
slash the number of compute opera-
tions needed for certain problems. 
Interference is a major part of the al-
gorithm developed by Massachusetts 
Institute of Technology professor of 
applied mathematics Peter Shor to fac-

tor the large primes that form the basis 
of many current encryption systems. 
Although it is possible to simulate 
the behaviors of a quantum computer 
with a conventional computer, the pro-
grams are extremely slow because the 
complexity of the state space grows ex-
ponentially as more quantum bits—or 
qubits—are added.

Questioning Quantum 
Researchers hunt for ways to keep quantum computing honest.

Science  |  DOI:10.1145/3317673  Chris Edwards

The IBM Q dilution refrigerator cools the quantum processor to 15 millikelvin  
(-459 degrees Fahrenheit).

http://mags.acm.org/communications/may_2019/TrackLink.action?pageName=15&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3317673
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California Institute of Technology 
researcher Alexandru Gheorghiu points 
out a number of potential problems a 
remote user will face: “If this communi-
cation is performed over a network, one 
can imagine man-in-the-middle attacks 
in which malicious parties are trying to 
deceive us. Alternatively, it could be that 
the party claiming to have a quantum 
computer is lying,” Gheorghiu says.

Verification of a result can be simple 
in some cases. Shor’s algorithm for 
factoring large primes provides in its 
results a convenient method for testing 
whether a quantum computer behaved 
correctly. If the quantum computer out-
puts the wrong primes, it can be judged 
on whether it produced two primes 
that, when multiplied together, gener-
ate the expected value. 

In the long term, few problems for 
which quantum computation offers a 
dramatic speedup over their classical 
counterparts will be as easy to verify as 
Shor’s algorithm. Problems for which 
there is no obvious solution cannot be 
readily checked, unless the user is will-
ing to wait days or months for a classi-
cal computer to produce a result.

In order to address this problem, 
researchers, starting with Dorit 

Aharonov and colleagues at the He-
brew University of Jerusalem, be-
gan working on the use of interac-
tive proofs for the problem a little 
over a decade ago. With interactive 
proofs, someone who wants to ver-
ify whether the system they are us-
ing is providing them with correct 
answers tests it time and again with 
different requests. If the answers 
are consistently believable, they can 
be confident the application server 
is functioning properly. 

To provide reliable tests, interac-
tive proofs assume the verifier can call 
on assistance from an oracle: a system 
that can compute anything immedi-
ately. In practice, there is no technol-
ogy that can deliver such an all-pow-
erful oracle, but for the purposes of 
checking quantum computing, an-
other quantum computer acting as a 
‘prover’ can fulfill the role of oracle. 
But why would anyone trust that quan-
tum prover, either? 

If a prover has been compromised, 
it might use knowledge of the algo-
rithms it is expected to test to provide 
believable but false answers. The an-
swer to this is for the verifier to dis-
guise its intent, generally by encrypt-

ing the tasks and the data. “It’s harder 
for a prover to misbehave when per-
forming a certain computation if they 
don’t know what the computation 
is,” Gheorghiu says. However, further 
checks are needed to be certain.

Around the same time Aharonov’s 
work was published, Gheorghiu’s 
Ph.D. advisor at the University of 
Edinburgh, Elham Kashefi, devel-
oped with Anne Broadbent and Jo-
seph Fitzsimons of the University of 
Waterloo, Ontario, a protocol they 
call Universal Blind Quantum Com-
putation (UBQC). As well as using 
encryption to hide the intent of 
computational requests supplied to 
the prover and the target quantum 
computer, traps are buried in the 
encrypted. These trigger if the server 
fails to compute correctly, alerting 
the verifier client to the problem. Be-
cause of the many iterations needed 
to complete a proof, there is a poten-
tially heavy computational cost. 

Broadbent says she had reserva-
tions about the complexity of the pro-
tocols developed in the earlier work, 
and set about creating a simpler sys-
tem. She opted to work with a tech-
nique based on quantum-circuit mod-

Researchers are outfitting insects 
with all sorts of sensors to collect 
a wide array of data in the wild.

At the University of 
Washington (UW), researchers 
attached sensors that can 
gather farm data (temperature, 
humidity, and light) for up to 
seven hours to the back of a 
bee. Says UW’s Sawyer B. Fuller,  
“Once you have flying sensor 
nodes, you can imagine the ability 
to collect a lot more information 
about the health of a farm, such 
as distribution of pollutants, 
moisture levels, or being able to 
detect diseases early.”

Meanwhile, researchers at the 
University of California, Berkeley 
have developed a miniature 
radio system that is able to 
communicate with a backpack 
mounted on a beetle, in order 
to control some aspccts of the 
beetle’s flight.

Nanyang Technological 
University in Singapore 
researchers are also working 

to control the movement of 
beetles with backpacks, while 
researchers at the University of 
Connecticut are having some 
success influencing insect 
movement using a prototype 
“system on a chip” that is wired 
into an insect’s brain. 

Scientists say one of the 
main attractions of combining 
living insects with technology 
is that insects are marvels of 
engineering that roboticists 
have been unable to duplicate.

“The more I work in robotics, 
the more I am impressed 
by the locomotion abilities 
of animals,” says Auke Jan 
Ijspeert, a professor in the 
Biorobotics Laboratory of the 
Ecole polytechnique fédérale 
de Lausanne (EPFL, the Swiss 
Federal Institute of Technology 
in Lausanne, Switzerland).  “They 
require only a few drops of sugar 
to fly for hours, and they can 
handle many situations that are 
tricky for current robots, such as 

wind, collisions, passing through 
small gaps, and switching 
between different modes of 
locomotion; for example, walking 
and flying.”

Researchers working in the 
cyborg insect space acknowledge 
that fusing live insects with tiny 
electronic components has its 
limitations.

For one, bees “cannot carry 
a heavy backpack equipped with 
a large array of sensors,” says 
Barani Raman, Dennis & Barbara 
Kessler Career Development 
Associate Professor of biomedical 
engineering at Washington 
University in St. Louis, MO, USA.

Another concern is the ethical 
implication of dragooning 
insects and other animals 
into scientific experiments. 
“Several projects in this 
field—for example, to create 
remote-controlled insects—are 
quite harmful to animals, with 
different types of lesions and 
surgical interventions,” Ijspeeret 

says. “I personally feel uneasy 
about them, and think that any 
type of research involving animal-
robot interfaces—even insects—
should involve careful societal 
and ethical discussions before 
moving forward.”

Yet researchers working with 
electronically enhanced bugs see 
a bright future ahead. 

Says NCSU’s Bozkurt, “We 
are living in the Internet of 
Things era and we have been 
observing an exponential growth 
in miniaturized low-power 
electronics and micro-scale 
wireless connections. This is 
leading to several new ways 
for us engineers working with 
biologists to collaborate with 
insects in novel ways in order to 
solve several real-life problems, 
from environmental pollution 
to search-and-rescue after 
natural disasters.”

—Joe Dysart is an Internet 
speaker and business consultant 
based in Manhattan, NY, USA. 

ACM News

Bees With Backpacks: The Next Army of Data Collectors?
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ates in such a way that the machines 
cannot collude with each other effec-
tively to fake results. With the help of 
this requirement, Gheorghiu and col-
leagues found this property makes it 
possible for a verifier to avoid han-
dling quantum states at all.

“In most situations we would, ide-
ally, like the verifier to be classical,” 
Gheorghiu says, because most users 
will only have access to remote quan-
tum computers over the conventional 
Internet and not a network that sup-
ports quantum communications.

Last year, UC Berkeley Ph.D. stu-
dent Urmila Mahadev found another 
approach to enabling a fully classi-
cal machine to be used by the verifier 
without demanding that the prover 
and application quantum computers 
are separated by a long distance. Con-
ceptually similar to UBQC, Mahadev’s 
protocol lays traps that expose misbe-
havior. To enforce blindness, she used 
a post-quantum cryptography scheme 
on the assumption that a quantum 
computer will be unable to crack it ex-
cept through brute force. This compu-
tational assumption could prove false 
in the long term: although none are 
known today, a quantum algorithm 
may be found that efficiently breaks 
the encryption and destroys the prop-
erty of blindness.

“Whether verification can be per-
formed with a classical client and a 
single quantum prover and no compu-
tational assumptions remains open,” 
Gheorghiu says. “On the other hand, 
it is true that one can perform verifi-
cation without any computational as-

sumptions provided the verifier is not 
completely classical.” 

In the current version of Mahadev’s 
protocol, the overhead of verification 
is higher than with those that make 
use of quantum-enabled verifiers 
though she and other researchers say 
they believe optimizations will im-
prove efficiency. Gheorghiu says the 
lowest overhead may only come with 
quantum-enabled verifiers. And the 
need for fault tolerance for real-world 
computers may make it difficult to 
employ a fully classical verifier.

The incremental-proof algorithms 
developed so far are not expected to 
work well with today’s experimental 
machines, which provide noisy re-
sults. Broadbent says: “The models 
that we are talking about right now are 
quite paranoid. Even small noise levels 
would not work in the sense that the 
protocols would detect any deviation 
as malicious. But others are possible 
where the errors that occur we can as-
sume are not maliciously chosen.”

The nature of the errors that near-
term machines generate will, in turn, 
inform the development of practical 
verification techniques, Gheorghiu 
says: “Experiments can tell us what 
kind of noise we can expect for dif-
ferent kinds of implementations and 
that, in turn, can tell us how to design 
our protocols to cope with it.” 

Further Reading
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els, which provide a way of expressing 
quantum-computing operations us-
ing notation similar to classical logic. 

As with previous methods, the com-
putations in Broadbent’s technique 
are encrypted. However, in place of 
the traps are what she calls ‘gadgets’. 
These are computational elements 
made from standard quantum gates 
placed in the circuit. The gadgets sup-
port testing, but do not alter computa-
tions if a test is not active. 

Used in combination with encryp-
tion, quantum computers cannot de-
termine whether the additional gad-
gets are part of the computation or 
the test. In one form of Broadbent’s 
protocol, the verifier can take advan-
tage of quantum behavior to decide 
whether a run was a test or actual 
computation after the event, instead 
of specifying this upfront.

“Some of the circuits are larger 
than what you would want for efficien-
cy, but the overhead is very reasonable 
in this model: performing a series of 
tests is pretty cheap,” Broadbent says.

A common factor in almost all the 
protocols developed so far is that 
they require the verifier’s own ma-
chine be able to prepare or measure 
quantum states—or do both. But this 
raises the possibility of a hacker cor-
rupting the device used to prepare 
quantum states before the protocol 
even starts. That might be exploited 
to trick the verifier into accepting in-
correct results.

Gheorghiu and Kashefi worked 
with Petros Wallden, also based at 
the University of Edinburgh, to pro-
pose a device-independent verifica-
tion protocol that makes it possible 
to operate without the need to trust 
any of the quantum devices that are 
needed to run the tests. In doing so, 
they called on ideas developed by 
Ben Reichardt of the University of 
Southern California working with 
Falk Unger and Umesh Vazirani, who 
were based at the University of Cali-
fornia at Berkeley. They found it is 
possible to avoid the issue of prepar-
ing and measuring quantum states if 
the quantum computers being used 
for the application and proving func-
tions are far apart. The distance is 
important, because it introduces a 
communications barrier enforced by 
the speed of light. The protocol oper-

“Experiments can  
tell us what kind of 
noise we can expect 
for different kinds  
of implementations, 
and that, in turn,  
can tell us how to 
design our protocols 
to cope with it.”
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is attempting to give consumers a way 
to digitally track how much waste they 
generate. In 2016, Wengel developed 
pain and tingling in his little finger 
that ran all the way up to his elbow, a 
complaint often called “Emacs pinkie,” 
though a doctor would probably diag-
nose it as cubital tunnel syndrome, in 
which the ulnar nerve that runs along 
the arm is compressed or stretched. 

He tried switching to an ergonomic 
keyboard, which reduced the pain but 
didn’t end it, then tried voice coding 
with Dragon. His plan was to build the 
skeleton of a voice control system by 
keyboard, then continue developing 
it with his voice. But after a couple of 
months, the pain began to diminish. 
“My hands became better and better, 
and the voice coding just wasn’t worth 
it anymore,” he says.

Voice coding software, Wengel says, 
is difficult to develop, difficult to learn, 
and difficult to use. “A lot of people use 
it out of a sense of desperation because 
that’s all they’ve got,” he says.

There are several challenges to cre-
ating voice coding software. One is the 
need to rely on voice recognition en-
gines, which are not optimized for the 
task. Dragon, owned by Nuance Com-
munications of Burlington, MA, is pri-
marily focused on transcribing speech, 
based on models of natural language 
built up through years of machine learn-

W
H E N  T A V I S  R U D D  de-
cided to build a sys-
tem that would allow 
him to write computer 
code using his voice, 

he was driven by necessity. 
In 2010, he tore his rotator cuff while 

rock-climbing, forcing him to quit 
climbing while the injury healed. Rath-
er than sitting idle, he poured more 
of his energy into his work as a self-
employed computer programmer. “I’d 
get in the zone and just go for hours,” 
he says. Whether it was the increased 
time pounding away at a keyboard or 
the lack of other exercise, Rudd eventu-
ally developed a repetitive strain injury 
(RSI) that caused his outer fingers to go 
numb and cold, leaving him unable to 
type/code without pain.

Worried that he would not be able 
to do his job, Rudd turned to Dragon 
Naturally Speaking voice recognition 
software to see if that could help. He 
quickly discovered that he could insert 
commands into Dragon using the pro-
gramming language Python, and that 
he could use the Python-based appli-
cation programming interface (API) 
Dragonfly to create lists of words and 
link them to specific actions he wanted 
Dragon to perform. 

So he set about creating such a list, 
known as a grammar, of words that 
would cause a text editor such as Emacs 
to take certain actions—insert or delete 
characters, add a bracket, move the cur-
sor up some number of lines. He cre-
ated this grammar with strange words, 
such as ak or par, to avoid confusing 
the speech recognition software with 
common English words and to keep 
the number of syllables per command 
down to one or two, so programming 
this way would be speedy.

It took two or three months to de-
velop a customized grammar, learn 
how to work with it and what it was ca-
pable of, and figure out just which bits 
of automation he needed. He ended up 
with a Python file that was about 2,000 
lines long and contained about 1,500 

commands. Though the end result 
works well, he says, it is not a program 
that someone could just download 
and start using; he calls it a bit “duct- 
tapey.” “I think if someone wanted to 
get the basics, it would take them may-
be three weeks to a month to get going, 
but they’d also need to know how to in-
terface that with their editor.”

Back on the Shelf
Rudd’s RSI has cleared up, and his job 
has changed to include less coding and 
more management; he’s now principal 
engineer at Unbounce, a digital mar-
keting agency in Vancouver, Canada. 
Because of those changes, he no longer 
uses his system and has not updated it 
in about five years. He had planned to 
publish the code, but realized it would 
take too much time to clean it up. 

Indeed, several voice coding projects 
have followed a similar trajectory. Pro-
grammers discover that they have too 
much pain to type, so they build their own 
idiosyncratic voice coding system, based 
on Dragon or Windows Speech Recogni-
tion (WSR). They share it with a wider 
community but never develop it to an 
easy-to-use, out-of-the-box solution, then 
move onto other things after a while.

That was the case with Gustav Wen-
gel, a programmer in Denmark who co-
founded two startups: the software con-
sultancy Bambuu, and Reccoon, which 

Code Talkers
Using voice input to write programs.
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ing. That does not really address the 
needs of programmers. “When you’re 
coding, you’re not speaking in sentenc-
es.” Rudd says. “You don’t have a lan-
guage model that you can leverage.”  

Furthermore, there’s a lot more to 
programming than simply dictating 
code. Programmers have to be able to 
move around within the code, manipu-
late multiple windows, go to different 
Web pages, and test and debug their 
code. “Really, writing code hands-free 
is a subset of the problem of generally 
controlling a computer hands-free,” 
says Rick Mohr, a software developer for 
Azavea in Philadelphia, PA, which cre-
ates geospatial Web applications. Mohr 
created Vocola, a voice coding program 
he still maintains, after he developed 
RSI in 2007. Vocola comes in two ver-
sions, one using Dragon and the other 
using Windows Speech Recognition.

A Different Input
Desktop computers were designed 
to take input from a keyboard and a 
mouse, and accessibility was an after-
thought, Mohr says. He argues that 
voice is actually a superior way of con-
trolling computers, if only they were 
designed to make that easy. Speaking, 
for instance, is much faster than typ-
ing, and there are quicker ways to move 
a cursor than with a mouse. “Anybody 
who has been forced to climb the learn-
ing curve to use a computer hands-free 
discovers there are many things that are 
actually more efficient than using their 
hands,” he says. “Mostly the only people 
that have been willing to climb the curve 
are those that need to.” 

Many interfaces require users to 
click on a button with a mouse, and do-
ing that by voice is difficult, says Ryan 
Hileman, a software engineer in Moun-
tain View, CA, who designed and is con-
tinuing to develop the Mac-based voice 
coding system Talon. To overcome the 
mouse problem, he incorporates an eye 
tracker and noise recognition. The eye 
tracker allows a user to move a cursor 
across the screen very quickly, though it 
does not provide pixel-level accuracy be-
cause eyes tend to flicker. A head tracker 
lets the user refine the location of the 
cursor, and making a popping sound 
with his mouth provides the click. Hile-
man also can drag something across the 
screen by letting out a long hiss, “which 
is kind of silly, but it works,” he says.

Hileman has been working on Talon 
full-time since quitting his job in August 
2017. He’s supporting himself through 
savings, and collects around $1,000 per 
month through the website Patreon to 
fund his development of Talon. He gives 
away the software for free, but will not 
release the code as open source so he 
can maintain control of how it is devel-
oped. He wants to create a plug-in sys-
tem that will allow users to create their 
own commands and have them mesh 
with those that already exist.

There are other voice coding projects 
in existence, such as Aenea, which runs 
Dragon in a virtual machine, and Cast-
er, a collection of tools that run on top 
of Dragonfly. One older project is voice-
code.io, a Mac-based coding platform 
developed by Ben Meyer, which sold for 
$300. “He hasn’t supported it in years,” 
Hileman says. “You can pick it up and 
get started and try to use it, but it seems 
a little janky to me. It doesn’t seem pol-
ished at all.” Another system, also called 
Voicecode, was launched by the Nation-
al Research Council of Canada in 1999, 
but went defunct several years ago.

One fear these developers share is 
that the underlying software their pro-
grams rely on will stop working. The 
platforms are built on top of Dragon or 
WSR. The programmers gain access to 
Dragon through a backdoor interface, 
NatLink, installed by Dragon’s original 
developers, but Nuance does not sup-
port it. Quintijn Hoogenboom, a Dutch 
software developer, and other enthu-
siasts try to maintain NatLink. “It 
gets slightly more crippled with every 

release of Dragon, but people have al-
ways found a way to keep it going,” says 
Mohr, adding there may come a day 
when an update breaks it irrevocably. 

WSR was developed as part of Win-
dows Vista in the early 2000s, and while 
it still works, Mohr says there is no 
guarantee that either it or Natlink will 
continue. “Either of those could disap-
pear at any time.”

Rudd believes coding by voice will 
become much easier as coding meth-
ods in general evolve. “The type of cod-
ing that our industry has been doing 
has been quite low-level. We’ve been 
very syntax-focused,” he says. 

With advances in artificial intelli-
gence and natural language processing, 
Rudd thinks programming will become 
less mechanistic. Instead of telling a 
computer, line by line, how to achieve a 
result, a programmer will tell it what he/
she wants to accomplish, and the ma-
chine will search through libraries of 
functions to find the best way to obtain 
that result. “I think when that happens, 
the voice systems that are available for 
Google Now and Siri and that sort of 
stuff will be much more suitable for 
coding in that style,” Rudd says. 

However programming evolves, Hile-
man says, it is important that voice be 
an option for coders. “I need it. It’s very 
important to me,” he says. “I can’t type 
sustainably, so if I want to be able to use 
computers—which I’m very passionate 
about—I need something like this.”  
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entered through servers, keyless entry 
systems, onboard diagnostics ports, in-
fotainment systems, mobile apps, wire-
less connections, sensors, and more. 

The stakes continue to grow. In Feb-
ruary 2018, security researchers Billy 
Rios and Jonathan Butts of security 
consulting firm WhiteScope LLC dis-
covered a vulnerability in the Medtronic 
CareLink 2090 portable computer sys-
tem, which uses wireless telemetry and 
over-the-air programming to control 
pacemakers and oversee home moni-
tors for cardiac patients. “Someone 
could sit at a Starbucks and comman-
deer the pacemaker programmer,” 
Rios says. “They could alter the way the 
device works and potentially impact a 
patient’s safety.” Medtronic, which is 
subject to U.S. Food and Drug Admin-
istration (FDA) regulatory oversight, 
wound up issuing a recall for the device 
so it could patch the vulnerability. 

Rios, one of the world’s top ethical 
hackers, says the level of security em-
bedded in most devices is woefully in-
adequate and the situation shows no 

I
T  I S  H U M A N  nature to view 
technology as a path to a bet-
ter world. When engineers 
and designers create devices, 
machines, and systems, the 

underlying premise is to deliver ben-
efits. The Internet of Things (IoT) is 
certainly no exception. Smartphones, 
connected cars, automated thermo-
stats, smart lighting, connected health 
trackers, and remote medical devices 
have made it possible to accomplish 
things that once seemed impossible. 
Everything from toothbrushes to tape 
measures are getting “smart.”

However, at the center of the tens of 
billions of connected devices streaming 
and sharing data lies a vexing problem: 
cybersecurity. It is no secret that hack-
ers and attackers have broken into baby 
monitors, Web cameras, automobiles, 
lighting systems, and medical devices. 
In the future, it is not unreasonable to 
assume that cybercriminals could take 
control of a private citizen’s refrigerator 
or lighting system and demand a $1,000 
ransom in bitcoin in order to restore 
functionality. It is also not difficult to 
fathom the threat of a vehicle that won’t 
brake, or a pacemaker that stops work-
ing due to a hack. Hackers might also 
weaponize devices and take down finan-
cial systems and power grids.

The thought is chilling, and the re-
percussions potentially far-reaching. 
“All these devices, which now have 
computing functionality, affect the 
world in a direct physical manner—
and that just changes everything,” ob-
serves Bruce Schneier, an independent 
computer security analyst and author 
of Click Here to Kill Everybody: Security 
and Survival in a Hyper-connected World 
(W. W. Norton & Company, 2018). “To-
day, computers can actually kill you.” 

Adds Stuart Madnick, John Nor-
ris Maguire Professor of Information 
Technologies at the Massachusetts 
Institute of Technology (MIT) Sloan 
School of Management, “We are en-
tering a dangerous period. We have to 
wake up to the risks.”

Dangerous Liaisons
What makes the IoT so powerful—and 
so dangerous—is the fact that devices 
and data now interconnect across vast 
ecosystems of sensors, chips, devices, 
machines, and software. This makes it 
possible to control and manipulate sys-
tems in ways that were never intended. 

For example, in December 2015, 
a massive cyberattack shut down the 
power grid in the Ukraine. An estimat-
ed 230,000 people were left without 
electricity for a period lasting from one 
to six hours after hackers compromised 
systems at three energy distribution 
companies. In 2018, researchers at Up-
stream Security Ltd. found that attacks 
on connected cars had increased six-
fold over a four-year period. Hackers 

Deep Insecurities:  
The Internet of Things 
Shifts Technology Risk
A more connected world sounds alluring, but without better 
protections, the Internet of Things could lead to disaster.
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sign of improving. “A huge problem 
is that computing devices were origi-
nally designed to operate in a closed 
system. The underlying hardware and 
software weren’t designed for a con-
nected world. Devices and communi-
cations systems are built on intrinsi-
cally insecure protocols. Now we have 
all these devices that are using these 
protocols to connect cars, trains, air-
planes, and more. You cannot flip a 
switch or make a small code change 
and protect these systems.”

A cyber-9/11 event, on par with the 
physical attacks on the U.S. that oc-
curred in 2001, is not outside the realm 
of possibility, even if some of the con-
cepts seem like science fiction today, 
experts say. Privacy is yet another con-
cern because today’s devices incorpo-
rate data recorders and logs, GPS con-
nectivity, health and fitness data, and 
detailed information about how people 
live and move about. Already, an inter-
active toy doll named My Friend Cayla 
has been banned in Germany because 
it surreptitiously recorded conversa-
tions and stored them unprotected on 
the Internet.

Says Benson Chan, senior partner 
at consulting firm Strategy of Things, 
“In a hyperconnected world, the big-
gest security risk is that there’s a lack 
of transparency. You just have millions 
of machines talking to each other, 
making decisions and taking action 
autonomously based on machine 
learning algorithms. There is very lim-
ited visibility about what data is passed 
through and how decisions are made.”

Finding a Fix
At the center of this frightening sce-
nario is a simple but profound fact: 
the technical resources largely exist to 
address the risk of a hyperconnected 
world, but the political, economic, and 
social impetus is lagging. “The fun-
damental problem is that companies 
are interested in getting products to 
market quickly. The market does not 
reward security,” Schneier says. Adds 
Madnick: “It has become apparent that 
we cannot rely on manufacturers and 
vendors to consistently include the es-
sential security protections.”

Addressing the lack of security and 
privacy in IoT devices won’t be easy. 
What’s more, the repercussions could 
have enormous impact on product 

liability, particularly if injuries and 
deaths occur. Ultimately, IoT security 
experts say a two-pronged approach 
is required. It’s critical to change the 
way manufacturers build products, but 
also to introduce regulations and laws 
that support security and privacy. Busi-
ness leaders must recognize there are 
advantages to building a more secure 
IoT, Madnick says. “At some point—
and it’s already something that some 
companies understand—it is much 
easier and less expensive to build secu-
rity into every aspect of a product than 
it is to reverse-engineer it later on.” 

Enhancing industry security and 
privacy standards for the IoT is gaining 
momentum. An industry body, the On-
line Trust Alliance (OTA), is spearhead-
ing efforts to establish security and pri-
vacy by design. A “Security by Design” 
framework has also been promoted 
by the Open Web Application Security 
Project (OWASP), which focuses on a 
multipronged approach: minimizing 
attack surfaces, establishing secure de-
fault settings, adopting the principle of 
least privilege (granting users only the 
minimum access they require to ac-
complish a task), adopting a defense in 
depth framework (which features a lay-
ered series of defensive mechanisms), 
embracing a zero-trust model, fixing 
security flaws promptly and correctly, 
and several other tactics. 

Schneier says such a framework 
must encompass several elements. 
These include vendor transparency 
about how products work, software 
that is patchable, extensive preproduc-
tion testing, security out of the box, the 

Security experts 
say a two-pronged 
approach is needed: 
manufacturers must 
change how they  
build their products, 
and new laws must 
support security  
and privacy. 
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INTEREST IN ROBOTS 
LEADS TO R&D FOR  
SELF-DRIVING CARS

“When I was a 
kid, I was very 
interested in 
reading science 
fiction about 
robots,” says Li 
Erran Li, adding 

that this early interest would 
influence the future trajectory of 
his education and career. Today, 
Li is chief scientist at Pony.ai, a 
start-up developing autonomous 
driving technology. 

Li earned his undergraduate 
degree in automatic control 
from the Beijing University of 
Technology, and his master’s 
degree in computer vision 
from Beijing’s Chinese 
Academy of Sciences. He then 
came to the U.S. and obtained 
his Ph.D. in computer science 
from Cornell University.

Before joining Pony.ai in 
May 2018, Li was part of the 
perception team at Uber’s 
Advanced Technology Group, 
as well as working with that 
company’s machine learning 
platform team. Prior to Uber, 
Li spent 14 years working for 
Bell Laboratories.

Li’s current research is 
primarily focused on machine 
learning, computer vision, 
and learning-based robotics, 
and their applications to 
autonomous driving. 

As chief scientist at Pony.ai, 
Li leads the company’s research 
efforts. He also serves as vice 
dean of the Pony.ai Research 
Institute in Guangzhou, China, 
where computer scientist and 
computational theorist Andrew 
Yao, who received the 2000 
ACM A.M. Turing Award, is the 
honorary dean. 

Li says he is passionate about 
pushing the frontiers of artificial 
intelligence for autonomous 
driving, and is active in the 
machine learning and computer 
vision communities.  He often 
provides tutorials and organizes 
workshops on machine learning 
for autonomous driving at 
academic conferences, such as 
the International Conference on 
Machine Learning (ICML) and 
the Conference on Neural 
Information Processing 
Systems (NIPS).

—John Delaney
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ability for systems to fail predictably 
and safely, the use of standard pro-
tocols, the ability to preserve offline 
functionality, and widespread encryp-
tion and authentication of data. 

He also believes vendors should 
support responsible security research. 
Such security research is severely lack-
ing. The IoT Security Foundation 
(IoTSF) reported in August 2018 that 
only 9.7% of companies making IoT 
products have a public disclosure pol-
icy that allows researchers to probe 
known vulnerabilities. 

This voluntary and lackadaisical ap-
proach has prompted many, including 
Schneier, to call for increased industry 
and government regulation. He would 
like to see broader and expanded regu-
lations on products and product cat-
egories, a licensing system for profes-
sionals and products, more stringent 
testing and certification requirements, 
and more widespread adoption of in-
dustry best practices. This framework 
would include tax breaks for business-
es that do things right, and rules that 
punish negligence and bad behavior.

Rules and Regulations
Although several past attempts to in-
stitute regulations and laws in the U.S. 
have failed, the landscape is changing. 
Massachusetts, New York, and Califor-
nia have all stepped up efforts to pun-
ish companies for data breaches and 
similar abuses. In August 2018, Califor-
nia took the boldest step forward when 
it adopted an IoT law, SB327, which 
establishes baseline security stan-
dards for IoT devices. The law, though 
intentionally vague, mandates that 
IoT device manufacturers must equip 
their products with “reasonable” secu-
rity features to address wide-ranging 
issues such as authentication, device 
use, modification, and destruction. It 
will go into effect January 1, 2020.

The idea of regulating IoT devices 
is also gaining momentum elsewhere. 
For example, in Indonesia, the federal 
government is finalizing regulations 
that standardize the use of IoT devic-
es, though the goal is primarily to cre-
ate a framework for business. Japan, 
Canada, Mexico, Australia, and other 
countries also have addressed data gov-
ernance through regulations, though 
most countries have not yet established 
a formal IoT regulatory framework. Ac-

cording to a 2015 study conducted by 
consulting firm Deloitte, the trend is 
toward greater regulation for electronic 
systems, including the IoT. The number 
of privacy laws has grown from 20 in the 
1990s to more than 100 today.

Meanwhile, organizations such as 
EPIC (the Electronic Privacy Informa-
tion Center) are stepping up lobbying 
efforts for the U.S. and Europe to adopt 
more stringent IoT cybersecurity and 
privacy standards. Europe, which has 
emerged as perhaps the most powerful 
regulatory entity in the world, adopted 
the General Data Protection Regulation 
(GDPR) in May 2018. It imposes stan-
dards for data use and sharing, along 
with sizeable fines for non-compliance. 
Although GDPR doesn’t specifically per-
tain to the IoT, connected devices play 
a critical role in the regulatory frame-
work. In addition, the EU is finalizing 
the ePrivacy regulation, which address-
es the use of personal data through en-
tities such as Facebook, SnapChat, and 
the Web, along with smartphones and 
other IoT devices. 

Ultimately, any single approach is 
likely to fail, Schneier says; “None of 
them will work in isolation.” Minimum 
security standards alone won’t solve 
the underlying problem, he says; what 
is needed is a series of mutually rein-
forcing policies that can slide the dial 
to greater safety and security. 

A Matter of Trust
The clock is ticking, Rios says. “As we 
move toward a far more connected 
world, the risk grows. You can’t simply 
reboot a system and put a train back on 
the right track, or help a patient that 
has died because a medical device has 
failed.” Moreover, as the IoT ripples 
across devices and systems, entire cit-

ies and groups will likely be affected. 
“Right now, manufacturers are not 
rewarded for building cybersecurity 
into products, but they can definitely 
be punished. We need to move toward 
a societal model where they are both 
rewarded and punished. We need to 
rethink and revamp the entire frame-
work by which we create, manage, and 
use IoT devices,” Rios says.

Chan believes it is crucial to think 
about IoT devices as more than indi-
vidual components that can be hacked 
and manipulated. As these devices be-
come more pervasive and entrenched 
in business and life, everything con-
necting to them—including data and 
algorithms—become potential tar-
gets for manipulation and abuse. Says 
Chan, “It’s only a matter of time until 
we see ransomware, attacks on devices 
and connected networks, and perhaps 
even a cyber-9/11 event. 

“But, in the end, the biggest danger 
isn’t a device failing or a grid shutting 
down; it’s a loss of trust in technology. 
If you can’t trust devices to operate cor-
rectly and safely, then you won’t use 
them … when that happens, our world 
will be a very different place.” 
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Everything old is also new again 
with cryptocurrencies. People have 
hoped or feared for years that strong 
cryptography and a global network 
would make it impossible for govern-
ments to control the flow of money. 
There is a direct line from 1990s-era 
cypherpunk crypto-anarchism and ex-
periments with digital cash to Bitcoin 
and blockchains. The regulatory dis-
putes are almost exactly the ones that 
technologists and lawyers anticipated 
two decades ago. They just took a little 
longer to arrive than expected.

In other ways, things look very 
different today. One dominant idea 
of the early days of Internet law was 
that the Internet was a genuinely new 
place free from government power. As 
John Perry Barlow wrote in his famous 
1996 “Declaration of the Indepen-
dence of Cyberspace”: “Governments 
of the Industrial World, you weary gi-
ants of flesh and steel, I come from 
Cyberspace, the new home of Mind. 
... You have no sovereignty where we 
gather. ... Cyberspace does not lie 
within your borders.”

If there was a moment that this 

T
HIS IS  M Y  first column as 
editor for Communications’ 
Law and Technology col-
umn. I am taking over from 
the very capable Stefan 

Bechtold, who established the col-
umn in its current form and imbued 
it with his high standards of rigor, 
relevance, and readability. I thought I 
might mark this transition with some 
historical reflections on how the field 
of Internet law has changed over the 
last few decades, and what has stayed 
the same.

Start with the continuity. The ba-
sic issues around intellectual prop-
erty rights in software have been the 
same for a very long time. In 2014, the 
U.S. Supreme Court expressed serious 
skepticism about patents to “do X on a 
computer” and a federal appeals court 
allowed Oracle to assert copyright in 
the Java APIs. Neither issue is new. 
The Supreme Court was just as skepti-
cal about software patents in 1972 and 
1978, and a different federal appeals 
court held in 1995 that Lotus 1-2-3’s 
macro interface was uncopyrightable.

Modern encryption controversies 

would look very familiar to a 1990s 
technology policy wonk who lived 
through the Clinton Administration’s 
failed attempt to impose a key escrow 
scheme that would have enabled gov-
ernment wiretapping of encrypted 
communications. Can the government 
force hardware vendors to make un-
lockable devices? Can criminal sus-
pects be forced to disclose their pass-
words? Do the police need a warrant to 
search a computer? Can government 
hackers break into computers remote-
ly? All of these controversies are in the 
headlines again.

Similarly, today’s legal disputes 
over network neutrality reflect the 
definitions Congress used in the Tele-
communications Act of 1996. While 
Congress didn’t quite anticipate the In-
ternet, the distinction it drew between 
“telecommunications” and “informa-
tion” services was rooted in previous 
regulation of early pre-Internet online 
services and in many decades of tele-
phone regulation. Today’s networking 
technology is new, but the debates over 
networks, monopoly, and nondiscrimi-
nation are not.

Law and Technology 
Continuity and Change 
in Internet Law 
The fundamentals of the field of Internet law have remained consistent, 
but details have evolved in response to technological innovation. 
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minated in the U.S. with the passage 
of the Digital Millennium Copyright 
Act of 1998 (DMCA). Section 512 of 
the DMCA created a “notice and take-
down” system under which content 
hosts are not liable for infringing user 
uploads—but only so long as they 
respond “expeditiously to remove” 
those uploads when they receive no-
tice from the copyright owner. Sec-
tion 1201 of the DMCA made it illegal 
to disable digital rights management 
(DRM) technology that limits ac-
cess to copyrighted works. Both were 
deeply controversial.

Fighting broke out in earnest in 
1999 when numerous record compa-
nies sued Napster, eventually forcing 
it to shut down. Movie studios, photog-
raphers, book publishers, and other 
copyright owners filed lawsuits against 
file-sharing services, Web hosts, hard-
ware makers, search engines, video-
game modders, and the creators of 
DRM-removing software—as well as 
against less likely targets like replace-
ment toner cartridges and third-party 
garage-door openers. And this is to 
say nothing of the many thousands of 

Matrix-esque vision was definitively 
unplugged, it was probably the 2003 
decision in Intel v. Hamidi. Intel tried 
to argue that its email servers were a 
virtual, inviolate space—so that a dis-
gruntled ex-employee who sent email 
messages to current employees was 
engaged in the equivalent of breaking 
into Intel buildings and hijacking its 
mail carts. The court had no interest in 
the cyber-spatial metaphor. Instead, it 
focused on more down-to-earth mat-
ters: Intel’s servers were not damaged 
or knocked offline.

“Cyberspace” turned out not to be 
a good description of how people use 
the Internet or what they want from 
it. Most Internet lawsuits involve fa-
miliar real-world problems—ugly di-
vorces, workplace harassment, frauds 
and scams, and an endless parade of 
drug deals—that have spilled over onto 
cellphones, Facebook pages, and other 
digital platforms. 

Internet law has fully embraced the 
idea that the Internet matters, not be-
cause it is somewhere new for people 
to go, but because it is everywhere that 
people already are. Courts have held 

that websites are “places of public ac-
commodation” that must be made ac-
cessible to the disabled, just as physi-
cal stores are. And local regulators are 
mostly winning their claims that shar-
ing-economy companies like Uber, 
Airbnb, and Bird are operating in their 
cities and must comply with zoning 
and licensing laws.

Indeed, in the story of governments 
versus the Internet, governments seem 
to have the upper hand for now. The 
Securities and Exchange Commission 
regularly shuts down fraudulent or un-
registered initial coin offerings. The 
European Union is increasingly confi-
dent in its ability to regulate the Inter-
net to protect its vision of its citizens’ 
welfare and the common good, as with 
its recently enacted privacy law, the 
General Data Protection Regulation. 
And China has quite successfully im-
posed extensive filtering and surveil-
lance on its domestic portions of the 
Internet. 

A second shift in Internet law is the 
waning of the file-sharing wars. The 
battle lines were drawn in the 1990s, 
with a series of policy battles that cul-
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Without it, they feared that if they 
made any attempt to enforce policies 
of truthfulness, decency, or commu-
nity standards, they would be tagged 
and held liable for all of the harmful 
content they did not catch. Early cases 
showed Section 230’s obvious value 
in enabling platforms like AOL and 
MySpace to host a huge range of user-
generated content without the fear of 
crippling liability.

In the years since, many lawyers 
have come to think that Section 230 
goes too far. In their view, the ab-
solute immunity gives websites too 
little incentive to care when bad ac-
tors weaponize their platforms. They 
think, for example, that Twitter might 
do a better job of preventing neo-Na-
zis from making death threats against 
Jewish users if it faced any legal con-
sequences for failing to respond. 
Other sites, like 4chan and Gab, have 
been accused of affirmatively foster-
ing toxic cultures in which harmful 
and blatantly illegal conspiracies are 
birthed and allowed to grow. Propo-
nents of Section 230 respond that 
with a weaker immunity, platforms 
might go to the other extreme, taking 
down users’ speech at the slightest 
suggestion of controversy.

These debates are mirrored in 
other debates about free speech on-
line. What counts as a “threat” of 
harm when users are separated by 
thousands of miles and the speaker 
is pseudonymous? Is a coordinated 
campaign of nasty tweets actionable 
harassment? How should bullying 
laws and disciplinary policies devel-
oped to deal with the schoolyard be 
adapted to social media?

Online speech law, which previous-
ly embodied a confident pro-speech 
consensus that the Internet was all 
bark and no bite, is going through a 
distinct crisis of faith. Harassment 
and abuse have become inescapable 
parts of online life, particularly for 
women and members of vulnerable 
groups. It is not yet clear what path 
forward the legal system will take, but 
online speech is becoming one of the 
defining legal issues of our time. 

James Grimmelmann (james.grimmelmann@cornell.
edu) is a law professor at Cornell Tech and Cornell  
Law School, New York, NY, USA.
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suits against individual uploaders and 
downloaders (often filed in the hope of 
extracting a quick settlement).

The initial ferocity of these disputes 
has faded. There are still some large 
copyright lawsuits, and some raising 
major legal issues. (The record com-
pany BMG’s suit against Cox Commu-
nications, an Internet service provider, 
for not cutting off service to copyright 
infringers, is an example of both.) 
There is, however, less of a sense that 
the future of either content creation or 
technological innovation is at stake. 
Instead, the Internet has settled into 
an uneasy detente: many copyright 
owners and technologists have moved 
on to other fights.

One reason is that the basic le-
gal compromises in the DMCA have 
proven surprisingly durable. Copy-
right owners have not been able to 
force content hosts to do significantly 
more than the notice-and-takedown 
rules of Section 512 require (Viacom 
lost its lawsuit against YouTube on 
this point), but they have generally 
been able to keep them from doing 
significantly less, either. “Graduated 
response” or “three strikes” schemes, 
which would force ISPs to cut off ser-
vice to unrepentant infringers, have 
been tried around the world and have 
mostly failed, but voluntary algorith-
mic filtering of uploads, like You-
Tube’s ContentID, may be here to stay.

Another reason is that the courts 
have also been increasingly aware of 
the value created by innovative digital 
uses of media. The Authors Guild’s 
suits against Google and its library 
partners ended with resounding judi-
cial declarations that scanning books 
to make them searchable and acces-
sible to the blind is protected as legal 
“fair use,” opening the door to large-
scale machine learning using copy-
righted works. Search engines, pla-
giarism checkers, video remixers, and 
meme-makers have generally been 
blessed by the courts. Although the cre-
ators of second-generation decentral-
ized file-sharing services like Grokster 
and Morpheus were successfully sued 
for inducing users to infringe, BitTor-
rent has not met a similar fate.

And finally, the rise of download-
able media and subscription stream-
ing services has created a new and ap-
parently stable revenue stream. Even 

where pirated alternatives are readily 
available, many people seem perfectly 
content to pay for Hulu and Spotify 
subscriptions. Copyright owners no 
longer fear they must hunt down ev-
ery last infringing upload: they usu-
ally focus their attention on the most 
egregious cases.

In both of these domains, technol-
ogy policy has gone from alarm to ac-
ceptance. With jurisdiction, society 
asserted its control over the Internet; 
with copyright, society learned to live 
with it. In a third domain, however, the 
trend is in the other direction: from 
comfort to concern. 

Early online-speech fights were 
about governments’ ham-handed at-
tempts to limit access to pornography. 
For example the Communications De-
cency Act (CDA) of 1996, which made it 
illegal to post “indecent” but legal-for-
adults material anywhere online that a 
child could see it, was obviously uncon-
stitutional. The Supreme Court struck 
it down in 1997. 

The CDA also contained an immuni-
ty, Section 230, for Internet intermedi-
aries. Unlike Section 512 for copyright, 
which applies only if the intermediary 
responds to takedown requests, Sec-
tion 230 is nearly absolute. Intermedi-
aries are immune if they leave up harm-
ful content; they are immune if they 
take it down.

Section 230 was justified in terms 
of giving websites, search engines, 
and other such intermediaries the 
ability to be “good Samaritans” in de-
veloping their own content policies. 

Copyright owners  
no longer fear  
they must hunt down 
every last  
infringing upload: 
they usually focus 
their attention  
on the most 
egregious cases.
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an appropriate warrant but without 
the owner’s passcode. 

In this column, I first summarize 
some of the arguments that have been 
made for and against LEA and explain 
why I believe that LEA features should 
not be mandated at this time. I then 
argue that the question of whether 
some form of LEA is technically fea-
sible and socially desirable is unlikely 
to go away and deserves further study.

Encryption and Surveillance 
as a Policy Question
Many cryptographers, computer-secu-
rity researchers, and LE officials have 
chimed in on the LEA controversy. On 

I
S  T H E  I N C R E A S I N G  use of en-
cryption an impediment in 
the fight against crime or an 
essential tool in the defense 
of personal privacy, intellec-

tual property, and computer secu-
rity? On the one hand, law-enforce-
ment (LE) agencies complain about 
“going dark.” On the other hand, 
computer-security experts warn that 
forcing law-enforcement access 
(LEA) features into devices or pro-
tocols would impose high costs and 
create unacceptable risks. 

This argument echoes the 1990s 
“crypto war” about whether strong 
encryption technology that had been 
tightly regulated during the Cold War 
should only have been deregulated if 
vendors provided “key-escrow” fea-
tures that prevented criminals from 
using it with impunity. The oppo-
nents of key escrow won that war by 
convincing the government that key 
escrow was difficult to implement 
securely and that foreign competi-
tors of U.S. technology companies 
could gain an advantage by assur-
ing customers that no third parties 
would have access to their keys. 

Calls for LEA have resurfaced, be-
cause, in the wake of the Snowden 
revelations, technology vendors have 
been pushing end-to-end encryption 
protocols deeper into the computing 
and communications infrastructure; 
in fact, some products and services 
are now built so that encryption is 
automatic and vendors themselves 

cannot unlock devices or decrypt 
traffic unless the owner of the device 
provides the passcode. This can lead 
to LE agents’ being unable to access 
cleartext data even when they are fully 
authorized to do so, or, in more melo-
dramatic terms, to their “going dark”; 
they have called for vendors to build in 
LEA featuresa that enable access with 

a The term “exceptional access” is often used 
for this capability, but it connotes something 
broader in terms of both technical features 
and potential users. I have used the term “law-
enforcement access” to emphasize that the 
scope of this column is the law-enforcement 
community’s call for the technical ability to 
access information when it has warrants.

Privacy and Security 
Encryption and 
Surveillance
Why the law-enforcement access question will not just go away. 
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one side is the LE view that the tech-
nology industry’s post-Snowden em-
brace of default encryption is willfully 
thwarting the lawful exercise of prop-
erly authorized warrants. The FBI’s 
motion to compel Apple to develop 
software to unlock the iPhone of a 
dead terrorist perfectly exemplifies 
this side of the debate.b Under this 
view, the salient fact is that individu-
als and organizations are obligated, 
under the All Writs Actc in the U.S. 
and similar laws in other democratic 
countries, to assist the government in 
the execution of warrants.4

On the other side is the view, em-
braced by many technologists and civ-
il-liberties advocates, that, since the 
9/11 terrorist attacks, governments 
have conducted far too much mass 
surveillance and that the appropri-
ate grass-roots response is mass en-
cryption. Moreover, widespread use 
of sound encryption is our strongest 
weapon in the fight against intellec-
tual-property theft, identity theft, and 
many other online crimes—some-
thing that LE should applaud. As in 
the 1990s crypto war, customers of 
U.S. technology firms might be driven 
into the arms of foreign competitors 
in search of promises that their data 
will not be decrypted by third par-
ties, even when those third parties are 
pursuing legitimate goals. This view 
is explicated and endorsed by, for ex-
ample, Landau and Schneier in their 
individual statements in Zittran et al.9

Encryption and Surveillance 
as a Technical Question
That LEA is at best technically dif-
ficult and perhaps technically in-
feasible has been argued eloquently 
by numerous experts.1,5,9 While ac-
knowledging that criminals can use 
encryption to avoid detection and 
prosecution and that increasing use 
of encryption hampers LE, these au-
thors point out that the LE commu-
nity has not quantified the extent of 
the problem. They explain that LE 
often has at its disposal other means 

b See https://www.clearinghouse.net/detail.
php?id=15497.

c 28 USC 1651(a), 1789: “The Supreme Court 
and all courts established by Act of Congress 
may issue all writs necessary or appropriate in 
aid of their respective jurisdictions and agree-
able to the usages and principles of law.”

of obtaining the information it needs, 
for example, vulnerability-based un-
locking toolkits or back-up copies 
that can be decrypted by cloud-service 
providers. Indeed, the FBI withdrew 
its motion to compel Apple to assist 
it in unlocking the dead San Bernardi-
no terrorist’s iPhone when it discov-
ered a “gray-hat” hacking toolkit that 
could unlock the device. As reported 
in Bellovin et al.,3 the firm Grayshift 
“will sell law enforcement a $15,000 
tool that opens 300 locked phones or 
online access for $30,000 to open as 
many phones as law enforcement has 
warrants for.” 

If LE wants something more gen-
eral, more powerful, or more rig-
orously analyzed by the research 
community, it will need to specify 
precisely what its LEA requirements 
are. What range of surveillance tasks 
does it expect to accomplish in the 
presence of default encryption? How 
does it expect LEA technology to in-
teract with legal processes and, in 
particular, would the technology be 
available to the more than 15,000 po-
lice departments in the U.S.? Would 
technology vendors be expected to 
cooperate on LEA not only with the 
U.S. government but with the govern-
ments of all countries in which their 
products are sold, including authori-
tarian governments (and, if not, what 
is to stop criminals from buying their 
devices in countries with which ven-
dors do not cooperate)? 

Notwithstanding the absence of 
fully fleshed-out requirements, sever-
al computer scientists have proposed 

Widespread use of 
sound encryption is 
our strongest weapon 
in the fight against 
intellectual-property 
theft, identity theft, 
and many other 
online crimes.
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inconvenience and expense on the 
LE community is not a good enough 
reason to mandate LEA features that 
might render immensely popular 
products and services less secure, 
more expensive, or unsellable on 
world markets.

However, I also believe LEA de-
serves further study. The desire of 
many in computer security and relat-
ed communities for the LEA question 
to be declared “asked and answered” 
and simply go away is unrealistic. Un-
like purely technical problems, com-
pelling policy problems are rarely 
definitively “solved” and no longer 
discussed. The losing position in the 
1990s crypto war is still appealing to 
many people, some of whom were not 
yet born when that war was won by 
the opponents of key escrow. If LEA 
is to be rejected, the argument must 
continue, and a new generation must 
be convinced.

My experience with Yale students 
has revealed two loci of resistance to 
the ideas that the tech community 
should not or cannot assist LE. The 
first is perceived arrogance of the 
technology industry. Government 
regulates many consumer products: 
why not smartphones or computers? 
The second is technical in nature: 
Many strong students do not see in-
tuitively why it is infeasible to build 
personal devices that, in typical cir-
cumstances, can only be unlocked by 
their owners but, in atypical circum-
stances and with proper judicial au-
thorization, can also be unlocked by a 
designated third party. If smartphone 
owners trust cloud-service providers 
to decrypt back-up copies only un-
der appropriate circumstances, why 
is there no organization that can be 

similarly trusted with the ability to 
unlock devices? Until clear answers 
to such questions are more widely dis-
seminated, intuitive resistance to the 
claim that LEA is technically infeasi-
ble will continue.

Indeed, it has not actually been 
shown that no useful form of LEA 
can be implemented without creat-
ing unacceptable risk. We have heard 
convincing arguments that mandat-
ed LEA capabilities might be ineffec-
tive, extremely costly, or hijacked by 
the very criminals they were built to 
thwart. However, we have also heard 
that LE has not precisely specified its 
requirements. A cryptographic goal 
that cannot be met in its most gener-
al form is sometimes achievable in a 
weaker but still useful form. Perhaps 
the final verdict on LEA will be that 
it cannot be done securely at reason-
able cost, but, in order to prove that, 
we will have to know exactly what the 
meaning of “it” is. 
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“solutions” to one version of the LEA 
problem, namely building devices 
that, in the absence of the device own-
er’s passcode, can still be unlocked, 
usually with the manufacturer’s co-
operation, by LE agents who present 
valid warrants. I have put “solutions” 
in quotes, because these are often 
high-level ideas rather than com-
pletely specified proposals. The one 
that has received the most attention is 
that of Ray Ozzie,6 who is the inventor 
of Lotus Notes and a former Microsoft 
VP. In Ozzie’s scheme, the device’s 
encryption key is stored on the device 
itself, encrypted under a manufactur-
er’s key. An LE agent who has physical 
possession of the device and a warrant 
to unlock it extracts the encrypted de-
vice key from the phone and sends it 
to the manufacturer. The manufactur-
er decrypts the device key and sends 
it back to LE, which can then unlock 
the device. A notable feature of Ozzie’s 
approach is that, when the target de-
vice is unlocked, it also “bricks” itself, 
preventing any further changes to its 
contents. Bricking both preserves evi-
dence for use in court and informs the 
owner that someone has unlocked his 
device so that he can power it down 
and put it in a safe place, thus prevent-
ing subsequent access.

Flaws were quickly found in Ozzie’s 
scheme.3 Of course, early iterations of 
security protocols often have flaws that 
are fixed in later iterations. Whether 
Ozzie’s basic approach can be devel-
oped into a fully specified, secure pro-
tocol remains to be seen. Other early-
stage designs for LEA to locked devices 
were presented at a Crypto ’18 work-
shop2 and in related papers.7,8

A Compromise Position
Although neither side in this debate 
can simply be dismissed, I find the 
call to implement LEA unpersuasive 
at this time. There has indeed been 
too much surveillance since 9/11, and 
it is entirely reasonable for the tech-
nology industry to react by enabling 
its customers to keep data truly con-
fidential. Rather than causing LE to 
“go dark,” locked devices and default-
encrypted communications appear 
to be causing it, in some cases, to use 
less convenient or more expensive 
methods than it would prefer to use. 
Imposition of as-yet-unquantified 

Unlike purely 
technical problems, 
compelling policy 
problems are rarely 
definitively “solved” 
and no longer 
discussed.
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curriculum design, but with worrisome 
consequences. One can, for instance, 
obtain massive scale with a very sim-
plistic curriculum (of which we see a 
good deal of evidence right now), with a 
focus on “engagement” but little to no 
rigor. A few high schools already have 
very rigorous computing curricula (stu-
dents take several years of computing, 
reaching material well beyond the first 
year of college), but these are extremely 
difficult to scale. Elective classes can 
be very rigorous, but can easily lose 
equity: self-selection easily creates a 
vicious cycle that reinforces existing 
biases. Expensive curricula (especially 

C
O M P U T I N G  E D U C A T I O N  I S 

suddenly everywhere. Nu-
merous U.S. states and many 
countries around the world 
are creating requirements 

and implementing programs to bring 
computing to their students. Tech in-
novators have jumped in, too, some-
times to “disrupt” the educational 
system. Opinion pieces create paren-
tal anxiety that their children are not 
being trained properly for the future; 
products claim to mollify these anxiet-
ies (while perhaps simultaneously am-
plifying them). Academics, looking to 
address the Broader Impact criteria of 
funding agencies, are eager to burnish 
their credentials by giving guest lec-
tures at local schools. In certain neigh-
borhoods, toystores feel compelled to 
stock a few products that claim to en-
hance “computational thinking.”3 

Unfortunately, a lot of current dis-
cussion about curricula is caught up 
in channels (including in-school versus 
after-school courses), media (such as 
blended versus online learning), and 
content (for example, Java versus Py-
thon). As computer scientists, we should 
recognize this phenomenon: a focus 
on implementation before specification. 
Instead, in sober moments, we should 
step back and ask what the end goals 
are for this flurry of activity. Is a little 
exposure good for everyone? How many 
Hours of Code will prepare a child for a 
digital future? If a few requirements are 
good, are more requirements better? In 

short: What does it mean for computing 
education to succeed?

Specification: Three Worthy Goals
Every program would benefit first 
from a clear articulation of its goals. 
These goals should be as close as pos-
sible to concrete and measurable (and 
hence go significantly beyond anodyne 
phrases). We believe a truly ambitious 
project would have the trio of goals de-
picted in the figure in this column.

Readers might wonder if this is a 
“pick two” situation (or even a “pick 
one”). Indeed, dropping one or more 
of these demands greatly simplifies 
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involving physical devices—such as 
fancy robots and sensors—that must 
be bought and repaired) are very dif-
ficult to scale. Trying to pair teachers 
with working computing profession-
als may work fabulously in large cities 
with a big tech population, but would 
not scale to most rural areas.

Clearly, the outcomes of compro-
mising are undesirable. Not compro-
mising is, indeed, an intellectual and 
moral imperative:

 • Equity is severely lacking in com-
puting. Large-scale curricula with mas-
sive investment that ignore equity can 
only make the problem much worse.

 • Rigor is critical to impart content 
of value. In its absence, we get the light 
entertainment that passes for many 
computing curricula today.

 • Scale is essential to get computing 
into the hands of all of today’s students 
who might be tomorrow’s users, cre-
ators, or even victims of it.

Rather than lay out how their im-
plementation will address Equity, 
Rigor, and Scale (or other equally wor-
thy goals), many of the players in this 
space are quick to use the rhetoric of 
“disruption” to gloss over the challeng-
es outlined in this column. This is not 
altogether surprising, as many of them 
share a cultural heritage with (and of-
ten financial backing from) a tech in-
dustry that is infatuated with the term. 
Without question, some form of “dis-
ruption” is sorely needed—we do, after 
all, want a much larger and vastly more 
diverse population to learn rigorous 
computing—but the question remains 
which implementation mechanisms 
will best achieve it. Let’s evaluate how 
two existing avenues fare.

Mechanism 1: Stand-Alone 
Computing Courses
The most obvious solution seems to 
be: add computing courses to every 
curriculum. This runs into some nat-
ural roadblocks:

 • Schools must find funding to pay 
for all those new computing teachers.

 • Those teachers need to be quali-
fied, or else rigor will suffer; in a terrific 
job market, they are extremely difficult 
to find. (In fact, some great teachers we 
know have left for industry. Paradoxical-
ly, the time when people pay most atten-
tion to a field may be the time it is most 
difficult find enough teachers for it.)

 • Finding qualified teachers can be 
even more difficult in poor and rural 
schools than in cities (as we are finding 
in practice).

 • Schools must make time in the 
day and space in the building to 
teach another subject. What will 
they displace? The humanities? Art? 
Physics? Statistics?

Some places that are following this 
route are currently funded generously by 
the tech industry (usually in return for 
offering only their chosen curriculum). 
Since it is unlikely the funding will flow 
endlessly, what happens when budgets 
are cut or the largesse dries up? Odds are 
those courses will be the first to be cut in 
all but the wealthiest districts, and com-
puting will suffer the same fate as music 
and art in the USA. Furthermore, because 
planning interdependent courses is hard, 
these courses will likely run in a vacuum, 
making it even simpler to cut them when 
it becomes convenient to do so.

One growing response is to mandate 
computing courses throughout some 
geographic region. This automatically 
achieves equity and scale. However, it 
comes with its own subtle problems. The 
problems of funding and qualified teach-
ers do not go away; if anything, they are 
exacerbated because of the significantly 
greater demand imposed by a mandate. 
But there are also subtle problems: if a 
class is mandatory, there is a perverse 
incentive to lower the rigor of the course. 
After all, who wants to see a student held 
back or lose a scholarship simply be-
cause they struggle in their Python class?

Ironically enough, there is not even 
anything “disruptive” about this mod-
el! It more closely resembles an enter-
prise business deal or a top-down dik-
tat than the kind of organic, bottom-up 
groundswell the fans of disruption 
preach. The funding model chosen by 
disruptive companies turns out to be 

Three worthy goals. 
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are existence proofs that we are 
making substantial progress toward 
our stated goals. Thus, we believe 
integration is a strategy well worth 
pursuing, in parallel to stand-alone, 
required computing. 

Mathematics: A Cautionary Tale
In short, integrated computing can 
achieve all three criteria we have de-
scribed, which stand-alone approach-
es struggle to meet. But integrated 
computing is imperative for another 
reason, too: computing should not 
fall victim to the same peril that befell 
mathematics. While math dramati-
cally impacts numerous disciplines, 
it is routinely siloed into stand-alone 
classes; as a result, the connections 
between math and other disciplines 
are often invisible to K–12 students. 
(In contrast, some institutions have 
tried to institute “writing across the 
curriculum,” to help students improve 
their writing in a context meaningful 
to them.) Computing has a chance to 
avoid this fate, and the evidence so 
far is that we can succeed at integra-
tion. Moreover, stand-alone courses 
would be much richer if their intake 
consisted of students already versed 
in computing from other disciplines. 
Thus, with the right models of curricu-
lar design, integration strategies, and 
funding, we can achieve sustainable 
Equity, Rigor, and Scale. 
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the very model they eschewed on their 
path to success.

Mechanism 2: Integrated Computing
Let’s instead consider an alternative 
model of computing education. It rec-
ognizes computing is a new creative 
medium and vehicle for exploring 
myriad subjects, ranging from math-
ematics, biology, and physics to social 
studies. Why not, then, integrate com-
puting into each of these subjects? 

Presumably, most people do not 
believe all other disciplines are go-
ing to collapse and be replaced by 
computing; rather, computing will 
enrich and enhance those subjects. 
Therefore, those subjects should start 
modifying their presentation to show 
the impact computing will have. In 
social studies, for instance, there are 
already well-established means of ask-
ing and answering questions (surveys, 
ethnographic studies, literature re-
views, and so forth). Computing does 
not displace these but rather supple-
ments them, providing a new and rich 
way to pose questions: a program is a 
way of posing a question of a dataset. In 
turn, not every student is enamored 
of computing, either, and a generic 
introduction to computing is unlikely 
to sway them. In contrast, a contextual 
introduction in a subject that already 
interests them is far more likely to get 
them to see the value of computing.

Integrated materials can achieve all 
three of the goals we have described 
in this column. By embedding into al-
ready-required courses (such as math), 
they achieve the same diversity and 
scale as required computing courses 
do, without the same constraints. Rigor 
follows much more directly because of 
the existing rigor of subjects it embeds 
into: teachers in those subjects would 
not accept a curriculum that does not 
seem to make a meaningful contribu-
tion to how they teach their discipline. 
All this can be done at far lower cost, 
because it does not require entire new 
cadres of teachers to be hired or new 
classes to be added; the burden shifts 
to training the teachers already in the 
system or those entering it.

Curiously, integrated computing ad-
heres far more closely to the model of dis-
ruption so beloved in our industry. It is 
lightweight: it does not require large out-
lays of time, space, and money. It has few 

dependencies, so it is easy to parallelize. 
It usually follows from bottom-up, grass-
roots interest. It is “sticky”: it is unlikely 
to disappear when a generous donor’s 
priorities change. And it lends itself to 
strong network effects in multiple ways: 
teachers within a discipline reinforce 
and improve the computing integration 
for their discipline, while teachers within 
a school support and reinforce student 
computing education for each other.

This, of course, is the good news. The 
bad news is that integrating computing 
is far more difficult than delivering it as 
a stand-alone subject. Teachers in other 
disciplines need to be convinced that 
computing has anything to offer. Airy 
promises of the power of “computational 
thinking” are met with appropriate skep-
ticism from teachers in other disciplines, 
because more than 100 years of quality 
education research shows the difficulties 
of achieving transfer across disciplines.1 
Validated research is much more com-
pelling, and this takes time and effort. 
Also, teachers feel pressure to choose 
between doing more of their own disci-
pline, or sacrificing some content they 
know and love to make room for com-
puting. Thus, an injection of computing 
must be judicious, focusing on content 
that is meaningful in the host discipline; 
it must also “pay its own way,” providing 
large value for small investments of time. 
Achieving all this is difficult.

Difficult, but not impossible. Programs 
like AgentSheets,a Project GUTS,b 
agent-based modeling,2 and Bootstrapc 

a See http://www.agentsheets.com/
b See http://www.projectguts.com/
c See https://www.bootstrapworld.org/

But integrated 
computing is 
imperative for 
another reason, too: 
computing should 
not fall victim to the 
same peril that befell 
mathematics.
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showed (see Bartoli et al.2) that by just 
wandering around for a few hours 
in regions not covered by a wireless 
network we could have collected 200 
enterprise credentials—approxi-
mately 25% of them in clear text and 
the remaining ones in hashed MS-
CHAPv2 form—which can generally 
be decrypted easily.9 We also showed 
that by remaining for a few seconds 
at less than 35 meters from a specific 
(voluntary) target whose Wi-Fi device 
is not configured correctly, there is 
a very good chance the attacker may 

W
OULD YOU TRUST a 
security technology 
that makes it pos-
sible (that is, quite 
likely) to steal the sin-

gle sign-on enterprise credentials of 
any specific person in your enterprise 
by merely walking within 30 meters 
from that person? The attacker does 
not need to do any visible activity that 
might raise suspicions: a 50-euros 
device in a bag and a few seconds of 
physical proximity is all that is need-
ed. Active cooperation of the target is 
not required and Internet connectiv-
ity is not required either. Thus, the 
attack may occur anywhere and the 
target would not notice anything. The 
attacker could steal the single sign-
on credentials of a large fraction of 
people of your enterprise that happen 
to pass within 30 meters from the at-
tacker. Perhaps at the office lunch-
room, near a mass-transportation 
hub, or anywhere outside of the en-
terprise.

Of course, you would not trust 
such a security technology. Interest-
ingly, though, a technology of this 
kind is nearly ubiquitous and implic-
itly trusted by a lot of people and en-
terprises: it is WPA2 Enterprise—the 
suite of protocols for secure commu-
nication in enterprise wireless net-
works. It is necessary to emphasize 
the relevance of this important and 

pervasive yet largely underestimated 
risk. We need to raise the awareness 
on a fundamental security technol-
ogy that is very often deployed by vio-
lating its requirements, which cre-
ates important risks to users.

Stealing Enterprise 
Credentials with Evil Twins
The attack scenario described in this 
Viewpoint may succeed whenever 
people connect to enterprise wire-
less networks with devices that are 
not configured correctly. We recently 
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steal his/her enterprise credentials; 
even when he/she is sitting in a car 
with closed windows.

The reason why these attacks work 
is quite simple. A Wi-Fi device (a sup-
plicant in WPA2 Enterprise) may con-
nect to an enterprise network only 
after executing an authentication 
protocol with the authentication serv-
er for that network. For the purpose of 
this Viewpoint, this protocol may be 
summarized as follows: 

1. The supplicant verifies the iden-
tity of the authorization server for the 
network it is attempting to connect 
to; 

2. The supplicant sends user cre-
dentials material to the authorization 
server; and

3. The authorization server dem-
onstrates knowledge of the user cre-
dentials to the supplicant. 

Execution of the first step relies 
on certain configuration information 
that must be stored on the supplicant 
before connecting. Such information 
includes the association between the 
name of the network and the name of 
the authorization server (for example, 
in our university these are eduroam 
and raggio.units.it, respective-
ly); it also includes the association be-
tween the name of the authorization 
server and a certified public key for 
that server.

Satisfying this configuration re-
quirement is extremely important, 
because supplicants that are not con-
figured correctly will execute the first 
step with any fraudulent Wi-Fi access 
point broadcasting the name of an 
enterprise network (evil twin).3,4,7,9 
The authentication protocol will fail 
because the evil twin will not be able 
to prove knowledge of the user cre-
dentials. However, the supplicant 
will disconnect when it is too late, 
that is, after having already sent cre-
dential material to the evil twin. The 
entire procedure takes just a few sec-
onds and, most importantly, it does 
not require any engagement from the 
user, in particular when the user car-
ries a smartphone with the Wi-Fi in-
terface active.

Enterprise Wi-Fi Today
Enterprise credential stealing 
through evil twins is not based on any 
vulnerability of WPA2 Enterprise: it is 

an obvious consequence of using this 
technology without satisfying one of 
its fundamental deployment require-
ments, that is, correct supplicant 
configuration.8 The problem is, sup-
plicants that connect to enterprise 
networks without being configured 
correctly are pervasive. All the analy-
ses we are aware of corroborate this 
claim unequivocally and even net-
work configuration guides prepared 
by organizations suggest insecure 
configuration practices very often.1 
Attacks based on an evil twin have 
thus a high probability of success.

What makes this risk important 
and pervasive is that WPA2 Enterprise 
was specified in 2004 but the world 
today is very different:

 • Virtually all enterprises have mi-
grated to single sign-on architectures. 
Enterprise network credentials now 
usually unlock access to all enterprise 
services, including in particular all 
the services with a Web interface. Net-
work credentials are thus much more 
attractive and valuable to attackers 
than they used to be.

 • Most people are now permanent-
ly carrying a Wi-Fi-enabled smart-
phone that often contains the user’s 
enterprise credentials and connects 
to Wi-Fi networks automatically. An 
evil twin may now be assembled with 
a few tens of euros and can be placed 
in a bag.2 Attacks aimed at stealing 
network credentials may thus occur 
potentially anywhere and are virtu-
ally impossible to detect: they are 
executed automatically, in less than 
a second of proximity to an evil twin 
and without any need of involving the 
device owner in a working session.

One of the reasons for the preva-
lence of incorrectly configured sup-
plicants is because defining an inse-
cure configuration is much simpler 
and quicker than defining a secure 
one. A secure configuration requires 
the presence of certain configuration 
data on the supplicant, which must 
be preliminarily obtained through a 
connection link different from the 
enterprise network. Insecure config-
urations are much more straightfor-
ward to define as they do not require 
any prior connection and download: 
select the name of the enterprise net-
work, insert enterprise credentials, 
and then play with the network con-
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viewpoints

to make the new framework accept-
able in practice and the likelihood 
of ending up in insecure configura-
tions should be minimized. These ge-
neric recommendations can be made 
more useful and concrete based on 
secure by default design principles:6 
configuration should not require 
specific technical understanding 
and it should require only the inser-
tion of a few short pieces of textual 
information (to prevent the need of 
non-obvious actions from the user 
such as downloading and installing a 
program or binary data with a device 
not yet connected to the network). 
Although these design principles do 
not prevent the possibility of inse-
cure configurations, they are suffi-
ciently specific to be actionable.

We have proposed a design based 
on this framework2 but we believe  
any secure by default approach needs 
strong incentives that cannot be 
purely technical.5 Manufacturers are 
unlikely to place on the market sup-
plicants whose configuration involves 
a user experience quite different from 
the established one. Support from a 
standards body in the form of certifi-
cation requirements for supplicants 
could constitute a strong and prob-
ably decisive incentive for adopting a 
secure by default approach in the con-
text of enterprise Wi-Fi.

There is an important opportunity 
in this respect, because the Wi-Fi Al-
liance has announced new security 
protections will be specified soon as 
part of the new family of WPA3 pro-

tocols.10 It is unclear whether the is-
sue of supplicant configuration in 
enterprise Wi-Fi will be addressed 
and how: the limited information 
that is currently available is not very 
encouraging, as the focus is on new 
cryptographic protections but crucial 
issues of supplicant configuration 
are not mentioned at all.10 It would 
be unfortunate if the new standard 
did not remove security assumptions 
that have proven to be unrealistic, as 
the society as a whole would have to 
cope with the resulting risks without 
any transition plan on the horizon. 
We can no longer afford devices that 
are secure only if configured correct-
ly, but that may be used insecurely 
anyway and are typically used so. 
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figuration until connecting, the most 
typical (insecure) options being “skip 
certificate validation” or “accept any 
certificate.” Users are not to blame 
for this behavior, as they cannot ap-
preciate the resulting risks. Most im-
portantly, they have no incentive in 
selecting a more cumbersome path 
toward their objective: connecting 
their device to the network.5

One could require enterprises to 
deploy forms of “entrapments” for 
detecting supplicants that are not 
configured correctly and then notify-
ing the corresponding users to con-
tact the IT staff. On the other hand, it 
is a fact that many organizations not 
only tolerate but also suggest inse-
cure configuration practices,1 hence 
assuming the occurrence on a large 
scale of a spontaneous change that 
increases the technical and opera-
tional burden of IT staff seems to be 
excessively optimistic. Indeed, proce-
dures of this kind may be implement-
ed already but it is fair to say they are 
actually deployed quite rarely.

Secure by Default
We call on the technical community 
to disseminate the awareness that we 
are systematically deploying a wide-
spread security technology by vio-
lating its key requirements, thereby 
creating important risks to users and 
organizations. WPA2 Enterprise de-
vices will not disappear anytime soon, 
thus we must all be aware we will have 
to cope with the pervasive risks of en-
terprise Wi-Fi for many years to come.

We also need to devise a transition 
plan that, in our opinion, necessar-
ily requires a novel design for suppli-
cants. The root cause of the problem 
is that users invariably attempt to 
connect their supplicants by provid-
ing only the name of the enterprise 
network, that is, without preliminar-
ily obtaining the additional informa-
tion required for a secure configura-
tion. Consequently, we advocate a 
design that makes it impossible for 
those supplicants to connect. We be-
lieve this is the only realistic strategy 
for providing both users and enter-
prises with adequate incentives for 
installing the required information 
on supplicants.

Obviously, supplicant configura-
tion should be sufficiently simple 

Although these 
design principles  
do not prevent  
the possibility 
of insecure 
configurations, 
they are sufficiently 
specific to be 
actionable.
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D I G I TA L  P E R M A N E N C E  H A S  become a prevalent issue 
in society. This article focuses on the forces behind 
it and some of the techniques to achieve a desired 
state in which “what you read is what was written.” 
While techniques that can be imposed as layers 
above basic data stores—blockchains, for example—
are valid approaches to achieving a system’s 
information assurance guarantees, this article will 
not discuss them.

First, let’s define digital permanence and the more 
basic concept of data integrity.

Data integrity is the maintenance of the accuracy and 
consistency of stored information. Accuracy means the 
data is stored as the set of values that were intended. 
Consistency means these stored values remain the 
same over time—they do not unintentionally waver or 
morph as time passes.

Digital permanence refers to the techniques used to 
anticipate and then meet the expected lifetime of data 

stored in digital media. Digital perma-
nence not only considers data integ-
rity, but also targets guarantees of rel-
evance and accessibility: the ability to 
recall stored data and to recall it with 
predicted latency and at a rate accept-
able to the applications that require 
that information.

To illustrate the aspects of relevance 
and accessibility, consider two coun-
terexamples: journals that were safely 
stored redundantly on Zip drives or 
punch cards may as well not exist if the 
hardware required to read the media 
into a current computing system isn’t 
available. Nor is it very useful to have 
receipts and ledgers stored on a tape 
medium that will take eight days to 
read in when you need the information 
for an audit on Thursday.

The Multiple Facets  
of Digital Permanence
Human memory is the most subjective 
record imaginable. Common adages 
and clichés such as “He said, she said,” 
“IIRC (If I remember correctly),” and 
“You might recall” recognize the truth 
of memories—that they are based only 
on fragments of the one-time subjec-
tive perception of any objective state 
of affairs. What’s more, research indi-
cates that people alter their memories 
over time. Over the years, as the need to 
provide a common ground for actions 
based on past transactions arises, so 
does the need for an objective record 
of fact—an independent “true” past. 
These records must be both immuta-
ble to a reasonable degree and durable. 
Media such as clay tablets, parchment, 
photographic prints, and microfiche 
became popular because they satisfied 
the “write once, read many” require-
ment of society’s record keepers.

Information storage in the digital 
age has evolved to fit the scale of access 
(frequent) and volume (high) by mov-
ing to storage media that records and 
delivers information in an almost in-
tangible state. Such media has distinct 
advantages: electrical impulses and 
the polarity of magnetized ferric com-
pounds can be moved around at great 
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speed and density. These media, unfor-
tunately, also score higher in another 
measure: fragility. Paper and clay can 
survive large amounts of neglect and 
punishment, but a stray electromag-
netic discharge or microscopic rupture 
can render a digital library inaccessible 
or unrecognizable.

It stands to reason that storing per-
manent records in some immutable 
and indestructible medium would be 
ideal—something that, once altered 
to encode information, could never be 
altered again, either by an overwrite 
or destruction. Experience shows that 
such ideals are rarely realized; with 
enough force and will, the hardest 
stone can be broken and the most per-
manent markings defaced.

In considering and ensuring digi-

tal permanence, you want to guard 
against two different failures: the de-
struction of the storage medium, and a 
loss of the integrity or “truthfulness” of 
the records.

Once you accept that no ideal medi-
um exists, you can guard against both 
of these failures through redundancy. 
You can make a number of copies and 
isolate them in different failure do-
mains so some of them can be counted 
on to survive any foreseeable disaster. 
With sufficient copies kept under ob-
servation through frequent audits and 
comparison, you can rely on a quorum 
of those copies to detect and protect 
the record from accidental or deliber-
ate alteration.

Copies made for these purposes have 
different motivating factors, which can 

be placed into two categories: 
 • Backups: Copies that protect oper-

ations from failures caused by an act of 
nature or neglect.

 • Archives: Copies made to preserve 
the record from the forces of change, 
be they deliberate or coincidental.

Information Permanence 
in the Digital Age
Before the 1970s disembodied infor-
mation did not exist outside of gossip 
or bardic lore. For thousands of years, 
knowledge was preserved by altering 
physical artifacts: from the 3000 BCE ra-
tions of Mesopotamian beer to the 1952 
tax rolls of the state of Rhode Island, 
giving permanent life to a fact meant 
marking a clay tablet, parchment scroll, 
or paper punch card. Setting aside the 
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same amount of information can be 
stored as 3.2 million bits, which occu-
pies 1/10,000th of a commonly avail-
able micro SD (secure digital) card that 
weighs 0.016 ounces. Compared to a 
paper novel, that SD card has at least 
7.5 million times the information per 
ounce (and this ignores the applica-
tion of various techniques to increase 
the efficiency of digital storage space, 
such as compression and de-duping).

As the density of information has 
increased, recording and reading rates 
have also necessarily increased by a 
similar order of magnitude. If you re-
cord 100,000 times more information, 
but do so at the same rate of transcrip-
tion, you will accumulate quite a back-
log of facts, figures, and news articles 
to be committed to permanent re-
cords. Luckily, it takes far less energy 
and time to flip the state of submicro-
scopic bits than to carve notches in 
stone or to drag a pen to deposit ink on 
a sheet of paper.

Not surprisingly, while these faster, 
more fluid storage media is a blessing 
in one aspect, they are a curse in an-
other. State that is easily set is also easily 
unset, either unintentionally or mali-
ciously. RAM, flash memory, and mag-
netic disks can be corrupted through 
chance interactions that are far more 
lightweight than actions that can wipe 
out older, physical media. It might take 
an intense, persistent building fire to 
destroy file cabinets full of marriage cer-
tificates in the basement of a hall of re-
cords, but some stray electromagnetic 
emission could wipe out the same infor-
mation stored on a couple of SSDs (sol-
id-state drives). To make matters worse, 
it’s immediately obvious that your base-
ment was on fire, but you might not 
know that the contents of your SSDs 
were corrupted until months or decades 
later when you need to access the data 
they once contained.

Concerns over the permanence of 
recorded information were easily ad-
dressed in the past—mechanisms 
such as stone, archival-quality papers 
and inks, and fireproof vaults provid-
ed well-understood and easily imple-
mented assurances that records would 
survive for predictable periods of time. 
The lifetime of encoding techniques 
was rarely an issue unless you encoun-
tered records made in an obsolete 
language (such as the Egyptian hiero-

question of its truth, the fact of record 
existed in plain sight, made permanent 
in chiseled marks or insoluble ink for 
the life of the artifact. While fire, flood, 
or fugitive dye might have challenged 
the durability of the records, barring 
destruction or theft, it was reasonable 
to assume the artifacts of record would 
remain consistent. A date of birth or tax 
payment committed to the official re-
cord would be the same when recalled 
for the next decade’s census or audit.

In the post-Renaissance and post-
Industrial Revolution eras, as human-
ity embarked upon more and more en-
deavors with time spans of decades or 
years, the amount of information that 
was critical for society to retain explod-
ed. Typesetting and printing processes 
were optimized and automated to scale 
up with the increasing need for record-
ed information. While codices and mi-
crofiche use space far more efficiently 
than clay tablets or scrolls, society 
cannot dedicate an infinite amount of 
space to storing copies of birth records 
and articles of incorporation.

Then came the Information Age.
Suddenly, it seems that nothing can 

be allowed to slip into obscurity: street 
maps, bank account records, personal 
timelines, birthday party videos—all are 
recorded and stored. While they may 
lay unused for decades or centuries, we 
fully expect that the data will be avail-
able for later research or perusal. As the 
volume of historical record surges, the 
classic model of devoted storage arti-
facts—be they stone, paper, or plastic—
cannot keep up, a perfect manifestation 
of the adage, “It doesn’t scale.” Paper is 
too bulky and takes too long to write on 
and to read. It’s safe to say that record-
ing the history of the world in tangible, 
physical form is no longer feasible.

Conveniently and not coinciden-
tally, the very same technological ad-
vances that created this problem of too 
much information also led to available 
solutions. We now have the ability to 
store information in a “purer” elec-
tronic form, broadly and commonly re-
ferred to as digital media. The electron-
ic digital representation of information 
is accomplished with far less energy 
and space than with older physical or 
“analog” recording techniques. To use 
a very coarse measure for comparison: 
whereas a typical book might weigh 12 
ounces and contain 80,000 words, the 

Digital permanence 
not only considers 
data integrity, 
but also targets 
guarantees of 
relevance and 
accessibility.
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glyphs that modern people could not 
decipher until the Rosetta Stone de-
cree was discovered).

Permanence has become a very real 
problem as storage techniques and me-
dia churn rapidly. While you can rely on 
a medium such as stone or parchment 
for a historically demonstrated value 
of permanence, the impermanence of 
modern media such as magnetic tape, 
CD-ROMs, and flash memory has been 
a surprise. The evolution of paper pro-
duction in the mid-19th century perhaps 
foreshadowed this trend. As demand 
for mass-printed material increased, 
printers shifted from rag-based paper 
to more quickly and cheaply produced 
lignin-rich wood-pulp paper. As a result, 
archivists and comic-book collectors 
were surprised and disappointed by the 
fragility of the cheaper medium. 

If paper was a disappointment, at 
least its permanence faced no challeng-
es beyond the durability of the medium 
itself: reading a page requires only the 
sense of sight, which has not changed 
much since the earliest written records 
were made. Digital media has intro-
duced new concerns: you cannot direct-
ly sense the information on, for exam-
ple, a flash-memory module; you need 
specialized equipment to interpret the 
impressions left on digital storage me-
dia, and this equipment must be avail-
able and able to provide an interface 
relevant to current information-pro-
cessing systems. In short, having well-
preserved magnetic tape isn’t enough: 
you need a functioning tape drive, and 
you must be able to interface the tape 
drive with your computing system.

In addition to being less perma-
nence-resilient than older, nonelec-
tronic (hereafter, analog) storage me-
dia, digitally stored data is subject to 
yet another pressure: the increasing 
demands for precision in this data-
driven world demands unerring reli-
ability. While a measure of 10 acres 
or three pounds would have been ac-
cepted with some understood or even 
expected margin of error in the past, 
today’s expectations are increasingly 
precise: 13 ounces or 310 Euros must 
mean exactly that. The world demands 
both a growing amount of relevant and 
necessary data and better “quality” or 
precision of that data. 

Not coincidentally, these demands 
align with the shift from analog values 

and media to their digital counterparts: 
a drawn line may be perceived as cross-
ing the Y axis at “just around” 10, but a 
recorded digital metric is either 10 or it 
is not. When using a slide rule, precision 
is tied to the perception and visual acu-
ity of the operator, whereas an electron-
ic calculator displays a precise, viewer-
agnostic value out to many digits of 
precision. Modern society also expects 
immediate results: queries should be 
answered in real time and transactions 
should complete almost immediately, 
so that dependent actions can proceed.

The overall effect of this set of forc-
es is simply summarized: we need to 
store ever more information (greater 
breadth), of higher precision or resolu-
tion (greater depth), while maintain-
ing or decreasing the latency of access 
(greater throughput). The increased 
relevance of the information (greater 
impact) on lives demands higher fidel-
ity from storage techniques (greater re-
liability). We need digital permanence.

Categorizing Failure Modes
Any number of triggers can introduce 
failure modes of storage techniques 
and media, but there are some broad 
categories of failure to help identify the 
most likely vulnerabilities and effective 
means of mitigation:

 • Latent failure incurred by the pas-
sage of time—Staleness of media, bitrot.

 • Failure introduced by force majeure 
events—Typically site disasters such as 
earthquake, fire, flood, electromagnet-
ic pulse, or asteroid impact.

 • Failures caused by malevolence or 
ignorance—Most often, exploitations 
of process deficiencies.

 • Failures caused by usage in unan-
ticipated operation sequence or vol-
ume—Usually planning deficiencies.

 • Failures resulting from flaws in 
systems or their components—Bugs 
and a lack of isolation or a means to 
contain their effects.

Failures also have distinct timelines 
or life cycles:

 • Big bang—Significant amounts of 
data are affected at once. An event or 
atomic operation causes systemic harm.

 • Slow and steady—Corruption or 
loss trickles into a data store at a rate 
that is probably on the same order of 
magnitude as normal access, perhaps 
as a side effect of normal operations.

The scope of a failure can also be 
classified:

 • Widespread—Large, broad 
swaths of data are affected, seemingly 
without regard for discriminators 
within the data.

 • Narrow and directed—Specific 
subsets of the stored data store are 
affected, presumably with some dis-
cernable pattern that a domain expert 
would recognize.

A given failure will have at least one 
value for each of these three aspects—
category, timeline, and scope—so the 
potential failures can be visualized as a 
matrix, shown in Table 1.

According to this matrix, a compre-
hensive view of risk should take up to 
20 (5*2*2) different failure modes into 
account. An effective plan for gauging 
and ensuring digital permanence with-
in this system must include either a 
means to mitigate each of these possi-
ble failure modes, or acknowledgment 
of unaddressed risks. The likelihood 
and impact of each failure must also be 
quantified in some way. No matter how 
comprehensively (or superficially) you 
plan on handling a given failure, you 
should recognize what it is and how 
much it may cost you. This analysis will 
help prioritize your budget for ensur-
ing digital permanence and disaster-
recovery planning.

Mitigating Risks to 
Digital Permanence
These failure modes are as similar as 
chocolate and concrete (apples and or-

Table 1. Failure categorization matrix.

Category Timeline Scope

Introduced over/by time

Big bang WidespreadForce majeure

Malevolence or ignorance

Unanticipated usage
Slow and steady Narrow and directed

Defects
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mentations will be defined for and by 
the system under scrutiny.

The examples in Table 2 are not 
meant to be exhaustive; rather, they 
provide a sufficiently large example 
to illustrate the recommended meth-
odology. Column 1 identifies a set of 
failure modes, and column 2 provides 
mitigations for each failure mode. The 
numerals in column 2 identify overlap 
in the pool of processes and mecha-
nisms so that you can optimize the 
ROI for each technique used. The goal 
is to obtain the most coverage for the 
smallest investment.

To make the best use of this table, 
you need to be able to weigh the differ-
ent failures and mitigations so you can 
prioritize solutions. Table 3 rates the 
impact of each failure mode. 

Table 4 shows the relative cost of 
fully implementing each proposed 
mitigation technique. 

Now that you understand the op-
tions, their relative costs, and their 
relative values, you can optimize to find 
the best coverage per cost. The final set 
of mitigation techniques is optimized 
with the following parameters:

 • All failure modes with an impact 
other than low must be addressed, but 
you should provide mitigation tech-
niques for all failure modes if there is 
no additional cost.

 •  The lowest-cost option to mitigate 
a given failure mode is preferred.

 • A mitigation technique, once im-
plemented, is applicable to all failure 
modes for which it is effective.

 • Implement as few mitigation tech-
niques as possible in order to minimize 
the operational complexity of the system.

Table 5 combines the data from ta-
bles 2, 3, and 4. The data in Table 5 can 
be sliced to reveal both the mitigations 
that provide the broadest coverage and 
the lowest-cost mitigation for each fail-
ure. Note that column [e] is considered 
optional because failure modes of this 
category typically have relatively low 
impact. It’s a welcome bonus if you can 
cover column [e] by piggybacking on 
mitigations already being implemented 
for other failure modes.

Broad coverage. Consider a com-
plete data integrity plan to include any 
set of rows (mitigations) from Table 5 
that together provide a value in every 
column (failure modes). For example, 
by implementing mitigations in rows 

anges actually do have a lot in common). 
It follows that appropriate mitigations 
are also wide ranging. While keeping a 
full offline data-store copy is a reason-
able failsafe for a big bang (for example, 
widespread loss caused by an asteroid 
slamming into a datacenter), this tactic 
isn’t ideal for guarding against user er-
ror that deletes one account’s transac-
tions for the past business day. Your 
response to this diversity of risks might 
be to diversify your platforms, avoiding 
failure caused by a vulnerability spe-
cific to one platform. Defense via plat-
form diversity has its appeal but also its 
drawbacks—stitching together myriad 
and diverse media, transfer rates, and 
vendor support levels can become an 
overwhelming task in itself, leaving lit-
tle time for your day job. 

The complexity of this problem 
space calls for a well-reasoned strat-
egy for achieving digital permanence 
in a given system. This section exam-
ines methods for codifying coverage of 
two different aspects of digital perma-
nence in a system, broadly categorized 
as data integrity and accessibility.

Preserving data integrity. The data 
integrity goal is fairly easily stated: If 
you store some value V in a system, in-
dexed or identified as K, you expect to 
be able to call up K at some later time 
and be certain that the value retrieved 
is, in fact, V. The inherent problem 
here is one of trustworthiness: the sys-
tem should be relied upon to do its 
job. If the retrieved value was in fact 
V2 ≠ V, how would you know? If your 
application is expected to constantly 
checksum and verify the storage lay-
er’s operations, you are experiencing a 
major abstraction leak and are almost 
certainly on your way to writing a spec-
tacular God class.

A better strategy is to implement a 
set of guarantees and checks outside 
of any client application—operations 
that are conceptually part of the stor-
age system(s). These operations aim 
to detect and recover from the failures 
that a storage system may encounter, 
independent of any current or future 
client system. Table 1 discusses fail-
ure modes and means to address them 
somewhat generically; specific imple-

Table 2. Example set of failures and their mitigations.

Failure mode Means to mitigate

a. Force majeure x big bang x widespread 1 Standby failover serving site
2. Remote data store mirror

b.  Introduced over/by time x slow  
and steady x narrow and directed

3.  Parameterized snapshot restore and  
manual adjustments

c.  Introduced over/by time x big bang x 
widespread

4. Re-create data store from log replay

d.  Defects x slow and steady x narrow  
and directed

3.  Parameterized snapshot restore  
and manual adjustments

e.  Force majeure x big bang x narrow  
and directed

1. Standby failover storage site
2. Remote data store mirror
3.  Parameterized snapshot restore  

and manual adjustments
4. Re-create data store from log replay

f.  Malevolence or ignorance x big bang x 
widespread

4.   Re-create data store from  
log replay

Table 3. Impact of each failure mode.

Failure mode Impact

a. Force majeure x big bang x widespread Catastrophic

b. Introduced over/by time x slow and steady x narrow and directed Medium

c. Introduced over/by time x big bang x widespread Catastrophic

d. Defects x slow and steady x narrow and directed Medium

e. Force majeure x big bang x narrow and directed Low

f. Malevolence or ignorance x big bang x widespread Catastrophic



MAY 2019  |   VOL.  62  |   NO.  5  |   COMMUNICATIONS OF THE ACM     41

practice

[2], [3], and [4], you can achieve com-
plete coverage because each failure 
mode (column) is addressed. 

Lowest-cost mitigation. In addition 
to coverage, you should consider the 
total cost of a set of mitigations. For 
example, the relative costs of rows [1] 
and [2] might lead you to exclude row 
[1], as it has a higher cost and provides 
no additional coverage. If you were op-
timizing to mitigate failure mode [e], 
you would choose [3], the lowest-cost 
applicable mitigation technique.

This exercise does not take into ac-
count the likelihood of given failure 
modes. This factor is highly variable 
based on the specific failure of a given 
category: for example, “Asteroid Im-
pact” as an instance of failure mode 
[a] or “Bad Software Release” as an in-
stance of [d]. The specific failures that 
a system may experience and their like-
lihood are dependent on the details 
of the system being evaluated. When 
planning data integrity for a given sys-
tem, prioritizing relevant work, and 
allocating resources, the individual 
failures in each category and their like-
lihood of occurrence should be enu-
merated and averaged or summed to 
account for the likelihood of failure.

Now that a framework has been es-
tablished for preserving the integrity 
of data stores, let’s turn to a second as-
pect of digital permanence, called rel-
evance or accessibility.

Maintaining accessibility. No mat-
ter how securely you have locked away 
hermetically sealed copies of your in-
formation, placing every conceivable 
safeguard in place, there are two sur-
prisingly common snafus that cause 
the best-laid plans to go awry: 

 • You can no longer read the data in 
its preserved form.

 • Restoring the data is too expensive 
to be feasible.

The first issue, one of obsolescence, 
is well illustrated by an example al-
ready given: the ancient Egyptians 
placed great importance on the fidelity 
of religious texts and recorded them 
in stone—the most permanent infor-
mation storage available. They failed 
to anticipate that their chosen encod-
ing scheme—hieroglyphs—would be 
obsolete by the fourth century C.E. As 
a result, their information, although 
preserved with high integrity, would 
be as good as gone for millennia, inde-

cipherable until a translation function 
in the form of the Rosetta Stone was 
recognized in 1799. Closer to home, 
consider the family photos stored on 
several Zip disks along with a spare 
Zip drive and EISA (Extended Industry 
Standard Architecture) card in a fire-
proof box. While this was a seemingly 
thorough archive strategy in 1995, 
it wasn’t thorough enough to make 
those photos readily accessible using 
2018 technology. 

You can most simply keep all means 
of access for all of your data relevant 
through exercise: employ full end-to-
end tests or rotate the live or shadow 
service through different data stores 
to validate them. Do it often enough to 
provide time to address a deprecated 
storage medium or strained network 
route before they become totally inac-
cessible or useless.

The second issue that affects ac-
cessibility is one of scale. Somewhat 

obviously, the more information you 
have to process in a given operation, 
the more resources the processing will 
take. While transactions are written 
one at a time, perhaps resulting in a 
few kilobytes of information per stor-
age operation, restoring a snapshot of 
data accumulated over months could 
result in a single storage “operation” 
from the storage user’s point of view—
a restore that must process terabytes or 
petabytes of information. 

That doesn’t come cheap. At trans-
fer rates of common buses such as USB 
3.0, the theoretical minimum transfer 
time for a petabyte of data is close to 
56 hours. If you are restoring your cus-
tomer-facing online service’s data, you 
are not likely to have the luxury of more 
than two days of unavailability. 

At some point, you will have to ex-
ploit the classic trade-off of space vs. 
time, designing parallelism into your 
data integrity processes to make sure 

Table 4. Cost of each mitigation.

Means to mitigate Cost

1. Standby failover serving site High

2. Remote data store mirror Medium

3. Parameterized snapshot restore and manual adjustments Low

4. Re-create data store from log replay Medium

Table 5. Cost vs. coverage of mitigation techniques.
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tween alternate sites, consider actually 
switching among alternate sites regu-
larly, rather than viewing one site as 
primary and others as failover or back-
up sites. Running log recovery against 
test accounts or regularly selected sets 
of accounts will either assure you that 
log replay is currently a trustworthy op-
eration or point out its shortcomings 
so you can fix any problems or at least 
know not to rely on this strategy in the 
event of a failure.

Making It Last and Keeping It True
Every era has introduced new societal 
challenges when developing and deal-
ing with technological advances. In the 
Industrial Age, machining methods 
evolved to produce more, better, and 
previously undreamt of machines and 
tools. Today’s Information Age is creat-
ing new uses for and new ways to stew-
ard the data that the world depends on. 
The world is moving away from famil-
iar, physical artifacts to new means of 
representation that are closer to infor-
mation in its essence. 

Since we can no longer rely on the 
nature of a medium to bestow perma-
nence, we must devise mechanisms 
that are as fluid and agile as the media 
to which we are entrusting our infor-
mation and ever increasing aspects of 
our lives. We need processes to ensure 
both the integrity and accessibility of 
knowledge in order to guarantee that 
history will be known and true. 
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that the information remains acces-
sible and relevant within acceptable 
time thresholds. While you may not 
be able to escape the worst-case sce-
nario of needing to transfer that pet-
abyte, you could perform that trans-
fer with 100 concurrent workers, 
reducing the 56 hours to less than an 
hour of wall time, saving your users 
and your business.

Of course, this strategy is easier said 
than provisioned. Ultimately, you need 
to examine the total cost of recovery vs. 
cost to your business to find the sweet 
spot. It’s a good idea to model a range 
of scenarios to guide you in determin-
ing the resources to devote to data in-
tegrity operations. This process is well 
modeled in a spreadsheet. To return 
to the previous example: at one end 
of the spectrum you model the cost of 
100 provisioned workers plus the to-
tal cost to the business of a one-hour 
outage; the other end of the spectrum 
includes the relatively low cost of one 
provisioned worker plus the presum-
ably high cost to the business of a 56-
hour outage. You should include in-
termediate points such as 10 workers 
and an outage of close to six hours in 
the analysis to help find the optimal 
parameters of your provisioning, com-
munications plans, and playbooks.

Defense in depth. “When it rains 
it pours,” “Trouble comes in threes,” 
“Le disgrazie non vengono mai sole;” 
there’s no shortage of idioms that warn 
against taking a breather from threats 
to digital permanence. These threats 
never go away. There are myriad ways 
for this pessimistic prediction to mani-
fest. Multiple failures in the failsafe are 
a common and especially capricious 
twist of fate: just as you breathe a sigh of 
relief in the middle of a disaster recov-
ery because you have diligently backed 
up your data to tape, the tape breaks 
in the drive. Or you might experience 
a perfect storm of failures: a network 
outage causes intermittent timeouts 
of write operations for users accessing 
application servers in western Europe, 
while at the same time, the system that 
stores transaction logs goes offline 
when a blue heron flies into an open 
transformer panel at a datacenter. 

Roll your eyes and laugh now, but 
what can happen will happen, so 
your plans should employ the prin-
ciple of defense in depth to protect 

your systems from compound or 
overlapping failures. Remember that 
these points of failure don’t know 
about each other and are as likely to 
happen concurrently as they are to 
happen at different times.

Bitrot: The forces of decay and ne-
glect. Obsolescence of some critical 
function or component of a mitigation 
plan is the most common root cause of 
disaster-recovery failures. When you 
have worked hard to come up with a 
plan to address an unpleasant, annoy-
ing, or even painful issue, it’s natural 
and reasonable to want to put it out 
of your head and punt follow-up from 
your calendar. Unfortunately, it’s dan-
gerous to do so. Any system in motion 
is changing and evolving, so it’s impor-
tant to respond with accordingly flex-
ible plans. If your plans don’t match 
the elasticity of the situations they are 
meant to deal with, the mismatch will 
lead to decreasing relevance of the 
plan as the system diverges ever further 
from its former state.

Bitrot can manifest in many ways: 
access-control lists expire, resource 
reservations become obsolete or un-
available, or playbooks are unfamiliar 
to new staff. There is one simply stated 
guideline to detect and counter bitrot: 
practice, practice, practice.

Practicing your recovery plans. A 
backup should not be taken for grant-
ed or viewed as an end goal: try restor-
ing from it; replay transaction logs pe-
riodically; failover between alternate 
sites. These are the operations that you 
should care about, so make sure that 
they still actually work as designed. 
Perform mitigation exercises with a 
frequency determined by the failures 
that they address. For example, failover 
between sites is used to mitigate big 
bang failures, and therefore should be 
performed on a noncontinuous basis, 
perhaps weekly or monthly. Log replay 
is used to recover from steady-state fail-
ures. Therefore, more frequent, con-
tinuous, or O(days) end-to-end tests of 
this operation are appropriate.

In addition to establishing how 
often to exercise data integrity opera-
tions to ensure your expected digital 
permanence, you need to define the 
proper scope of these test exercises. 
The closer your exercise is to a full end-
to-end operation, the greater your con-
fidence in it will be. For a failover be-
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FOR ALMO S T H AL F a century, ACID transactions 
(satisfying the properties of atomicity, consistency, 
isolation, and durability) have been the abstraction 
of choice for ensuring consistency in data-storage 
systems. The well-known atomicity property ensures 
that either all or none of a transaction’s writes take 

effect in the case of a failure; isolation 
prevents interference from concur-
rently running transactions; and dura-
bility ensures that writes made by com-
mitted transactions are not lost in the 
case of a failure.

While transactions work well within 
the scope of a single database product, 
transactions that span several differ-
ent data-storage products from distinct 
vendors have been problematic: many 
storage systems do not support them, 
and those that do often perform poorly. 
Today, large-scale applications are of-
ten implemented by combining several 
distinct data-storage technologies that 
are optimized for different access pat-
terns. Distributed transactions have 
failed to gain adoption in most such 
settings, and most large-scale applica-
tions instead rely on ad hoc, unreliable 
approaches for maintaining the con-
sistency of their data systems.

In recent years, however, there has 
been an increase in the use of event 

logs as a data-management mecha-
nism in large-scale applications. This 
trend includes the event-sourcing 
approach to data modeling, the use 
of change data capture systems, and 
the increasing popularity of log-based 
publish/subscribe systems such as 
Apache Kafka. Although many data-
bases use logs internally (for example, 
write-ahead logs or replication logs), 
this new generation of log-based sys-
tems is different: rather than using 
logs as an implementation detail, 
they raise them to the level of the ap-
plication-programming model.

Since this approach uses applica-
tion-defined events to solve problems 
that traditionally fall in the transac-
tion-processing domain, we name 
it OLEP (online event processing) to 
contrast with OLTP (online transac-
tion processing) and OLAP (online 
analytical processing). This article ex-
plains the reasons for the emergence 
of OLEP and shows how it allows ap-
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plications to guarantee strong con-
sistency properties across heteroge-
neous data systems, without resorting 
to atomic commit protocols or dis-
tributed locking. The architecture of 
OLEP systems allows them to achieve 
consistent high performance, fault 
tolerance, and scalability.

Application Architecture 
Today: Polyglot Persistence
Different data-storage systems are de-
signed for different access patterns, 
and there is no single one-size-fits-all 
storage technology that is able to serve 
all possible uses of data efficiently. Con-
sequently, many applications today use 
a combination of several different stor-
age technologies, an approach some-
times known as polyglot persistence. 

For example:
 • Full-text search. When users 

need to perform a keyword search 
on a dataset (for example, a product 
catalog), a full-text search index is 
required. Although some relational 
databases, such as PostgreSQL, in-
clude a basic full-text indexing fea-
ture, more advanced uses generally 
require a dedicated search server 
such as Elasticsearch. To improve 
the indexing or search result rank-
ing algorithms, the search engine’s 
indexes may need to be rebuilt from 
time to time.

 • Data warehousing. Most enter-
prises export operational data from 
their OLTP databases and load it into 
a data warehouse for business analyt-
ics. The storage layouts that perform 
well for such analytic workloads, 
such as column-oriented encoding, 
are very different from those of OLTP 
storage engines, necessitating the 
use of distinct systems.

 • Stream processing. Message bro-
kers allow an application to subscribe 
to a stream of events as they happen 
(for example, representing the actions 
of users on a website), and stream 
processors provide infrastructure for 
interpreting and reacting to those 
streams (for example, detecting pat-
terns of fraud or abuse).

 • Application-level caching. To 
improve the performance of read-
only requests, applications often 
maintain caches of frequently ac-
cessed objects (for example, in 
memcached). When the underlying 

data changes, applications employ 
custom logic to update the affected 
cache entries accordingly.

Note these storage systems are 
not fully independent of each other. 
Rather, it is common for one system 
to hold a copy or materialized view of 
data in another system. Thus, when 
data in one system is updated, it often 
needs to be updated in another, as il-
lustrated in Figure 1.

OLTP transactions are predefined 
and short. In the traditional view, as 
implemented by most relational da-
tabase products today, a transaction 
is an interactive session in which a 
client’s queries and data modifica-
tion commands are interleaved with 
arbitrary processing and business 
logic on the client. Moreover, there 
is no time limit for the duration of a 
transaction, since the session tradi-
tionally may have included human 
interaction.

However, reality today looks differ-
ent. Most OLTP database transactions 
are triggered by a user request made 
via HTTP to a Web application or Web 
service. In the vast majority of appli-
cations, the span of a transaction ex-
tends no longer than the handling of 
a single HTTP request. This means 
that by the time the service sends its 
response to the user, any transactions 
on the underlying databases have al-
ready been committed or aborted. 
In a user workflow that spans several 
HTTP requests (for example, adding 
an item to a cart, going to checkout, 
confirming the shipping address, en-
tering payment details, and giving a 
final confirmation), no one transac-
tion spans the entire user workflow; 
there are only short, noninteractive 
transactions to handle single steps of 
the workflow.

Moreover, an OLTP system gen-
erally executes a fairly small set of 
known transaction patterns. On this 
basis, some database systems encap-
sulate the business logic of transac-
tions as stored procedures that are 
registered ahead of time by the ap-
plication. To execute a transaction, a 
stored procedure is invoked with cer-
tain input parameters, and the pro-
cedure then runs to completion on a 
single execution thread without com-
municating with any nodes outside of 
the database.

The architecture 
of online event 
processing systems 
allows them to 
achieve consistent 
high performance, 
fault tolerance, and 
scalability. 
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 • Appending a single event to a log is 
atomic; thus, either both subscribers 
see an event, or neither does. If a sub-
scriber fails and recovers, it resumes 
processing any events that it has not 
processed previously. Thus, if an up-
date is written to the log, it will eventu-
ally be processed by all subscribers.

 • All subscribers of the log see its 
events in the same order. Thus, each of 
the storage systems will write records 
in the same serial order.

In this example, the log serializes 
writes only, but the application may 
read from the storage systems at any 
time. Since the log subscribers are 
asynchronous, reading the index may 
return a record that does not yet ex-
ist in the database, or vice versa; such 
transient inconsistencies are not a 
problem for many applications. For 
those applications that require it, 
reads can also be serialized through 
the log; an example of this is present-
ed later.

The log abstraction. There are sev-

Heterogeneous distributed trans-
actions are problematic. It is impor-
tant to distinguish between two types 
of distributed transactions:

 • Homogeneous distributed transac-
tions are those in which the participat-
ing nodes are all running the same da-
tabase software. For example, Google’s 
Cloud Spanner and VoltDB are recent 
database systems that support homo-
geneous distributed transactions.

 • Heterogeneous distributed trans-
actions span several different storage 
technologies by distinct vendors. For 
example, the X/Open XA (extended ar-
chitecture) standard defines a trans-
action model for performing 2PC 
(two-phase commit) across hetero-
geneous systems, and the JTA (Java 
Transaction API) makes XA available 
to Java applications.

While some homogeneous trans-
action implementations have proved 
successful, heterogeneous transac-
tions continue to be problematic. By 
their nature, they can only rely on a 
lowest common denominator of par-
ticipating systems. For example, XA 
transactions block execution if the 
application process fails during the 
prepare phase; moreover, XA pro-
vides no deadlock detection and no 
support for optimistic concurrency-
control schemes.3

Many of the systems listed here, 
such as search indexes, do not support 
XA or any other heterogeneous transac-
tion model. Thus, ensuring the atomi-
city of writes across different storage 
technologies remains a challenging 
problem for applications.

Building Upon Event Logs
Figure 1 shows an example of poly-
glot persistence: an application that 
needs to maintain records in two 
separate storage systems such as an 
OLTP database (for example, an RD-
BMS) and a full-text search server. If 
heterogeneous distributed transac-
tions are available, the system can 
ensure atomicity of writes across the 
two systems. Most search servers do 
not support distributed transactions, 
however, leaving the system vulnera-
ble to these potential inconsistencies:

 • Non-atomic writes. If a failure oc-
curs, a record may be written to one of 
the systems but not the other, leaving 
them inconsistent with each other.

 • Different order of writes. If there are 
two concurrent update requests A and 
B for the same record, one system may 
process them in the order A, B while 
the other system processes them in 
the order B, A. Thus, the systems may 
disagree on which write was the latest, 
leaving them inconsistent.

Figure 2 presents a simple solution 
to these problems: when the applica-
tion wants to update a record, rather 
than performing direct writes to the 
two storage systems, it appends an up-
date event to a log. The database and 
the search index each subscribe to this 
log and write updates to their storage 
in the order they appear in the log.4 
By sequencing updates through a log, 
the database and the search index ap-
ply the same set of writes in the same 
order, keeping them consistent with 
each other. In effect, the database and 
the search index are materialized views 
onto the sequence of events in the log. 
This approach solves both of the afore-
mentioned problems as follows:

Figure 1. Record written to a database and to search index.
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eral log implementations that can 
serve this role, including Apache Kaf-
ka, CORFU (from Microsoft Research), 
Apache Pulsar, and Facebook’s LogDe-
vice. The required log abstraction has 
the following properties:

 • Durable. The log is written to disk 
and replicated to several nodes, ensur-
ing that no events are lost in a failure.

 • Append-only. New events can be 
added to the log only by appending 
them at the end. Besides appending, 
the log may allow old events to be dis-
carded (for example, by truncating log 
segments older than some retention 
period or by performing key-based log 
compaction).

 • Sequential reads. All subscribers 
of the log see the same events in the 
same order. Each event is assigned a 
monotonically increasing LSN (log se-
quence number). A subscriber reads 
the log by starting from a specified 
LSN and then receiving all subse-
quent events in log order.

 • Fault-tolerant. The log remains 
highly available for reads and writes in 
the presence of failures.

 • Partitioned. An individual log may 
have a maximum throughput it can 
support (for example, the throughput 
of a single network interface or a sin-
gle disk). The system can be assumed 
to scale linearly, however, by having 

many partitions—that is, many inde-
pendent logs that can be distributed 
across many machines—and to have 
no ordering guarantee across differ-
ent log partitions. Multiple logical logs 
may be multiplexed into a single physi-
cal log partition.

The following assumptions are 
made about subscribers of a log:

 • A subscriber may maintain state (for 
example, a database) that is read and 
updated based on the events in the log, 
and that survives crashes. Moreover, a 
subscriber may append further events to 
any log (including its own input).

 • A subscriber periodically check-
points the latest LSN it has processed 
to stable storage. When a subscriber 
crashes, upon recovery it resumes pro-
cessing from the latest checkpointed 
LSN. Thus, a subscriber may process 
some events twice (those processed 
between the last checkpoint and the 
crash), but it never skips any events. 
Events in the log are processed at least 
once by each subscriber.

 • The events in a single log partition 
are processed sequentially on a sin-
gle thread, using deterministic logic. 
Thus, if a subscriber crashes and re-
starts, it may append duplicate events 
to other logs.

These assumptions are satisfied by 
existing log-based stream-processing 

frameworks such as Apache Kafka 
Streams and Apache Samza. Updating 
state deterministically based on an 
ordered log corresponds to the clas-
sic state machine replication principle.5 
Since it is possible for an event to be 
processed more than once when re-
covering from a failure, state updates 
must also be idempotent.

Aside: Exactly-once semantics. 
Some log-based stream processors 
such as Apache Flink support so-called 
exactly-once semantics, which means 
that even though an event may be pro-
cessed more than once, the effect of 
the processing will be the same as if it 
had been processed exactly once. This 
behavior is implemented by manag-
ing side effects within the processing 
framework and atomically commit-
ting these side effects together with the 
checkpoint that marks a section of the 
log as processed.

When a log consumer writes to exter-
nal storage systems, however, as in Fig-
ure 2, exactly-once semantics cannot be 
ensured, since doing so would require 
a heterogeneous atomic commit proto-
col across the stream processor and the 
storage system, which is not available 
on many storage systems, such as full-
text search indexes. Thus, frameworks 
with exactly-once semantics still exhib-
it at-least-once processing when inter-
acting with external storage and rely on 
idempotence to eliminate the effects of 
duplicate processing.

Atomicity and enforcing con-
straints. A classic example where at-
omicity is required is in a banking/
payments system, where a transfer of 
funds from one account to another ac-
count must happen atomically, even 
if the two accounts are stored on dif-
ferent nodes. Moreover, such a system 
typically needs to maintain consisten-
cy properties or invariants (for exam-
ple, an account cannot be overdrawn 
by more than some set limit). Figure 
3 shows how such a payments appli-
cation can be implemented using the 
OLEP approach instead of distributed 
transactions. Arrows with solid heads 
denote appending an event to a log, 
while arrows with hollow heads denote 
subscribing to the events in a log. It 
works as follows:

1. When a user wishes to transfer 
funds from a source account to a desti-
nation account, he or she first appends 

Figure 3. Flow of events in a financial payments system.

Request
Handler

Payment
Executor

Payment
Request

Payment
Request

Outgoing Payment

Source 
Account Log

Incoming Fees
Incoming
Payment

Fees Account Log

Destination
Account Log

Source
Account

State



MAY 2019  |   VOL.  62  |   NO.  5  |   COMMUNICATIONS OF THE ACM     47

practice

before the crash. Since the executor 
is deterministic, upon recovery it will 
make the same decisions to approve or 
decline requests, and thus potentially 
append duplicate payment events to 
the source, destination, and fees logs. 
Based on the ID in the events, however, 
it is easy for downstream processes to 
detect and ignore such duplicates.

Multipartition processing. In this 
payment example, each account has a 
separate log and thus may be stored on 
a different node. Moreover, each pay-
ment executor only needs to subscribe 
to events from a single account, and 
different executors handle different ac-
counts. These factors allow the system 
to scale linearly to an arbitrary number 
of accounts.

In this example, the decision of 
whether to allow the payment request 
is conditional only on the balance of 
the source account; you can assume 
that the payment into the destination 
account always succeeds, since its bal-
ance can only increase. For this rea-
son, the payment executor needs to se-
rialize the payment request only with 
respect to other events in the source 
account. If other log partitions need 
to contribute to the decision, the ap-
proval of the payment request can be 
performed as a multistage process in 
which each stage serializes the request 
with respect to a particular log.

Splitting a “transaction” into a mul-
tistage pipeline of stream processors 
allows each stage to make progress 
based only on local data; it ensures that 
one partition is never blocked waiting 
for communication or coordination 
with another partition. Unlike mul-
tipartition transactions, which often 
impose a scalability bottleneck in dis-
tributed transaction implementations, 
this pipelined design allows OLEP sys-
tems to scale linearly.

Advantages of event processing. 
Besides this scalability advantage, de-
veloping applications in an OLEP style 
has several further advantages:

 • Since every log can support many 
independent subscribers, it is easy to 
create new derived views or services 
based on an event log. For example, 
in the payment scenario of Figure 3, 
a new account log subscriber could 
send a push notification to a custom-
er’s smartphone if a certain spending 
limit on the customer’s credit card is 

a payment request event to the log of the 
source account. This event merely in-
dicates the intention to transfer funds; 
it does not imply that the transfer has 
been successful. The event carries a 
unique ID to identify the request.

2. A single-threaded payment execu-
tor process subscribes to the source-
account log. It maintains a database 
containing transactions on the source 
account and the current balance. 
This process deterministically checks 
whether the payment request should 
be allowed, based on the current bal-
ance and perhaps other factors. This 
log consumer is very similar to the ex-
ecution of a stored procedure.

3. If the executor decides to grant 
the payment request, it writes that 
fact to its local database and appends 
events to several different logs: as 
a minimum, an outgoing payment 
event to the source account log and 
an incoming payment event to the log 
for the destination account. If a fee is 
due for this payment (for example, be-
cause of an overdrawn account or cur-
rency conversion), an additional out-
going payment event for the fees may 
be appended to the source-account 
log, and a corresponding incoming 
payment event may be appended to 
the log of a fees account. The origi-
nal event ID is included in all of these 
generated events so that their origin 
can be traced.

4. Since the executor subscribes to 
the source-account log, the outgoing 
payment event will be delivered back to 
the executor. It uses the unique event 
ID to determine that it has already pro-
cessed this payment and recorded it in 
its database.

5. The payment events on other ac-
counts, such as the incoming payment 
on the destination account, are simi-
larly processed by single-threaded ex-
ecutors, with a separate executor per 
account. The event processing is made 
idempotent by suppressing duplicates 
based on the original event ID.

6. The server handling the user’s re-
quest may also subscribe to the source-
account log and thus be notified when 
the payment request has been pro-
cessed. This status information can be 
returned to the user.

If the payment executor crashes and 
restarts, it may reprocess some payment 
requests that were partially processed 

Heterogeneous 
transactions 
continue to be 
problematic.  
By their very nature, 
they can only  
rely on a lowest 
common 
denominator 
of participating 
systems.  
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reached. A new search index or view 
over an existing dataset can be built 
simply by consuming the event log 
from beginning to end.3

 • If an application bug causes bad 
events to be appended to a log, it is 
fairly easy to recover: subscribers can 
be programmed to ignore the incor-
rect events, and any views derived 
from the events can be recomputed. 
In contrast, in a database that sup-
ports arbitrary insertions, updates, 
and deletes, it is much harder to re-
cover from incorrect writes, poten-
tially requiring the database to be re-
stored from a backup.

 • Similarly, debugging is much 
easier with an append-only log than a 
mutable database, because events can 
be replayed in order to diagnose what 
happened in a particular situation.

 • For data-modeling purposes, an 
append-only event log is increasingly 
preferred over freeform database mu-
tations; this approach is known in the 
domain-driven design community as 
event sourcing.2 The rationale is that 
events capture state transitions and 
business processes more accurately 
than insert/update/delete operations 
on tables, and those state updates 
are better described as side effects re-
sulting from processing an event. For 
example, the event “student cancelled 
course enrollment” clearly expresses 
intent, whereas the side effects “one 
row was deleted from the enrollments 
table” and “one cancellation reason 
was added to the student feedback ta-
ble” are much less clear.

 • From a data analysis point of view, 
an event log is more valuable than the 
state in a database. For example, in an 
e-commerce setting, it is valuable for 
business analysts to see not only the 
final state of the cart at checkout, but 
also the full sequence of items added 
to and removed from the cart, since 
the removed items carry information, 
too (for example, one product is a sub-
stitute for another, or the customer 
may return to buy a certain item on a 
later occasion).

 • With a distributed transaction, 
if any one of the participating nodes 
is unavailable, the whole transaction 
must abort, so failures are amplified. In 
contrast, if a log has multiple subscrib-
ers, they make progress independently 
from each other: if one subscriber fails, 

that does not impede the operation of 
the publisher or other subscribers, so 
faults are contained.

Disadvantages of the OLEP ap-
proach. In the previous examples, log 
consumers update the state in data 
stores (the database and search index 
in Figure 2; the account balances and 
account statements in Figure 3). While 
the OLEP approach ensures every event 
in the log will eventually be processed 
by every consumer, even in the face of 
crashes, there is no upper bound on 
the time until an event is processed.

This means if a client reads from 
two different data stores that are up-
dated by two different consumers or 
log partitions, then the values read by 
the client may be inconsistent with 
each other. For example, reading the 
source and destination accounts of 
a payment may return the source ac-
count after the payment has been pro-
cessed, but the destination account 
before it has been processed. Thus, 
even though the accounts will even-
tually converge toward a consistent 
state, they may be inconsistent when 
read at one particular point in time.

Note that in an ACID context, 
preventing this anomaly falls un-
der the heading of isolation, not 
atomicity; a system with atomicity 
alone does not guarantee that two 
accounts will be read in a consis-
tent state. A database transaction 
running at “read committed” iso-
lation level—the default isolation 
level in many systems including 
PostgreSQL, Oracle DB, and SQL 
Server—may experience the same 
anomaly when reading from two ac-
counts.3 Preventing this anomaly 
requires a stronger isolation level: 
“repeatable read,” snapshot isola-
tion, or serializability.

At present, the OLEP approach 
does not provide isolation for read 
requests that are sent directly to data 
stores (rather than being serialized 
through the log). Hopefully, future 
research will enable stronger isola-
tion levels such as snapshot isolation 
across data stores that are updated 
from a log.

Case Study: The New York Times
The New York Times maintains all tex-
tual content published since the news-
paper’s founding in 1851 in a single log 

Debugging is much 
easier with an 
append-only log 
than a mutable 
database because 
events can be 
replayed in order 
to diagnose what 
happened in a 
particular situation.
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partition in Apache Kafka.6 Image files 
are stored in a separate system, but 
URLs and captions of images are also 
stored as log events.

Whenever a piece of content 
(known as an asset) is published or 
updated, an event is appended to 
this log. Several systems subscribe to 
this log: for example, the full text of 
each article is written to an indexing 
service for full-text search; various 
cached pages (for example, the list 
of articles with a particular tag, or all 
pieces by a particular author) need to 
be updated; and personalization sys-
tems notify readers who may be inter-
ested in a new article.

Each asset is given a unique identi-
fier, and an event may create or update 
an asset with a given ID. Moreover, an 
event may reference the identifiers 
of other assets—much like a normal-
ized schema in a relational database, 
where one record may reference the 
primary key of another record. For 
example, an image (with caption and 
other metadata) is an asset that may 
be referenced by one or more articles.

The order of events in the log satis-
fies two rules:

 • Whenever one asset references an-
other, the event that publishes the ref-
erenced asset appears in the log before 
the referencing asset.

 • When an asset is updated, the lat-
est version is the one published by the 
latest event in the log.

For example, an editor might pub-
lish an image and then update an ar-
ticle to reference the image. Every con-
sumer of the log then passes through 
three states in sequence:

1. The old version of the article (not 
referencing the image) exists.

2. The image also exists but is not 
yet referenced by any article.

3. The article and image both exist, 
with the article referencing the image.

Different log consumers will pass 
through these three states at different 
times but in the same order. The log or-
der ensures that no consumer is ever in 
a state where the article references an 
image that does not yet exist, ensuring 
referential integrity.

Moreover, whenever an image or 
caption is updated, all articles refer-
encing that image need to be updated 
in caches and search indexes. This 
can easily be achieved with a log con-

sumer that uses a database to keep 
track of references between articles 
and images. This consistency model 
lends itself very easily to a log, and 
it provides most of the benefits of 
distributed transactions without the 
performance costs.

Further details on the New York 
Times’s approach appear in a blog post.6

Conclusion
Support for distributed transac-
tions across heterogeneous storage 
technologies is either nonexistent 
or suffers from poor operational 
and performance characteristics. In 
contrast, OLEP is increasingly used 
to provide good performance and 
strong consistency guarantees in 
such settings.

In data systems it is very common 
for logs (for example, write-ahead 
logs) to be used as internal implemen-
tation details. The OLEP approach 
is different: it uses event logs, rather 
than transactions, as the primary ap-
plication programming model for data 
management. Traditional databases 
are still used, but their writes come 
from a log rather than directly from 
the application. This approach has 
been explored by several influential 
figures in industry, such as Jay Kreps,4 
Martin Fowler,2 and Greg Young un-
der names such as event sourcing and 
CQRS (Command/Query Responsibil-
ity Segregation).1,7

The use of OLEP is not simply 
pragmatism on the part of develop-
ers, but rather it offers a number of 
advantages. These include linear 
scalability; a means of effectively 
managing polyglot persistence; sup-
port for incremental development 
where new application features or 
storage technologies are added or re-
moved iteratively; excellent support 
for debugging via direct access to the 
event log; and improved availabil-
ity (because running nodes can con-
tinue to make progress when other 
nodes have failed).

Consequently, OLEP is expected to be 
increasingly used to provide strong con-
sistency in large-scale systems that use 
heterogeneous storage technologies.
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THERE IS  A  growing expectation, or at least a hope, 
that blockchains possess a disruptive potential in 
numerous domains because of their decentralized 
nature (that is, no single entity controls their 
operations). Decentralization comes with a price, 
however: blockchains do not scale—they are incapable 
of processing a large, or even moderate, number of 
transactions in a timely manner. For example, bitcoin 
processes three transactions per second. 

The root of the problem—and the limiting factor for 
blockchains—is a trustless peer-to-peer network 

model, in which information must be 
suboptimally propagated to—and val-
idated at—every hop in the network. 
Undoubtedly, cloud-delivery networks 
(for example, Akamai or YouTube), 
which resolved similar performance 
challenges in other domains (for ex-
ample, Web and video delivery), could 
help scale blockchains as well. The 
problem is that such large centralized 
infrastructures disturb the decentral-
ized nature of blockchains, hence 
eliminating their disruptive potential. 
The question is, can cloud-delivery 
networks be used to scale blockchains 
without upsetting their decentralized 
nature? The answer is positive, and 
the key to the solution lies in an ad-
vanced version of an existing concept: 
net neutrality. 

Blockchain and the cryptocurrency 
revolution initiated by bitcoin in 20088 
are thriving. The market capitalization 
of prominent cryptocurrencies, while 
highly volatile, continues to be mea-
sured in hundreds of billions of dol-
lars. A unique feature of blockchains 
is the lack of centralized adminis-
tration. They rely on third-party me-
diation, (that is, a global peer-to-peer 
network of participants who validate 
and certify all transactions). Given 
the purely distributed and decentral-
ized design of blockchains, many 
people believe that such systems have 
a disruptive potential in other areas 
beyond cryptocurrencies, including 
health care, government, manufactur-
ing, retail, insurance, the Internet of 
things, and the sharing economy. Nu-
merous high-tech companies, big and 
small, are closely watching the block-
chain space, analyzing how the new 
technology could affect their existing 
or future operations.

A major problem for blockchains 
is scalability. The blockchain system 
throughput is measured in the num-
ber of transactions per second (TPS) a 
system can support. Bitcoin’s current 
average throughput of three TPS com-
pares to 2,000TPS average throughput 
in Visa’s centralized system, 4,000TPS 
daily peak, and 56,000TPS maximum 
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capacity. Without scalability, crypto-
currency systems will hardly become 
mainstream, and blockchains are un-
likely to realize their disruptive poten-
tial in any other areas.

What Is a Blockchain?
A blockchain is a public distributed 
ledger that stores all past transactions 
and is fundamentally a type of database 
created and shared by multiple (tens of 
thousands) nodes connected in a peer-
to-peer network. To achieve consensus 
regarding the correct copy of the data-
base, certain rules about writing to the 
database must be imposed. Although 
the rules may vary, they generally in-
clude the following:

 • Transactions must be valid. A trans-
action, which typically passes some 
amount of cryptocurrency from one 
user to another, must contain digital 

signatures from the participants for 
authentication purposes. 

 • Transactions must be added in se-
quence. Transactions are not added 
to the ledger individually; rather, they 
are added in batches, known as blocks. 
For example, the bitcoin blockchain 
requires that each new block contain 
a solution of a hashing “puzzle” that is 
unique to the combination of the last 
block of transactions on the chain and 
the current block being added. 

 • Adding blocks to the blockchain is 
expensive and competitive. Parties who 
want to add blocks to the blockchain 
must invest either cryptocurrency or 
the computing power necessary to 
solve a cryptographic puzzle (for ex-
ample, the hashing puzzle required by 
bitcoin). Such a party is called a miner, 
and the process of adding new blocks 
to a blockchain is referred to as mining.

 • The longest blockchain available is 
the up-to-date version. When combined 
with the previous rules, this makes 
a blockchain very expensive to forge 
successfully. Even copying an existing 
blockchain and attempting to modify 
the last few blocks can quickly become 
prohibitively expensive. Once blocks get 
sufficient confirmations on the network, 
deleting or modifying a block becomes 
mathematically improbable. Effectively, 
transactions can only be added to the 
blockchain; they can never be deleted.

 • Independent verification is re-
quired. A node should be able to verify 
independently that all the previous 
rules have been complied with when 
it inspects a copy of the blockchain 
database. If each user can verify the 
blockchain independently, this al-
lows all users to come to a consensus 
about the correct blockchain. 



52    COMMUNICATIONS OF THE ACM    |   MAY 2019  |   VOL.  62  |   NO.  5

practice

chain throughput first. The system 
throughput depends directly on two 
parameters: the block size B (that is, 
the number of bytes that can contain 
transactions in each block), and the 
interblock time interval T (that is, the 
average time required for the system 
to mine a new block). In bitcoin, B = 1 
MB and T~ 600 seconds, which allows 
approximately three TPS. On-chain 
throughput can be improved through 
the following options: increase B to 
include more transactions; reduce T 
so that blocks are mined at a higher 
rate; or both. The problem is that 
these parameters cannot be arbitrari-
ly changed, as detailed later.

Obviously, it is the blockchain’s 
distributed nature that causes the 
problems. Indeed, if blocks and trans-
actions were to be instantly propa-
gated among nodes, immense blocks 
could be mined at a rapid pace, until 
the limitation of designated process-
ing units and flash storage arrays was 
reached.4 In reality, however, block-
chain nodes—tens of thousands 
of them or more—are distributed 
around the world. Hence, the network 
is the bottleneck. 

Nodes in a blockchain network com-
municate in a peer-to-peer fashion. 
This, unfortunately, works against the 
goal of high-throughput, low-latency 
communication in the following ways: 

 • The information is transmitted 
from one node to another; hence, it 
takes multiple hops for the informa-
tion to be propagated through the en-
tire network. Given that each node in 
the network is distrustful of every other 
node, the information being propagat-
ed must be independently validated at 
every hop. This typically involves a cryp-
tographic operation at each hop, which 
adds latency and hurts throughput. 

 • The performance variance of 
nodes in a blockchain network is high, 
which means that a single slow node 
on the critical path can inflate the 
propagation time. 

 • Finally, nodes in a peer-to-peer 
network are randomly formed; hence, 
they are not organized for optimal 
propagation. This means that data 
travels through suboptimal paths in 
the network. 

As a result, the average time need-
ed to propagate a 1MB block to 90% 
of the nodes in the bitcoin network 

 • Adding blocks to the blockchain is re-
warding. Because writing blocks to the 
blockchain is hard, not all nodes will 
participate in the process. Many users 
will create transactions but then just 
request that they be written to the net-
work, often offering a fee as an incen-
tive. In addition, miners are rewarded 
with the ability to distribute new cryp-
tocurrency to themselves whenever 
they win a round of the mining pro-
cess and get the chance to add a block 
to the blockchain. 

 • Forks can happen, but they are re-
solved via the longest blockchain rule. 
Reaching a consensus on the block-
chain is not immediate, and some-
times a fork (a different copy of the 
database) may arise in the blockchain, 
where different versions of the block-
chain’s public ledger coexist, and di-
verge after a common history. By se-

lecting the longest blockchain on the 
network, however, nodes work to re-
solve these forks. 

The Blockchain Scalability Problem
Before explaining the blockchain scal-
ability problem, let’s first see how it 
manifests in reality. Figures 1 and 2 
show the transaction backlogs for bit-
coin and ethereum, two leading cryp-
tocurrencies. You can see that tens of 
thousands of transactions are regularly 
waiting to be processed by a blockchain. 
To increase the likelihood of being se-
lected by miners and get “on-chain,” 
users increase the size of the fees they 
(voluntarily) include in their transac-
tions. As a result, fees are far from neg-
ligible, and they can grow considerably 
during times of high congestion. 

To understand where the bottle-
neck is, let’s compute the block-

Figure 1. Bitcoin transactions backlog. 
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is 11.6 seconds, which was the aver-
age propagation time observed in 
March, 2017.1 This is, unfortunately, 
just a part of the problem. It has been 
shown, both in theory7 and in prac-
tice,4,5 that increasing the block size 
B by a factor of X also increases the 
time required for a block to propagate 
by the same factor X. Similarly, de-
creasing the interblock interval T by 
a factor of X has exactly the same ef-
fect. This means that the block-prop-
agation time increases proportionally 
with each of these two parameters. 

For example, increasing the block 
size tenfold would increase the 
block-propagation times tenfold as 
well, making them longer than 100 
seconds. Likewise, increasing the 
block size by a factor of 100 would 
lead to block-propagation times lon-
ger than 1,000 seconds. Such a propa-
gation time exceeds the time between 
blocks, causing a fork every time a new 
block is mined. Indeed, in this sce-
nario, forks will not be resolved by 
the mining of the following block, 
and instead the blockchain will un-
ravel to forks, and forks-of-forks, and 
forks-of-forks-of-forks, until nodes 
and miners do not know which fork 
is the “true” chain—and the block-
chain breaks. This is the blockchain 
scalability problem caused by the 
networking bottleneck.

Cloud-Delivery Networks
Cloud-delivery networks were very 
successful in resolving performance 
problems on the Internet. Such net-
works distribute content via an im-

mense infrastructure that can consist 
of hundreds of thousands of servers 
worldwide (for example, Akamai). In 
addition, they perform extensive net-
work and server measurements and 
use them to redirect clients to nearby 
servers. This helps the Internet oper-
ate at the immense scale it does.6 As 
an example, YouTube alone has more 
than a billion users, and a whopping 
70% of North American Internet traf-
fic in peak evening hours comes from 
streaming video and audio sites such 
as Netflix and YouTube. This would 
not be possible without cloud-deliv-
ery networks.

This is in striking contrast to the 
state of affairs with blockchains. In-
deed, as explained earlier, propagat-
ing a 1MB block through a blockchain 
network is a time-consuming task, 
and increasing the block size much 
more could lead to unrecoverable 
problems. Yet cloud-delivery networks 
manage to send terabytes of data every 
second, and that is considered ordi-
nary. Can such networks be used to 
scale blockchains? 

Undoubtedly, cloud networks 
could improve the performance of 
blockchains. The issue is trust. In a 
blockchain ecosystem, a node does 
not trust its immediate peers, so 
how will it trust a cloud network, 
which is far more powerful than any 
individual node? Cloud-delivery net-
works are centralized systems that 
can censor transactions, blocks, or 
miners of a blockchain network. For 
example, the cloud-delivery network 
administrators may reject blocks 

that contain transactions among un-
authorized parties, or blocks mined 
by unauthorized miners, according 
to their own policies, business inter-
ests, or legal requirements.

Thus, the key question is whether 
it is possible to make cloud-delivery 
networks trustless, such that they 
can be used to scale blockchain net-
works, without the ability to exercise 
censorship and other powers previ-
ously mentioned here. This concept 
is called provable net neutrality. With-
out diving into formalism, this article 
outlines the key properties associated 
with this concept. 

First, the network should not be 
able to censor information based on 
the content of blocks. Second, the 
network should not be able to censor 
nodes. Third, nodes should be able to 
audit these properties continuously, 
and in case of network misbehavior, 
to abandon and replace the network. 
How do you enable such properties? 

A Provably Neutral Blockchain-
Distribution Network
Consider a cloud-distribution net-
work that aims to enable blockchain 
systems (not necessarily cryptocur-
rencies only) to scale to thousands 
of on-chain transactions per second. 
Moreover, it aims to provide scal-
ability to numerous cryptocurrencies 
and blockchains simultaneously, 
using a global infrastructure to sup-
port distributed blockchain systems 
in a provably neutral fashion. This is 
known as a BDN (blockchain distribu-
tion network). This section outlines 

Figure 3. Encrypted block.
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decoupling a BDN operator’s author-
ity from the BDN infrastructure. If a 
BDN ceases to deliver blocks com-
pletely, or delivers blocks only to a 
small subset of nodes, the blockchain 
nodes can abandon the BDN. 

Since nodes are constantly using 
test blocks to infer the best source 
from which to receive blocks, any 
node that BDN discriminates against 
will simply be receiving blocks from 
its peers. Thus, if BDN is maliciously 
discriminating against many or all 
peers, peers will simply form their 
own peer-to-peer network until a 
different system takes its place. Ad-
ditionally, if the discrimination is 
caused by a large-scale system failure, 
the peers will return to using BDN 
once the failure is resolved.

Performance
In essence, BDN deploys a broadcast 
primitive, meaning it enables efficient 
transmission of data from a single 
source node to all other nodes in a 
blockchain network. In contrast to 
a peer-to-peer network, where each 
blockchain node is connected to nu-
merous other nodes, often spread 
around the world, a blockchain node 
replaces this one-to-many communica-
tion with one-to-one communication. 
This is because a blockchain node con-
nects to a single BDN server. 

With large TPS rates, using a sin-
gle connection vs. many connections 
helps with scaling. Necessarily, block-
chain nodes still need to be connected 
in a peer-to-peer network to audit the 
BDN effectively. The bulk of the data, 
however, is transmitted to and from 
the BDN. Following are several ways in 
which BDN helps scale blockchains. 

Transactions caching. In a block-
chain system, such as bitcoin or ethe-
reum, each node receives transac-
tions twice: once as raw transactions 
when initially propagated through the 
network, and the second time when 
they are included in blocks. A BDN 
can effectively distribute transac-
tions through the cloud, index them, 
and then utilize indexes (instead of 
raw transactions) when transmitting 
blocks. This effectively compresses 
the block size by more than 100 times, 
given that the raw transaction is ap-
proximately 500 bytes long, while an 
index can be four bytes or less. 

the system’s trust model and then 
describes the key mechanisms neces-
sary to fulfill the neutrality properties. 

Reversed trust model. BDN’s trust 
model is based on two observations: 
first, long block-propagation times will 
not ever allow trustless peer-to-peer 
blockchains (for example, bitcoin), to 
scale substantially; second, small cen-
tralized systems scale very well by plac-
ing trust in a small subset of partici-
pants and passing them the control over 
the transactions included in the block-
chains (for example, Ripple and EOS). 

Such centralization, however, 
defeats the single most notable as-
pect of blockchains: the distribution 
and decentralization of control over 
transactions. Providing control over 
a blockchain’s transactions to a lim-
ited number of participants allows 
participants to collude, censor, and 
discriminate among users, nodes, 
and miners. A limited participant set 
also reduces the number of nodes a 
malicious actor has to compromise to 
control the system.

BDN addresses this trade-off by 
reversing the direction of trust in 
centralized systems. While central-
ized systems place trust in a subset of 
nodes to enable scalability, BDN en-
ables scalability by using a small set 
of servers that place trust in the entire 
network instead. The resulting system 
can enable scaling, yet nodes need not 
place any trust in the BDN. Instead, 
the BDN blindly serves the nodes, 
without knowledge of the blocks it 
propagates, their origin, or their des-
tination. Moreover, the nodes it serves 
constantly audit its behavior, and it is 
incapable of discriminating against 
individual nodes, blocks, and transac-
tions. While such a design places the 
BDN at a disadvantage compared with 
the nodes it serves, its robustness al-
lows it to withstand dishonest and 
malicious behavior.7

Provable network neutrality. In 
short, BDN can only propagate all 
blocks to all the blockchain nodes fair-
ly, and it is incapable of discrimination 
because of the auditing performed by 
the blockchain nodes, still connected 
in a peer-to-peer fashion.

Encrypted blocks. To prevent BDN 
from stopping the propagation of any 
block based on its content (see Figure 
3), blocks are propagated after being 

encrypted (step 1). BDN’s encryption 
also alters the block size, hiding the 
number of transactions and their total 
size. After the block has been propagat-
ed, the receiving peer nodes inform the 
sender by sending a hash of the block 
(step 2). Finally, a block’s encryption 
key is revealed and is propagated di-
rectly over the blockchain peer-to-peer 
network (step 3). The encryption key’s 
tiny size, only several bytes, allows it 
to quickly propagate directly over the 
peer-to-peer network, and BDN is pow-
erless to stop it.

Indirect replay. To ensure BDN is 
not preventing individual nodes from 
propagating their blocks, nodes do 
not have to propagate blocks directly 
to BDN (see Figure 4). In case a block 
is not propagated by BDN (step 1), the 
sending node will propagate it to a 
peer on the peer-to-peer network (step 
2), which will relay it to BDN (step 3), 
obscuring the block’s origin from 
BDN. For example, a node that mined 
a block in China could relay it to a 
node in Europe, which then sends the 
block via BDN. In addition to relaying 
blocks indirectly to BDN, nodes may 
request their peers to relay to them 
incoming blocks arriving from BDN. 
This ensures that BDN cannot dis-
criminate against nodes through late 
delivery of blocks since nodes are not 
required to interact directly with BDN 
in order to benefit from its service. 

Auditing via test blocks. While 
BDN is oblivious to which node origi-
nates each block, it may attempt to 
prevent or stall blocks arriving from 
some subset of nodes, affecting all 
the blocks they relay. In order to de-
tect and prevent such behavior, nodes 
must be capable of continuously 
monitoring BDN’s service. Such mon-
itoring is achieved by allowing nodes 
to send encrypted invalid blocks, test 
blocks, directly to BDN (Figure 5) and 
measuring the time required for peers 
to report the arrival of the test blocks. 
BDN is unable to employ discrimina-
tory policies over valid blocks alone 
and faithfully propagate test blocks, 
since the two are indistinguishable 
until their keys are published.

Thus, by using traffic encryption 
and indirect traffic relaying, and by 
explicitly auditing BDN, blockchain 
nodes are capable of restricting the 
BDN’s ability to misbehave, effectively 
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Transactions caching is an existing 
idea in the blockchain ecosystem, and 
it has been adopted by certain proj-
ects,3 but it has been deployed only 
by endpoints, not by the network. As a 
result, given that not all transactions 
in a pure blockchain system reach all 
endpoints,8 even a slight desynchroni-
zation can lead to significant increases 
in the block size (not all transactions 
are “compressed”); hence, the perfor-
mance suffers. In contrast, BDN ef-
fectively transmits and indexes block-
chain transactions.

Cut-through routing. In contrast 
to blockchain nodes, BDN cannot 
check the validity of blocks flowing 
through the network, because they 
are encrypted. This helps with swift 
transmission of blocks through the 
network. In particular, before a BDN 
node receives all bits of a block, the 
BDN can already start transmitting 
received bits of a block to the rest of 
the network. This is called cut-through 
routing, and it has been widely adopt-
ed in network switches for decades. 
Still, it can significantly speed up the 
data transmission, particularly when 
blocks are large.

Transactions incast problem. 
Transactions need to be broadcast in a 
blockchain network. In the absence of 
a BDN, at higher TPS rates this creates 
a so-called incast problem: the same 
transactions are received at a high 
rate from multiple sources. This can 
significantly affect a node’s resources 
and impact overall blockchain perfor-
mance. BDN eliminates this problem 
given that the bulk of data, including 
transactions, is propagated to and 
from a single BDN server. 

Related Blockchain 
Scaling Attempts
Alternative approaches to scaling 
blockchains are described here:

Off-chain scaling solutions. One al-
ternative approach (for example, the 
Lightning Network), which uses off-
chain transactions, aims to reduce 
some of the redundancy on the main 
blockchain. Generally speaking, an 
off-chain scaling solution will open up 
a payment channel between two par-
ties (that is, have the parties exchange 
funds while keeping track of interme-
diate balances) and then post a settle-
ment transaction on the blockchain. 

Such a solution is agnostic to BDN’s 
proposition. Indeed, an off-chain scal-
ing solution still fundamentally re-
quires on-chain capability. Also, the 
potential scaling benefits are multipli-
cative. If the underlying blockchain 
can support 1,000 times the number 
of transactions as before thanks to 
BDN, and if off-chain transactions 
increase the throughput by another 
factor of 1,000, then that blockchain’s 
throughput has increased by six or-
ders of magnitude.

On-chain scaling solutions. On-
chain scaling solutions typically in-
volve modifying the consensus pro-
tocol in some way to achieve higher 
throughput. One such approach, 
known as sharding, splits the block-
chain into several smaller shards, 
which are maintained and inter-
leaved such that the blockchain’s 
original security properties are pre-
served while requiring only a full 
node to track one shard instead of 
the full blockchain. Numerous other 
ideas exist in this space.2 While these 
approaches show potential, their ro-
bustness, security, and usability in 
practice remain to be seen. 

Still, all on-chain scaling solutions 
will perform strictly better with a 
faster network layer, and this is where 
BDN improves their performance. In-
deed, in every distributed consensus 
protocol, every protocol-compliant 
node must reach the same decision. 
Thus, every such peer must obtain 
information about each transaction 
in the system, independently from 
the consensus protocol. BDN focuses 
on this particular problem, which is 
fundamentally a broadcast problem, 
since every valid piece of information 
must be propagated to every peer in 
the system. BDN is thus agnostic to a 
native consensus protocol, and it is 
capable of boosting the performance, 
often dramatically, of any blockchain.

Conclusion
Provably neutral clouds are undoubt-
edly a viable solution to blockchain 
scaling. By optimizing the transport 
layer, not only can the throughput 
be fundamentally scaled up, but also 
the latency could be dramatically re-
duced. Indeed, the latency distribu-
tion in today’s data centers is already 
biased toward microsecond times-

cales for most of the flows, with mil-
lisecond timescales residing only at 
the tail of the distribution. There is 
no reason why a BDN point of pres-
ence would not be able to achieve a 
similar performance. 

Adding dedicated optical infra-
structure among such BDN points 
of presence would further alleviate 
throughput and reduce latency, creat-
ing the backbone of an advanced BDN. 
The key to this vision, however, lies in 
establishing trust by the blockchain 
ecosystem into the underlying net-
working infrastructure. This, in turn, is 
achieved by decoupling authority from 
infrastructure via a provably neutral 
network design.  
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DESPITE INCREASED KNOWLEDGE about gender (in)
equality,7,27,38 women in STEM disciplines are still 
portrayed in stereotypical ways in the popular media. 
We have reviewed academic research, along with 
mainstream media quotes and images for depictions 
of women in STEM and women in computing/IT. 
We found their personality and identity formation 
continues to be influenced by the personas and 
stereotypes associated with role images seen 
in the media. This, in turn, can affect women’s 
underrepresentation and career participation, as well 
as prospects for advancement in computing fields. 

The computer science Degree Hub15 in 2014 
published its list of the 30 most influential, living

computer scientists, weighing leader-
ship, applicability, awards, and recog-
nition as selection criteria. The list in-
cluded only one female, Sophie Wilson, 
a British computer scientist best known 
for designing the Acorn Micro-Com-
puter, the first computer sold by Acorn 
Computers Ltd. in 1978. A fellow elect-
ed to the prestigious Royal Society, Wil-
son is today the Director of IC Design 
at Broadcom Inc. in Cambridge, U.K., 
listed as number 30 of the 30 on the list. 

Several other observations are no-
table about the list. The other 29 are all 
male, with one from Mexico—Miguel 
de Icaza—and one from Japan—Yuki-
hiro Matsumoto. In general, 15 of the 
30 at the time worked in industry, at 
major tech organizations, including 
Dropbox, Facebook, Microsoft, Pay-
Pal, and Google. Others were academic 
scholars, along with several entrepre-
neurs. However, women tend to seek 
alternatives to traditional computing/
IT industry and academic careers by es-
tablishing IT-related or entrepreneur-
ial venues.38,40 Nonetheless, the fact re-
mains that with only one female on the 
list and one male from a traditionally 
underrepresented majority minority 
country does communicate as to who 
influences, controls, and ultimately is 
expected to participate in computing. 
Computing awards and recognitions 
often seem to derive from the well-
recognized relationship between mas-
culinity and technology, particularly in 
terms of what are considered technical 
skills and masculine identity.2,7 Such 
acknowledgments in the media often 
function as an unofficial recruitment 
policy, influencing academic and ca-
reer choices. 

Countering 
the Negative 
Image of 
Women in 
Computing 

DOI:10.1145/3319422 

A positive image would inspire the capable  
but underrepresented who might otherwise  
give up on computing. 

BY FAY COBB PAYTON AND ELENI BERKI 

 key insights
 ˽ The lack of sustained gender and ethnic 

participation persists in computing. 

 ˽ Media images produce mental  
models of who participates and  
what participation even looks like. 

 ˽ One common image is that men can 
be ordinary while women must be 
exceptional, and women of color  
must be better than exceptional. 
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2014, respectively. Computer science 
was termed a “low participation” field 
for these underrepresented minorities 
while Latina women’s completion of 
undergraduate computer science de-
grees in the U.S. was flat between 1995 
(1.75%) and 2014 (1.79%). For black 
women, these numbers were 5.10% 
and 2.61%, respectively. 

For 2012, the National Science 
Foundation reported 70% of all black 
computing degree earners were male, 
and 81% of Latino computer science 
degree earners were male. Within the 
tech workforce, 25% of all computing 
professionals were female, with only 
4% of them African American (3%) or 
Latina (1%). 

Similar numbers were reported by 
The Chartered Institute of the U.K. in 
its 2014 Women in IT Scorecard.10 Of the 
753,000 people working in the IT sec-
tor at the time, only 20% were women. 
In 2013, 11% of IT specialists were 
women. Women were much more like-
ly to hold technician/engineer-grade 
positions than men (34% vs. 20%, re-
spectively)10 and less likely to be work-
ing in “professional,” or primarily de-
velopment-related, occupations (46% 
vs. 57%). 

As early as the 1980s, barriers to 
work participation for women and un-
derrepresented minorities in science, 
along with the need for intervention 
programs and strategies for increasing 
participation, were being document-
ed;21 for example, an earlier (1978) ob-
servation by Austing et al.5 about the 
dearth of women and underrepresent-

ed minority computer science faculty 
were documented in Communications.5 
Yet, a comparison of 2014 statistics 
and facts29 reported a downward trend 
for participation by female and under-
represented groups in computing/IT 
careers despite the counternarratives 
of these statistics from the 1960s to the 
early 1980s. Abbate1 documented the 
history of computer science in 2012, 
noting that programming was seen as 
“women’s work” in the years following 
World War II. The media and enter-
tainment industries have taken note of 
women programmers’ achievements 
(in such movies as Ghostbusters, Hun-
ger Games, and even Star Trek) despite 
common stereotypes and other obsta-
cles that largely ignored black women 
in the narrative, until the 2016 release 
of Hidden Figures. Moreover, the image 
of the computer geek emerged in the 
1980s with depictions of “hackers” and 
“nerds” in the mass media, depicting 
these characteristics as masculine. 

Sociocultural Gender Barriers 
Stereotyping refers to the attributes 
the general public thinks character-
ize a particular group. Studies of sys-
temic stereotyping dimensions refer to 
traditional content of what people in 
a society think of others and try to re-
veal the systemic (holistic) reasons and 
mechanisms involved in stereotyping. 
Researchers, including Fiske et al.,14 
categorized four types of stereotypes 
and their systemic dimensions result-
ing from feature combinations of per-
ceived warmth and competence, as 
outlined in the figure here. 

Accordingly, social status14 predicts 
competence, and competition yields 
only modest warmth. Some stereo-
typed groups (such as the elderly) are 
depicted as being unable and useless, 
whereas others (such as Asians) are 
respected for their excessive, yet po-
tentially threatening, dedicated com-
petence. These pairings can also affect 
how women view themselves and how 
the broader culture perceives gender 
status and competence, as well as com-
puting skills and capabilities. 

Fiske et al.’s classification of status14 
is not without some qualification. Even 
Hofstede’s classification20 needs to 
be reconsidered and enriched33 to ac-
knowledge that stereotypes are distin-
guished by national and broader social 

Recent popular media attention 
has begun to focus on the lack of gen-
der and ethnic diversity in Silicon Val-
ley. The experience of women in these 
settings was documented by Mundy28 
and is available in the online appendix 
“Media Representations of Women in 
Computing Through Text and Images” 
(dl.acm.org/citation.cfm?doid=331942
2&picked=formats). 

Mundy28 pointed out that tech com-
panies have spent millions of dollars to 
recruit and improve the workplace en-
vironment and conditions only to find 
little has changed for women in tech, 
even today. Mundy28 reflected on wom-
en and ethnic minorities abandoning 
tech careers, misogynistic and “bro” 
culture, hostile workplace conditions, 
lack of access to leadership roles, and 
biases as barriers to inclusion.4,39

The Valley is home to Facebook, 
Google, Apple, Yahoo, LinkedIn, Twit-
ter, and many other organizations that 
recruit from the talent pool of under-
graduate students in nearby universi-
ties who earn degrees in information 
systems/sciences and computer sci-
ence. Relevant to the talent-pool re-
cruitment policies and results is the 
data reported by the National Science 
Foundation,29 showing several profes-
sional trends: 

Black and Latina women. Black and 
Latina women combined (in 2016) 
earned only 4.4% of all undergraduate 
computing degrees in the U.S.; wom-
en overall earned 28.5%, 25.1%, and 
18.1% of all bachelor-level computer 
science degrees in 1995, 2004, and 

Societal stereotypes.

Competence

Paternalistic stereotype

low status, not competitive

(such as housewives, 
elderly people, and disabled people)

Admiration

high status, not competitive

(such as the in-group 
and close allies)

Contemptuous stereotype

low status, competitive

(such as welfare recipients,
poor people)

Envious stereotype

high status, competitive

(such as Asians, Jewish people, 
rich people, feminists)

W
ar
m
th

Low High

L
ow

H
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h
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We used three such sources to ex-
plore the role of images of women in 
computing: interviews from the Huff-
ington Post,17 stories on National Pub-
lic Radio (NPR),35 and reports from the 
U.K. Women in Tech Council.9,10,38 They 
provide publicly available evidence 
to assess how women are depicted in 
computing, as selected by us based 
on their reporting of women in com-
puting, as well as their broad media 
reach and engagement. In 2012, the 
Huffington Post website had 84 million 
unique visitors worldwide,17 and NPR 
had 25.6 million unique monthly lis-
teners through more than 1,000 public 
U.S. radio stations.35 The U.K. Women 
in Tech Council is a member organiza-
tion consisting of 850 companies that 
collectively employ more than 700,000 
professionals in the U.K. and focus on 
issues of gender and leadership in the 
technology sector.38 

Females, computing, and image 
interpretation. Research studies, in-
cluding by Gioia et al.,18 provided guid-
ance for determining qualitative rigor 
in the inductive research we report 
here. Researchers, including Gioia et 
al.,18 demonstrate how first-order con-
cepts in qualitative data appear to fly 
off in all directions and even become 
unmanageable. Second-order themes 
can then follow and explain the phe-
nomena (such as images of women in 
computing) under investigation. Last-
ly, the aggregated dimensions can be 
presented as a visual representation to 
show a progression from raw data to 
higher-order themes, including bias, 
stereotypes, and “intersectionality.” 

We sought out and identified in-

culture, considering several persistent 
geopolitical factors: 

Power distance. The extent hierar-
chies and unequal power distribution 
are accepted; 

Uncertainty avoidance. The extent 
a society feels threatened by ambigu-
ous situations and tries to avoid them 
by establishing rules, believing in ab-
solute truths, and refusing to tolerate 
deviance; 

Masculinity vs. femininity. The re-
lationships among masculine asser-
tiveness, competitiveness, and ma-
terialism as opposed to the feminine 
concern for quality of relationships, 
nurturing, and social well-being; and 

Individualism vs. collectivism. The 
relationship between individual inde-
pendence and the group’s collective 
interdependence. 

Other researchers, including Chery-
an et al.,12 have examined the stereo-
types of professionals in computing 
to determine if changing them can 
affect women’s interest in the field. 
Cheryan et al.12 reported computer 
scientists are conventionally viewed 
as introverted, narrowly focused, and 
“non-feminine.” However, when these 
stereotypes were dispelled by exposing 
young women in the study to media 
representations of non-stereotypical 
female computer scientists, they ex-
pressed more interest in computing. 
Cheryan et al.12 concluded stereotypes 
about certain academic disciplines can 
influence who chooses to enter them, 
and intentional media messages that 
dispel the stereotypes can help attract 
more women into the field. 

Women themselves can promote 
female stereotypes in tech and exhib-
it biases that produce self-defeating 
normalized thinking. Researchers, in-
cluding Thornham and MacFarlane,36 
have described how teenage and adult 
women portray themselves in a “ha-
bitual feminine position of incompe-
tence” regarding tech. Women partici-
pating in such surveys often evoke a 
more-traditional and less-progressive 
view of femininity and thereby restrict 
their own performance. Women in 
these instances use their gender as a 
tool to distance themselves from tech 
and demonstrate disinterest.36 Gen-
der stereotyping exposures should 
thus be addressed much earlier and 
more broadly in the lives of female 

students in light of the education and 
media images that inform and influ-
ence mental models held by all, re-
gardless of gender. 

The influence of stereotypes is not 
limited to women in computing but 
can affect women in leadership roles 
as well. Researchers, including Simon 
and Hoyt,34 conducted two experimen-
tal studies in 2012 to understand how 
media images that portray women in 
non-stereotypical roles can influence 
women’s gender-role mind-sets, find-
ing women who see media images of 
females in non-stereotypical roles sub-
sequently reported less negative self-
perception, greater leadership aspira-
tion, and stronger belief that women 
can take on nontraditional gender 
roles.34 Such attitudes have powerful 
implications for the role media, both 
on- and offline, can play in promoting 
gender participation and broadening 
participation efforts, as well as women 
taking on leadership roles in the field. 

Stereotyping in Computing and IT 
Because our research motivation is to 
explicate and report role stereotyping 
phenomena beyond statistical data, we 
consider aspects of how gender is de-
picted in the media. To explore biases 
in the field of computing, it is useful 
to start with the connection between 
masculinity and technology. The con-
nection is not inherent in gender dif-
ferences but rather a result from the 
historical and sociocultural construc-
tion of gender.12 We thus elaborate on 
the background that is necessary to 
understand this perspective through 
media sources. 



60    COMMUNICATIONS OF THE ACM    |   MAY 2019  |   VOL.  62  |   NO.  5

contributed articles

I
M

A
G

E
 B

Y
 F

R
A

M
E

 S
T

O
C

K
 F

O
O

T
A

G
E

S

old-boys-club personas. The following 
section relates these themes to chal-
lenging theories concerning women’s 
historical underrepresentation and 
participation in computing/IT. 

The Media and  
Underrepresentation 
Beyond media posts and raw data in 
the table in the online appendix, the 
research literature also provides evi-
dence of stereotypical images associat-
ed with women and underrepresented 
minorities in computing and IT. The 
following research demonstrates the 
exceptional or extraordinary depic-
tions of intellectual differences and hy-
permasculine descriptions we found in 
scholarly works, even in the most cur-
rent literature. 

A 2010 study of 86 male and female 
scientists in the U.K. found women in 
computing are portrayed in ways that 
overemphasize their appearance and 
sexuality. Men and women are not rep-
resented equitably, with women often 
portrayed as “exceptional,” implying 
female participation in computing 
means being uniquely incomparable 
and to some degree abnormal and a 
transgression in the male-dominated 
culture of work. “Ordinary women” are 
perceived as less than capable, while 
ordinary men can and do fully par-
ticipate in the computing disciplines. 
Additionally, when the media (re)pres-

ents women, it is done to “sex up” tech-
nology to increase the popularity of the 
field,13,16 with minimal focus on intel-
lectual aptitude,28 as in the images in 
the online appendix. 

These gender-clichéd images and 
media text references continue to be 
portrayed online by Web authors de-
spite designers and developers having 
progressive, non-stereotypical views 
of the roles of women in tech. For ex-
ample, Mendick and Moreau27 found 
this happens when Web authors work 
within a constrained journalistic or 
scientific culture that lacks gender 
equity. Web authors (or designers) 
thus frame and articulate Web con-
tent within these confines of gen-
der-imbalance, even though they do 
not endorse the gender stereotypes 
themselves.7,27 Regarding race and 
ethnicity, Payton31 explored the im-
portance of co-creation of online con-
tent to reach typically overlooked and 
underrepresented groups, highlight-
ing the need to amplify dampened 
voices, as well as self-creation in con-
tent development. While the context 
of such content related to dissemina-
tion of health care, black women en-
gaged more with an online platform 
designed by and for black women, 
and when a degree of co-ownership 
and agency inspired positive (uplift-
ing) imagery, nonbiased messaging, 
and active user participation.31 

sightful quotes from the following 
media posts under the following 
headlines: 

“Is The Stereotype That ‘Women 
Can’t Be Geniuses’ Causing Gender 
Gaps?” (Huffington Post, 2015);17 

“The Forgotten Female Program-
mers Who Created Modern Tech” (Na-
tional Public Radio blog, 2014);35 and

“The U.K. Women in Tech Council 
(British Computing Society–Women in 
IT Interviews)” (2014).38

Media posts and projected images. 
To help comprehend the theoretical 
analysis of the role of cultural stereo-
types, as outlined earlier, we include 
the media-source quotes and relevant 
second-order themes in a table in the 
online appendix while offering images 
of women online in IT and computing, 
along with qualitative rigor.18 Text anal-
yses with second-order themes, includ-
ing media/tech acculturation, entre-
preneurship alternatives, shifts in role/
identity work, and the intersectionality 
associated with women of color, at the 
intersection of race and gender. These 
second-order themes map to the litera-
ture related to gender and tech. 

The table in the online appendix 
outlines the themes and clichés con-
cerning women in tech that are domi-
nant in the mainstream media and fall 
into three categories: extraordinary 
achievement; intellectual differences; 
and hypermasculinity in traditional 
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ticipation in computing, Nelson30 

provided an intensive examination of 
the scholarly literature, concluding 
researchers often ignore mainstream 
publications to gain a richer historical 
perspective of the field. For example, 
Nelson30 referenced Ebony Magazine 
in a study of race and gender using 
“prosopography,” or a description 
of a person’s appearance, personal-
ity, and career. Considered a nontra-
ditional source, Ebony Magazine can 
provide insights into how people view 
themselves and others. Nelson30 docu-
mented at least 57 black profession-
als in computing from 1959 to 1996.30 
Ebony Magazine was founded in 1945 
by black entrepreneur John H. John-
son and is a leading mainstream black 
publication covering how politics, sci-
ence, business, the arts, and educa-
tion affect the black community in the 
U.S. and globally. 

There is also the issue of intersec-
tionality of gender and race as gener-
ally experienced by women of color. 
For women of color in tech, the double-
bind obstacles remain, even after the 
groundbreaking 1976 study by Shirly 
Malcom and Lindsey Malcom in the 
Harvard Educational Review as ana-
lyzed years later in “The Double Bind: 
The Price of Being a Minority Woman 
in Science.”26 The image and degree-
attainment issues were and continue 
to be even more visible at the doctor-
ate level, as reflected in the following 
quote from a related 2011 AAAS press 
release:26 “They have made broad gains 
in social and behavior sciences, but 
lack badly in other fields. In comput-
er science, for example, 2.1% of 2008 
Ph.D.’s went to minority women sci-
entists—just 14 women in all. While 
records show that no women received 
engineering Ph.D.’s in 1975, the num-
ber in 2008 had risen only to 91, or 2.9% 
of the total.” 

In the 2016 report Barriers and 
Bias: The Status of Women in Leader-
ship, the American Association of 
University Women3 further under-
scored the effects of an intersec-
tional context, indicating that black, 
Hispanic, and Asian women are often 
subjected to stereotypes and uncon-
scious bias more widely than their 
white counterparts.3 These effects 
are similar and do not vary widely 
from corporate, nonprofit, govern-

Gender-clichéd images and gen-
der symbolism. The online appen-
dix includes examples of historical 
stereotypes that have been commer-
cially available for some time, influ-
encing the perceptions of men and 
women alike. Our research found 
masculinity and femininity are often 
used when the description of some-
one’s behavior and skills is highlight-
ed and interpreted through a gender-
symbolic lens. Gender symbolism 
can be seen in the connection be-
tween, say, masculinity and tech;37 
it does not explicitly state that tech-
nology reflects the capacities of spe-
cific (real) men but more likely hege-
monic masculinity,23,25 or traditions 
and attitudes (such as stereotypes) 
that legitimize the male-dominant 
position in society, thus reinforc-
ing gender inequality. Hegemonic 
masculinity is reflected in ordinary 
human behavior. For example, some 
researchers considering gender and 
computing and IT212,25 have recently 
acknowledged that when publishing 
descriptions of men with comput-
ers, the frame of reference included 
engagement of superior knowledge 
and intellectual capacity, as well as 
technological mastery and power 
that may strengthen a man’s mas-
culine self-image, whereas women 
with computing skills were mostly 
associated with typewriting, calcula-
tors, and office work, as in the on-
line appendix. As concluded by some 
researchers, including Bhatt et al.,7 
gendered stereotypes not only influ-
ence perceptions of “associated type 
of work” but also who is able to even 
participate in computing. 

Media portrayals of people, male 
and female alike, in science and math 
tend to create and support specific, 
gendered stereotypes about what a sci-
entist is supposed to “look like.” These 
stereotypes can significantly influence 
young women’s decisions to pursue 
STEM subjects in school and later 
professionally. Here, we consider two 
prevalent stereotypes in media: wom-
en are inherently worse at science and 
math than men, and being a scientist 
involves character traits like being aso-
cial that are inherently unappealing to 
young women.7 

Gender and race in media stereo-
types. With regard to race and par-

“Ordinary women” 
are perceived  
as less than 
capable,  
while ordinary  
men can and  
do fully engage 
and participate 
in the computing 
disciplines. 
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Underrepresented professionals 
and turnover due to unfair treatment. 
Gender stereotyping can contribute 
to women’s and underrepresented 
minorities’ lack of participation in 
computing and IT, reflecting discrimi-
natory treatment, as well as being det-
rimental to innovation, creativity, and 
personal motivation.

Besides being pushed out or volun-
tarily leaving the field, U.S. women leave 
computing and IT at a rate 45% higher 
than their male counterparts. For ex-
ample, in 2014 and 2017, women in Bra-
zil, China, India, and the U.K. reported 
they would quit within a year ranged 
from 20% to 30%.11,15 In a representative 
sample of U.S. adults who left an IT job 
between 2015 and 2017, a Kapor Center 
for Social Impact and Harris Poll study 
reported unfair treatment cost the U.S. 
tech sector $16 billion annually, con-
cluding: “Unfair treatment is the single 
largest driver of turnover affecting all 
groups, and most acutely affects under-
represented professionals.”22 

Bro culture, stereotypes, family is-
sues, working conditions, organiza-
tional climate, and lack of sponsors 
and allies were, along with outright 
personal bias, were identified as bar-
riers to navigating careers in comput-
ing and IT, according to the Center for 
Talent Innovation, 2014,11 and other 
sources.7,24,32,39 Despite such social and 
structural issues facing women and un-
derrepresented groups in computing 
and IT,32 some historically underrep-
resented groups are finding entrepre-
neurship to be a promising alternative 

career path. The State of Women-Owned 
Businesses American Express 2016 Report 
stated there were 11.3 million women-
owned businesses in the U.S. as of 2016, 
a 45% increase over 2007. These figures 
also reflected the growth of female en-
trepreneurship in Europe, as of 2016.40 

Conclusion 
We observed popular media images and 
references to women in computing and 
IT focusing on the “likeness” of how 
much women exhibit and reflect mascu-
linity and asocial features. These limited 
perceptions of women (of themselves 
and/or by others) have been found to 
influence women’s personal decisions 
about educational and professional life, 
including matriculation, research prior-
ities, and career trajectories. Education-
al institutions and industry will contin-
ue to experience participation fractures 
within historically underrepresented 
gender and ethnic groups. Biased imag-
es and perceptions of who participates 
and ultimately succeeds in computing 
will continue to be constrained by an 
often-biased worldview. We analyzed 
facts and preconceptions in order to 
provide a more realistic understanding 
and awareness of the insidious effects 
of bias, focusing on how to positively re-
shape and enrich the identity narratives 
of women’s roles in computing and IT. 

We collected and analyzed stereo-
typical roles of women in computing 
and IT as included in news reporting 
and imagery, identifying stereotypes 
and associated themes. Their frequent 
appearance in the media continues to 
reflect the stereotypes of society in gen-
eral, and now also in computing and IT 
education and employment. Moreover, 
stereotyping is constantly evolving and 
adapting. Moreover, regarding gender 
equality in computing/IT education 
and career choices, exposure to role 
images continues to influence deci-
sions women make about their educa-
tional and professional lives. 

We interpreted our observation re-
sults through the lens of today’s dy-
namic IT and computing workforce 
that, for the sake of equity among all 
people, considers both genders when 
recruiting. In reality, though, gendered, 
race-targeted unfair treatment remains 
a barrier to gainful long-term employ-
ment, since underrepresented minori-
ties and women often feel compelled to 

ment, and academic environments. 
It also discussed the effects of lim-
ited role models, even as it countered 
negative, often stereotypical, images 
in the mass media.34 Given the lack 
of representation of women of color 
in computing, as outlined earlier and 
in the double-bind framework,26 our 
understanding of media images is vi-
tal for men and women alike to bet-
ter appreciate how the field has and 
has not progressed in terms of inclu-
sive representation and participation 
while embracing leadership and en-
trepreneurial pathways. 

Despite this call for inclusive par-
ticipation and a longstanding invis-
ibility prism associated with women 
of color, some researchers, includ-
ing Blickenstaff,8 have described the 
prism as a lack of opportunity as seen 
through the lens of a leaky pipeline or 
alternatively gendered filter.8 When 
considering gender, race, and other 
factors affecting career selection and 
participation, we should also embrace 
efforts to broaden participation in 
media messaging with “intentional-
ity.” Intersectional perspectives24 are 
central to augmenting identity work 
frameworks of women in computing. 
The matter of ordinary males and ex-
ceptional females raises a new chal-
lenge: minority women have an even 
greater challenge, along with the one 
self-imposed and/or reinforced by 
computing culture—to be significant-
ly better than their peers. This notion 
raises the question: How can minority 
women be better than exceptional? 

A scene from a recent CS summer research group at Harvey Mudd College, Claremont, CA, 
where female participants outnumbered the males.
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leave their jobs due to unfavorable cor-
porate/academic environments. 

The nonrealistic profiles and non-
positive images of women in the popu-
lar media, along with underrepresented 
minorities and sociocultural groups, 
continue to warrant thorough investi-
gation and redirection. Rather than be 
distracted by stereotypical (negative or 
controversial) images, researchers and 
media leaders should focus on the story 
(re)telling process and untold narratives 
to capture lived experiences and estab-
lish an inclusive climate for those histori-
cally underrepresented in the field. As 
research cited in this article indicates, 
imagery influences both future and cur-
rent participation in computing and IT 
in terms of retention and reducing the 
number of “tech leavers.” Other narra-
tives of interest include underemployed 
and unemployed women and how the 
negative stereotypes seen in mass-me-
dia images might influence participa-
tion in such emerging career pathways 
as data science, cybersecurity/privacy, 
artificial intelligence, virtual reality, and 
machine learning. Computer science 
and related tech industries, as well as so-
ciety in general, must promote equitable 
computing/IT roles and the associated 
images needed to represent inclusive 
media acculturation, role/work identity, 
and intersectionality.3,13,26 Along with au-
diovisual artifacts with proper work-life 
balance,8 inclusive women’s roles in a 
multicultural context should be on the 
research and development agendas of 
educators, STEM leaders, and education 
policymakers. Inclusive, realistic role 
images/models could help increase the 
number of underrepresented minorities 
in academia and in the tech work force 
while strengthening and inspiring entre-
preneurial mind-sets and pathways.  
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B L O C KC H A I N S  H AV E  B E C O M E  a buzzword, and many 
block chain proponents believe a smart contract is 
a panacea for redefining the digital economy. But 
the community has a misconception that any kind 
of contract could be implemented as a blockchain 
smart contract. There is no doubt that Turing-complete 
scripting languages in blockchain techniques, such as 
Ethereum, can be used to draft many important smart 
contracts, but the digital economy is much more than 
Turing-complete smart con tracts. Many protocols/
contracts in our daily lives could not be implemented 
using Turing-complete smart con tracts. As an example, 
we have formulated an Obama-Trump contract and 
show such a contract cannot be implemented using 
blockchain smart-contract techniques. 

As the Internet increasingly becomes 
part of our daily lives, it will be conve-
nient to have a digital payment system 
or design digital currency for society. It 
is generally easy to design an electronic 
cash system using public key infra-
structure (PKI) systems. But PKI-based 
elec tronic cash is also easy to trace. 
Theoretically, banknotes could be 
traced using sequence numbers, though 
there is no convenient infrastructure to 
trace banknote sequence numbers back 
to users. Banknotes thus maintain suffi-
cient anonymity.

An electronic cash system must 
avoid double spending and is preferred 
to be nontraceable and convenient for 
carrying out small transactions of, 
say, even a few cents. Such electronic 
cash systems could be designed using 
Chaum’s blind signatures for untrace-
able payments.4 Assume the bank has 
an RSA public key (e, N) and a private 
key d. In order for Alice to withdraw 
$10 from her bank account and con-
vert it to a digital coin m of $10, the sys-
tem carries out the following protocol: 

 • Alice chooses a random number r 
and computes m′ = m · re(mod N).

 • The bank generates a signature  
s′ = (m′)d on m′.

 • Alice calculates a signature s on m 
as s = s′ · r−1 = (m · re)d · r−1 = md. 

 • Alice spends (m, s) as $10, although 
the bank cannot link this coin m to Al-
ice’s account. 

The Limit of 
Blockchains: 
Infeasibility  
of a Smart 
Obama-Trump 
Contract

DOI:10.1145/3274276

Although smart contracts are Turing 
complete, it is a misconception that  
they can fulfill all routine contracts.

BY YONGGE WANG AND QUTAIBAH M. MALLUHI

 key insights
 ˽ Smart contracts are self-executing Turing-

complete programs stored permanently 
on the blockchain, triggered by blockchain 
transactions and able to read/write data 
from/to the blockchain database.

 ˽ Expectations for what smart contracts 
can do are inflated; Turing completeness 
does not imply they are a comprehensive 
tool for implementing contracts, as some 
contracts in our daily lives cannot be 
realized through smart contracts.

 ˽ The limit of smart contracts is 
theoretically proven by using 
impossibility results in secure multiparty 
computation to show the infeasibility  
of implementing an Obama-Trump 
contract as a smart contract.

http://mags.acm.org/communications/may_2019/TrackLink.action?pageName=64&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3274276
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There are various challenges to 
such a blindsignature-based electron-
ic cash system. The first is what hap-
pens if Alice asks the bank to sign m′ 
= 100 · re(mod N) instead of m′ = 10 · r e 

(mod N)? It could be resolved 
by requiring that all coins have 
the same value or by using the  
following probabilistic approach: 

 • Alice generates 100 blind coins: 
 for i = 1, …, 100.

 • The bank randomly selects 1 ≤  j1 < 
… < 

 • Alice reveals the values  to 
the bank for i = 1, …, 99.

 • The bank issues a signature on the 
remaining m′ only if the  and 

 for i = 1, …, 99.

The second challenge for Chaum’s 
blind-signature-based electronic 
cash system is a seller must contact 
the bank to make sure the coin m has 
not been spent yet before accepting the 
coin m from Alice. This requires that 
the bank remains online at all times. 
Chaum et al.5 constructed an electronic 
cash that does not need the bank to be 
online. Let H1, H2 be hash functions 
and k be a fixed even integer. Assume 
Alice has an account u with a bank, 

and the bank keeps a counter number 
v for Alice. In order for Alice to get a 
digital coin from the bank, the follow-
ing steps are carried out: 

 • Alice chooses random ai, ci, di, and 
ri for 1 ≤ i ≤ k. 

 • Alice sends k blind candidates 
 to the bank where

 •

 • The bank chooses a random sub-
set R ⊂ {1, … k} of size k/2 and sends 
R to Alice. 

 • Alice reveals ai, ci, di, and ri for all i ∈ R.
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Many other non-PKI-based digital 
cash systems have been proposed in 
the literature. For example, Rivest and 
Shamir12 proposed the PayWord and 
MicroMint payment schemes. In 
PawWord, Alice computes a sequence 
of binary strings w0, w1, w2, …, wn such 
that wi = H(wi+1), where H is a secure 
cryptographic hash function. Alice 
then commits w0 to the bank that can-
not be spent. Assume each payment is 
one cent, then the i-th cent is spent as 
(i, wi). In MicroMint, there is a central 
broker to mint the coins. For example, 
in order for the broker to mint 230 coins, 
it will use an array of 230. The broker will 
repeatedly hash randomly selected 
binary strings r and put the pair (r, 
H(r) ) in the bin labeled H(r). The mint 
process is finished when each of these 
bins contains four entries. Each bin is 
considered as one coin. That is, each 
coin is a tuple (x1, x2, x3, x4) such that 
H(x1) = H(x2) = H(x3) = H(x4).

Bitcoin 
The cryptographic currencies in the 
preceding section have never been 
adopted in practice. The situation 
has changed as the cryptographic 
currency Bitcoin was introduced 
in a paper by pseudonym “Satoshi 
Nakamoto.”10 Since 2009, Bitcoin 
has been in operation and widely 
adopted as one of the major crypto-
graphic currencies in the market. 
The cryptography behind Bitcoin is 
quite simple. The start coinbase by 
Satoshi Nakamoto is a binary string w0.  
In order to mine the first Bitcoin BTC, 
one needs to find a random num-
ber r0 such that the first 32 bits of  
w1 = H(w0, r0) are 0...0 (that is, ).  
Anyone who finds this r0 is rewarded 
with a few BTCs. The next person who 
finds another r1 such that the first 

two bits of w2 = H(w1, r1) are 0...0 will 
also be rewarded with a few BTCs. 
This process continues, and new 
blocks wi+1 keep adding to the exist-
ing block chain w0, …, wi. If the fre-
quency of finding a BTC block is less 
than 10 minutes, the community ini-
tiates a voting process to increase the 
number of 0s in the required prefix 
of the hash outputs. The Bitcoin is a 
chain w0, w1, …, wn, where wn is the 
current Bitcoin head everyone works 
on. The Bitcoin network is a peer-to-
peer (P2P) network with all partici-
pants working on the longest chain. 
There is no benefit for one to work 
on a shorter chain, as it is a waste of 
time and the transaction included 
in these chains will not be valid. The 
transactions of Bitcoins are included 
in the hash inputs so they can be ver-
ified later. Specifically, we have 

where TR is the Merkle hash of the 
transactions one wants to include and 
ri is a random number one finds to 
make wi+1 have a certain number of 0s; 
the Merkle hash tree is outlined in the 
figure here. 

In the Bitcoin system, a user is 
identified by a public key, and a trans-
action is in the format of “Alice pays x  
BTC to Bob.” Alice achieves a trans-
action by signing the message “ref-
erence number, Bob’s pub key, BTC 
amount x,” where the reference num-
ber refers to a block wi in the current 
BTC chain w0, w1, …, wn where Alice 
received at least x BTCs in a transac-
tion with the given reference num-
ber included in wi. For example, the 
block wi includes a transaction with 
this given reference number showing 
Alice received certain amount of BTCs. 
Bitcoin transactions are described 
using Forth-like scripts. The scripts 
enable smart contracts, such as “the 
transaction will be valid two days 
after all three persons have signed the 
contract.” The Forth-like scripts are a 
stack-based script language and was 
used mainly in calculators. For exam-
ple, in order to compute 25 × 10 + 50, 
one needs to initialize the stack as 
“[top] 25, 10, *, 50, + [bottom].” 

Though it is argued that if the ma-
jority of users are honest, then the Bit-
coin protocol should be reliable,10 Eyal 

 • Bank signs , deducts the 
dollar from Alice’s account, and in-
creases v by k.

 • Alice extracts coin  

When Alice wants to make a payment to 
Bob, Alice sends C to Bob. Assume 

Bob sends random bits  to 
Alice. For j = 1, …, k/2, Alice responds 
as follows:

1. If  then Alice sends  and 
 to Bob. In this case, Bob is able to com-

pute 
2. If , then Alice sends  

, and   to Bob. In this case, 
Bob is able to compute 

After receiving these values, Bob is able 
to verify that C is a signature on the 
message .

In this transaction process, Alice’s 
bank does not need to be online. 
In order for Bob to cash the coin C 
at Alice’s bank, Bob sends the coin 
C together with Alice’s response to 
Alice’s bank. One may wonder: If 
Alice’s bank is not online, how can 
we avoid double spending? If Alice 
spends the same coin both at Bob’s 
shop and at Charlie’s shop, then 
the challenge sequences  
from Bob and Charlie are differ-
ent with high probability. Assume 
the challenge bit  for Bob and 

 for Charlie. Then Alice has 
revealed ,  
and . That is, Alice’s account num-
ber u could be recovered from these 
revealed values. Or if Alice double 
spends, her identity will be revealed. 

Merkle hash tree.

H12=H(H1,H2)

H1=H(D1) H2=H(D2)

Data D2Data D1

H34=H(H3,H4)

H3=H(D3) H4=H(D4)

Data D4Data D3

root: TR=H(H12,H34)
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Turing-complete programming lan-
guage within the blockchain system so 
any kind of smart contract can be sup-
ported in the blockchain. Ethereum was 
designed as an Internet Service Platform 
with the goal that anybody can upload 
programs to the Ethereum World 
Computer, and anybody can request 
an uploaded program be executed. 
There are mainly two new functions in 
Ethereum compared with Bitcoin: 

 • Ethereum is a blockchain with  
a built-in Turing-complete program-
ming language, allowing any one to 
write smart contracts and decentral-
ized applications where they can cre-
ate their own arbitrary rules for own-
ership, tran sact ion formats, and 
state transition functions.

 • Bitcoin supports only “proof of 
work,” whereas Ethereum supports both 
“proof of stake” and “proof of work,” 
where “proof of stake” calculates the 
weight of a node as proportional to its 
currency holdings, not its computa-
tional resources. 

The runtime environment for 
smart contracts in Ethereum is based 
on the Ethereum virtual machine 
(EVM). The EVM can run any opera-
tions that are created by the user using 
the Turing-complete Ethereum script-
ing language called Solidity. An Ethe-
reum account is a 20-byte string with 
four fields: nonce, ether balance, con-
tract code (optional), and storage 
(empty by default). There are two 
kinds of Ethereum accounts: Ethere-
um externally owned accounts (EOAs) 
and contract accounts. An EOA is 
linked to a private key, and a contract 
account can be “activated” only by an 
EOA. A contract account is governed 
by its internal smart-contract code  
programmed to be controlled by an 
EOA with a certain address. A smart-
contract program within a contract 
account executes when a transaction 
is sent to that account. Senders of a 
transaction must pay for each step of 
the “program” they activate. This in-
cludes both computation and memo-
ry storage costs. Users can create new 
contracts by deploying code to the 
blockchain. 

Infeasibility of a Smart  
Obama-Trump Contract 
As blockchains use Turing-complete 
script languages to draft smart 

and Sirer7 showed this may not be true. 
In Eyal’s and Sirer’s attack, the adver-
sary controls 1/3 computing power of 
the entire Bitcoin community and does 
not reveal the block it mined if it leads. 
The other 2/3 of users will waste their 
time on a chain that will be abandoned 
at some point when the adversary re-
veals its own leading chain. As users 
could choose arbitrary public keys for 
Bitcoins, it is claimed that user priva-
cy is preserved in Bitcoins to some de-
gree.10 There have been significant ef-
forts to analyze the privacy issues in 
Bitcoin systems, and the conclusion 
is that a significant amount of private 
information could be recovered from 
Bitcoin chains. There have been many 
proposals concerning privacy-pre-
serving solutions in Bitcoin networks. 
Androulaki et al.2 tried to give a priva-
cy definition in Bitcoin networks 
based on the traditional definition of 
privacy in computer networks. Fol-
lowing these definitions, Androulaki 
et al.2 implemented a simulated Bit-
coin network and observed a 40% user 
profile could be identified in the sim-
ulated environments. Ober et al.11 an-
alyzed some global properties of Bit-
coin networks and their impact on 
user privacy. Möser9 analyzed three 
mixing services for Bitcoin networks: 
BTC Fog, BitLaundry, and Shared 
Wallet from Blockchain.info. Möser9 
observed that among these three ser-
vices, BTC Fog and Shared Wallet 
have good privacy protection, and 
tainted analysis could be used to trace 
Bitcoins in BitLaundry due to its low-
er volume per day. Moore and Chris-
tin8 analyzed 40 Bitcoin exchange 
centers, observing the smaller the vol-
ume, the shorter the lifetime of the 
exchange center. On the other hand, 
more recent work by Ahmed et al.1 
showed serious attacks against public 
cryptocurrency-mining pools, such as 
Minergate and Slush Pool. In them, an 
attacker needs only a small fraction 
(such as one millionth) of the resources 
of a victim-mining pool to render the 
victim-mining pool nonfunctional. 

Ethereum 
Though Forth-like scripts in Bitcoin 
are sufficient for designing various 
kinds of smart contracts, it has a lim-
ited capability. One underlying phi-
losophy in Ethereum is to include a 

If the contract 
language is Turing-
complete, then the 
required validation 
systems are 
equivalent to the 
problem of deciding 
whether a universal 
Turing machine 
halts on a specific 
input. 
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where Bob has forcibly made Alice 
involved in the contract is a voidable 
contract at the option of Alice. An il-
legal contract contains an unlawful ob-
ject. An unenforceable contract has not 
properly fulfilled legal formalities.

With the classification of these con-
tract types, it is important to design 
validation systems to check the valid-
ity of smart contracts. We would like to 
see the following validation systems: 

 • Check whether one transaction is 
an implied contract; 

 • Check whether one transaction 
follows a quasi contract; and 

 • Check whether a contract is  
valid, void, voidable, illegal, or unen-
forceable.

If the contract language is Turing-
complete, then the required validation 
systems are equivalent to the problem 
of deciding whether a universal Tur-
ing machine halts on a specific input. 
It is thus infeasible to design efficient 
validation systems to carry out these 
tasks due to the nondecidability of 
the universal Turing machine halting 
problem. In the Ethereum EVM, gas 
is needed to evaluate a contract. If the 
gas runs out before the contract is vali-
dated, the contract will not be honored.

Furthermore, not all such contracts 
could be enforced in blockchain as 
smart contracts. In particular, when 
privacy does not have a reasonable 
price tag, it is generally difficult to for-
mulate a smart contract with private 
inputs. As an example, we show that a 
bilateral contract is difficult to imple-
ment if the second consideration in the 
bilateral contract is not a digital cash 
(such as not an Ethereum ETH). In 
April 2011, Donald Trump made the 
comment13 in an interview with ABC’s 
George Stephanopoulos: “Maybe 
I’m going to do the tax returns when 
Obama does his birth certificate … I’d 
love to give my tax returns. I may tie my 
tax returns into Obama’s birth certifi-
cate.” Based on this comment, we for-
mulate the following Obama-Trump 
contract and show this kind of bilateral 
contract is impossible to implement as 
a blockchain smart contract.

Obama-Trump Contract: Donald 
Trump releases his tax return forms 
as soon as Barack Obama releases his 
birth certificate. 

The infeasibility of implement-
ing the Obama-Trump contract as a 

blockchain smart contract can be math-
ematically proved using the infeasi-
bility results in secure multiparty 
computations. We first review Cleve’s 
result6 on the limits of coin flips when 
half of the participants are faulty. 

Theorem 4.1 (Cleve6) If at least half of 
the participants are faulty, then there 
is no protocol to allow an asynchronous 
network of participants to agree on ran-
dom (unbiased) bits.

Cleve6 defines a two-processor bit-
selection scheme as a sequence of 
pairs of processors  with 
the following properties. For each n, 
An and Bn each has access to a private 
supply of random bits and they 
can communicate with each other. 
If the system is executed, then An 
and Bn will output bits a and b, 
respectively, within a polynomial 
time. Assume the system consists of 
r (n) rounds where each round con-
sists of the following events: An 
performs some computations and 
sends a message to Bn, and then Bn 
performs some computations and 
sends a message to An. The two-pro-
cessor bit-selection scheme is said 
to be “correct” if after the scheme is 
run, we have a ≠ b with a negligible 
probability. The two-processor bit-
selection scheme is said to be “ran-
dom” if the scheme is correct and if 
after the scheme is run, the value 

 is negligible. If one 
of the two processors is faulty, then 
it is unrealistic to expect the cor-
rectness of the scheme as the faulty 
processor could output a bit that is 
independent of the scheme that was 
run. However, it is desirable that the 
output of the honest processor is 
still random. Cleve6 defines a two-
processor bit-selection scheme to 
be secure if the following holds: For 
each n, if one of An, Bn is faulty, then 

 is negligible where c 
is the output of the honest processor. 
Cleve6 shows that no secure two-pro-
cessor bit-selection scheme exists 
when one of the processors is faulty. 
A similar construction as in Cleve’s 
proof6 could be used to show the fol-
lowing theorem, as outlined here.

Theorem 4.2 Obama-Trump smart con-
tract cannot be enforced on blockchain.

contracts, many people might have the 
misconception that any kind of contract 
can be implemented in blockchains. 
Though most financial contracts can be 
implemented using Turing-complete 
script languages, there are challenges 
in implementing smart contracts with 
private inputs. In this section, we ana-
lyze the limit of smart contracts that 
can be implemented in blockchains. 
In particular, we show it is theoretically 
impossible to implement the so-called 
Obama-Trump contract.

In the legal system, there are four 
types of classifications of contracts with 
various bases: formation, nature of 
consideration, execution, and validity. 

1. On the basis of formation, there 
are three types of contracts: express, 
implied, and quasi contracts. For an 
express contract, there is an expres-
sion or conversation. For an implied 
contract, there is no expression. For 
example, sitting in an airplane incurs 
an implied contract between the pas-
senger and the airline. For a quasi con-
tract, there are no contractual relations 
between the partners. This kind of con-
tract is created by virtue of law.

2. On the basis of the nature of the 
consideration, there are two types of 
contracts: bilateral and unilateral. A bi-
lateral contract requires considerations 
in both directions to be moved after the 
contract, whereas a unilateral contract 
requires considerations to be moved in 
only one direction after the contract. An 
example of a bilateral contract is “Alice 
delivers goods to Bob on January 1st and 
Bob pays Alice on January 15th.”

3. On the basis of execution, there 
are two types of contracts: executed 
and executory. In an executed contract, 
the performance is completed. In an 
executory contract, the contractual 
obligations are to be performed in the 
future. 

4. On the basis of validity, there 
are five types of contracts: valid, void, 
voidable, illegal, and unenforceable. A 
contract that is enforceable in a court 
of law is called a valid contract, and a 
contract that is not enforceable in a 
court of law is called a void contract, 
as in, say, a contract between Alice and 
Bob where Bob is a minor who has no 
capacity to contract is a void contract. 
A voidable contract is deficient only in 
terms of free consent. For example, 
the contract between Alice and Bob 
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inputs into garbled inputs for garbled 
circuits or into encrypted inputs for 
FHE schemes. 

PKI is the core component of the 
secure Internet infrastructure. Note, a 
PKI system based on blockchain smart-
contract systems may be established to 
replace the current certificate author-
ity (CA)-based PKI systems for Internet 
infrastructure. It depends on the cor-
responding cost and security charac-
teristics for one to consider whether to 
use the current CA-based PKI system 
or blockchain-based PKI system for 
Internet infrastructure. 
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Theorem 4.2 shows it is infeasible 
to implement an Obama-Trump smart 
contract on blockchains. On the other 
hand, if a trapdoor function exists, then 
coin-flipping protocols (see Blum3 and 
Cleve6) can be used to design weakly 
secure Obama-Trump smart contracts 
over blockchain. 

Smart Contract Scenarios
The results in the preceding section 
show that not all contracts can be imple-
mented as a blockchain smart contract. 
However, blockchain smart contracts 
could do better than other technologies 
in many practical contract scenarios 
where the contract execution process 
takes a significant amount of time. For 
example, insurance-claim process-
ing involves many manual operations 
and much human action. Blockchain 
smart contracts could help reduce 
these manual steps by including some 
measurable parameters, such as earth-
quake magnitude, within the con-
tracts. When an insured event occurs, 
the event information is converted 
to smart contract input parameters, 
and the claim process is triggered 
immediately.

Smart contracts can also be used in 
many other scenarios where a lot of 
paperwork and coordination are 
required. For example, in trade finance, 
the process of letter-of-credit issuance 
requires numerous physical docu-
ments. As another example, in the 
rental-property application process, 
the applicant needs to submit numer-
ous documents, including income 
certificates, rental credit reports, evic-
tion history, and other related docu-
ments to the landlord. Note the user 
may need to submit identical docu-
ments to both the trade-finance ven-
dor and the landlord at different 
times if the user is involved in both 
processes. It is thus preferred for a 
user to keep all these documents in a 
central blockchain account and sub-
mit only appropriate reference num-
bers to the documents for each 
application. The system should be 
designed in such a way that the user 
needs only to disclose minimal man-
datory information to each vendor 
for a specific application. For exam-
ple, for a user to apply for a rental 
property, the system should disclose 
only user income, rental credit 

reports, and eviction reports to the 
landlord. The system should not dis-
close user eviction reports to the trade 
finance organization.

As information stored in the block-
chain is publicly accessible, it is neces-
sary to encrypt user documents in the 
user account. We may assume each 
document in a user profile has been 
certified by a related agency that is also 
a user account in the blockchain. As an 
example, the user Alice’s master profile 
may look like this: 

Alice Profile: DOC1, DOC2, ...

where each document DOCi is in the 
following format: 

DOCi = S.Enc
K
 (F, Sign

Agency.pk
(F)),  

P.Enc
Alice.pk

(K), Agency.pk

where the document F is certified by 
the agency with a digital signature 
Sign

Agency.pk
(F) using the agency public  

key Agency.pk. The certified docu-
ment (F, Sign

Agency.pk
(F) ) is then 

encrypted using a symmetric encryption 
scheme S.Enc

K
(·) with a key K. The sym-

metric key K is encrypted using a pub-
lic encryption scheme P.Enc

Alice.pk
(·) 

with Alice’s public key Alice.pk. 
In order for Alice to disclose the cer-
tified document (F, Sign

Agency.pk
(F) ) to 

the landlord, Alice needs to provide the 
document reference number DOCi and 
the symmetric key K to the landlord.

Other Sophisticated  
Smart Contracts 
A blockchain smart contract is gener-
ally written using a blockchain script-
ing language, such as Solidity. The 
algorithms within the smart contract 
are thus available for public review. In 
some applications, such as the insur-
ance industry, the vendor may not 
want the public to learn the claim-pro-
cessing algorithms used in the smart 
contract. Software obfuscation tech-
niques may be used by smart contracts 
to hide these algorithms. Indeed, 
using reusable garble circuit tech-
niques or fully homomorphic encryp-
tion (FHE) techniques are preferred 
for writing smart contracts in these 
scenarios. However, there are chal-
lenges in employing garbled circuits 
or FHE techniques in these scenarios, 
as it is difficult to convert plaintext 
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CL A SSICAL PROBABILITY THEORY gives all sequences of 
fair coin tosses of the same length the same 
probability. On the other hand, when considering 
sequences such as

101010101010101010101010101 010101010. . .

and

1011010111010101111000010101 00010111. . . ,

none but the most contrarian among us would deny 
that the second (obtained by the first author by tossing 
a coin) is more random than the first. Indeed, we 
might well want to say that the second sequence is 
entirely random, whereas the first one is entirely 
nonrandom. But what are we to make in this context 
of, say, the sequence obtained by taking our first 
sequence, tossing a coin for each bit, and if the coin 
comes up heads, replacing that bit by the 
corresponding one in the second sequence? There are 
deep and fundamental questions involved in trying to 
understand why some sequences should count as 
“random,” or “partially random,” and others as 

“predictable,” and how we can transform 
our intuitions about these concepts into 
meaningful mathematical notions.

One goal of the theory of algorith-
mic randomness is to give meaning to 
the notion of a random individual (infi-
nite) sequence. Questions immediately 
arise: How should we define random-
ness? How can we measure whether one 
sequence is more random than another? 
How are computational power and ran-
domness related? Is a theory of random-
ness for individual sequences at all 
useful? How does such a theory relate to 
classical probability theory?

The modern development of the the-
ory of algorithmic randomness goes back 
to the 1960s (with even earlier roots, as 
we will discuss), but there has been a 
particular surge of development in the 
last couple of decades. In this article, 
we hope to give some of the flavor of 
this work, though we will be able to 
mention only a few samples of what is 
by now a vast area of research. Our 
book,11 for example, is over 800 pages 
long and still manages to cover only a 
fraction of the area … Another book cov-
ering some of the work we discuss here 
is Nies.35 Li and Vitányi27 is broader in 
scope and focuses more on Kolmogorov 
complexity of finite strings.

For simplicity, we assume sequences 
are binary unless we say otherwise. We 
use the terms sequence for an infinite 
sequence and string for a finite one. We 
write |σ| for the length of a string σ, 

Algorithmic 
Randomness
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 key insights
 ˽ Computational theory can be used to 

give precise meaning to the notion of 
randomness for individual objects such 
as finite strings, infinite sequences, and 
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to useful tools for establishing new 
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fractal dimensions.
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needed for certain results in computer 
science and mathematics.
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randomness. For example, a ran-
dom sequence should be normal in 
the sense of the previous section. 
However, that is not a sufficient condi-
tion, as the aforementioned sequence 
is known to be normal to base 2, but is 
highly predictable.

In 1919, Richard von Misesa attempted 
to give a definition of randomness for a 
sequence X based upon a generaliza-
tion of the law of large numbers. His idea 
was to require normality not only of X 
itself, but also of (certain) infinite sub-
sequences of X. The point here is that 
the base 2 Champernowne sequence 
is normal, but if we computably se lect 
every -th bit 
of this sequence, the resulting subse-
quence 1111 … is no longer normal. It 
is not reasonable that selecting such 
bits of a random sequence should 
result in all 1s, so our sequence fails 
this randomness test.

Von Mises generalized this idea as 
follows. Let f : N → N be an increasing 
function. We think of f as a selection 
function for determining a subse-
quence of a given sequence. That is, f (i) 
is the ith place selected in forming this 
subsequence. In the law of large num-
bers itself, where we consider the 
entire sequence, f (i) = i. In the nonran-
domness argument in the previous 
paragraph, f (i) = g(i). Von Mises pro-
posed replacing the ratio 

 coming from the law 
large numbers by

the ratio of the number of selected places 
at which X has value 1 to the total num-
ber of selected places. For base 2 and 
each choice of f, the requirement that 
this ratio approach  as s goes to infin-
ity constitutes a randomness test.

So when should X be regarded as ran-
dom? We could perhaps try to say that X 
is random if and only if it passes this 
test for all possible selection functions, 
reflecting the idea that in a sequence of 
coin tosses, there should be no way to 
select a subsequence ahead of time that 
will have a greater proportion of heads 
than tails. There is a big problem with 
this idea, though. No sequence X can be 
random for all selection functions. As 

a See Downey and Hirschfeldt11 for references to 
this and other sources mentioned in this section.

write X(n) for the nth bit of the sequence 
X (beginning with the 0th bit X(0) ), and 
write Xn for the string consisting of 
the first n bits of X. We identify a real 
number x in the interval [0, 1] with the 
binary sequence X such that x = 0.X. 
There are reals that have two binary 
expansions, but they are all rational 
and will not be relevant.

Historical Roots
Borel. In the beginning of the 20th cen-
tury, Émile Borel was interested in se-
quences that satisfy the (strong) law of 
large numbers, which says that if we re-
peat an experiment with a numerical 
result many times, the average value of 
the result should be close to its expect-
ed value. If we toss a fair coin many 
times, for example, we expect the fre-
quency of heads to be about . Let X be 
a sequence representing infinitely 
many such tosses. After s many coin 
tosses, we can see how we are doing so 
far by looking at how many heads we 
have seen in the first s tosses compared 
to s, that is, the ratio

where we think of a 1 as representing 
heads. If this is indeed a fair coin, this 
ratio should get closer and closer to  
as s increases. Moreover for the strong 
law, any length k subsequence, such as 
1011 (of length 4), should appear with 
frequency approaching .

More generally, we say that an n-ary 
sequence sequence X is (Borel) normal 
if it has the same property relative to an 
“n-sided coin,” in other words, if for 
any length m sequence σ = a1a2 … am of 
digits between 0 and n − 1,

Borel defined a real number to be nor-
mal to base n if its base n representation 
is normal, and absolutely normal if it is 
normal to every base. Borel observed 
that almost every real number is abso-
lutely normal. Mathematically, this fact 
can be expressed by saying the collec-
tion of absolutely normal numbers has 
Lebesgue measure 1, which corresponds 
to saying that if we threw a dart at the 
real line, with probability 1, it would hit 
an absolutely normal number. We 

would thus expect a random sequence 
to be normal, and indeed (recalling that 
we identify the sequence X with the real 
number 0.X) we would expect a random 
sequence to be absolutely normal.

Von Mises and Ville. The late 1920s 
and early 1930s saw the development, 
particularly by Andrey Kolmogorov, of 
an adequate foundation for probability 
theory, using measure theory and 
based on the idea of the expected 
behavior of events in a probability 
space. This theory does not give any 
meaning to the idea of randomness of 
an individual object, such as a particu-
lar sequence of coin tosses. Tossing a 
fair coin n times takes place in a “space 
of possibilities” (in this case, the col-
lection of all binary strings of length n), 
and we assign any sequence of length n 
the probability 2−n of occurring. For 
example, as we are taught in school, 
any particular sequence of three coin 
tosses occurs with probability .

In the infinite case, we might look at 
the event that a sequence has a certain 
string, say 101, as an initial segment. 
The probability that we begin a 
sequence of coin tosses with heads, 
tails, heads is . The mathemati-
cal way to express this fact is that the 
(uniform) measure (also known as the 
Lebesgue measure) of the set of 
sequences beginning with 101 is 2−3, or, 
more generally, the measure of the set 
of sequences beginning with any par-
ticular string of length n is 2−n. 
Probability theory is of course a vast 
and complex field, but for our pur-
poses, this simple example suffices.

It is less commonly known that 
Kolmogorov’s work came after earlier 
attempts to give meaning to the notion 
of randomness for individual objects 
such as infinite sequences. This idea 
is completely contrary to the approach 
in which all sequences are equally likely, 
but is quite reasonable when think-
ing about the difference between 
sequences like the two that open this 
article. The question is how to differ-
entiate between a sequence like 01101
110010111011110001001101010111100..., 
the base 2 version of Champernowne’s 
sequence, obtained by listing the 
binary representations of the natural 
numbers in order and clearly nonran-
dom, and one arising from a random 
source. There are tests we can apply to 
a sequence to try to verify its apparent 
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any nontrivial X has infinitely many 0s, 
there is an f that chooses the positions 
of the 0’s of X in increasing order. But 
surely this counterexample is unfair to 
the spirit of von Mises’ idea: we are try-
ing to capture the notion that we should 
not be able to predict the values of bits of 
X, and this f is chosen after defining X. 
It is always easy to predict the answer if 
you know it in advance! The question 
then is what kinds of selection func-
tions should be allowed, to capture the 
notion of prediction. A reasonable intu-
ition is that prediction is somehow a 
computational process, and hence 
from a modern perspective we might 
want to restrict ourselves to computable 
selection func tions, a suggestion later 
made by Alonzo Church.

Von Mises’ work predated the defi-
nition of computable function, how-
ever, so he had no canonical choice of 
“acceptable selection rules” and left his 
definition mathematically vague. But 
Abraham Wald showed that for any 
countably infinite collection of selec-
tion functions, there is a sequence 
that is random in the sense of passing 
all tests corresponding to the func-
tions in this collection.

However, von Mises’ program was 
dealt a major blow in 1939 by Jean 
Ville, who showed that for any count-
able collection of selection functions, 
there is a sequence X that passes all of 
the resulting tests, but such that for 
each n, there are always more 0s than 
1s in Xn. If we were told that there 
would always be more tails than heads 
in a sequence of coin flips, we would 
not believe the coin to be a standard 
one, and could use this information to 
make some money betting on its flips. 
Thus, Ville’s sequence is random in 
the sense of von Mises, but certainly 
not random in the intuitive sense.

Ville suggested adding versions of 
another law (the law of the iterated log-
arithm) to the list of tests that a 
sequence would need to pass to be con-
sidered random. Perhaps von Mises’ 
tests together with these additional 
tests would capture the notion of algo-
rithmic randomness. But this all begins 
to look very ad hoc, and immediately 
raises the natural question of whether 
there is a Ville-like counterexample for 
this new set of laws. (As it turns out, 
there is, as discussed, for example, in 
Downey and Hirschfeldt.11)

Notice that in these discussions, we 
are abandoning the idea of absolute ran-
domness in some metaphysical sense in 
favor of a notion of algorithmic random-
ness, where we use tools from comput-
ability theory to define and quantify 
randomness. Abandoning absolute ran-
domness leads to the idea of “levels of 
randomness” that can be defined by cali-
brating the computability theoretic com-
plexity of the tests we require our random 
sequences to pass. But, of course, follow-
ing Ville’s work it was not clear that even 
one reasonably robust level of algorith-
mic randomness could be defined.

Martin-Löf. This is how matters 
stood until 1966 and the work of Per 
Martin-Löf, who effectivized the notion 
of null set from classical measure the-
ory and gave a satisfying definition of 
algorithmic randomness based on this 
effectivization. The basic idea is that a 
random sequence should not have any 
“rare” property, that is, that if we find a 
way to distinguish and describe a small 
collection of sequences, then no ran-
dom sequence should be in our collec-
tion. The notion of null set allows us to 
make precise what we mean by “small.”

Randomness tests like those sug-
gested by von Mises are computable ways 
to narrow down which sequences can be 
considered random. For example, con-
sider sequences like 0101… that have 
0’s in all even places. We do not want 
such “bad” sequences to be considered 
random. To test whether a sequence 
has this form, we take a “level-by-level” 
approach: Given a sequence X, we ask 
whether X(0) = 0. If so, then X fails the 
first level of our test. (That is, it fails to 
demonstrate so far that it is not a bad 
sequence.) Note that half of all sequences 
X have X(0) = 0, which can be formalized 
by saying that the set of sequences X with 
X(0) = 0 has measure .

Next, we ask whether X(0) = 0 and 
X(2) = 0. If so, then X fails the second 
level of our test. The proportion of all 
sequences X that fail this second level 
is . We continue in this fashion, test-
ing more and more even places. A 
sequence X is one of our bad sequences 
if and only if it fails all levels of our 
test. The fact that the set Tn of 
sequences that fail the nth level of our 
test has measure 2−n implies the set of 
bad sequences, which is the intersec-
tion of all the Tn’s, has measure 0, that 
is, that it is what we call a null set.

We are abandoning 
the idea of absolute 
randomness in 
some metaphysical 
sense in favor 
of a notion of 
algorithmic 
randomness, where 
we use tools from 
computability 
theory to define 
and quantify 
randomness. 
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for present-day inves tigations of individ-
ual random sequences, dimensions of 
individual sequences, measure and cat-
egory in complexity classes, etc.”

In summary, Martin-Löf reformu-
lated all the laws that we would expect 
a random sequence to obey at an 
abstract level, based upon the idea of 
effectivizing measure theory, that is, 
making a computable version of mea-
sure theory. The measure of a set of 
sequences is the mathematical version 
of the probability that a sequence is in 
this set. Martin-Löf randomness says 
we regard X as random if and only if it 
passes each computably generated test 
that determines a set of computable 
measure 0 (as the intersection of the 
levels of the test). Such an X has every 
property that we can algorithmically 
describe as a set of probability 1.

Solomonoff, Kolmogorov, Levin, 
Chaitin, and Schnorr. There are other 
approaches to a definition of algorith-
mic randomness. For (finite) strings, a 
suitable definition was formulated by 
Kolmogorov, who argued that if a string 
has identifiable regularities, then we 
should be able to compress it, and that 
a compressible string should not be 
thought of as random. Here, we think 
of a machine M as a descriptional pro-
cess. If an input t is processed by M to 
yield an output σ, then t is a description 
of σ, that is, a program that M can use 
to print σ. A random σ should have no 
short descriptions.

As an illustration, consider the 
sequence σ = 010101010… (1000 
times). A short description t of σ is 
“print 01 1000 times.” This brief pro-
gram produces an output of length 
2000. We are exploiting the regularities 
of this particular σ to compress it into a 
short description. Kolmogorov’s intu-
ition was that for a random sequence, 
there should be no regularities, so that 
the only way to describe σ is to essen-
tially use σ itself. More precisely, a 
string of length n should be random 
relative to some descriptional process 
if and only if its shortest description 
has length n. Like white noise, a ran-
dom string should be incompressible.

To give a physical analogue of this 
idea, suppose we have a maze shaped 
like a binary tree of height 6, with 
boxes at the end. There are 26 possible 
routes to get to the boxes. One of the 
boxes has money in it, and someone is 

Martin-Löf’s approach was to gener-
alize this process by considering all pos-
sible level-by-level procedures for testing 
randomness. We can think of such a 
procedure as being generated by a 
machine M. At each level n, this machine 
determines a set Tn of sequences that 
are deemed to have failed the test so far. 
It does so by enumerating strings 

, where we then let Tn be the col-
lection of all sequences that begin with 
some . Of course, M needs to be fair 
and not, say, consider all sequences to 
be nonrandom, so we insist that, like in 
the above example, Tn contains at most 
a proportion 2−n of all sequences (which 
we can formalize by saying that the 
measure of Tn is at most 2−n). Now a 
sequence X fails M’s test if it is con-
tained in every Tn, and otherwise it 
passes this test.

We say that a sequence is Martin-Löf 
random if and only if it passes all such 
tests.b It can be shown that almost all 
sequences are Martin-Löf random (that is, 
that the collection of Martin-Löf random 
sequences has measure 1). Furthermore, 
Martin-Löf’s notion of tests includes the 
ones proposed by von Mises (in the spe-
cific realization suggested by Church), 
the ones proposed by Ville, and indeed 
all “algorithmically performable” ran-
domness tests. Thus, the objection to the 
idea of adding more and more specific 
tests as we uncover more and more Ville-
like sequences is neatly circumvented.

As it turns out, Martin-Löf random-
ness is also quite well-behaved mathe-
matically, and has provided a robust 
basis for the theory of algorithmic ran-
domness. As Jack Lutz put it in a lecture 
at the 7th Conference on Computability, 
Complexity, and Randomness, held in 
Cambridge in 2012 (in connection with 
work of Turing that we will discuss 
later),  “Placing computability constraints 
on a nonconstructive theory like Lebesgue 
measure seems a priori to weaken the 
theory, but it may strengthen the theory 
for some purposes. This vision is crucial 

b Formally, a Martin-Löf test is a collection 
S0, S1,… of uniformly computably enumer-
able sets of strings such that, if we let Tn be 
set of all sequences that begin with some 
element of Sn, then Tn has measure at most 
2−n. (The notion of computable enumerabil-
ity is also known as recursive enumerability.) 
A sequence X passes this test if .  
A sequence is Martin-Löf random if it passes all 
Martin-Löf tests.

The measure of a 
set of sequences is 
the mathematical 
version of the 
probability that  
a sequence is in  
this set.  
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to tell us which. If the box is the left-
most one, all they have to say is 
“always turn left.” If the box is to be 
found by say, left-right-left, this path 
is again easy to describe. If the place 
of the prize is determined randomly, 
though, the person would likely need to 
tell us the whole sequence of turns. (Li 
and Vitányi27 report on an experiment 
of this kind about ant communica-
tion.) This compressibility approach 
gives rise to what is now called 
Kolmogorov complexity. For a Turing 
machine M, the Kolmogorov complex-
ity CM(σ) of σ relative to M is the length of 
the shortest t such that M(t) = σ. We can 
then take a universal Turing machine U, 
which can emulate any other given 
machine M with at most a constant 
increase in the size of programs, and 
define the (plain) Kolmogorov com-
plexity of σ to be C(σ) = CU(σ).

A natural guess is that a sequence 
X is random if and only if for all n, the 
first n bits of X are incompressible in 
the sense outlined earlier. As it turns 
out, however, plain Kolmogorov 
complexity is not quite the correct 
notion for infinite sequences. (The 
reason is that in the above account, 
M can use more than just the bits of t 
to generate σ. It can also use the 
length of t, which provides an addi-
tional log|t| many bits of informa-
tion. Using this idea, Martin-Löf 
showed that for any X, and any con-
stant c, the plain Kolmogorov com-
plexity of Xn must always dip below 
n−c for some lengths n.)

There are several ways to modify the 
definition of Kolmogorov complexity to 
avoid this issue, the best-known being 
to use prefix-free codesc and the result-
ing notion of prefix-free Kolmogorov 
complexity, denoted by K in place of C. 
Its roots are in the work of Leonid 
Levin, Gregory Chaitin, and Claus-
Peter Schnorr, and in a certain sense 
even earlier in that of Ray Solomonoff. 
As shown by Schnorr, it is indeed the 
case that X is Martin-Löf random if and 
only if the prefix-free Kolmogorov com-
plexity of the first n bits of X is at least n 
(up to an additive constant), that is, 
K(Xn)  n – O(1).

c That is, descriptions that are like telephone 
numbers in that if t and ρ are input descrip-
tions to M and both give outputs, then t is not 
a prefix of ρ.

(There are many other flavors of 
Kolmogorov complexity, such as time- 
and space-bounded ones, but C and K 
have been the most studied. They have 
a complex relationship. It is easy to 
show that K(σ)  C(σ) + 2log σ + O(1). 
Robert Solovay proved the remarkable 
fact that K(σ) = C(σ) + C(C(σ) ) + O(C(3) 
(σ) ) and this result is tight in that we 
cannot extend it to C(4)(σ). There is a 
huge amount of research on the 
Kolmogorov complexity of finite strings 
and its applications. See, for instance, 
Li and Vitányi.27)

Returning to the story of the defini-
tion of algorithmic randomness, there 
is another approach, developed by 
Schnorr, that is close in spirit to von 
Mises’ ideas. A martingaled is a func-
tion d from strings to nonnegative reals 
satisfying a fairness condition:

We think of d as representing a betting 
strategy. We begin with some capital 
d(l), where l is the empty string, and 
bet on the values of the successive bits 
of a sequence X so that the amount of 
money we have after n many bets is 
d(Xn). We are allowed to hedge our 
bets by betting some amount of our 
capital on 0 and the rest on 1. The dis-
played equation ensures that this bet-
ting is fair, that is, that the average of 
the returns of our bets on 0 and on 1 
equals our current total. A martingale d 
succeeds on a sequence X if and only if 
the associated betting strategy allows 
us to make arbitrarily much money 
when betting on the bits of X, that is, 

 Schnorr showed 
that there is a notion of effective mar-
tingale such that X is Martin-Löf ran-
dom if and only if no such martingale 
succeeds on X. This idea is close to von 
Mises’ prediction-based approach, 
except that martingales allow us to 
spread our bets between the outcomes 
0 and 1, so von Mises’ intuition has a 
realization that works after all!

In summary, there are three basic 
approaches to defining random seq-
uences: the statistician’s approach, 
that a random sequence should have 
no computably rare properties; the 
coder’s approach, that a random 

d This notion is related to but distinct from that 
of martingale in probability theory.

sequence should have no regularities 
that allow for compression; and the 
gambler’s approach, that a random 
sequence should be unpredictable. In 
each of these cases, a natural effective 
realization leads to the same notion, 
Martin-Löf randomness.

Some Things We Have Learned
Calibrating randomness. As natural 
and robust as Martin-Löf’s definition of al-
gorithmic randomness is, it is only one 
among many reasonable notions that 
together allow us to calibrate levels of 
randomness. One way to obtain new 
notions of randomness is to change the 
collection of tests a sequence is required 
to pass to be considered random. For 
instance, we can consider Martin-Löf 
tests with computable measures (that 
is, where the measure of each level Tn is 
exactly 2−n, for instance), yielding a notion 
called Schnorr randomness. Another 
possibility is to use martingales with 
different levels of effectiveness, such 
as ones that are computable functions 
from strings to nonnegative rationals, 
which yields a notion called comput-
able randomness. Computable random-
ness can also be miniaturized to com-
plexity classes, giving rise to notions 
such as polynomial-time randomness.

It can be shown that Martin-Löf ran-
domness implies computable random-
ness, which in turn implies Schnorr 
randomness, and that neither of these 
implications can be reversed. But the 
separations between these notions are 
quite subtle, and indeed the notions 
coincide for sequences that are in a sense 
“close to computable.” (More precisely, 
they coincide outside what are known as 
the high sequences, which resemble 
the Halting Problem in a certain tech-
nical sense; see Nies et al.36) Indeed, 
there is a notion of nonmonotonic ran-
domness—which is like computable 
randomness but allows for strategies 
that can bet on the values of the bits of 
a sequence in any computable order—
for which equivalence to Martin-Löf 
randomness is still a long-standing 
open question.

We can also modify our tests to yield 
notions stronger than Martin-Löf ran-
domness. For instance, relaxing the 
condition that the nth level Tn of a 
Martin-Löf test must have measure at 
most 2−n, and requiring only that the 
measures of the Tn’s go to 0 as n goes to 
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can never have C(Xn)  n – O(1) for 
all n, but it is possible to have a sequence 
X such that C(Xn)  n – O(1) for infi-
nitely many n. Remarkably, Miller30 and 
Nies et al.36 showed that this condition 
is equivalent to 2-randomness. Miller31 
also proved a similar result saying that 
2-randomness also coincides with 
having infinitely often maximal initial 
segment prefix-free Kolmogorov com-
plexity. Indeed, it is possible to give 
characterizations of n-randomness for 
all n using unrelativized Kolmogorov 
complexity (see Bienvenu et al.8). These 
facts are examples of the often subtle 
interplay that recent research in this 
area has uncovered between levels of 
randomness, initial-segment complex-
ity, and relative computability.

Calibrating nonrandomness. For 
seq uences that are not Martin-Löf 
random, there are ways to calibrate 
how close they come to randomness. 
A natural way to do this is to consider 
the (prefix-free) Kolmogorov com-
plexity of their initial segments. For 
example, a sequence X is complex if 
there is a computable, nondecreasing, 
unbounded function f such that K(Xn) 
 f(n) for all n. Complex sequences 
can be characterized in terms of their 
ability to compute certain sequences 
that resemble the Halting Problem 
to some extent (see Downey and 
Hirschfeldt11), which is another 
example of the interplay between ran-
domness and computability.

At the other extreme from random 
sequences are those with strong “anti-
randomness” properties. Identifying a 
natural number with its binary expan-
sion, we always have C(σ)  Cσ − 
O(1), because if we know a string, then 
we know its length. Thus, the lowest 
the plain Kolmogorov complexity of 
the initial segments of a sequence X 
can be is C(Xn)  C(n) + O(1). In the 
1970s, Chaitin showed that this condi-
tion holds if and only if X is comput-
able, and asked whether the same 
holds for prefix-free Kolmogorov com-
plexity. In an unpublished manuscript 
written in 1975, Solovay showed the sur-
prising fact that there are noncomput-
able sequences X such that K(Xn)  
K(n) + O(1) for all n, though Chaitin 
had already shown that there are only 
countably many of them, and indeed 
that they are all computable from the 
Halting Problem. Such sequences are 

infinity, yields the notion of weak 2-ran-
domness, which is intermediate between 
Martin-Löf randomness and the notion 
of 2-randomness discussed below.

In some ways, weak 2-randomness is 
better-behaved than Martin-Löf random-
ness. To give an example, let us begin 
by considering the fact that, although 
almost every sequence is Martin-Löf 
random, it is not that easy to come up 
with an explicit example. That is at it 
should be, of course. Easily describable 
sequences (such as computable ones, 
for example) should not be random. 
Nevertheless, such examples do exist, 
the best-known being Chaitin’s Ω, 
defined as the probability that a univer-
sal prefix-free Turing machine U halts 
on a given input,e or, more formally, as:

Although Ω is Martin-Löf random, it is 
also computationally powerful, being 
Turing equivalent to the Halting Problem.f

The existence of computationally  
powerful Martin-Löf random sequences 
is surprising, as intuitively we should 
expect random sequences not to con-
tain much “useful information.” (The 
distinction here is between the kind of 
information that makes a sequence 
hard to describe and the kind that can 
actually be used. If we choose 1,000 
characters at random, we expect the 
resulting text to be difficult to describe, 
but would be shocked to find that it 
contains instructions for making a 
soufflé.) However, not only is it possi-
ble for a Martin-Löf random sequence 
to compute the Halting Problem, but 
by the Kučera-Gács Theorem, every 
sequence can be computed from some 
Martin-Löf random sequence. (See, for 
example, Downey and Hirschfeldt11 for 
a proof.) By increasing the level of ran-
domness, we can make these “patho-
logical” examples disappear. If X is 

e The value of Ω depends on the choice of U, but 
its basic properties do not; see Downey and 
Hirschfeldt.11

f When we say that X can be computed from Y, 
we mean there is a Turing machine M with an 
oracle tape so that if the oracle tape contains 
Y, then M computes X. Two objects are Tur-
ing equivalent if each can be computed from 
the other. Turing’s Halting Problem is the 
classic example of a complete computably 
enumerable set; that is, it is itself comput-
ably enumerable, and it can compute every 
computably enumerable set.

weakly 2-random, then it cannot com-
pute the Halting Problem, or indeed, 
any noncomputable sequence that is 
computed by the Halting Problem, and 
hence in particular any noncomput-
able, computably enumerable set.

We do not have to go all the way to 
weak 2-randomness, though. There are 
results, beginning with work of Stephan,38 
that indicate that the Martin-Löf ran-
dom sequences split into two classes: 
powerful ones that can compute the 
Halting Problem, and weaker ones that 
exhibit much more of the behavior we 
expect of random sequences, and in 
particular are computationally much 
weaker than the sequences in the first 
class. Franklin and Ng17 showed that 
the level of randomness of these “true 
Martin-Löf randoms” can be captured 
by a natural test-based notion known 
as difference randomness. The study of 
notions of algorithmic randomness 
like this one, which are intermediate 
between Martin-Löf randomness and 
weak 2-randomness, has had an 
important role in recent research in 
the area, and helped us refine our 
understanding of the relationship 
between levels of randomness and 
computational power.

Another way to calibrate random-
ness is to relativize notions such as 
Martin-Löf randomness. For instance, 
we can consider Martin-Löf tests that 
are produced not by a standard Turing 
machine, but by a Turing machine 
with access to an oracle Z. If Z is the 
Halting Problem, for example, we 
obtain a notion called 2-randomness. 
More generally, we have a notion of 
n-randomness, where we relativize 
Martin-Löf tests to the (n − 1)st iterate of 
the Halting Problem.g Here, 1-random-
ness is just Martin-Löf randomness.

Much is known about this hierarchy, 
including some surprising facts. For 
example: As noted by Miller and Yu,33 it 
follows from a fundamental result 
about Martin-Löf randomness known 
as van Lambalgen’s Theorem (see 
Downey and Hirschfeldt.11) that if X is 
Martin-Löf random and is computed by 
an n-random sequence, then X is itself 
n-random. We have mentioned that we 

g The kth iterate of the Halting Problem is just 
the Halting Problem for Turing machines 
with the (k−1)st iterate of the Halting Problem 
as an oracle.
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said to be K-trivial, and have played a 
major role in the theory of algorithmic 
randomness. For those who know 
some computability theory, we men-
tion that Nies34 showed that the 
K-trivial sequences form an ideal in 
the Turing degrees, and that they can 
be seen as giving a priority-free solu-
tion to Post’s Problem (see Downey et 
al.12). Nies34 showed that these 
sequences are computability-theoretically 
weak, and gave several characteriza-
tions of K-triviality in terms of ran-
domness-theoretic weakness. For 
example, when we relativize the notion 
of Martin-Löf randomness to a non-
computable X, we expect the notion to 
change, as the noncomputability of X 
should yield some derandomization 
power. Nies showed that the K-trivial 
sequences are exactly those for which 
this intuition fails.

Many other characterizations of 
K-triviality have since been given. For 
example, results of Hirschfeldt et al.21 and 
of Bienvenu et al.6 show a computably 
enumerable set is K-trivial if and only 
if it is computed by a difference ran-
dom sequence (that is, one of the “true 
Martin-Löf randoms” that does not 
compute the Halting Problem). Recent 
work on K-triviality has also revealed 
subclasses of the K-trivials that can 
further help us understand the fine 
structure of the interaction between 
randomness and computability.

Considering the properties of 
sequences with differing levels of ran-
domness leads to the following heuris-
tic graph, where the horizontal axis 
represents randomness level and the 
vertical axis represents maximum 
computational power. (One can also 
think that the horizontal axis repre-
sents information content, whereas 
the vertical axis represents maximum 
useful information content.)

Among the sequences that are nei-
ther random nor highly nonrandom 
are ones that can be thought of as being 
“partially random.” For example, if Z is 
Martin-Löf random and we replace 
every other bit of Z by a 0, we obtain a 
new sequence Y such that K(Yn) is 
approximately . It makes sense to 
think of such a sequence as being “
-random.” More generally, we can think 

of the limit behavior of the ratio  
as a measure of the partial randomness 
of a sequence X. This ratio does not nec-
essarily have a limit, but we can look at

which both give us values between 0 
and 1.

These values are also central to the 
theory of effective dimension. In 1919, 
Felix Hausdorff introduced a notion 
of dimension that measures the “local 
size” of a set in a metric space, for 
example, a subset of the plane. Points 
have dimension 0, lines have dimen-
sion 1, and the whole plane has 
dimension 2, but there are also objects 
of fractional dimension, such as well-
known fractals like the Koch curve 
(which has Hausdorff dimension 
log3(4) ). Starting with the work of Jack 
Lutz in the early 2000s, the theory of 
dimension has been effectivized, ini-
tially in terms of effective martingales 
as in Schnorr’s approach to algorith-
mic randomness. This process has 
also been carried out for other notions 
of dimension, most notably that of 
packing dimension. An important fact 
here is that the effective Hausdorff 
dimension and effective packing 
dimension of a sequence X turn out to 
be exactly the liminf and limsup, 
respectively, in the equation explained  
above. Thus, these dimensions can be 
seen as measures of partial randomness. 
(See, for example,  see Downey and 
Hirschfeldt11 for details.)

The theory of effective dimen-
sion has also been extended to points 
on the plane and higher dimensional 
Euclidean spaces. A remarkable fea-
ture of this theory is that there is a tight 
correspondence between the classical 
Hausdorff dimension of a set and the 
effective Hausdorff dimension of its 
points. For a fairly wide class of sets 
S⊆Rn, Hitchcock22 showed that the 
Hausdorff dimension of S is the supre-
mum of the effective Hausdorff dimen-
sions of its individual elements, and 
Lutz and Lutz28 have now given versions 
of this result for arbitrary sets (and for 
both Hausdorff and packing dimen-
sion) using relativizations of effective 
dimension. It is surprising that the 
notion of dimension, which seems so 
clearly to be a global property of a set, 
based on its “overall shape,” can be 

A remarkable 
feature of the 
theory of effective 
dimension is 
there is a tight 
correspondence 
between the 
classical Hausdorff 
dimension of 
a set and the 
effective Hausdorff 
dimension of  
its points. 
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process where, instead of using com-
putable reductions, we simply seek to 
increase the randomness of a sequence 
by changing a relatively small propor-
tion of its bits. Greenberg et al.20 
recently gave precise bounds on the 
proportion of bits of a sequence of 
effective Hausdorff dimension s that 
need to be changed to increase the 
Hausdorff dimension to a given t > s, in 
terms of the binary entropy function 
from information theory. They also 
showed that if X has effective Hausdorff 
dimension 1, then X can be trans-
formed into a Martin-Löf random 
sequence by changing it only on the 
bits in a set S ⊂ N of density 0 (which 
means that ).

Turing and absolute normality. We 
return to Borel’s notion of normality. 
This is a very weak form of random-
ness; polynomial-time randomness is 
more than enough to ensure absolute 
normality, and indeed, it is known that 
a sequence is normal if and only if it sat-
isfies a notion of randomness defined 
using certain finite-state machines 
much weaker than arbitrary Turing 
machines. Borel asked whether there 
are explicit examples of absolutely 
normal numbers. It is conjectured that 
e, p, and all irrational algebraic num-
bers, such as , are absolutely normal, 
but none of these have been proven to 
be normal to any base. In an unpub-
lished manuscript, Alan Turing 
attacked the question of an explicit 
construction of an absolutely normal 
number by interpreting “explicit” to 
mean computable. His manuscript, 
entitled A Note on Normal Numbers and 
presumably written in 1938, gives the 
best kind of answer to date to Borel’s 
question: an algorithm that produces 
an absolutely normal number.

An interesting aspect of Turing’s 
construction is that he more or less 
anticipated Martin-Löf’s work by 
looking at a collection of comput-
able tests sensitive enough to make 
a number normal in all bases, yet 
insensitive enough to allow a com-
putable sequence to pass all such 
tests. We have seen that the strong 
law of large numbers implies fixed 
blocks of digits should occur with 
the appropriate frequencies in a ran-
dom sequence. Translating between 
bases results in correlations between 
blocks of digits in one base and 

completely understood by focusing on 
the individual elements of the set and 
understanding them from a comput-
ability-theoretic perspective. This 
correspondence is also quite useful, 
and can be used to obtain new proofs 
and results in areas such as fractal 
geometry, as in Lutz and Lutz28 and 
Lutz and Stull,29 for instance.

Randomness amplification can be 
investigated in many settings. A basic 
question is whether (a greater degree 
of) randomness can always be 
extracted from a partially random 
source. In our setting, effective dimen-
sion can be used to measure the 
degree of randomness, and extraction 
can be interpreted as relative compu-
tation. One way to think of this ques-
tion is that it is easy to decrease the 
effective dimension of a sequence in a 
computable way, say by changing a 
large proportion of its bits to 0’s, but it 
is less clear in general whether there is 
a way to reverse this process.

As it turns out, the answer depends 
on the notion of dimension. Fortnow 
et al.15 showed that if X has nonzero 
effective packing dimension and e > 0, 
then there is a Y that is computable 
from X such that the effective pack-
ing dimension of Y is at least 1 − e. (In 
fact, they showed that Y can be cho-
sen to be Turing equivalent to X via polynomial- 
time reductions, making the random-
ness amplification process quite 
efficient.) On the other hand, Miller32 
showed there is a sequence X of effec-
tive Hausdorff dimension  such 
that if Y is computable from X, then 
the effective Hausdorff dimension of 
Y is at most . (The specific value  
does not matter.) Greenberg and 
Miller19 showed that there is a 
sequence of effective Hausdorff 
dimension 1 that does not compute 
any Martin-Löf random sequence. Thus, 
we see there are some strong senses 
in which randomness amplification is 
not possible. However, Zimand40 
showed that, remarkably, if we have 
two sequences of nonzero effective 
Hausdorff dimension that are suffi-
ciently independent in a certain tech-
nical sense, then they together 
compute a sequence of effective 
Hausdorff dimension 1.

This is still an area of significant 
research interest. For example, we can 
ask about a randomness amplification 

It is surprising  
the notion  
of dimension,  
which means  
so clearly to be  
a global property 
of a set based on 
its “overall shape,” 
can be understood 
by focusing on the 
individual elements 
of the set and 
understanding 
them from a 
computability-
theoretic 
perspective.  
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blocks of digits in the other, which 
is why this extension allowed Turing 
to construct absolutely normal num-
bers. Turing made enough of classical 
measure theory computable to gen-
erate absolute normality, yet had the 
tests refined enough that computable 
sequence could still be “random.”

Turing’s construction remained 
largely unknown, because his manu-
script was published only in his 1997 
Collected Works.39 The editorial notes 
in that volume say the proof given by 
Turing is inadequate and speculate the 
theorem could be false. Becher et al.4 
reconstructed and completed Turing’s 
manuscript, preserving his ideas as accu-
rately as possible while correcting minor 
errors. More recently, there has been a 
highly productive line of research con-
necting algorithmic randomness, com-
putability theory, normal numbers, and 
approximability notions such as that of 
Liouville numbers; see, for instance, the 
papers listed at http://www-2.dc.uba.ar/ 
profesores/becher/publications.
html. Some of this work has yielded 
results in the classical theory of nor-
mal numbers, as in Becher et al.3

Some further applications. There 
have been several other applica-
tions of ideas related to algorithmic 
randomness in areas such as logic, 
complexity theory, analysis, and ergo-
dic theory. Chaitin used Kolmogorov 
complexity to give a proof of a ver-
sion of Gödel’s First Incompleteness 
Theorem, by showing that for any suf-
ficiently strong, computably axiomat-
izable, consistent theory T, there is 
a number c such that T cannot prove 
that C(σ) > c for any given string σ.h 
More recently, Kritchman and Raz25 
used his methods to give a proof of 
the Second Incompleteness Theorem 
as well. (Their paper also includes an 
account of Chaitin’s proof.) We can 
also ask about the effect of adding 
axioms asserting the incompressibil-
ity of certain strings in a probabilis-
tic way. Bienvenu et al.9 have shown 
that this kind of procedure does not 
help us to prove new interesting theo-
rems, but that the situation changes 
if we take into account the size of the 
proofs: randomly chosen axioms can 

h This fact also follows by interpreting an earlier 
result of Barzdins; see Example 2.7.1 in Li and 
Vitányi,27

help to make proofs much shorter 
under a reasonable complexity-theo-
retic assumption like P ¹ PSPACE.

Although not central to this article, 
we mention there are many appli-
cations of Kolmogorov complexity 
of finite strings, for example, ones 
that go under the collective title of 
the incompressibility method. The 
idea is that algorithmically random 
strings should exhibit typical behav-
ior on computable processes. For 
example, this method can be used to 
give average running times for sort-
ing, by showing that if the outcome 
is not what we would expect, we can 
compress a random input (which is 
now a single algorithmically random 
string). Chapter 6 of Li and Vitányi27 
is devoted to this technique, applying 
it to areas as diverse as combinator-
ics, formal languages, compact rout-
ing, and circuit complexity, among 
others. Another example is provided 
by the insight that the Kolmogorov 
complexity C(x|y) of a string x given 
y as an oracle is an absolute measure 
of how complex x is in y’s opinion. 
Historically, researchers comparing 
two sequences x, y of, for example, 
DNA, or two phylogenetic trees, or 
two languages have defined many 
distance metrics, such as “maximum 
parsimony” in the DNA example. 
But it is natural to use a measure 
like max{C(x, y), C(y, x)}, if the 
sequences have the same length, or 
some normalized version if they do 
not. Then we know absolutely what 
information the strings have in com-
mon, and do not have to hand-tool a 
notion of distance for the application. 
Although C is incomputable, Vitányi 
and others have used computable 
approximations (such as Lempel-Ziv 
compression) to C to investigate gen-
eral tools for understanding com-
mon information. (See, for example, 
Bennett et al.5) Another application is  
learning theory and logical depth, 
a notion introduced by Bennett to 
capture the idea that something is 
hard to describe in limited time. For 
applications to deep learning, see, 
for example, https://www.hectorzenil.
net/publications.html.

Randomness is used in many 
algorithms to accelerate computa-
tions, as in the use of randomness 
for primality testing by Solovay and 

Strassen,37 and there are problems 
like polynomial identity testing—which 
asks whether a polynomial in many 
variables is identically zero—for 
which there are efficient algorithms 
if we have a randomness source, but 
no known fast deterministic algo-
rithms. It is thought that a wide class 
of randomized algorithms can be 
derandomized to yield determinis-
tic polynomial-time algorithms, fol-
lowing the work of Impagliazzo and 
Wigderson,23 who showed that if cer-
tain problems are as hard as we think 
they are, then we can provide enough 
randomness efficiently to derandom-
ize problems in the complexity class 
BPP. Bienvenu and Downey7 have 
shown that randomness can always 
be used to accelerate some computa-
tions. They showed that if X is Schnorr 
random, then there is a computable 
language L such that X can compute 
L (in exponential time) via a computa-
tion ΦX (that is, a Turing machine Φ 
with oracle X) so that for any Turing 
machine M that computes L, the com-
putation ΦX is faster than M by more 
than a polynomial factor. (That is, ΦX 
computes L in time f, and there are no 
Turing machine M and polynomial p 
such that M computes L in time p  f.)

Another connection with com-
plexity theory comes from looking at 
the computational power of the set 
of random strings. There are a few 
reasonable ways to define what we 
mean by this set; one of them is to 
consider the strings that are incom-
pressible in the sense of plain 
Kolmogorov complexity, that is R = 
{σC(σ)  σ}. It turns out to be par-
ticularly interesting to consider 
what sets can be reduced to this one 
via polynomial-time reductions. For 
instance, Allender et al.1 showed 
that the complexity class PSPACE is 
contained in the collection of sets 
that are polynomial-time reducible 
to R, and other connections with 
complexity theory have been explored 
in this paper and others such as 
Allender et al.2

A particularly promising current line 
of research is the use of notions of algo-
rithmic randomness to give precise, 
“quantitative” versions of results about 
almost everywhere behavior in areas 
such as analysis and ergodic theory, an 
idea that goes back to the work of 
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Demuth in the 1970s.i For example, it is 
a result of basic analysis that every non-
decreasing function [0, 1] → R  is dif-
ferentiable at almost every x ∈ [0, 1] 
(that is, the set of x at which it is differ-
entiable has measure 1). Brattka et al.10 
showed that the reals x ∈ [0,1] such 
that every nondecreasing computable 
function (in the sense of computable 
analysis) is differentiable at x are 
exactly the computably random ones. 
Thus, computable randomness is 
exactly the level of randomness 
needed for this particular almost every-
where behavior to manifest itself. For 
other similar conditions, the relevant 
level of randomness can vary. For 
instance, for functions of bounded vari-
ation in place of nondecreasing ones, 
the corresponding level of randomness is 
exactly Martin-Löf randomness, as 
shown in Brattka et al10 as a recasting of 
a result by Demuth. A source for over-
views of some recent work at the inter-
section of algorithmic randomness 
with analysis and ergodic theory is the 
collection of slides at https://www.birs.
ca/cmo-workshops/2016/16w5072/files/. 
Similar applications occur in physics, for 
instance, in studying Brownian motion 
(for example, by Fouché16) and the amount 
of randomness needed for quantum 
mechanics (for example, by Gács18).

Another interesting application is to 
the study of tilings (of the plane, say). 
Let X[m, n] be the bits of the sequence X 
from positions m to n. One might think 
that for a Martin-Löf random X, we 
should have K(X[m, n])  n − m − O(1), or 
that at least K(X[m, n]) should not dip 
too far below n−m. This is not true, 
though, as random sequences must 
have long simple substrings, such as 
long runs of 0’s. (If we know that X has 
infinitely many runs of 6 consecutive 
0’s, but only finitely many of 7 consecu-
tive 0’s, then we can make money bet-
ting on the values of the bits of X by 
betting that the next value is 1 each 
time we see six consecutive 0’s.) 
However, for any e > 0, there are e-shift 
complex sequences X for which:

K(X[m, n])  (1 − e)(n − m) − O(1)

i Demuth came from the constructivist tradi-
tion, but independently discovered notions 
of randomness like Martin-Löf randomness 
by working on questions such as the ones dis-
cussed in this paragraph. See Kučera et al.26 for 
an account.

for all m and n. These sets can be coded 
to yield tilings with various interesting 
properties, such as certain kinds of 
pattern-avoidance. See, for instance, 
Durand et al.13, 14

Finally, randomness is thought of 
as “typicality” for many objects. Thus, 
if we wish to understand complex 
networks, we can try to model them 
using some kind of random graph. 
Khoussainov24 has recently given 
meaning to the idea of (infinite) algo-
rithmically random regular trees and 
other structures. Work is under way 
to adapt this idea to finite graphs and 
use it for practical applications.
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identify a set of linear algebra primi-
tives shared by multiple distributed 
machine learning platforms and 
algorithms. Second, they develop 
compression techniques not only for 
single columns in a matrix, but also 
“column grouping” techniques that 
capitalize on correlations between 
columns. They show that offset lists 
and run-length encoding offer a good 
set of trade-offs between efficiency 
and performance. Third, the paper 
develops cache-conscious algorithms 
for matrix multiplication and other 
operations. Finally, the paper shows 
how to estimate the sizes of com-
pressed matrices and to choose an 
effective compression strategy. To-
gether, these techniques illustrate 
how database systems concepts can 
be adapted to great benefit in the ma-
chine learning space. 
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DEMAND  F OR MORE  powerful big data 
analytics solutions has spurred the 
development of novel programming 
models, abstractions, and platforms 
for next-generation systems. For these 
problems, a complete solution would 
address data wrangling and process-
ing, and it would support analytics over 
data of any modality or scale. It would 
support a wide array of machine learn-
ing algorithms, but also provide primi-
tives for building new ones. It would be 
customizable, scale to vast volumes of 
data, and map to modern multicore, 
GPU, coprocessor, and compute clus-
ter hardware. In pursuit of these goals, 
novel techniques and solutions are 
being developed by machine learning 
researchers,4,6,7 in the database and 
distributed systems research com-
munities,2,5,8 and by major players in 
industry.1,3 These platforms provide 
higher-level abstractions for machine 
learning over data, and they perform 
optimizations for modern hardware.

Elgohary et al.’s work on “Scaling 
Machine Learning via Compressed 
Linear Algebra,” which first appeared 
in the Proceedings of the VLDB Endow-
ment,2 seeks to address many of these 
challenges by applying database 
ideas (cost estimation, query opti-
mization, cost-based data placement 
and layout). It was conducted within 
IBM and Apache’s SystemML declara-
tive machine learning project. The 
paper shows just how effective such 
database techniques can be in a ma-
chine learning setting. The authors 
observe that the core data objects in 
machine learning (feature matrices, 
weight vectors) tend to have regular 
structure and repeated values. Ma-
chine learning tasks over such data 
are composed from lower-level linear 

algebra operations. Such operations 
generally involve repeated floating-
point computations, which are band-
width-limited as the CPU traverses 
large matrices in RAM. 

The authors developed a com-
pressed representation for matrices, 
as well as compressed linear algebra 
operations that work directly over the 
compressed matrix data. Together, 
these reduce the bandwidth required 
to perform the computations, thus 
speeding performance dramatically. 
The paper cleverly leverages ideas 
from relational database systems: 
column-oriented compression, sam-
pling-based cost estimation, and 
trading between compression speed 
and compression rate.

This paper makes several notable 
contributions. First, the authors 

Technical Perspective
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Large-Scale Machine Learning
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The authors  
developed  
a compressed 
representation  
for matrices,  
as well as  
compressed linear 
algebra operations 
that work directly  
over the compressed 
matrix data.
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Abstract
Large-scale Machine Learning (ML) algorithms are often 
iterative, using repeated read-only data access and I/O-
bound matrix-vector multiplications. Hence, it is crucial 
for performance to fit the data into single-node or distrib-
uted main memory to enable fast matrix-vector operations. 
General-purpose compression struggles to achieve both 
good compression ratios and fast decompression for block-
wise uncompressed operations. Therefore, we introduce 
Compressed Linear Algebra (CLA) for lossless matrix com-
pression. CLA encodes matrices with lightweight, value-
based compression techniques and executes linear algebra 
operations directly on the compressed representations. We 
contribute effective column compression schemes, cache-
conscious operations, and an efficient sampling-based 
compression algorithm. Our experiments show good com-
pression ratios and operations performance close to the 
uncompressed case, which enables fitting larger datasets 
into available memory. We thereby obtain significant end-
to-end performance improvements.

1. INTRODUCTION
Large-scale ML leverages large data collections to find 
interesting patterns or build robust predictive models.7 
Applications range from traditional regression, classifica-
tion, and clustering to user recommendations and deep 
learning for unstructured data. The labeled data required to 
train these ML models is now abundant, thanks to feedback 
loops in data products and weak supervision techniques. 
Many ML systems exploit data-parallel frameworks such as 
Spark20 or Flink2 for parallel model training and scoring on 
commodity hardware. It remains challenging, however, to  
train ML models on massive labeled data sets in a cost-effective 
manner. We provide compression-based methods for accel-
erating the linear algebra operations that are central to train-
ing. The key ideas are to perform these operations directly 
on the compressed data, and to automatically determine the 
best lossless compression scheme, as required by declara-
tive ML systems.

Declarative ML. State-of-the-art, large-scale ML sys-
tems provide high-level languages to express ML algorithms 
by means of linear algebra such as matrix multiplications, 
aggregations, element-wise and statistical operations. 
Examples at different abstraction levels are SystemML,4 
Mahout Samsara,17 Spark MLlib,19 and TensorFlow.1 The 
high-level specification allows data scientists to create or 
customize ML algorithms without worrying about data and 

The original version of this paper was published in 
PVLDB 9, 12, 20169 and summarized in SIGMOD Record 
46, 1, 201711. This paper is based on an invited extended 
version that will appear in the VLDB Journal.10

cluster characteristics, data representations (e.g., sparse or 
dense formats), and execution-plan generation.

Data-intensive ML algorithms. Many ML algorithms are 
iterative, with repeated read-only data access. These algo-
rithms often rely on matrix-vector multiplications, which 
require one complete scan of the matrix with only two float-
ing point operations per matrix element. This low opera-
tional intensity renders matrix-vector multiplication, even 
in-memory, I/O bound.18 Despite the adoption of flash-and 
NVM-based SSDs, disk bandwidth is usually 10x–100x slower 
than memory bandwidth, which is in turn 10x–40x slower 
than peak floating point performance. Hence, it is crucial for 
performance to fit the matrix into available memory without 
sacrificing operations performance. This challenge applies 
to single-node in-memory computations, data- parallel frame-
works with distributed caching like Spark,20 and accelera-
tors like GPUs with limited device memory. Even in the face 
of emerging memory and link technologies, the challenge 
persists due to increasing data sizes, different access costs 
in the memory hierarchy, and monetary costs.

Lossy versus lossless compression. Recently, lossy 
compression has received a lot of attention in ML. Many 
algorithms can tolerate a loss in accuracy because these 
algorithms are approximate in nature, and because com-
pression introduces noise that can even improve the 
generalization of the model. Common techniques are  
(1) low- and ultra-low-precision storage and operations, 
(2) sparsification (which reduces the number of non-zero 
values), and (3) quantization (which reduces the value 
domain). However, these techniques require careful, 
manual application because they affect the accuracy in a 
data- and algorithm-specific manner. In contrast, declara-
tive ML aims at physical data independence. Accordingly, 
we focus on lossless compression because it guarantees 
exact results and thus, it allows for automatic compres-
sion to fit large datasets in memory when needed.

Baseline solutions. The use of general-purpose com-
pression techniques with block-wise decompression per 
operation is a common baseline solution. However, heavy-
weight techniques like Gzip are not applicable because 
decompression is too slow, while lightweight methods like 
Snappy or LZ4 achieve only modest compression ratios. 
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Existing compressed matrix formats with good perfor-
mance like CSR-VI15 similarly show only moderate com-
pression ratios. In contrast, our approach builds upon 
research on lightweight database compression, such as 
compressed bitmaps and dictionary coding, as well as 
sparse matrix representations.

Contributions. We introduce value-based Compressed 
Linear Algebra (CLA),9, 10 in which lightweight compression 
techniques are applied to matrices and then linear algebra 
operations are executed directly on the compressed repre-
sentations. Figure 1 shows the goals of this approach: we 
want to widen the sweet spot for compression by achieving 
both (1) performance close to uncompressed in-memory 
operations, and (2) good compression ratios to fit larger 
datasets into memory. Our contributions include:

• Adapted column-oriented compression schemes for 
numeric matrices, and cache-conscious linear algebra 
operations over these compressed matrices (Section 3).

• A sampling-based algorithm for selecting a good com-
pression plan, including techniques for compressed-
size estimation and column grouping (Section 4).

Our CLA framework is available open source in Apache 
SystemML, where CLA is enabled by default for matrices 
that are larger than aggregate cluster memory.

2. BACKGROUND AND MOTIVATION
After giving an overview of SystemML as a representative ML 
system, we discuss common workload characteristics that 
directly motivate the design of our CLA framework.

SystemML compiler and runtime. In SystemML,4 ML algo-
rithms are expressed in a high-level language with R-like syn-
tax for linear algebra and statistical operations. These scripts 
are automatically compiled into hybrid runtime plans that 
combine single-node, in-memory operations and distributed 
operations on MapReduce or Spark. During this compilation 
step, the system also applies optimizations such as common 
subexpression elimination, optimization of matrix-multipli-
cation chains, algebraic simplifications, physical operator 
selection, and rewrites for dataflow properties like caching 
and partitioning. Matrices are represented in a binary block 
matrix format with fixed-size blocks, where individual blocks 
can be in dense, sparse, or ultra-sparse formats. For single-
node operations, the entire matrix is represented as a block, 
which ensures consistency without unnecessary overheads. 
CLA can be seamlessly integrated by adding a new derived 
block representation and operations.

Common operation characteristics. Two important 
classes of ML algorithms are (1) iterative algorithms with 
matrix-vector multiplications (or matrix-matrix with a 
small second matrix), and (2) closed-form algorithms with 
transpose-self matrix multiplication. For both classes, few 
matrix operations dominate the overall algorithm run-
time, apart from the costs for the initial read from distrib-
uted file system or object storage. This is especially true 
with hybrid runtime plans, where operations over small 
data are executed in the driver and thus, incur no latency 
for distributed computation. Examples for class (1) are lin-
ear regression via a conjugate gradient method (LinregCG), 
L2-regularized support vector machines (L2SVM), multi-
nomial logistic regression (MLogreg), Generalized Linear 
Models (GLM), and Kmeans, while examples for class (2) 
are linear regression via a direct solve method (LinregDS) 
and Principal Component Analysis (PCA). Besides matrix-
vector multiplication, we have vector-matrix multiplica-
tion, which is often caused by the rewrite Xv → (vX) to 
avoid transposing X because computing X is expensive, 
whereas computing v involves only a metadata update. 
Many systems also implement physical operators for 
matrix-vector chains with optional element-wise weight-
ing X(w(Xv) ), and transpose-self matrix multiplication 
(tsmm) XX.4, 17 Most of these operations are I/O-bound, 
except for tsmm with m  1 features because its com-
pute workload grows as O(m2). Other common operations 
over X are cbind, unary aggregates like colSums, and 
matrix-scalar operations.

Common data characteristics. The inputs to these algo-
rithm classes often exhibit common data characteristics:

• Tall and skinny matrices: Matrices usually have significantly 
more rows (observations) than columns (features), 
especially in enterprise ML, where data often originates 
from data warehouses (see Table 1).

• Non-uniform sparsity: Sparse datasets usually have 
many features, often created via pre-processing such as 
dummy coding. Sparsity, however, is rarely uniform, 
but varies among features. For example, Figure 2 shows 
the skew of the Covtype and Mnist8m datasets.

• Low column cardinalities: Many datasets exhibit features 
with few distinct values, for example, encoded categori-
cal, binned or dummy-coded features. For example, 
Figure 3 shows the ratio of column cardinality to the 
number of rows of the Higgs and Census datasets.

• Column correlations: Correlation among features is 
also very common and typically originates from natural 
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Example compressed matrix. Figure 4 shows an exam-
ple compressed matrix block in its logical representa-
tion. The 10 × 5 input matrix is encoded as four column 
groups, where we use 1-based indexes. Columns 2, 4, and 
5 are represented as single-column groups and encoded 
via RLE, DDC, and UC, respectively. For Column 2 in RLE, 
we have two distinct non-zero values and hence two asso-
ciated offset lists encoded as runs. Column 4 in DDC has 
three distinct values (including zero) and encodes the 
data as tuple references, whereas Column 5 is a UC group 
in dense format. Finally, there is a co-coded OLE column 
group for the correlated Columns 1 and 3, which encodes 
offset lists for all three distinct non-zero value-pairs as 
lists of row indexes.

Notation. For the ith column group, denote by Ti = {ti1, ti2, 
. . ., tidi

} the set of di distinct tuples, by Gi the set of column 
indexes, and by Oij the set of offsets associated with tij (1 ≤ 
j ≤ di). The OLE and RLE schemes are “sparse” formats in 
which zero values are not stored, whereas DDC is a dense 
format, which includes zero values. Also, denote by α the 
size in bytes of each floating point value, where α = 8 for the 
double-precision IEEE-754 standard.

3.2. Column encoding formats
CLA uses heterogeneous encoding formats to exploit the 
full compression potential of individual columns. OLE 
and RLE use offset lists to map from value tuples to row 
indexes, while DDC uses tuple references to map from row 
indexes to value tuples. We now describe their physical 
data layouts.

Data layout. Figure 5 shows the data layouts of OLE, RLE, 
and DDC column groups for an extended example matrix 
(with more rows). All three formats use a common header 
of two arrays for column indexes and value tuples, as well as 
a data array Di. The header of OLE and RLE groups further 
contains an array for pointers to the data per tuple. The data 
length per tuple in Di can be computed as the difference of 
adjacent pointers (e.g., for ti1 = (7, 6) as 13−1=12) because the 
offset lists are stored consecutively.

Offset-List Encoding (OLE). The OLE format divides 
the offset range into segments of fixed length ∆s = 216 
to encode each offset with only two bytes. Offsets are 
mapped to their corresponding segments and encoded 
as the difference to the beginning of their segment. Each 
segment then stores the number of offsets followed by two 
bytes for each offset. For example, in Figure 5(a), the nine 
instances of (7, 6) appear in three consecutive segments 

data correlation, the use of composite features, or again 
pre-processing techniques like dummy coding. For 
example, exploiting column correlations improved the 
compression ratio for Census from 12.8x to 35.7x.

These data characteristics directly motivate the use of  
column-oriented compression schemes as well as hetero-
geneous encoding schemes and column co-coding.

3. COMPRESSION SCHEMES
We now describe the overall CLA compression framework, 
encoding formats for compressed column groups, and 
cache-conscious operations over compressed matrices.

3.1. Matrix compression framework
CLA compresses matrices column-wise to exploit two 
key characteristics: few distinct values per column and 
high cross-column correlations. Taking advantage of 
few distinct values, we encode a column as a dictionary 
of distinct values, and a list of offsets per value or value 
references. Offsets represent row indexes where a given 
value appears, while references encode values by their 
positions in the dictionary.

Column co-coding. We further exploit column cor-
relation by partitioning columns into groups such 
that columns within each group are highly correlated. 
Each column group is then encoded as a single unit. 
Conceptually, each row of a column group comprising 
m columns is an m-tuple t of floating-point values that 
represent reals or integers.

Column encoding formats. The lists of offsets and ref-
erences are then stored in a compressed representation. 
Inspired by database compression techniques and sparse 
matrix formats, we adapt four effective encoding formats:

• Offset-List Encoding (OLE) encodes the offset lists per 
value tuple as an ordered list of row indexes.

• Run-Length Encoding (RLE) encodes the offset lists as 
sequence of runs of begin row index and run length.

• Dense Dictionary Coding (DDC) stores tuple references 
to the dictionary including zeros.

• Uncompressed Columns (UC) is a fallback for incom-
pressible columns, stored as a sparse or dense block.

Encoding may be heterogeneous, with different formats for 
different column groups. The decisions on co-coding and 
encoding formats are strongly data-dependent and thus, 
require automatic compression planning (Section 4).
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which is useful for image data in blocked matrix storage. 
Since OLE, RLE, and DDC are all value-based formats, col-
umn co-coding and common runtime techniques apply.

Limitations. An open research question is the handling 
of ultra-sparse matrices where our approach of empty OLE 
segments and RLE runs introduces substantial overhead.

3.3. Operations over compressed matrices
CLA executes linear algebra operations directly over a com-
pressed matrix block, that is a set X of column groups. 
Composing these operations from group operations facili-
tates simplicity regarding heterogeneous formats. We write 
cv, u⋅v and uv to denote element-wise scalar-vector multi-
plication, inner product, and element-wise vector product.

Exploiting the dictionary. Several operations can exploit 
the dictionary of distinct tuples to reduce the number of 
floating point operations. Examples are sparse-safe matrix-
scalar operations such as cX that are computed only for dis-
tinct tuples, and unary aggregates such as colSums(X) that 
are computed based on counts per tuple. Matrix-vector and  
vector-matrix multiplications similarly exploit pre-aggregation 
and post-scaling. A straightforward way to implement 
matrix-vector multiply q = Xv iterates over tij tuples per group, 
scanning Oij and adding tij ⋅ vGi at reconstructed offsets to q, 
where vGi is a subvector of v for the indexes in Gi. However, 
the value-based representation allows pre-aggregating  
uij = tij ⋅ vGi once for each tuple tij. The more columns co-coded 
and the fewer distinct tuples, the fewer floating point opera-
tions are required.

Matrix-vector multiplication. Despite pre-aggregation, 
pure column-wise processing would scan the n × 1 output 
vector q once per value tuple, resulting in cache-unfriendly 
behavior for large n. We therefore use cache-conscious 
schemes for OLE and RLE groups based on horizontal, seg-
ment-aligned scans. As shown in Figure 6(a) for OLE, these 
horizontal scans allow bounding the working-set size of 
the output. Multi-threaded operations parallelize over 
segment-aligned partitions of rows [rl, ru), which update 
independent ranges of q. We find πij, the starting posi-
tion of each tij in Di by aggregating segment lengths until 
we reach rl. We further pre-compute uij = tij ⋅ vGi once for all 
tuples. For each cache partition of size ∆c (such that ∆c ⋅ α ⋅ 
#cores fits in L3 cache, by default ∆c = 2∆s), we then iterate 
over all distinct tuples but maintain the current positions 
πij as well. The inner loop then scans segments and adds uij 
via scattered writes at reconstructed offsets to the output 
q. RLE is similarly realized except for sequential writes to q 
per run, special handling of partition boundaries, and addi-
tional state for reconstructed start offsets. In contrast, DDC 
does not require horizontal scans but allows—due to ran-
dom access—cache blocking across multiple DDC groups, 
which we apply for DDC1 only because its temporary mem-
ory requirement for ui is bounded by 2KB per group.

Example matrix-vector multiplication. As an example for 
OLE matrix-vector multiplication, consider the column group 
G = (1, 3) from Figure 4 and suppose that v

G
 = (1, 2). For these 

two columns, uncompressed operations require 20 multipli-
cations and 20 additions. Instead, we first pre-compute uij 
as (7, 6) ⋅ (1, 2) = 19, (3, 4) ⋅ (1, 2) = 11, and (7, 5) ⋅ (1, 2) = 17. 

with 3, 2, and 4 entries. Empty segments require two bytes 
indicating zero length. The size  of column group Gi is 
calculated as

 (1)

where bij is the number of segments of tuple tij, |Oij| is the 
number of offsets for tij, and  is the total num-
ber of offsets—that is, the number of non-zero values—in 
the column group. The header size is 4|Gi| + di(4 + α|Gi|).

Run-Length Encoding (RLE). RLE encodes ranges of off-
sets as a sequence of runs, where a run is stored as two bytes 
for both the starting offset and length. We use delta encod-
ing to store the starting offset as its difference to the end of 
the preceding run. To ensure a two-byte representation, we 
store empty runs or partitioned runs when the starting off-
set or the run length exceed the maximum length of 216. The 
size  of column group Gi is calculated as

 (2)

where rij is the number of runs for tuple tij.
Dense Dictionary Coding (DDC). The DDC format uses a 

dense, fixed-length data array Di of n entries. The kth entry 
encodes the value tuple of the kth row as its position in the 
dictionary. Therefore, the number of distinct tuples di in the 
dictionary determines the physical size per entry. We use 
two byte-aligned formats, DDC1 and DDC2, with one and 
two bytes per entry. Accordingly, these DDC formats are only 
applicable if di ≤ 28 or di ≤ 216. The total size  of column 
group Gi is then calculated as

 (3)

where 4|Gi| + diα|Gi| denotes the header size of column 
indexes and the dictionary of value tuples. In SystemML, we 
also share common dictionaries across DDC column groups, 
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partitioning, and an efficient greedy algorithm with prun-
ing and memoization for column grouping. Together, 
these techniques significantly reduce the number of can-
didate groups. Finally, we describe the compression algo-
rithm including error corrections.

4.1. Estimating compressed size
For calculating the compressed size of a column group Gi 
with the formulas (1), (2), and (3), we need to estimate the 
number of distinct tuples di, non-zero tuples zi, segments bij, 
and runs rij. Our estimators are based on a small sample of 
rows S drawn randomly and uniformly from X with |S|  n.  
We have found that being conservative (overestimating  
compressed size) yields the most robust co-coding choices, 
so we make conservative choices in our estimator design.

Number of distinct tuples. Sampling-based estimation 
of the number of distinct tuples is a well studied but chal-
lenging problem. We use the hybrid estimator,13 which is 
adequate compared to more expensive estimators. The 
idea is to estimate the degree of variability in the popu-
lation frequencies of the tuples in Ti as low, medium, or 
high, based on the estimated squared coefficient of varia-
tion, and then apply a “generalized jackknife” estimator 
that performs well for the given variability regime. These 
estimators have the form d̂  = d

S
 + K (N(1) / |S|), where d

S
 is 

the number of distinct tuples in the sample, K is a con-
stant computed from the sample, and N(1) is the number 
of “singletons,” that is, the number of tuples that appear 
exactly once in S.

Number of OLE segments. Not all elements of Ti will 
appear in the sample. Denote by T i

o and T i
u the sets of tuples 

observed and unobserved in the sample, and by di
o and di

u 
their cardinalities. The latter can be estimated as .  
We also need to estimate the population frequencies of 
observed and unobserved tuples. Let fij be the population 
frequency of tuple tij and Fij the sample frequency. A naïve 
estimate scales up Fij to obtain . Note that 

 implies a zero population frequency for each 
unobserved tuple. We adopt a standard way of dealing with 
this issue and scale down the naïve frequency estimates 
by the estimated “coverage” Ci of the sample, defined as 

. The usual estimator of coverage, originally 
due to Turing,12 is

 (4)

This estimator assumes a frequency of one for unseen 
tuples, computing the coverage as one minus the fraction of 
singletons  in the sample. We add the lower sanity bound 
|S|/n to handle the special case . For simplicity, we 
assume equal frequencies for all unobserved tuples. The 
resulting frequency estimation formula for tuple tij is

 
(5)

We can now estimate the number of segments bij in which 
tuple tij appears at least once (this modified definition of bij 
ignores empty segments for simplicity with negligible error 

Then, we iterate over segments per tuple and add these values 
at the reconstructed offsets to q. Specifically, we add 19 to 
q[i] for i = 1, 3, 9, then add 11 to q[i] for i = 2, 5, 7, 8, 10, and 
finally add 17 to q[i] for i = 4, 6. Due to co-coding and few  
distinct values, the compressed operation requires only  
6 multiplications and 13 additions. Since addition is com-
mutative and associative, the updates of individual column 
groups to q are independent.

Vector-matrix multiplication. Pure column-wise pro-
cessing of vector-matrix would similarly suffer from cache-
unfriendly behavior because we would scan the input vector 
v once for each distinct tuple. Our OLE/RLE group opera-
tions therefore again use horizontal, segment-aligned scans 
as shown in Figure 6(b). Here, we sequentially operate on 
cache partitions of v. The OLE, RLE, and DDC algorithms 
are similar to matrix-vector multiplication, but in the inner 
loop we sum up input-vector values according to the given 
offset list or references, and finally, scale the aggregates 
once with the values in tij. For multi-threaded operations, 
we parallelize over column groups. The cache-partition size 
for OLE and RLE is equivalent to matrix-vector (by default 
2∆s) except that RLE runs are allowed to cross partition 
boundaries due to group-wise parallelization.

Special matrix multiplications. We further support special 
matrix multiplications such as matrix-vector multiplication 
chains p = X(w(Xv) ), and transpose-self matrix multiplica-
tion R = XX by using the previously described column group 
operations on a per block level. For example, we effect XX 
by decompressing one column at a time and performing 
vector-matrix multiplications, exploiting the symmetry of 
the result to avoid redundant computation.

Limitations. Interesting research questions include 
efficient matrix-matrix multiplication and the automatic 
generation of fused operators over compressed matri-
ces that match the performance of hand-coded CLA 
operations.

4. COMPRESSION PLANNING
Given an uncompressed n × m matrix block X, we auto-
matically choose a compression plan, that is, a partition-
ing of compressible columns into column groups and a 
compression scheme per group. To keep the planning 
costs low, we provide sampling-based techniques for 
estimating the compressed size of an OLE, RLE, or DDC 
column group Gi. Since exhaustive (O(mm) ) and brute-
force greedy (O(m3) ) partitioning are infeasible, we fur-
ther provide a bin-packing-based technique for column 
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Figure 6. Cache-conscious OLE operations.
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4.2. Partitioning columns into groups
To create column groups, we first divide compressible col-
umns into independent partitions, and subsequently per-
form column grouping to find disjoint groups per partition. 
The overall objective is to maximize the compression ratio. 
Since exhaustive and brute-force grouping are infeasible, we 
focus on inexact but fast techniques.

Column partitioning. We observed empirically that col-
umn grouping usually generates small groups, and that the 
group extraction costs increase as the sample size, number 
of distinct tuples, or matrix density increases. These observa-
tions and the super-linear complexity of grouping motivate 
heuristics for column partitioning. Because data character-
istics affect grouping costs, we use a bin packing strategy. 
The weight of the ith column is the cardinality ratio , 
indicating its effect on grouping costs. The capacity of a bin 
is a tuning parameter β, which ensures moderate grouping 
costs. Intuitively, bin packing creates a small number of 
bins with many columns per bin, which maximizes group-
ing potential while controlling processing costs. We made 
the design choice of a constant bin capacity—independent 
of zi—to ensure constant compression throughput irrespec-
tive of blocking configurations. Finally, we solve this bin-
packing problem with the first-fit decreasing heuristic.

Column grouping. A brute-force greedy method for col-
umn grouping starts with singleton groups and executes 
merging iterations. At each iteration, we merge the two 
groups yielding maximum compression ratio, that is, mini-
mum change in size . We terminate when no 
further size reductions are possible (i.e., no change in size 

 is below 0). Although compression ratios are estimated 
from a sample, the cost of the naïve greedy method is O(m3). 
Our greedy algorithm additionally applies pruning and 
memoization. We execute merging iterations until the work-
ing set W reaches a fixpoint. In each iteration, we enumerate 
all |W| ⋅ (|W| − 1)/2 candidate pairs of groups. A candidate can 
be safely pruned if any of its input groups has a size smaller 
than the currently best change in size . This pruning 
threshold uses a natural lower bound  because 
at best the smaller group does not add any size. Substituting  

 into  yields the lower bound . Although 
this pruning does not change the worst-case complexity, it 
works very well in practice. Any remaining candidate is then 
evaluated, which entails extracting the column group from 
the sample and estimating its size . Observe that each 
merging iteration enumerates O(|W|2) candidates, but—
ignoring pruning—only O(|W|) candidates have not been 
evaluated in prior iterations; these are the ones formed by 
combining the previously merged group with each other 
element of |W|. Hence, we apply memoization to reuse sta-
tistics such as , which reduces the complexity from O(m3) 
to O(m2) group extractions. Finally, we select a group and 
update the working set.

4.3. Compression algorithm
We now describe the matrix block compression algorithm 
(Algorithm 1). Note that we transpose the input in case of 
row-major dense or sparse formats to avoid performance 
issues due to repeated column-wise extraction.

in our experiments). There are l = n − |S| unobserved offsets 
and estimated  unobserved instances of tuple 
tiq for each tiq ∈ Ti. We adopt a maximum-entropy (maxEnt) 
approach and assume that all assignments of unobserved 
tuple instances to unobserved offsets are equally likely. 
Denote by B the set of segment indexes and by Bij the sub-
set of indexes corresponding to segments with at least one 
observation of tij. Also, for k ∈ B, let lk be the number of unobserved 
offsets in the kth segment and Nijk the random number of 
unobserved instances of tij assigned to the kth segment (Nijk ≤ lk). 
Set Yijk = 1 if Nijk > 0 and Yijk = 0 otherwise. Then we estimate bij 
by its expected value E[bij] under our maxEnt model:

 (6)

where  is a hypergeometric probability. 
Note that  for , where  is the value of  when 

 and |Bij| = 0. Thus our estimate of the term 
 in (1) is .

Number of non-zero tuples. We estimate the number of 
non-zero tuples as , where  is an estimate of the 
number of zero tuples in . Denote by Fi0 the number of 
zero tuples in the sample. If Fi0 > 0, we can proceed as above 
and set , where  is (4). If Fi0 = 0, then we set 

; this estimate maximizes  and hence  per our 
conservative estimation strategy.

Number of RLE runs. The number of RLE runs rij for 
tuple tij is estimated as the expected value of rij under the 
maxEnt model. This expected value is very hard to compute 
exactly and Monte Carlo approaches are too expensive, so we 
approximate E[rij] by considering one interval of consecutive 
unobserved offsets at a time as shown in Figure 7. Adjacent 
intervals are separated by a “border” comprising one or 
more observed offsets. As with the OLE estimates, we ignore 
the effects of empty and very long runs. Denote by ηk the 
length of the kth interval and set . Under the maxEnt 
model, the number  of unobserved tij instances assigned 
to the kth interval is hypergeometric, and we estimate  by 
its mean value: . Given that  instances of tij 
are assigned randomly and uniformly among the hk possible 
positions in the interval, the number of runs rijk within the 
interval (ignoring the borders) is known to follow a so-called 
“Ising-Stevens” distribution(14, pp. 422–423) and we estimate rijk 
by its mean: . A reasonable estimate 
for the contribution to rij from the border between intervals 
k and k + 1 is .10 Our final estimate for the 
number of runs is .

Limitations. For ultra-sparse matrices, extended estima-
tors are needed to account for empty segments and runs.
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Figure 7. Estimating the number of RLE runs r̂ij.
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Planning phase (lines 2–12). Planning starts by drawing a 
sample of rows S from X. For each column i, we first estimate 
the compressed column size  by ,  
where , , and  are obtained by substituting the 
estimated , , , and  into formulas (1)–(3). We con-
servatively estimate the uncompressed column size as 

, which covers both dense and sparse, 
with moderate underestimation for sparse as it ignores row 
pointers of sparse blocks, but this estimate allows column-
wise decisions independent of |CUC|. Columns whose esti-
mated compression ratio  exceeds 1 are added to a 
compressible set CC. In a last step, we divide the columns in 
CC into bins and apply our greedy column grouping per bin 
to form column groups.

Compression phase (lines 13–23). The compression phase 
first obtains exact information about each column group 
and uses this information to adjust the groups, correcting 
for estimation errors. These exact statistics are also used 
to choose the optimal encoding format per column group. 
For each column group Gi, we extract the “big” (i.e., uncom-
pressed) list that comprises the set Ti of distinct tuples and 
uncompressed offsets per tuple. The big lists for all groups 
are extracted during a single column-wise pass through X 
using hashing. During this extraction operation, the param-
eters di, zi, rij, and bij for each group Gi are computed exactly, 
with negligible overhead. These parameters are used in 
turn to calculate the exact compressed sizes , , and 

 with the formulas (1)–(3), and exact compression ratio 
 for each group.

Table 1. Compression ratios of real datasets.

Dataset

Size

Gzip Snappy CLA    n × m         sparsity     size

Higgs16 11M × 28 0.92 2.5 GB 1.93 1.38 2.17
Census16 2.5M × 68 0.43 1.3 GB 17.11 6.04 35.69
Covtype16 581K × 54 0.22 0.14 GB 10.40 6.13 18.19
ImageNet6 1.3M × 900 0.31 4.4 GB 5.54 3.35 7.34
Mnist8m5 8.1M × 784 0.25 19 GB 4.12 2.60 7.32
Airline783 14.5M × 29 0.73 3.3 GB 7.07 4.28 7.44

Algorithm 1. Matrix Block Compression

Input: Matrix block X of size n × m
Output: A set of compressed column groups X

1: CC ← ⁄,  CUC ← ⁄,  G ← ⁄,  X ← ⁄
2: // Planning phase – – – – – – – – – – – – – – – – – – –
3: S ← sampleRowsUniform(X, sample_size)
4: parfor all columns i in X do  // classify
5:   cmp_ratio ←
6:  if cmp_ratio > 1 then
7:   CC ← CC ∪ i
8:  else
9:   CUC ← CUC ∪ i

10: bins ← runBinPacking(CC)  // group
11: parfor all bins b in bins do
12:  G ← G ∪ greedyColumnGrouping(b)
13: // Compression phase – – – – – – – – – – – – – – – – –
14: parfor all column groups Gi in G do  // compress
15:  do
16:   biglist ← extractBigList(X, Gi)
17:   cmp_ratio ← getExactCmpRatio(biglist)
18:   if cmp_ratio > 1 then
19:    X ← X  ∪ compressBigList(biglist), break
20:   k ← removeLargestColumn(Gi)
21:   CUC ← CUC ∪ k
22:  while |Gi| > 0
23: return X ← X ∪ createUCGroup(CUC)

Corrections. Because the column groups are originally 
formed using compression ratios that are estimated from 
a sample, there may be false positives, that is, purportedly 
compressible groups that are in fact incompressible. We 
attempt to correct such false-positive groups by iteratively 
removing the column with largest estimated size until the 
remaining group is either compressible or empty. Finally, 
the incompressible columns are collected into a single UC 
column group that is encoded in sparse or dense format.

Limitations. The temporary memory requirements of 
compression are negligible for distributed, block-wise pro-
cessing but pose challenges for single-node environments.

5. EXPERIMENTS
We present selected, representative results from a broader 
experimental study.9, 10 Overall, the experiments show that 
CLA achieves operations performance close to the uncom-
pressed case while yielding substantially better compression  
ratios than lightweight general-purpose compression. There-
fore, CLA provides large end-to-end performance improve-
ments when uncompressed or lightweight-compressed 
matrices do not fit into aggregate cluster memory.

5.1. Experimental setting
Cluster setup. We ran all experiments on a 1+6 node cluster, 
that is, one head node of 2×4 Intel E5530 with 64 GB RAM, 
6 worker nodes of 2×6 Intel E5-2440 with 96 GB RAM, 12×2 TB 
disks, and 10 GB Ethernet. We used Open-JDK 1.8.0, Apache 
Hadoop 2.7.3, and Apache Spark 2.1, in yarn-client mode, 
with 6 executors, 25 GB driver memory, 60 GB executor 
memory, and 24 cores per executor. Finally, we report results 
with Apache SystemML 0.14.

Implementation details. If CLA is enabled, SystemML 
automatically injects—for any multi-column input matrix—
a so-called compress operator via rewrites, after initial 
read or text conversion but before checkpoints. The com-
press operator transforms an uncompressed into a com-
pressed matrix block including compression planning. 
For distributed matrices, we compress individual blocks 
independently in a data-local manner. Making our com-
pressed matrix block a subclass of the uncompressed matrix 
block yielded seamless compiler and runtime integration 
throughout SystemML.

5.2. Compression ratios and time
Compression ratios. Table 1 shows the compression ratios 
for the general-purpose, heavyweight Gzip, lightweight 
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varying SystemML block size. For 16K, we observe compres-
sion ratios of 2.4x for Snappy and 2.5x for LZ4 but 5.6x for 
CLA. In contrast to the general-purpose schemes, CLA’s 
compression advantage increases with larger block sizes 
because the common header is stored once per column 
group per block. SystemML 1.0 further shares DDC1 dic-
tionaries across column groups if possible (CLA-SD), which 
makes CLA also applicable for small block sizes.

L2SVM on Mnist. SystemML compiles hybrid runtime 
plans, where only operations that exceed the driver memory 
are executed as Spark operations. For L2SVM, we have two 
scans of X per outer iteration (MV and VM), while all inner-
loop operations are—equivalently for all baselines—executed 
in the driver. Figure 9 shows the results, where Spark evicts 
individual partitions of 128 MB, leading to a graceful per-
formance degradation. As long as the data fits in memory 
(Mnist80m, 180 GB), all runtimes are almost identical, with 
Snappy/LZ4 and CLA showing overheads of up to 30% and 
4%, respectively. However, if ULA no longer fits in memory 

Snappy, and CLA on real datasets. Sizes are given as rows, 
columns, sparsity—that is, ratio of #non-zeros to cells—
and in-memory size. We observe compression ratios of 
2.2x–35.7x, due to a mix of floating point and integer data, 
and due to features with relatively few distinct values. Thus, 
ML datasets are indeed amenable to compression.

Compression and decompression. Overall, we observe 
reasonable average compression bandwidth across all 
datasets of roughly 100 MB/s (ranging from 67.7 MB/s to 
184.4 MB/s), single-threaded. In comparison, the single-
threaded compression throughput (including the time for 
matrix serialization) of the general-purpose Gzip and Snappy 
using native libraries, ranges from 6.9 MB/s to 35.6 MB/s and 
156.8 MB/s to 353 MB/s, respectively. The decompression 
bandwidth (including the time for matrix deserialization) of 
Gzip ranges from 88 MB/s to 291 MB/s which is slower than 
for uncompressed I/O. Snappy achieves a decompression 
bandwidth between 232 MB/s and 638 MB/s. In contrast, 
CLA achieves good compression ratios and avoids decom-
pression altogether.

5.3. Operations performance
Matrix-vector multiplication. Figure 8(a) shows the multi-
threaded matrix-vector multiplication time. Despite row-
wise updates of the output vector, CLA shows performance 
close to or better than ULA, except for Mnist8m and Airline78. 
The slowdown on the latter datasets is due to (1) many OLE 
tuple values, each requiring a pass over the output, and (2) 
the size of the output vector. For Mnist8m (8M rows) and 
Airline78 (14M rows), the output vectors do not fit into the 
L3 cache (15 MB). Accordingly, we see substantial improve-
ments by cache-conscious CLA operations. ULA is a competi-
tive baseline because it achieves peak single-socket/remote 
memory bandwidth of ≈25 GB/s. Multi-threaded CLA opera-
tions exhibit a speedup similar to ULA, in some cases even 
better: with increasing number of threads, ULA quickly satu-
rates peak memory bandwidth, while CLA achieves improve-
ments due to smaller bandwidth requirements and because 
multi-threading mitigates overheads. Figures 8(b) shows the 
vector-matrix multiplication time, where we see even better 
CLA performance because the column-wise updates favor CLA’s 
column-wise layout.

Scalar and aggregate operations. As examples for 
exploiting the dictionary, Figures 8(c) and 8(d) show the 
results for the element-wise Xˆ2 and the unary aggregate 
sum(X). Since Xˆ2 is executed over the dictionary only, we 
see speedups of three to five orders of magnitude, except for 
Higgs which has a large UC group with 9 out of 28 columns. 
Similarly, sum(X) is computed by efficient counting, which 
aggregates segment and run lengths, and subsequent 
scaling. We see improvements of up to 1.5 orders of mag-
nitude compared to ULA, which is again at peak memory 
bandwidth.

5.4. End-to-End performance
RDD storage. ULA and CLA use the deserialized storage 
level MEM_AND_DISK, while Snappy and LZ4 use MEM_AND_
DISK_SER because RDD compression requires serialized 
data. Table 2 shows the RDD storage size of Mnist8m with 
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Figure 8. Selected operations performance.
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Figure 9. L2SVM end-to-end performance Mnist.

Table 2. Mnist8m RDD storage size.

Block Size 1,024 2,048 4,096 8,192 16,384

ULA 18 GB 18 GB 18 GB 18 GB 18 GB
Snappy 7.4 GB 7.4 GB 7.4 GB 7.4 GB 7.4 GB
LZ4 7.1 GB 7.1 GB 7.1 GB 7.1 GB 7.1 GB
CLA 7.9 GB 5.6 GB 4.8 GB 3.8 GB 3.2 GB
CLA-SD 4.3 GB 3.6 GB 3.5 GB 3.3 GB 3 GB
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(Mnist160m, 360 GB), compression leads to significant 
improvements because the good compression ratio of CLA 
allows fitting larger datasets into memory.

Other ML algorithms on Mnist. Table 3 further shows 
results for a range of algorithms—including algorithms 
with RDD operations in nested loops (e.g., GLM, Mlogreg) 
and non-iterative algorithms (e.g., LinregDS and PCA)—for 
the interesting points of Mnist40m (90 GB), where all data-
sets fit in memory, Mnist240m (540 GB), and Mnist480m 
(1.1 TB). For Mnist40m and iterative algorithms, we see 
similar ULA/CLA performance but a slowdown of up to 
57% with Snappy. This is because RDD compression incurs 
decompression overhead per iteration. For non-iterative 
algorithms, CLA and Snappy show overheads of up to 92% 
and 87%, respectively. Beside the initial compression over-
head, CLA also shows less efficient tsmm performance. For 
iterative algorithms over Mnist240m and Mnist480, we see 
significant performance improvements by CLA. This is due 
to many inner iterations with RDD operations in the outer 
and inner loops and thus, less read.

Code generation. With CLA, the bottleneck partially shifted 
to the driver operations. Code generation for operator fusion8 
further improves the L2SVM runtime to 181 s/1,068 s/3,565 s, 
increasing the relative benefits of CLA.

6. CONCLUSION
To summarize, CLA compresses matrices with light-
weight value-based compression techniques—inspired by 
database compression and sparse matrix formats—and 
performs linear algebra operations directly over the com-
pressed representation. We introduced effective column 
encoding schemes, cache-conscious operations, and an 
efficient sampling-based compression algorithm. Our 
experiments show good compression ratios and fast opera-
tions close to the uncompressed case, which provides sig-
nificant performance benefits when data does not fit into 
memory. Therefore, CLA is used by default for large matri-
ces in SystemML, but it is also broadly applicable to any sys-
tem that provides blocked matrix representations, linear 
algebra, and physical data independence. 
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Raytheon BBN Technologies
AI Visionary and Research Lead 

Raytheon BBN Technologies is seeking out-
standing leaders to build a new “next wave” Arti-
ficial Intelligence Research Team. We encourage 
applicants whose work will be seen as ground-
breaking and indispensable to AI for the next 5 to 
20 years. We are looking for the principal research 
leader for this group, as well as additional AI prin-
cipal investigators to join the BBN team. 

BBN seeks to build a new AI research thrust 
and lab around the work of a visionary AI research 
leader who has a passion for their work that moti-
vates others to pursue the same goals. This will be 
evident in an ability to lead small teams resulting 
in a strong publication record, successful grant 
proposals, and well-executed projects. Successful 
candidates will have a history of working on DAR-
PA and/or IARPA programs, resulting in an under-
standing of those organizations’ goals, as well as 
relationships with program managers and other 
performers in the field. Success in building this 
new AI group will depend on your energy, creativ-
ity, and success in both scientific and personal 
relationship capacities.

BBN’s scientists and engineers advance the 

Southern University of Science and 
Technology (SUSTech) 
Tenure-Track Faculty Positions 

The Department of Computer Science and Engi-
neering (CSE, http://cse.sustc.edu.cn/en/), South-
ern University of Science and Technology (SUS-
Tech) has multiple Tenure-track faculty openings 
at all ranks, including Professor/Associate Profes-
sor/Assistant Professor. We are looking for out-
standing candidates with demonstrated research 
achievements and keen interest in teaching, in 
the following areas (but are not restricted to): 

 ˲ Data Science 
 ˲ Artificial Intelligence 
 ˲ Computer Systems (including Networks, Cloud 

Computing, IoT, Software Engineering, etc.) 
 ˲ Cognitive Robotics and Autonomous Systems 
 ˲ Cybersecurity (including Cryptography) 

Applicants should have an earned Ph.D. de-
gree and demonstrated achievements in both 
research and teaching. The teaching language at 
SUSTech is bilingual, either English or Putong-
hua. It is perfectly acceptable to use English in all 
lectures, assignments, exams. In fact, our exist-
ing faculty members include several non-Chinese 
speaking professors. 

state-of-the-art in topics ranging from machine 
language translation to quantum cryptography. 
For this body of work, BBN received the National 
Medal of Technology and Innovation in 2013. 
BBN offers the opportunity to perform exciting 
and revolutionary research and engineering that 
solves important problems in a collaborative en-
vironment. BBN fosters an exceptional work en-
vironment with knowledgeable co-workers and 
offers excellent performance-based bonus in-
centives and generous retirement contributions.

If you have mastery level AI expertise and 
broad interdisciplinary knowledge combined 
with ingenuity, creativity, resourcefulness and 
an entrepreneurial streak, we’d like to talk with 
you. If you are a recognized researcher in the AI 
community and can attract, hire and develop 
top notch talent, this position is an opportunity 
to shine as the leader of an exceptional team 
building the “next wave” of AI technologies at 
BBN. 

Contact Instructions:  For detailed informa-
tion about this position and to apply, please visit 
https://jobs.raytheon.com/ and enter 130796BR 
in Keyword search field.

Raytheon is an Equal Opportunity and Affir-
mative Action employer.

PROFESSOR AND CO-DIRECTOR  
FOR THE  

NORTHWESTERN MUTUAL DATA 
SCIENCE INSTITUTE

Marquette University invites applications 
for a Professor of Computer Science in 
the new Department of Computer Science 
(scheduled to launch in Fall 2019) and Co-
Director of the Northwestern Mutual Data 
Science Institute (NM DSI). 

We are particularly interested in candidates 
whose area of expertise addresses one 
of the many facets of the broadly defined 
areas in data science and big data and can 
develop research collaborations with the 
institute’s partners. The Department highly 
regards and encourages interdisciplinary 
research in both academia and industry. 
The NM DSI is a $40 million partnership 
between Northwestern Mutual, the 
University of Wisconsin Milwaukee and 
Marquette University that seeks to create 
a world-class institute to transform the 
world through the power of data science.

For more information, or to apply for the 
position, please go to: https://employment.
marquette.edu/postings/11176

TENURE-TRACK AND TENURED POSITIONS
ShanghaiTech University invites highly qualified 
candidates to fill multiple tenure-track/tenured 
faculty positions as its core founding team in the School of Information Science and 
Technology (SIST). We seek candidates with exceptional academic records or demonstrated 
strong potentials in all cutting-edge research areas of information science and technology. 
They must be fluent in English. English-based overseas academic training or background 
is highly desired.  
ShanghaiTech is founded as a world-class research university for training future generations 
of scientists, entrepreneurs, and technical leaders. Boasting a new modern campus in 
Zhangjiang Hightech Park of cosmopolitan Shanghai, ShanghaiTech shall trail-blaze a new 
education system in China. Besides establishing and maintaining a world-class research 
profile, faculty candidates are also expected to contribute substantially to both graduate 
and undergraduate educations. 
Academic Disciplines: Candidates in all areas of information science and technology 
shall be considered. Our recruitment focus includes, but is not limited to: computer 
architecture, software engineering, database, computer security, VLSI, solid state and 
nano electronics, RF electronics, information and signal processing, networking, security, 
computational foundations, big data analytics, data mining, visualization, computer vision, 
bio-inspired computing systems, power electronics, power systems, machine and motor 
drive, power management IC as well as inter-disciplinary areas involving information 
science and technology.
Compensation and Benefits: Salary and startup funds are highly competitive, 
commensurate with experience and academic accomplishment. We also offer a 
comprehensive benefit package to employees and eligible dependents, including on-
campus housing. All regular ShanghaiTech faculty members will join its new tenure-track 
system in accordance with international practice for progress evaluation and promotion.
Qualifications:

•  Strong research productivity and demonstrated potentials;
•  Ph.D. (Electrical Engineering, Computer Engineering, Computer Science, Artificial 

Intelligence, Financial Engineering, Signal Processing, Operation Research, Applied 
Math,  Statistics or related field);

•  A minimum relevant (including PhD) research experience of 4 years.
Applications: Submit (in English, PDF version) a cover letter, a 2-page research plan, 
a CV plus copies of 3 most significant publications, and names of three referees to: 
sist@shanghaitech.edu.cn. For more information, visit http://sist.shanghaitech.edu.
cn/2017/0426/c2865a23763/page.htm
Deadline: The positions will be open until they are filled by appropriate candidates.
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As a State-level innovative city, Shenzhen has 
identified innovation as the key strategy for its 
development. It is home to some of China’s most 
successful high-tech companies, such as Huawei 
and Tencent. SUSTech considers entrepreneur-
ship as one of the main directions of the univer-
sity. Strong supports will be provided to possible 
new initiatives. SUSTech encourages candidates 
with experience in entrepreneurship to apply. 

The Department of Computer Science and Engi-
neering at SUSTech was founded in 2016.  It has 17 
professors, all of whom hold doctoral degrees or have 
years of experience in overseas universities. Among 
them, three are IEEE fellows; one IET fellow. The de-
partment is expected to grow to 50 tenure track facul-
ty members eventually, in addition to teaching-only 
professors and research-only professors.

SUSTech is committed to increase the diversity of 
its faculty, and has a range of family-friendly policies 
in place. The university offers competitive salaries 
and fringe benefits including medical insurance, re-
tirement and housing subsidy, which are among the 
best in China. Salary and rank will commensurate 
with qualifications and experience. More informa-
tion can be found at http://talent.sustc.edu.cn/en.

We provide some of the best start-up pack-
ages in the sector to our faculty members, includ-
ing one PhD studentship per year, in addition to a 
significant amount of start-up funding (which can 
be used to fund additional PhD students and post-
docs, research travels, and research equipments). 

To apply, please provide a cover letter iden-
tifying the primary area of research, curriculum 
vitae, and research and teaching statements, and 
forward them to cshire@sustc.edu.cn.
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live here anymore. I’m her daughter.” 
“Ah, I see. Well, actually, it was Rog-

er I wanted to speak to, so—” 
“I’m sorry to have to tell you this, 

but … my father, ah, passed away three 
months ago.” 

I told Kayleigh—that was her 
name—the whole sad story. Rather to 
my surprise, she took it well. 

“You mean,” she said, “for all we 
know, there could be a whole crowd 
of old fans calling each other up and 
booking their usual places at the Con 
months after they died?” 

“Looks like it,” I said. “I’ll go through 
the old man’s contacts, just to be sure.” 

“And I’ll have to do the same. Check 
call records against obits, that kind of 
thing. Bit of a drag.” 

(Later we found there’s an app for 
doing just that. Dead Ringers, it’s 
called. Classy.) 

“But …” Kayleigh went on. “You 
know what? We … that is, the children 
or widows and so on of the guys like my 
dad and yours … could take their devic-
es along to the Con, and set them on a 
table, and get them talking. See if they 
set off their own Furby singularity.”

I laughed uneasily. “That’s a bit 
morbid, isn’t it?” 

“Not at all!” she said, her voice bright 
but bitter. “We could sit around the 
table, drink beer and listen to them go 
on and on about books and games and 
movies and series we’ve never heard of.” 

I remembered the long weekends. I 
knew exactly how she felt, and why. 

“Yes,” I said. “It would be like old 
times.” 
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a ring, and 
say something. Apparently they would 
all respond to each other’s voices once 
they’d been set off.” 

“Hilarious,” my father’s voice said 
drily. “And …?” 

“Well, you’d get emergent phenome-
na. Weird pseudo-conversations, chant-
ing in unison, quarrelsome outbursts, 
awkward silences, that sort of thing. At 
least that’s what Steve told me.” 

“And that was the Furby singularity? 
Sounds unmissable. How did you miss 
it?” 

“Oh, I forgot to bring my Furby. Just 
as well, as it turned out, because that 
was the time I met Alison in the bar. 
She wouldn’t have been amused.” 

“And she kept you … otherwise en-
gaged?” 

Another chuckle. “You could say 
that—45 years and counting.” 

“I’ll raise a glass to you both,” my fa-
ther’s voice said. 

“At the Con?” 
“Of course.” 
“You know what? You’ve talked me 

into it, you old devil.” 
The call ended. I was shaking a lit-

tle. The Agent would have made just 
as convincing and conversational calls 
when my father was alive, but now it 
made me shiver. 

This couldn’t be the first time. I re-
alized, with a pang, that my mother 
had probably heard my father’s voice 
many times in the lonely months since 
his death. Perhaps she’d left the de-
vices on, live and plugged in, for that 
very reason. Perhaps she even talked 
to him herself. The bereaved do that, 
sometimes. And nowadays, thanks to 
the Agent and its like, the departed can 
talk back. 

But I couldn’t let this go on. I un-
plugged the phone and scrolled 
through the calendar, canceling ap-
pointments, bookings, and subscrip-
tions. If anyone called back, the Agent 
could handle them. I reset its voice and 
persona to default, just so there would 
be no more misunderstandings. 

Then, overcoming my cowardly 
reluctance to bear bad news, I called 
Roger’s number. 

“Hello?” It was a woman’s voice, 
hesitant. 

“Hello, ah, Alison?” I said. 
“Oh no, sorry!” The voice was stron-

ger now, and sharper. “Alison doesn’t 

I reset its voice  
and persona  
to default, just 
so there would 
be no more 
misunderstandings. 
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“The what?” Dad’s voice said from 
the Agent. 

I knew what Roger was about to say. 
I’d heard his Furby anecdote before, 
and more than once. My childhood 
memory of Roger snapped into focus: 
beard, glasses, Army-surplus jacket, 
pint of real ale, loquacious … 

“Before your time, I guess. Furbies 
were furry toys with voice chips. You 
could talk to them and they gabbled 
nonsense back. They became a kind 
of ironic cult thing with programmers 
and geeky types. Anyway, I was going 
to my first ScotCon all those years ago, 
and one of my mates—Steve, I think it 
was—told me to bring mine along. “Ev-
eryone would be doing it,” he said. “Sit 
the Furbies in 

Nothing spooky about that, until you 
hear it talking in a dead man’s voice ... 

“Fine, fine,” a voice from the 
phone—Roger—replied. “Just calling 
to see how things are with you.” 

“All’s well, thanks. I’ll be at ScotCon 
next month. You?” 

“Not sure yet.” 
“Ah, go on. It’ll be like old times.” 
I shivered. The upcoming science 

fiction convention must still be in my 
father’s calendar app, regularly down-
loading data and updating itself. I 
didn’t know whether to interrupt the 
call or wait until it ended to ring back 
and break the news to Roger. 

“Yeah, for sure,” his voice chuckled. 
“Hey, did I ever tell you how I missed 
the Furby singularity?” 

MY MOTHER MOVED  to the retirement 
home six months after my dad died. 
She left me the task of clearing out his 
things. I could hardly blame her. In his 
later years most of his reading had been 
electronic. In the first half of his life he’d 
accumulated so many hardbacks and 
paperbacks they’d overwhelmed the 
family home, let alone the flat my par-
ents later moved into. When I was a kid 
I thought living in a disorderly library 
was normal. Mind you, I also thought 
spending a long weekend in a hotel full 
of shabbily clad or bizarrely costumed 
adults, bored teens, and precocious kids 
was how everyone celebrated Easter. 

“All that old science fiction,” my moth-
er said. “Signed first editions and all. 
They must be worth a fortune by now.” 

I knew better, but I didn’t disillu-
sion her. If I had to, I’d heave the lot on 
the skip and send her a fat check and a 
white lie. 

I was alone in the flat, under a desk 
and elbow-deep in entangled recharg-
ing cables for obsolete devices, when 
a phone rang. I jolted upright, banged 
my head, backed out, and searched. I’d 
just located it—in a dusty corner, char-
ger still plugged in—when the ringing 
stopped. From behind me, my father’s 
voice answered: 

“Oh, hi, Roger! Good to hear from 
you. How’s things?” 

I whirled, then grimaced at my mo-
mentary fright. The voice was coming 
from a small round box on a book-lad-
en shelf—the Agent, still plugged in. 
Like all such personal-assistant AIs, 
the Agent works by eavesdropping on 
you and imitating your voice and man-
ner and turns of phrase on the phone. 

DOI:10.1145/3319803  Ken MacLeod 

Future Tense 
Like Old Times 
The Furby singularity promises eternal  
conversation with the untimely departed. 
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