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Heterogeneous computing results in both challenges and 
opportunities. This book discusses both. It shows that we need to 
deal with these challenges at all levels of the computing stack: from 
algorithms all the way to process 
technology. We discuss the topic 
of heterogeneous computing 
from different angles: hardware 
challenges, current hardware 
state-of-the-art, software issues, 
how to make the best use of the 
current heterogeneous systems, 
and what lies ahead.
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editor’s letter

I
N  N O V E M B E R  2 0 1 7 ,  we launched 
Communications’ Regional Special 
Sections with goals to 1) bring all 
ACM members a deep, insightful 
window into the most exciting 

trends and changes in regions around 
the world, and 2) include diverse, 
leading computing professionals as 
contributors to the magazine.a A year 
and half later, I’m happy to report 
we’re halfway around the world and 
gaining momentum!

Our vision is to represent the best of 
computing leadership and distinctive 
development for each region, and bring 
a sharp focus on: 

 ˲ Leading technical and research ad-
vances and activities; 

 ˲ Leading and emerging industry and 
research players; 

 ˲ Innovation and shape of computing 
in the region; and, 

 ˲ Unique challenges and opportunities. 
The special sections have emerged 

as polychromatic windows into each 
region with widely varied topics and 
contributors. The China Region spe-
cial section in the November 2018 is-
sue included 13 articles, mixed short 
and long, covering topics ranging 
from tech role models to data mar-
kets, from quantum communication 
to extreme cloud bursting, and fintech 
and killer-apps for autonomous vehi-
cles. Contributors were split across 
companies and universities, with 30 
of the 40 total authors never previous-
ly contributing to Communications. 
The April 2019 Europe Region special 
section included 14 articles covering 
topics ranging from data privacy law 
to Europe’s plans for ICT leadership 
as well as insightful, distinctive views 

a A.A. Chien. Here Comes Everybody … to Com-
munications. Commun. ACM (Mar. 2018).

on the central importance of infor-
matics and what constitutes responsi-
ble computing in the modern world. 
Of the 28 authors, 23 had never previ-
ously contributed to Communications, 
and the authors reflected a diverse 
mix of corporate, government policy, 
and university affiliations. The na-
scent India Region special section for 
November 2019 is projected at 15–17 
articles with nearly all of the contribu-
tors likely to have never previously 
contributed to Communications.

While each workshop to kick off re-
gional section teams has been a dy-
namic, diverse, and creative gathering, 
the Bengaluru Workshop for the India 
Region was particularly dramatic as it 
included participants from Sri Lanka, 
Pakistan, and India, and was held on 
February 23, 2019—right in the midst 
of international conflict between Paki-
stan and India over a terrorist attack, 
aerial bombardment response, and 
more! Nothing could better under-
score the importance of international 
scientific collaboration, computing 
professionalism, and human relation-
ships founded on mutual respect.

The Regional special sections will 
circle the globe—so plans for future sec-
tions are exploring how to best cover 
East Asia, Oceania, North Africa and Ara-
bia, as well as the Americas before cir-
cling back around. At current cadence, 
our period will be three years (a little 

slower than Verne’s Phileas Fogg!b) 
These sections are thriving because 

of the extraordinary creativity and en-
thusiasm of the Regional co-leaders and 
article contributors. But we now have a 
strong international team of co-chairs on 
Communications’ Editorial Board: Sriram 
Rajamani (Microsoft), Jakob Rehof 
(Dortmund and Fraunhofer), and Haibo 
Chen (SJTU and Huawei) are driving the 
effort. Thanks also to David Padua, Ken-
jiro Taura, and Tao Xie who contribute as 
members of the editorial board. If you 
have a passion to join this effort, we can 
always use more talent and energy! Fi-
nally, the special sections are thriving be-
cause the extraordinary efforts of Lihan 
Chen, my deputy, and the stellar Commu-
nications’ publication team, led by Diane 
Crawford. Thanks to all!

The international computing profes-
sion’s importance has never been great-
er than in this time of growing distrust 
and international tension;c there is 
much to be done!

Andrew A. Chien, EDITOR-IN-CHIEF

Andrew A. Chien is the William Eckhardt Distinguished 
Service Professor in the Department of Computer Science at 
the University of Chicago, Director of the CERES Center for 
Unstoppable Computing, and a Senior Scientist at Argonne 
National Laboratory.

b J. Verne. Le tour du monde en quatre-vingts jours 
(Around the World in Eighty Days), 1873.

c A.A. Chien. Open Collaboration in an Age of Dis-
trust. Commun. ACM (Jan. 2019).

Halfway Round! Growing  
the Regional Special Sections

DOI:10.1145/3338465  Andrew A. Chien

Bengaluru Workshop participants, February 2019.
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cerf’s up

This year is the 50th anniversary of the 
activation of the Arpanet project. The first 
packet switches (called Interface Message 
Processors or IMPs) were installed at UCLA, 

SRI International [then Stanford Re-
search Institute], UC Santa Barbara, 
and University of Utah. Host comput-
ers at UCLA and SRI made their first 
connection through the Arpanet on 
October 29, 1969. 

Tom Standage’s book, The Victo-
rian Internet,a highlights the drama 
of the arrival of the telegraph in the 
mid-19th century. In its earliest incar-
nation, telegraph operators coded text 
messages in Morse Codeb and sent 
them to the next operator whose re-
ceiver was connected on a dedicated, 
point-to-point wire. The transcribed 
message was then re-sent by the re-
ceiving operator to the next one, pro-
ceeding hop-by-hop until it reached 
the final operator who transcribed 
the message and delivered it to the re-
cipient, typically by courier. This was 
called a “store-and-forward” message-
switching system because at each hop, 
messages were temporarily stored at 
the intermediate telegraph operator’s 
office until they could be re-sent to the 
next operator.c 

When teletype machines were in-
vented, they punched holes in paper 
tape coded with 5 bits to represent up 
to 32 characters or symbols. Eventu-
ally an 8-bit coding scheme was used 
to expand the available character set 
to include uppercase and lowercase 

a T. Standage. The Victorian Internet. Walker & 
Company, 1998; ISBN-13: 978-162040592, ISBN-
10: 162040592X, ISBN 0-8027-1342-4 (hardcov-
er), ISBN 978-0-8027-1604-0 (paperback).

b https://en.wikipedia.org/wiki/Morse_code
c For more information, see my June 2019 Cerf’s 

Up column.

as well as other special characters. An 
operator would enter a message on 
the teletype and a paper tape would 
be punched. The operator would tear 
off the paper tape and hang it on a 
peg next to the teletype that would be 
used to send the message to the next 
hop. This was called a “torn tape” sys-
tem since the punched paper tapes 
would be torn from the originating 
teletype and fed into a teletype that 
would automatically read the tape 
and send the signals to the next tele-
type. The receiving teletype, which 
was connected by a dedicated circuit, 
would then punch out a copy of the 
message on a tape which would again 
be torn from the machine …

Interestingly, the telephone emerged 
from research attempting to allow 
one wire to carry more than one tele-
graph message at the same time. 
Telephone circuits were built manu-
ally with patch panels to connect the 
caller to the called party. Eventually 
automatic switching was possible 
and circuits were built automatically 
from source to destination. This al-
lowed teletypes to be directly con-
nected end-to-end without requir-
ing intermediate queueing. No more 
store-and-forward was necessary as 
the two end-points were directly con-
nected by a circuit.

Returning to the Arpanet, the chal-
lenge there was to find an alternative 
to connecting the machines by way 
of dial-up circuits. Such a process 
would have been painfully slow since 
each connection would take seconds 
to complete while the computers, 

even in the 1960s, were operating at 
microsecond speeds. Ironically, the 
solution was to abandon the circuit 
switching concept that had been so 
effective for the teletype system and 
introduce a store-and-forward packet 
switching system! Since the circuits 
connecting the packet switches were 
fixed and dedicated, there was no 
circuit switching delay. Rather, pack-
ets from the host computers could 
be sent as soon as they were ready to 
the directly connected packet switch, 
which would forward them in mil-
liseconds to the next packet switch, 
completing the hop-by-hop journey 
in tens of milliseconds. In the origi-
nal Arpanet, the dedicated circuits 
were operated at 50 kilobits/second, 
so a 1,000-bit packet would take 20 
milliseconds to transmit, per hop. 
A five-hop transmission would con-
sume 100 milliseconds. 

The subsequent Internet made 
use of circuits running at a minimum 
of 1.5 megabits/second in the early 
1980s and today at 100–400 gigabits/
second. The transmission delays are 
negligible, per hop, and are domi-
nated by speed of light and/or queue-
ing delays in the event of congestion. 
So we have come full circle back to 
the store-and-forward days of the 
telegraph, but at sub-nanoseconds 
of transmission delay per bit. We’ve 
gone back to the future! 

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.
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vardi’s insights

T
O SE R V E  MAN,”  a short science 
fiction story written by Da-
mon Knight in 1950, was the 
basis for a 1962 episode of 
the classic TV series “The 

Twilight Zone.” The story opens at a 
special session of the United Nations 
where three alien emissaries are testi-
fying that the purpose of their mission 
to Earth is to bring humans “the peace 
and plenty which we ourselves enjoy, 
and which we have in the past brought 
to other races throughout the galaxy.” 
The title of the story uses the dual 
meanings of the verb to serve: “to as-
sist” or “to provide as a meal.” At the 
conclusion of the story, the narrator re-
alizes to his horror that an alien book 
titled How to Serve Man is a cookbook!

This story came back to mind when I 
recently attended the First International 
Workshop on Digital Humanisma (or-
ganized by the Faculty of Informat-
ics of Technical University of Vienna, 
Austria). The workshop, attended by a 
highly multidisciplinary audience, was 
motivated by a deep sense of frustra-
tion with the current relationship be-
tween technology and society. There is 
no doubt that we are in the midst a pro-
found transformation of our society, 
with computer science and its artifacts 
as a major driver of change. Whereas 
this development opens enormously 
positive possibilities for our future, 
it also raises serious questions and 
has dramatic downsides—as was ex-
pressed by Tim Berners-Lee in 2017 in 
his anguished declaration “The system 
is failing.” Instead of technology assist-
ing humanity, technology sometimes 
seems to “eat” humanity.

Technology has always been a two-
edged sword. We discovered fire ap-
proximately one million years ago; a 
discovery so crucial to human progress 

a https://www.ec.tuwien.ac.at/dighum2019

“ and development that Greek mytholo-
gy attributes it to Prometheus stealing 
it from the gods to give it to humans, 
but people still die from fire regularly. 
In fact, according to the classical Greek 
poet Hesiod, when Prometheus stole 
fire from heaven, Zeus, the king of the 
gods, took vengeance by sending Pan-
dora with a gift box to Prometheus’ 
brother. The box contained sickness, 
death, and many other unspecified 
evils, which were then released into the 
world. Greek mythology, it seems, is 
telling us that technology is never free 
from adverse consequences.

Other scientific disciplines have 
had their moment of abrupt realiza-
tion of the dual nature of technology. 
Chemists gave us the first “weapons of 
mass destruction” in World War I. The 
German chemist Otto Hahn, a future 
Nobel laureate, was recruited to the 
German chemical weapons program. 
Hahn went to the eastern front to see 
for himself the capabilities of this 
new weapon. “I was very ashamed and 
deeply agitated,” he wrote later. The 
American physicist Robert Oppen-
heimer was the wartime head of the 
Los Alamos Laboratory and is among 
those credited with being the “father 
of the atomic bomb” for his role in 
the Manhattan Project, the American 
World War II effort to develop nuclear 
weapons. When the first atomic bomb 
was successfully detonated in July 
1945 in New Mexico, Oppenheimer 
recited the words from the Sanskrit 
scripture Bhagavad Gita: “Now I 
am become Death, the destroyer of 
worlds.” He went on later to oppose 
the development of the fusion bomb. 

Biologists had the foresight to be 
proactive. The Asilomar Conference on 
Recombinant DNA held in 1975 at the 
Asilomar Conference Center in Califor-
nia was an influential event organized 
to discuss the potential biohazards 

and regulation of biotechnology. The 
conference brought together approxi-
mately 140 biologists, lawyers, and 
physicians to draw up voluntary guide-
linesb to ensure the safety of recombi-
nant DNA technology. 

The recent Vienna workshop focused 
on the broad societal role of digital tech-
nology. Its basic premise was that tech-
nology is for people and not the other 
way round. We need to put “humanity” 
at the center of our work. The goal of the 
workshop was to raise questions, rather 
than provide answers. It was acknowl-
edged that computer science alone can-
not provide answers to the challenges 
raised by the digital transformation. 
Yet the participants were convinced it 
is possible to influence the future of 
science and technology and, in conse-
quence, society. They were also aware of 
their joint responsibility for the current 
situation and the future—both as pro-
fessionals and citizens.

The workshop launched the draft-
ing of the Vienna Manifesto on Digital 
Humanism,c which was proposed and 
discussed at the workshop, and final-
ized in a cooperative online mode after-
ward. The Manifesto is a call to reflect 
and act on current and future techno-
logical development, to provide input 
to future discussions, and to influence 
societal and policy decision making. We 
have unleashed the “information revo-
lution.” Its outcome depends on us! 

Follow me on Facebook and Twitter. 

b https://www.ncbi.nlm.nih.gov/pmc/articles/
PMC432675/

c https://www.informatik.tuwien.ac.at/dighum/
manifesto/

Moshe Y. Vardi (vardi@cs.rice.edu) is the Karen Ostrum 
George Distinguished Service Professor in Computational 
Engineering and Director of the Ken Kennedy Institute for 
Information Technology at Rice University, Houston, TX, USA. 
He is the former Editor-in-Chief of Communications.
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Council on Women in Computing (ACM-
W). ACM-W seeks to recruit, retain, and 
celebrate women in computing. 

I joined ACM-W in 2000, bringing 
with me a community-building idea for 
women in computing. In 1996, I used 
the fledgling Internet to count the num-
bers of female computer science majors 
in Indiana. Small pockets of women 
dotted the state. I dreamed of uniting 
these small groups of Indiana women 
by inviting them to attend a regional 
conference where each woman would 
find role models and a peer community. 
Attendees could build confidence by 
giving short “lightning talks” and post-
er presentations. The conference would 
dispel the myth of the lonely program-
mer hidden away in a cubicle by offer-
ing keynotes and panel presentations 
that share accurate career information. 
Women could find job and internship 
opportunities offered by industry and 
graduate school sponsors, who also 
serve as role models.

My colleagues and I organized the 
first conference, called an ACM Cel-
ebration, in Indiana in 2004. We imag-

ined organizing Celebrations all over 
the world, so that no woman would feel 
isolated. Fast-forward 15 years, and 
ACM Celebrations now span the globe: 
Serbia, Chile, Ukraine, Canada, Philip-
pines, Pakistan, Ireland, Turkey, Spain,  
and India, to name a few.

ACM-W Student Chapters sustain 
energy after one Celebration ends and 
before another begins. The ACM-spon-
sored organizations provide local ac-
tivities on a smaller scale, but with the 
same Celebration mission to recruit, re-
tain, and build community for women.

Beyond Celebrations and Chap-
ters, what can institutions do? De-
Pauw University awarded 47% of its 
computer science degrees to women 
in 2017—almost three times the na-
tional average. How? A lineup of tra-
ditional methods such as mentoring 
and role-modeling added new com-
puter science majors, as did more spe-
cialized techniques like our CS Try-
out. We invite every first-year woman 
(immediately before registration) to 
a preview of the introductory class, 
where third- and fourth-year female 
majors (and role models) sit alongside 
attendees to teach all that is needed to 
complete the first laboratory. The stu-
dent teachers also talk briefly about 
their computing opportunities and 
career plans. Many women have zero 
computing experience, so the event 
removes the mystery surrounding 
computing classrooms and careers, 
as the older students describe their in-
ternship and research opportunities 
and their classroom projects—espe-
cially their impressive senior projects. 

Gloria Townsend 
Women Now 
Outnumber Men in 
Medical Schools. 
Computer Science 
Should Be Next.

http://bit.ly/2PHmm8O
April 26, 2019
In March we celebrated Women’s 
History month, but there were few fe-
male computer scientists to celebrate. 
Women receive only 16% of U.S. bache-
lor’s degrees in pure computer science 
(CS). In an age when women outnum-
ber men in medical schools, we scratch 
our heads when we see such a small 
number. What’s going on? The Nation-
al Center for Women & IT (NCWIT) re-
ports: “By 2026, 3.5 million computing-
related job openings are expected. At 
the current rate, only 17% of these jobs 
could be filled by U.S. computing bach-
elor’s degree recipients.” More women 
graduating in CS will reduce the mag-
nitude of the looming crisis.

ACM launched a pioneering effort to 
address plummeting graduation rates 
in the early 1990s with the creation of a 

Bringing More Women, 
Immigrants, to 
Computer Science
Gloria Townsend on encouraging women to pursue CS,  
and Sheldon Waite on supporting immigrants to fill STEM jobs.
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Finally, what can individuals do? We 
underestimate the power of encourage-
ment, in my opinion. Once I heard a 
young woman tell an audience, “I am 
a computer scientist today, because of 
three words that a professor wrote on 
my exam.” In response to a recent post 
on my Facebook page, a woman wrote, 
“And here, just this past week, I once 
again happened upon my first CS1 exam 
upon which Gloria had written, ‘CS Ma-
jor????’” (Ashley had saved the exam for 
15 years). I encourage all of my talented 
students—both men and women. Wom-
an after woman later tells me (as these 
two did) how my words influenced her. 
The number of men who have expressed 
the same sentiment? Zero!

This story is bittersweet. It’s sad that 
women hunger for words of encourage-
ment and value notes that take seconds 
to write. At the same time, this story 
about encouragement tells us how we—
as sisters, brothers, mothers, fathers, 
partners, teachers, and other mentors—
can change girls’ and women’s lives. 

An important time to encourage 
girls is in elementary school. These 
very young girls have as much interest 
in computing and technology as young 
boys do. There’s no unimportant time 
to encourage, because girls begin to 
lose interest as they progress through 
middle school and high school. Sup-
port the many worthwhile programs 
that target girls and college women. 
Above all, use only supportive language 
when talking with girls and young 
women about computing.

Sheldon Waite  
Immigrants Help Solve the 
Looming STEM Worker Shortage
http://bit.ly/2Y0APQh
April 12, 2019
As an engineering hardware manager 
working in the rapidly growing auto-
motive electronics industry, I’ve been 
baffled by politicians who champion 
anti-immigration policies. If we want 
our economy to prosper, we should 
eagerly welcome the world-class talent 
that’s knocking at our door.

I should know. I’ve witnessed first-
hand the excellence newcomers bring 
to this country. About half of my 30- 
person engineering team is comprised 
of foreign-born workers or children of 
recent immigrants. As a hiring man-
ager, I have recruited the best, assem-

bling a whip-smart, talented group that 
keeps us on the cutting edge of a highly 
competitive field.

Car companies like Mercedes-
Benz and Ford hire us to make high-
tech accessories for their cars, such 
as screens, radios, embedded cell-
phones, and Wi-Fi devices. As connec-
tivity devices become more integral to 
the car industry, demand for our work 
continues to rise. I have worked in this 
industry for more than 15 years and 
see how important diversity is to stay-
ing ahead of the competition. The type 
of work we do is highly technical, but 
also creative, because we are always 
trying to solve problems. That’s why 
the diverse perspectives on my team 
are so critical to helping us find out-
of the-box solutions faster. Addition-
ally, many of our bilingual employees 
give us a competitive advantage in the 
global economy. I’m proud to work 
alongside colleagues who work every 
day to make safer cars that improve 
consumers’ lives.

I have heard people say they want to 
restrict immigration because they fear 
immigrants will take our jobs. But in my 
experience, there are not enough Amer-
ican-born workers to fill all these jobs. I 
just looked through a stack of résumés 
for summer internships, and the vast 
majority of applicants were immigrants 
or first- and second-generation Ameri-
cans. This is emblematic of a broader 
trend: immigrants play a large role in 
science, technology, engineering, and 
math—or “STEM”—fields. In my home 
state of Illinois, for example, 24.1% of 
STEM workers were born in another 
country, according to a New American 
Economy analysis of various 2017 data-
sets (https://www.newamericanecono-
my.org/locations/illinois/). 

It is difficult to overstate this impor-
tance because employment in STEM 
jobs has grown significantly, exceed-
ing overall job growth (https://pewrsr.
ch/2UUpyPA). From 1990 to 2016, 
STEM occupations have grown 79%, 
with computer jobs increasing 338% 
over that same period, according to the 
Pew Research Center (https://pewrsr.
ch/2vv5gBN). These fields are expected 
to play a critical role in future U.S. eco-
nomic growth.

In my state–Illinois–the labor mar-
ket for tech talent is tighter than that 
on the coasts. That is why I support 

policies that help keep these skilled 
workers right here, where they can con-
tribute to the workforce and the econo-
my. In Illinois alone, immigrants con-
tribute $17.6 billion in taxes, include 
118,055 entrepreneurs, and employ 
390,685 people (http://bit.ly/2DJtvRr). 
Nationally, they pay $405.4 billion in 
taxes, account for nearly 3.2 million 
entrepreneurs, and create approxi-
mately 8 million jobs (http://bit.
ly/2vtCYb5). If our country’s policies 
send the message “we don’t want you 
here,” then where will all this talent 
go? To foreign competitors.

I am lucky to have a team of tal-
ented engineers, but I know the tech 
industry as a whole struggles to find 
the skilled workers it needs. The re-
cent spate of anti-immigration policies 
doesn’t help their case. The H-1B visa 
program, which is the main way U.S. 
companies hire high-skilled foreign 
workers, is capped at 65,000 visas, plus 
an additional 20,000 visas for foreign 
applicants with a U.S. graduate degree 
(http://bit.ly/2VDzoK4). Demand for 
these workers in recent years far ex-
ceeds the available number of visas. 
Last year, nearly 200,000 people ap-
plied (http://bit.ly/2vyg5De), and for the 
past six consecutive years, the H-1B visa 
cap has been reached within a week of 
the application period opening (http://
bit.ly/2PCMS3a). And existing H-1B visa 
holders are grappling with the looming 
possibility the program allowing their 
spouses to work is on the chopping 
block (http://bit.ly/2J8teuO). This pres-
ents just another incentive to move to a 
country that is more inclusive.

Immigrants play a critical role in 
filling labor gaps; we should be em-
bracing them. That means reversing 
policies that deter the hiring of foreign-
born workers, creating a more stream-
lined immigration process, and culti-
vating a more supportive environment 
for newcomers.

Increasing immigration is the key 
to keeping our economy thriving. And 
the great thing about America is that 
people want to come here. So let’s wel-
come them with open arms.

Gloria Townsend is a professor, and department chair of 
computer science, at DePauw University in Greencastle, 
IN, USA. Sheldon Waite is an engineering hardware 
manager in Chicago’s Northwest suburbs.
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doubted these ad hoc methods would 
ever give way to a more general ap-
proach that could cover many differ-
ent distance measures at once. Now, 
however, a team of five computer 

A 
HOST OF DIFFERENT tasks—
such as identifying the 
song in a database most 
similar to your favorite 
song, or the drug most 

likely to interact with a given mole-
cule—have the same basic problem at 
their core: finding the point in a data-
set that is closest to a given point. This 
“nearest neighbor” problem shows up 
all over the place in machine learning, 
pattern recognition, and data analysis, 
as well as many other fields. 

Yet the nearest neighbor problem 
is not really a single problem. Instead, 
it has as many different manifesta-
tions as there are different notions 
of what it means for data points to 
be similar. In recent decades, com-
puter scientists have devised effi-
cient nearest neighbor algorithms 
for a handful of different definitions 
of similarity: the ordinary Euclidean 
distance between points, and a few 
other distance measures. 

However, “every time you needed 
to work with a new space or distance 
measure, you would kind of have 
to start from scratch” in designing 
a nearest neighbor algorithm, said 
Rasmus Pagh, a computer scientist 

at the IT University of Copenhagen. 
“Each space required some kind of 
craftsmanship.”

Because distance measures are 
so varied, many computer scientists 

Good Algorithms  
Make Good Neighbors
Many computer scientists doubted ad hoc methods would ever 
give way to a more general approach to finding nearest neighbors. 
They were wrong.  

Science  |  DOI:10.1145/3329712  Erica Klarreich
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scientists has proven the doubt-
ers—who originally included them-
selves—were wrong. 

In a pair of papers published last 
year (in the Proceedings of the ACM 
Symposium on Theory of Computing 
and the IEEE Annual Symposium on 
Foundations of Computer Science, 
respectively), the researchers set 
forth an efficient approximation al-
gorithm for nearest neighbor search 
that covers a wide class of distance 
functions. Their algorithm finds, if 
not the very closest neighbor, then 
one that’s almost as close, which is 
good enough for many applications.

The distance functions covered by 
the new algorithm, called norms, “en-
compass the majority of interesting 
distance functions,” said Piotr Indyk, 
a computer scientist at the Massachu-
setts Institute of Technology.

The new algorithm is a big leap 
forward, Pagh said, who added, “I 
wouldn’t have guessed such a gen-
eral result was possible.”

An Unbelievable Tangle
Four of the paper’s five authors—Al-
exandr Andoni and Erik Waingarten 
of Columbia University, Aleksandar 
Nikolov of the University of Toronto 
and Ilya Razenshteyn of Microsoft 
Research Redmond—originally set 
out to prove the opposite of what they 
finally proved. Namely, they tried to 
show there are some normed spaces, 
and some datasets within these spac-
es, for which no nearest neighbor al-
gorithm can be significantly faster 
than the laborious process of compar-
ing a given point to every single data-
set point to find the closest one.

It seemed plausible to the four 
researchers that some such norms 
should exist, because norms are ex-
tremely diverse. A norm is simply a 
distance function in ordinary space 
(of any dimension) that has the 
property that whenever you scale the 
coordinates of two points by a given 
factor, the distance between them 
scales by the same factor. Ordinary 
Euclidean distance is a norm, and 
so is “Manhattan” distance, which 
measures the number of city blocks 
between two points. 

But there are many other norms. 
In fact, given any convex shape that is 
symmetric around the origin, there is 

some corresponding norm for which 
that shape is the “unit ball”—the 
ball of radius 1 around the origin. 
In high-dimensional spaces, the 
assortment of different norms “is 
a wild world, but also very expres-
sive,” said Assaf Naor, a mathemati-
cian at Princeton University and the 
new paper’s fifth author.

“There’s a lot of freedom in design-
ing a normed space,” Andoni said. Be-
cause of this, he, Nikolov, Razenshteyn, 
and Waingarten believed at first that it 
should be possible to cook up some 
normed space that contains an “ex-
pander graph”—an object that is near-
est neighbor search’s worst enemy. 

An expander graph is a network (a 
collection of nodes and edges) that 
has a counterintuitive combination 
of sparseness and connectivity. Each 
node in an expander connects to rela-
tively few other nodes; nevertheless, 
there’s no way to separate the graph 
into reasonably large chunks without 
cutting through many edges. 

“Somehow globally it creates an 
unbelievable tangle that can never 
be separated,” Naor said. “It’s com-
pletely nonobvious that such objects 
even exist.” 

Yet they do exist, and since every 
graph comes with a natural notion of 
distance—simply declare the length of 
each edge to be 1—it makes sense to 
talk about the nearest neighbor prob-
lem in the context of graphs. Expander 
graphs, because of their connectivity 
patterns, defy the kind of data-structur-
ing approaches at the heart of nearest 
neighbor algorithms. 

Computer scientists designing a 
nearest neighbor algorithm gener-
ally start by trying to partition the 
dataset into sections in such a way 
that points in different sections tend 
to be far from each other. That way, 
once you’ve decided that your chosen 
point belongs in a particular section, 
you can feel confident that its nearest 
neighbor—or at least an approximate 
nearest neighbor—lives within that 
section, too.

However, in an expander graph, 
it’s impossible to carry out an effec-
tive partition, since all but the most 
lopsided partitions are going to sep-
arate many points that are close to 
each other. Andoni, Nikolov, Razen-
shteyn, and Waingarten were able to 
show that there can be no efficient 
nearest neighbor algorithm for an 
expander graph. 

It should be possible, the four re-
searchers conjectured in a 2016 pa-
per, to extend this result to the realm 
of norms, by creating an appropriate 
normed space that contains an ex-
pander graph. “If you can do that, then 
this tangle sitting inside the norm will 
fool any nearest neighbor data struc-
ture,” Naor said.

The researchers looked for some 
normed space that contains an ex-
pander. “But all our attempts failed,” 
Andoni said. “In retrospect, it was for 
good reason.”

A General Framework
When Naor saw the four researchers’ 
paper, he realized he could explain 
why their attempts had failed. A body 
of mathematics he had been develop-
ing for over a decade for other rea-
sons had the power to settle the re-
searchers’ conjecture—but with the 
opposite answer from what they had 
expected. Naor wrote a paper prov-
ing that expanders cannot be embed-
ded in any reasonable way in normed 
spaces (except for trivial embeddings 
that do not create obstacles to effi-
cient nearest neighbor search).

His paper, Naor said, “revived 
hope that maybe the community was 
wrong all this time” about whether 
there could be an efficient general 
method for nearest neighbor search 
that would cover all normed spaces. 
Naor teamed up with the other four 
researchers, and they came up with 

Expander graphs, 
because of their 
connectivity patterns, 
defy the kind of 
data-structuring 
approaches at the 
heart of nearest 
neighbor algorithms. 
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the Netflix Prize competition (an 
open competition approximately a 
decade ago to find the best algorithm 
for predicting user ratings of movies). 

“This result is the first time that a 
general framework for high-dimen-
sional spaces has been developed,” 
Indyk said. “Now that we have a frame-
work, we can do lots of things with it.”

And the result opens up broader 
vistas of discovery about norms. “The 
world of norms is very complicated,” 
Naor said. “But the main picture is, we 
have more structure than we thought. 
I’m definitely intending to use this 
structure for more.” 

Further Reading

Andoni, A., Naor, A., Nikolov, A,  
Razenshteyn, I., and Waingarten, E.
Data-dependent hashing via nonlinear 
spectral gaps, Proceedings of the 50th 
Annual ACM SIGACT Symposium on 
Theory of Computing, June 25-29, 2018, 
pp. 787-800. https://dl.acm.org/citation.
cfm?id=3188846

Andoni, A., Naor, A., Nikolov, A,  
Razenshteyn, I., and Waingarten, E.
Hölder Homeomorphisms and Approximate 
Nearest Neighbors, Proceedings of  
the 2018 IEEE 59th Annual Symposium  
on Foundations of Computer Science,  
October 7-9, 2018, pp. 159-169. 
http://ieee-focs.org/FOCS-2018-Papers/
pdfs/59f159.pdf

Andoni, A., and Indyk, P.
Near-optimal Hashing Algorithms for 
Approximate Nearest Neighbor in High 
Dimensions. Communications of the ACM, 
January 2008, Vol. 51, No. 1, pp. 117-122. 
https://dl.acm.org/citation.cfm?id=1327494

Erica Klarreich is a mathematics and science journalist 
based in Berkeley, CA, USA.
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a method for organizing datasets in-
side any normed space so that finding 
an approximate nearest neighbor is a 
quick process. 

Roughly speaking, their method 
starts by converting the dataset into 
a graph, by connecting every close 
pair of points with an edge. Naor’s 
result tells us this graph cannot be 
an expander, so one of two things 
must be true: either the graph con-
tains some large cluster of highly- 
connected points, or it can be parti-
tioned into two sets with few edges 
crossing from one set to the other. 

In the former case, since the cluster 
points are all close to each other, you 
can collapse them all down to a single 
point without losing much informa-
tion. In the latter case, the partition 
gives you a way to greatly narrow down 
your search. Either way, you’ve simpli-
fied the set of points you need to con-
sider. Next, you repeat this process on 
the smaller graphs that you obtained 
by collapsing and partitioning, and 
keep doing so until you’ve collapsed 
and partitioned the dataset down to 
single points.

This recursive process creates a 
tree-like data structure. Then, when 
you want to find the (approximate) 
nearest neighbor for a given point, you 
can simply follow the tree downward 
to quickly obtain your answer.

“Now we have a method saying 
that whatever issue humanity may 
be faced with in the future, that uses 
some new norm I can’t even imagine, 
we have an off-the-shelf way to create 
a nearest neighbor data structure,” 
Naor said.

Significant further work will be 
needed to make the algorithm prac-
tical—improving the approximation 
factor, for instance, and making the 
tree structure faster to construct. 
Researchers also plan to examine 
whether the result can be extended to 
some distance functions that are not 
norms, such as the “edit distance,” 
which measures how many inser-
tions, deletions, and substitutions 
it takes to convert one string of DNA 
into another.

Already, though, the new algo-
rithm offers a path forward for norms 
that had no fast nearest neighbor 
method, such as the “nuclear” norm 
on matrices, which played a role in 

The new algorithm 
offers a path forward  
for norms that  
had no fast nearest 
neighbor method, 
such as the “nuclear” 
norm on matrices.
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BRINGING TOGETHER 
MACHINE LEARNING, 
PLATFORM SECURITY

Nadarajah 
Asokan is a 
professor of 
computer 
science at 
Finland’s Aalto 
University. In 

September, Asokan will become 
Cheriton Chair at the University 
of Waterloo’s David R. Cheriton 
School of Computer Science in 
Ontario, Canada.

Asokan received a bachelor of 
technology, honors, in computer 
science and engineering 
from the Indian Institute of 
Technology at Kharagpur, India. 
He then earned a master’s degree 
in computer and information 
science from Syracuse University 
in New York, USA, and his 
doctorate in computer science 
from the University of Waterloo 
in Ontario, Canada.

After completing his 
education, Asokan spent the 
first 15 years of his career 
working in industrial research 
laboratories. He designed 
and built secure systems, first 
at the IBM Zurich Research 
Laboratory in Switzerland, and 
then at Nokia Research Center, 
which was located in Helsinki, 
Finland, at that time.

“Even today, the way I look 
at research is colored by this 
industry experience,” Asokan 
says. “I want to do things that 
will end up being useful.”

Asokan’s primary 
research focus today is in 
systems security, including 
topics like the development 
and use of novel platform 
security features, applying 
cryptographic techniques to 
design secure protocols for 
distributed systems, applying 
machine learning techniques to 
security and privacy problems, 
and understanding and 
addressing the security and 
privacy of machine learning 
applications themselves.

“I see these interests coming 
together,” Asokan explains. 
“If you want to make machine 
learning systems more secure, 
you will actually need to use 
platform security techniques. 
Down the line, I see this as my 
primary research focus.” 

—John Delaney
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One of the key computational pho-
tography techniques that has been 
employed across smartphones and 
standalone cameras is HDR, a tech-
nique that is designed to reproduce a 
greater dynamic range of luminosity, 
or brightness, than is possible with 
standard digital imaging or photo-
graphic techniques. 

The human eye adjusts constantly 
to adapt to a broad range of luminance 
present in the environment via changes 
in the iris, and the brain continuously 
processes this data so a viewer can see 
in a wide range of lighting conditions. 
Today’s complementary metal oxide 
semiconductor (CMOS) image sen-
sors can capture a high dynamic range 
(bright and dark areas) from a single 
exposure, or from multiple frames of 
the same image taken within millisec-
onds of each other. By using tuned al-
gorithms to process this information, 
the images are combined so a final im-
age can display a wider dynamic range 
without requiring any image compres-

S
IN CE  THE IR INTRODUCTION 

more than a decade ago, 
smartphones have been 
equipped with cameras, 
allowing users to capture 

images and video without carrying a 
separate device. Thanks to the use of 
computational photographic tech-
nologies, which utilize algorithms to 
adjust photographic parameters in 
order to optimize them for specific 
situations, users with little or no pho-
tographic training can often achieve 
excellent results.

The boundaries of what consti-
tutes computational photography are 
not clearly defined, though there is 
some agreement that the term refers 
to the use of hardware such as lenses 
and image sensors to capture image 
data, and then applying software al-
gorithms to automatically adjust the 
image parameters to yield an image. 
Examples of computational photog-
raphy technology can be found in 
most recent smartphones and some 

standalone cameras, including high 
dynamic range imaging (HDR), auto-
focus (AF), image stabilization, shot 
bracketing, and the ability to deploy 
various filters, among many other fea-
tures. These features allow amateur 
photographers to produce pictures 
that can, at times, rival photographs 
taken by professionals using signifi-
cantly more expensive equipment.

The Edge of Computational 
Photography 
Smartphones and consumer cameras increasingly  
give professional photographers a run for their money.

Technology  |  DOI:10.1145/3329721  Keith Kirkpatrick

Computational 
photography uses 
hardware to capture 
image data, and 
software to adjust 
image parameters  
to yield an image.
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sion. Furthermore, most smartphones 
are now designed to allow HDR to be 
turned on automatically.

“The value and the benefit to the 
user is that [they] don’t need to turn 
this mode on; the software just takes 
care of it for them,” says Josh Haf-
tel, principal product manager with 
Adobe Systems, which makes image-
processing software, including Adobe 
Lightroom (a family of image orga-
nization and image manipulation 
software). Haftel observes that HDR 
is an example of one of the first com-
putational photography technologies 
that really resonated with the public, 
because it provided real value to users 
by allowing them to produce brilliant-
looking pictures without requiring 
any significant user decisions.

Another technology related to 
HDR that has been incorporated 
into Google’s Pixel smartphone is 
Night Sight. Night Sight is a feature 
of the Pixel Camera app that allows 
users to take photographs in dimly 
lit or dark situations, and actually 
makes them brighter than they are 
in reality, without any graininess or 
blurriness in the background. Be-
fore a picture is taken, the software 
uses motion metering to account 
for camera movement, the move-
ment of objects in a scene, and the 
amount of light available, to decide 
how many exposures to take and 
how long these should be. Night 
Sight then segments the image ex-
posure into a burst of consecutively 
shot frames, which are then reas-
sembled into a single image using 
an algorithm trained to discount 
and discard the tints cast by unnatu-
ral light, thereby allowing for proper 
reproduction colors of objects. The 
software’s tone-map was adjusted to 
bring out the colors in a low-light im-
age that can’t be perceived by the hu-
man eye in low-light situations. The 
results are hyper-real images that 
maintain the dark background of 
the surroundings, but feature more 
brilliant colors and detail than the 
human eye can process in real life.

“Google has recently been doing a 
great job promoting their Night Sight 
mechanism,” Haftel says. “That’s a 
big problem that customers have, 
which is ‘how do I take a photo at 
nighttime that’s neither grainy nor 

blurry, [while also ensuring] I can see 
people’s faces?’”

Another key technology that has 
been deployed is autofocus (AF), which 
uses sophisticated pattern, color, 
brightness, and distance detection to 
understand subjects and track them. 
The goal of AF is to help camera sen-
sors recognize these objects, and then 
adjust the camera’s focus settings auto-
matically and quickly to allow them to 
track their typical movement, ensuring 
faster and more accurate focus track-
ing. “[Autofocus makes] focus easier for 
everything from sports to weddings to 
parents wanting to shoot their toddlers 
and kids,” says Rishi Sanyal, science 
editor at Digital Photography Review. 
“They’re even using machine learning 
to teach their AF systems to recognize 
faces, eyes, animals, and [objects] like 
trains and motorcycles.”

Computational photography can 
also be used to create images taken 
from a camera’s data sensors to pro-
duce a photo that would be impossible 
to capture with more conventional 
tools. Examples include the ability to 
capture multiple frames or multiple 
camera inputs and then fuse them into 
a single image, allowing for crisper or 
richer images in a single shot. Incorpo-
rating a synthetic zoom view that looks 
nearly as good as one produced via 
the traditional external lens used on 
professional cameras allows elements 
from both a wide shot and a telephoto 
shot to be combined automatically.

“You could take a photo with 100 
people in the picture, but if you want to 
take your friend in the center of the pic-
ture and are using a telephoto sensor, 
her face or his face will be very clear,” 
explains Zack Zhou, senior director of 
engineering at Qualcomm, Inc. 

This type of compuational tech-
nology has become somewhat com-
monplace in the market today. “There 
are many smartphone OEMs that are 
using multiple sensors with actual 
multiple depth-to-field lenses to get 
just a few different planes of focus, 
up to many, many planes of focus so 
that you could refocus [the photo] af-
ter the fact,” says Judd Heape, senior 
director of product management for 
cameras, computer vision, and video 
at Qualcomm. Qualcomm supplies 
the SnapDragon Mobile Platform, a 
hardware platform that supports a 

ACM headquarters  
is relocating effective  
July 1, 2019 to:

1601 Broadway  
10th Floor 
New York, NY 10019

ON THE 
MOVE!



16    COMMUNICATIONS OF THE ACM    |   JULY 2019  |   VOL.  62  |   NO.  7

news

wide range of computational pho-
tography techniques and technolo-
gies and is used in virtually all smart-
phones (except for Apple’s iPhones). 

Still, the best computational tech-
niques are not yet able to outperform 
top professional photographers using 
professional-level digital single-lens 
reflex cameras (DSLRs, which feature 
larger lenses and better sensors that 
still yield better large-format images 
than consumer cameras or smart-
phone cameras, due to their ability 
to capture more light). Nevertheless, 
there is significant recognition that 
computational photography is here to 
stay, and will be a point of technologi-
cal investment and improvement in 
the years to come in both smartphones 
and standalone camera bodies.

One example is the Light L16, a 
standalone multi-lens, multi-sensor 
camera released in July 2017. When the 
user shoots a picture using the Light 
L16, the camera captures 10 or more 
images simultaneously, each with a 
slightly different perspective of the 
same scene. The L16 uses algorithms 
to choose a combination of its 28mm, 
70mm, and 150mm modules to use in 
each shot, depending on the level of 
zoom. These individual shots are then 
computationally fused together to cre-
ate a high-resolution 52-megapixel 
(MP) photograph. 

Though a Light representative did 
not wish to comment on the camera 
or anticipated future developments, 
the company’s November 2018 press 
release indicated improvements to 
the L16 were imminent, such as al-
lowing the user to adjust the aper-
ture, or depth effect, after a photo 
has been captured, using images 
from five camera modules. The L16 
is also being updated to allow video 
recording at 1080p resolution and 30 
frames per second.

“You have companies like Light 
who are going out there and utilizing 
multiple lenses to try and overcome 
the idea that you can’t have a long lens 
on a smartphone because of physics,” 
says Adobe’s Haftel, who says sensors, 
mirrors, and algorithms are used to 
the mimic the look and feel of an im-
age being taken on a high-end profes-
sional camera that has its subject in fo-
cus, and the background out of focus, 
known as a bouquet.

Some more traditional high-end 
standalone cameras also have incorpo-
rated computational photographic fea-
tures. The Canon 5D Mark IV includes 
a DIGIC 6+ Image Processor, which 
uses a noise-processing algorithm to 
help keep noise at a minimum at high 
ISO settings, an automatic AF selection 
mode, and a Digital Lens Optimizer 
that can automatically apply a variety 
of aberration and diffraction correc-
tions, as well as other corrective mea-
sures specific to the lens in use. 

Meanwhile, Nikon announced in 
January its CoolPix B600 camera, which 
also includes computational photogra-
phy-based features, such as its 19 scene 
modes; the user only needs to select the 
most appropriate mode for the scene, 
and the camera automatically applies 
the appropriate settings. The CoolPix 
B600’s Creative mode offers 36 effects, 
designed to provide optimal combina-
tions of exposure, contrast, and color 
reproduction.

High-end lens maker ZEISS in-
troduced in 2018 the ZX1, a camera 
built on an Android platform using 
the Qualcomm Snapdragon proces-
sor, and outfitted with lots of RAM, a 
graphics processing unit (GPU), and a 
large hard drive, feature sets typically 
found on smartphones. The camera 
was slated to be available by early this 
year, and could be a game changer, 
given that unlike the Light L16, the 
ZX1 features a high-performance 
35mm f/2 ZEISS Distagon mirrorless 
lens system, as well as classic dials to 
control aperture, shutter speed, and 
sensitivity, providing a traditional, 
comfortable way for photographers to 
adjust settings.

“ZEISS is the first company that 
we’ve seen do this in a rather meaning-
ful way,” Haftel says, noting that the 
ZX1’s combination of classic features 
and computational photography ele-
ments allow photographers to “do the 
similar kinds of computational pho-
tography that you’re seeing with hand-
set manufacturers.”

Ultimately many of the technical 
improvements on the horizon will be 
focused on incorporating multiple 
lenses combined with the image stack-
ing and super high-resolution tech-
niques, to provide a wide zoom range, 
Sanya says. Further, dedicated camer-
as, which can shoot at 20 to 60 frames 
per second, will allow a multitude of 
sophisticated image stacking possi-
bilities in the future, given the large 
amount of high-quality image data that 
is provided by the high frame rate. Fur-
ther, high-definition images that are 
fed into specific algorithms can also be 
used to help render photographs with 
a surprising amount of depth, such 
as those found in Facebook’s three- 
dimensional photos.

“I think a lot of the OEMs are work-
ing with software partners out there 
that are dreaming up all kinds of com-
putational use cases, many of which we 
probably haven’t even thought of yet,” 
Qualcomm’s Heape says, highlighting 
work being done to address the pro-
cessing of multiple planes of focus at 
once, as well as the ability to freeze a 
part of an image while other parts of 
the image remain in motion, and seg-
mentation techniques that allow users 
to highlight certain parts of an image 
and colorize them while the rest goes to 
black and white or goes into a bouquet. 
“These are some common use cases, 
but I think there will be even more in 
the coming couple years that we haven’t 
even really thought of yet.” 

Further Reading

Computational Photography: https://www.
andplus.com/blog/what-is-computational-
photography

Explanation of Computational 
Photography: https://www.youtube.com/
watch?v=WsAdG6wIAaM

Keith Kirkpatrick is principal of 4K Research & 
Consulting, LLC, based in Lynbrook, NY, USA.
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The best 
computational 
techniques are not yet 
able to outperform 
professional 
photographers with 
professional-grade 
camera equipment. 
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A Modern Solution  
to a Modern Problem
By law, the U.S. Census Bureau is pro-
hibited from identifying “the data 
furnished by any particular establish-
ment or individual.” That is why the 
Census Bureau publishes summary 
data, or a high-level view of the sex, 
age, race, and other household details 
of Americans by state. 

The main data product that comes 
out of the Census is Summary File 
1, which constitutes the “main dis-
semination of census results,” says 
Abowd. Summary File 1 contains a lot 
of data that demographers use, like 
age, race, and ethnicity segmented by 
gender, as well as household compo-
sition statistics.

According to the Census Bureau, 
Summary File 1 “includes population 
and housing characteristics for the 
total population, population totals 

I
N 2020,  THE people of the U.S. 
will stand up and be counted, 
according to the provisions in 
the U.S. Constitution that stipu-
late a census may take place ev-

ery decade. It’s a tradition dating back 
to 1790, when the first national census 
was conducted. 

This tradition is turning to a newer 
technique to stay secure in the 21st century.

Back in 2003, researchers Irit Dinur 
and Kobbi Nissim of the NEC Research 
Institute published a paper explain-
ing how they had identified theoreti-
cal vulnerabilities in the summary data 
published with confidential databases. 
In some cases, the researchers found, 
the summary data—a high-level picture 
of the data from individual records in a 
database—could be used to reconstruct 
the private database. That meant at-
tackers could use the public summary 
of the data to reconstruct what people 
had disclosed privately. 

On paper, these types of database 
reconstruction attacks presented a 
possible threat to confidential data-
bases that published summary data. 
The U.S. Census is a prime example of 
such a database. 

For a long time, the paper remained a 
warning about a theoretical threat; until 
the last decade, when a dramatic in-
crease in both computer speed and the 
efficiency of NP-hard problem solvers 
turned the theoretical threat into a prac-
tical peril, according to research pub-
lished by U.S. Census Bureau employees.

One of those employees, John 
Abowd, associate director for research 
and methodology at the Bureau, worked 
with a team to investigate whether ad-
vances in computing power could en-
able database reconstruction attacks on 
the U.S. Census.

The results were shocking.
Abowd and his team retroactively 

used database reconstruction tech-

niques on these public data sum-
maries, and found they could use 
advanced computational power and 
techniques to recreate private data that 
was never meant to be public.

In fact, Abowd and his team found 
they could reconstruct all the records 
contained in the database with ap-
proximately 50% accuracy. When they 
allowed a small error in the age of an 
individual, the accuracy with which 
they could associate public data with 
individuals went up to 70%. And if they 
allowed getting one piece of personal 
information like race or age wrong, but 
everything else right, their reconstruc-
tion was more than 90% accurate.

“The vulnerability is not a theoreti-
cal one; it’s an actual issue. The sys-
tems being used [for the census] were 
vulnerable,” says Abowd.

The solution, it turns out, was just 
as modern as the problem.

Protecting  
the 2020 Census
A new framework is being used to secure the 2020 U.S. Census  
from database reconstruction attacks.

Society  |  DOI:10.1145/3329719  Logan Kugler

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=17&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3329719
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for an extensive list of race ... and His-
panic or Latino groups, and popula-
tion and housing characteristics for 
a limited list of race and Hispanic or 
Latino groups.”

Abowd and his team took Summary 
File 1 data from the 2010 Census and 
subjected it to a database reconstruc-
tion attack, and found they were able to 
uncover privately disclosed data with 
some accuracy. 

When Abowd presented his findings 
to senior executives at the Census Bu-
reau, the agency interpreted the ability 
to reconstruct private data as a breach 
of the confidentiality obligation it had 
under law. In that context, it was decided 
that action needed to be taken to correct 
the vulnerability before the 2020 Census. 

The Bureau’s executive team dis-
cussed the issue, then made the deci-
sion to use a statistical method called 
differential privacy to secure the Cen-
sus process. 

Explains Jonathan Ullman, an as-
sistant professor of computer science 

at Northeastern University with spe-
cialties in cryptography and privacy, 
differential privacy is a way to prevent 
attackers from reconstructing data-
bases by adding statistical “noise” to 
those databases. 

Statistical noise refers to altering 
the aggregate results that come from 
a database like the Census, so it is 
more difficult to use these aggregate 
results to identify the original data 

collected. Ullman offers an example: 
rather than reporting the median in-
come of a resident of a town in the 
U.S. as $66,500, you could choose a 
random number between $66,000 
and $67,000 to add noise. 

“Adding this noise makes it harder 
for someone to reconstruct the database 
or otherwise breach privacy by combin-
ing many statistics,” says Ullman. 

Ideally, the amount of noise should 
be pretty small, so the statistics can 
still be used by researchers, thousands 
of whom rely on Census data for their 
work. After all, statisticians and re-
searchers are “already used to thinking 
of their data as containing various sourc-
es of error,” such as sampling error and 
response bias, according to Ullman.

However, Ullman cautions, “We 
have to be careful about how much 
noise we add and how we do it,” so 
the data strikes the right balance be-
tween confidential and useful. Adding 
the right amount of noise can make it 
more difficult to reconstruct the data-

The Bureau’s 
executive team made 
the decision to use 
a statistical method 
called differential 
privacy to secure  
the Census process. 

ACM News

A Healthy Dose of Wearables
The idea of carrying a small 
device to monitor your health 
is not new. From the 1960s 
television show “Star Trek,” 
which featured a fictional 
handheld scanning device 
called the Tricorder, to more 
recent smartwatches and 
wearable devices, portable 
technology that aims to improve 
medicine and healthcare has 
advanced steadily.

Wearables are reshaping 
medicine in significant ways. Last 
September, for example, Apple 
received approval from the U.S. 
Food and Drug Administration 
(FDA) to include medical-grade 
heart monitoring in its Series 4 
Apple Watch. In addition, the 
watch detects falls, and can alert 
emergency responders if such an 
event takes place.

Manufacturers are also 
introducing glucose and blood 
pressure monitoring, breast cancer 
detection, and more advanced 
sleep monitoring and feedback 
into wearables. Embedded sensors, 
along with wireless technology and 
the Internet of Things, are pushing 
the boundaries of medicine into 
new frontiers.

Smartwatches and wearables 
can spot potential medical 
problems, improve patient 
behavior, and boost compliance. 
The Apple Watch is perhaps the 
highest-profile smart wearable 
device, but other manufacturers 
are now streaming into the 
market with wearables that 
address an array of health 
challenges.

For example, iSono Health 
has introduced a three-
dimensional (3D) ultrasound 
system that uses a bra to detect 
unusual lumps and masses in 
breasts, and transmits data to a 
smartphone or tablet.

Medical device maker 
Omron has received FDA 
approval on a blood pressure 
monitor that looks like a 
smartwatch and connects  
to a smartphone. 

“These devices change 
healthcare in significant ways,” 
says Arielle Trzcinski, a senior 
analyst at Forrester Research. 
“An individual gains greater 
insight into what is happening 
inside his or her body without 
having to visit a doctor and sit in 
an exam room.”

Connected wearables 
offer other advantages. One 
of the most significant is 
access to data not previously 
available—or feasible to collect. 
For instance, the Apple Heart 
Study, conducted by Stanford 
Medicine, now has more than 
400,000 participants, making it 
the largest screening study ever 
conducted for atrial fibrillation. 

Wearable medical devices 
and the data they collect may 
lead to different treatment 
approaches, and introduce 
insurance rates at least partially 
based on patient incentives. 
“These devices and technology 
in general can aid in patient 
care and help alleviate burnout 
for clinicians. But these 
systems must be designed so 
that clinicians don’t spend 
hours reviewing meaningless 
data,” says Adrienne Boissy, 
a neurologist and chief 
experience officer for Cleveland 
Clinic Healthcare systems. 

Not surprisingly, the quality 
of data and whether it can be 
used to accurately identify 
and diagnose specific issues 
is critically important. Unlike 

fitness devices, medical devices 
must be precise. But security 
and privacy concerns also 
exist, including who controls 
and owns data as it streams 
across devices, systems, and 
companies. Finally, says 
Trzcinski, organizations must 
reexamine “the dynamics of 
how clinicians and patients 
interact” and how billing and 
reimbursements take place.

Nevertheless, the ability 
to integrate these devices into 
people’s lives could change 
thinking, behavior, and 
actions—and lead to healthier, 
happier people.

Concludes Trzcinski,  
“We’re going to continue  
to see remarkable innovation. 
We’re going to see devices  
that are smaller and smarter.  
As the technology improves  
and underlying algorithms 
become more precise and 
accurate through machine 
learning, the chance to  
actually improve people’s lives 
will grow.”

—Samuel Greengard is  
an author and journalist based 

in West Linn, OR, USA.



JULY 2019  |   VOL.  62  |   NO.  7   |   COMMUNICATIONS OF THE ACM     19

news

fer, a professor of computer science 
at Penn State University, and engi-
neering lead Simson Garfinkel, pre-
viously a computer scientist at the 
National Institute of Standards and 
Technology (NIST). The team is cur-
rently working to apply differential 
privacy to the Census’ upcoming ef-
forts for 2020. 

It is not an easy task. 
“We have to do it fast, and we have 

to do it well,” says Abowd. Though he 
readily admits the tight timeline and 
volume of work are heavy burdens, and 
these are not the only obstacles.

The community of researchers who 
use Census data will be dealing with 
data in 2020 that has a new system of 
protection applied to it, and not every-
one is happy about that.

One outspoken critic is Steven Rug-
gles, Regents Professor of History and 
Population Studies at the University of 
Minnesota, and director of the Institute 
for Social Research and Data Innova-
tion, which is focused on advancing 
“our knowledge of societies and popula-
tions across time and space, including 
economic and demographic behavior, 
health, well-being, and human-environ-
ment interactions.” Ruggles regularly 
uses Census data in his work, and says 
the use of differential privacy could lim-
it the ability of researchers to find useful 
insights in that data.

“The fundamental problem is loss 
of accuracy of the data,” says Ruggles. 

“In the case of tabular small-area 
data, noise injection will blur the re-
sults, potentially leading investiga-
tors and planners to miss patterns in 
the data. For example, the noise injec-
tion could lead to underestimation of 
residential segregation.” 

Ruggles also does not believe the 
implementation of differential privacy 
on U.S. Census data is even necessary. 
“There has never been a documented 
case of anyone’s identity being re-
vealed in a public-use data product, so 
it is a huge overreaction.”

Ullman, on the other hand, sees dif-
ferential privacy as the best solution 
available to prevent database recon-
struction attacks, while still keeping 
the data of the Census usable.

Because the Census has an enor-
mous dataset, Ullman says it is pos-
sible to release huge quantities of 
summary statistics with manageable 
amounts of noise. Differential pri-
vacy then quantifies how releasing 
additional summary statistics will 
increase privacy risks, making it pos-
sible to “weigh the harm to privacy 
against the public benefits in a sen-
sible way.”

“There is simply no competing 
framework right now that has the po-
tential to offer all of these benefits,” 
Ullman says. 

Further Reading
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base, while also leaving the data suffi-
ciently useful for researchers. 

Differential privacy can make sure 
you’re drawing the right balance be-
tween noise in your data and the use-
fulness of your data. Researchers Cyn-
thia Dwork, Frank McSherry, Kobbi 
Nissim, and Adam Smith presented a 
paper at the 2006 Theory of Cryptog-
raphy Conference, “Calibrating Noise 
to Sensitivity in Private Data Analy-
sis,” showing how to set up a mathe-
matical system that allows parametric 
control over a risk that can be quanti-
fied, while formalizing the amount of 
noise needed to be added to protect 
the data and proposing a generalized 
mechanism for doing so.

“It was specifically designed to pro-
vide mathematical assurances that 
you had controlled the risk of data-
base reconstruction, specifically that 
you controlled the potential harm 
from re-identification caused by an at-
tacker building too accurate an exter-
nal image of your data,” says Abowd.

This is why differential privacy was 
picked by the Census Bureau to defend 
its data.

“It’s a mathematical framework 
for understanding what ‘ensuring 
privacy’ means,” says Ullman. “The 
framework was specifically tailored 
to understanding how to protect pri-
vacy in statistical analysis of large da-
tasets, which is exactly the problem 
the Census faces.”

Abowd began experimenting with 
differential privacy frameworks in 
2008 as part of other work for the 
Census Bureau, which produces a 
number of data products aside from 
the Census itself. However, it wasn’t 
until 2016, after he conducted a da-
tabase reconstruction attack on past 
Census data, that the need to use dif-
ferential privacy on all Census data 
became apparent.

Census Bureau management 
agreed with Abowd that differential 
privacy was the solution to the prob-
lem, so Abowd and a team of com-
puter scientists and engineers got to 
work implementing it.

Balancing Privacy with Usability
Abowd put together a team of com-
puter scientists and engineers in 
short order to combat the threat. The 
team includes science lead Dan Ki-

“The framework  
was specifically 
tailored to 
understanding  
how to protect 
privacy in statistical 
analysis of large 
databases, which is 
exactly the problem 
the Census faces.”
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Legally Speaking 
API Copyrights 
Revisited 
Deliberating on the main arguments in recent sets of briefs  
filed in support of Google’s U.S. Supreme Court petition.

Fifteen amicus curiae (friend of the 
court) briefs were filed in February 2019 
in support of Google’s Supreme Court 
petition. This column discusses the 
main arguments developed in three 
sets of these briefs: one filed on behalf 
of 78 computer scientists, two filed by 
software companies, and one filed by 65 
intellectual property (IP) scholars. 

Each brief sought to provide a 
unique perspective that would help the 
Supreme Court understand the nega-
tive implications for the software in-
dustry if the Court does not overturn 
the CAFC’s copyrightability and/or fair 
use rulings. After Oracle files its oppo-
sition brief, the Supreme Court will de-
cide whether to grant Google’s petition.

The Computer Scientists’ 
Amicus Brief
Among the 78 computer scientists who 
joined this brief were 12 ACM Turing 
Award recipients, 24 ACM Fellows, 11 
IEEE Fellows, 14 American Academy 
of Arts and Sciences Fellows, six Na-
tional Academy of Sciences Members, 
24 National Academy of Engineering 
Members, and five National Medal of 

A
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interfaces (APIs) “original 
expression” that copyright 
law protects from unau-
thorized implementations 

in computer program code? Or are they 
too functional to be within the scope of 
protection that copyright law provides 
to computer programs? Alternatively, 
should it be fair use for unauthorized 
persons to reimplement APIs in inde-
pendently written code?

Between 1992 and 2014, federal ap-
pellate courts in the U.S. were generally 
in agreement that interfaces necessary 
to achieving compatibility among pro-
grams were unprotectable by copyright 
law. These rulings made it unnecessary 
for courts to address fair use defenses 
for reuses of APIs.

In a 2014 decision, the Court of Ap-
peals for the Federal Circuit (CAFC) 
overturned a trial court ruling that the 
Java API declarations that Google used 
for its Android platform were not pro-
tectable by copyright law. The CAFC 
ruled that these declarations were in-
deed original expressions that copy-
right should and did protect because 

they were creative and there was more 
than one way to name particular Java 
command terms (for example, Arith.
larger instead of Math.max).

In its 2014 decision, the CAFC did not 
decide that Google’s use of the Java API 
declarations in Android necessarily in-
fringed. Because Google had raised a fair 
use defense to Oracle’s claim of infringe-
ment, the CAFC sent the case back to the 
lower court for a trial on that defense.

After a two-week jury trial in 2016, 
Google’s fair use defense prevailed. 
However, Oracle once again appealed 
to the CAFC, arguing that no reason-
able jury could have found Google’s use 
of the Java declarations to be fair and 
non-infringing. The CAFC agreed and 
remanded the case to the lower court to 
consider Oracle’s damage claims. 

To forestall a damages trial, Google 
has asked the U.S. Supreme Court to re-
view both the CAFC’s copyrightability and 
fair use rulings. This is not its first such re-
quest. Google previously sought Supreme 
Court review of the CAFC’s copyrightabil-
ity ruling, but the Court decided against 
hearing this appeal, perhaps because the 
fair use issue had yet to be considered.

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=20&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3332805
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software industry, which depends on 
freedom to reimplement APIs to create 
interoperable programs. 

The Red Hat brief pointed to prior le-
gal decisions establishing a bright line 
rule that APIs necessary for compatibility 
are not protectable by copyright law. Such 
a rule is preferable to reliance on fair use 
defenses, which create legal uncertainty 
and thereby impede innovation.

Microsoft filed a brief that heavily 
criticized the CAFC’s fair use ruling.  It 
viewed that court’s framework for en-
gaging in fair use analysis to be rigid, 
unduly narrow in its focus, and mis-
guided. The CAFC had failed to give due 
consideration to the highly functional 
nature of software in software fair use 
cases and to the transformative charac-
ter of many software reuses. 

Microsoft pointed to prior cases that 
had “accommodate[d] the practical need 
for third parties to access and reuse func-
tional code—like the software interfaces 
at issue [in Oracle]—to ensure the avail-
ability of programmers and to facilitate 
interoperability across myriad software 
platforms and hardware devices.” Micro-
soft also asserted the software industry 

Technology recipients, as well as pro-
fessors from numerous universities. 

The main goal of this brief was to 
explain in non-technical terms the sig-
nificance of the computer science dis-
tinction between interfaces and imple-
mentations. The brief asserts there is a 
long-standing consensus among com-
puting professionals that interfaces 
were and should be free for all to use 
as long as programmers reimplement 
the interfaces in independently written 
code. The CAFC failed to grasp this dis-
tinction in its copyrightability ruling. 
Instead, the CAFC characterized the 
Java API declarations as source code, 
which it thought Google had literally 
copied in Android.

The brief also explained various 
factors that constrain design choices 
about API command names. “While 
software interface designers have some 
choice for naming methods and inputs, 
the method’s function, word length, 
and clarity constrain their choice. Par-
ticularly for programming language 
interfaces, which define the most ba-
sic commands used across programs, 
there are few practical options for nam-

ing declarations that satisfy these con-
straints.” By contrast, there are many 
different ways to reimplement interfac-
es in computer program code to carry 
out the identified functions.

The scientists’ brief also criticized 
the CAFC for rebuffing Google’s argu-
ment that its reuse of the Java API dec-
larations had fostered compatibility. 
In their view, Google’s use of the dec-
larations had “empowered software 
developers to write Java programs that 
run equally well on both desktops and 
smartphones.” The brief concluded the 
Court should take the appeal to correct 
the erroneous analysis on which the 
CAFC based its copyrightability ruling.

Software Company and 
Related Amici Briefs
Red Hat, Mozilla, and Python Software 
were lead amici in three briefs filed 
by software companies in support of 
Google’s petition on the copyrightabil-
ity issue. Red Hat, for instance, char-
acterized the CAFC’s copyrightability 
ruling as having upset settled expecta-
tions in the software industry and as 
posing a deep threat to the open source 
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petitions that ask the Court to take 
their appeals. Thus, the odds are 
heavily stacked against the granting 
of any petition. 

Two things seem to tip in favor of 
the Court’s grant of Google’s petition. 
First, there genuinely are split deci-
sions among federal circuit courts on 
important scope of software copyright 
issues. Indeed, the Court recognized 
such a split in 1995 when it granted Lo-
tus’ petition for review of the First Cir-
cuit’s Borland decision. Because the 
Court itself split 4-4 in that case, the 
First Circuit’s decision was affirmed, 
but without setting a precedent or re-
solving the split. Unsurprisingly, the 
circuit splits on software copyright 
protections have deepened since then.

Second, the specific software copy-
right issues presented in the Oracle 
case are of exceptional importance to 
the software industry, of which Oracle 
and Google are two giants. Other ma-
jor software developers, including Red 
Hat and Microsoft, and industry asso-
ciations filed supportive amicus briefs 
to stress the important consequences 
at stake in this case.

If the Court does decide to hear the 
Oracle case, it is, however, unlikely to 
review both the copyrightability and fair 
use rulings. Most amici, including me, 
who support Google’s petition would 
prefer the Court took the copyrightabil-
ity issue rather than the fair use issue. 
But the fair use decision is also deeply 
flawed. So a grant on either issue would 
be much better for the software indus-
try than a denial of review.

One other interesting data point is 
that since 2007, the Court has reversed 
whatever circuit court ruling it re-
viewed 70% of the time. That does not 
mean Google will definitely prevail be-
fore the Court, but its odds of winning 
improve if the Court takes the Oracle 
case on the merits. One bit of possibly 
good news for Google is that the Court 
has asked the Solicitor General’s opin-
ion about whether it should take the 
case. That somewhat increases the 
chance that the Court will indeed hear 
Google’s appeal. 

Pamela Samuelson (pam@law.berkeley.edu) is  
the Richard M. Sherman Distinguished Professor of Law 
and Information at the University of California, Berkeley, 
and a member of the ACM Council.

Copyright held by author.

needs a flexible, robust, and balanced 
framework for fair use analysis, which 
the CAFC had failed to provide.

Several other organizations also 
filed amicus briefs in support of 
Google’s petition. They included the 
Computer and Communications In-
dustry Association, the Developers 
Alliance, the American Antitrust In-
stitute, the Electronic Frontier Foun-
dation, R Street Institute, Engine 
Advocacy, and a group of software 
innovators, startups, and investors. 
These briefs tended to emphasize the 
exceptional importance of the case 
to explain why the Court should hear 
Google’s appeal and the risks to fair 
competition and ongoing innovation 
in the software industry if the CAFC is 
not overruled.

IP Scholar Amicus Briefs
Two of the three IP scholar briefs fo-
cused on the CAFC’s copyrightabil-
ity ruling, while a third focused on the 
CAFC’s fair use ruling. 

For the most part, these briefs do 
not directly address the merits of the 
CAFC’s Oracle decisions or the analy-
ses on which the court relied (although 
it doesn’t take a genius to tell which 
litigant’s position on the merits the 
briefs’ signatories generally favored). 

There is an important strategic rea-
son for eliding the merits at this stage 
of Google’s appeal. The Supreme Court 
mainly decides to review federal appel-
late court decisions when persuaded 
there is a split among federal circuit 
court interpretations of federal law. U.S. 
copyright law is supposed to be uniform-
ly interpreted and applied throughout 
the nation. 

So if the Third and Federal Circuits 
take one position on the protectability 
of program APIs and several other cir-
cuit courts take the opposite position, 
that constitutes a split among the cir-
cuits. Circuit splits make federal law 
into a disharmonious mess. 

A second reason the Court some-
times takes appeals is that a lower 
court ruling is inconsistent with the 
Court’s previous rulings on the same 
or similar issues. So the IP scholar 
briefs also focus on the Oracle deci-
sions’ misapplications of prior Su-
preme Court rulings.

These two considerations explain 
why an amicus brief on behalf of 65 

IP scholars, of which I was a principal 
author, concentrates on respects in 
which the CAFC’s copyrightability rul-
ing is inconsistent with a key Supreme 
Court precedent as well as with rulings 
by several other circuit courts. 

Here is an excerpt from our brief 
to give you a sense for this type of ar-
gumentation: “Beyond merger, the 
Federal Circuit’s interpretation of the 
scope of copyright protection avail-
able to software innovations conflicts 
with the rulings of other circuits in 
four respects. First, the Federal Cir-
cuit’s interpretation of the exclusion of 
methods and systems from copyright’s 
scope under 17 U.S.C. § 102(b) is con-
trary to the First Circuit’s interpreta-
tion in Lotus Development Corp. v. Bor-
land International, Inc., 49 F.3d 807 (1st 
Cir. 1995), aff’d by an equally divided 
Court, 516 U.S. 233 (1996).

“Second, several circuit courts have 
ruled in favor of compatibility defens-
es in software copyright cases. Only 
the Third and Federal Circuits have 
rejected them. 

“Third, the Federal Circuit’s concep-
tion of ‘structure, sequence, and orga-
nization’ (SSO) of programs as protect-
able expression as long as it embodies 
a modicum of creativity conflicts with 
the Second Circuit’s landmark deci-
sion, Computer Associates Internation-
al, Inc. v. Altai, Inc., 982 F.2d 693 (2d Cir. 
1992). Altai rejected the conception of 
SSO as determinative of protectable ex-
pression. Id. at 706. 

“Fourth, the Federal Circuit’s asser-
tion that copyright and utility patents 
can provide overlapping protection to 
program SSO is in conflict with [the 
Supreme Court’s] Baker [v Selden deci-
sion] as well as Tenth and Eleventh Cir-
cuit decisions.”

We IP scholars will have a lot to say 
on the merits if we get to that. But the 
main goal of our brief is to persuade the 
Court to grant Google’s petition because 
of conflicts with Supreme Court prec-
edents and splits among circuit court 
rulings on software copyright issues. 

Conclusion
Google is fighting a steep uphill bat-
tle to persuade the Supreme Court to 
review the CAFC’s Oracle copyright-
ability and fair use decisions. Every 
year the Court selects only about 80 
cases to review out of the 7,000–8,000 
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I 
A M  THE  IN C OMING  editor of 
the Communications Comput-
ing Ethics column. I appre-
ciate what previous column 
editors have done since this 

column’s inception in 2008 and in-
tend to follow their lead, creating a 
space where computing profession-
als can raise good questions about 
ethics emerging from our work. This 
does not guarantee good answers but 
should elicit good discussions, which 
are always encouraged in the pages of 
this magazine.

For my inaugural column, I begin 
with perhaps the oldest ethics-related 
question of all: Cui bono, which means 
“who benefits?” People are known 
to be self-interested, out to improve 
their own welfare. The larger society 
sets ethical boundaries on improving 
one’s welfare. Forbidden are theft, 
fraud, nepotism, bribery, violence, 
and a host of other behaviors. Asking 
cui bono starts us down the path to eth-
ical issues. This column uses the case 
of smart cities to illustrate the ethical 
dilemmas created by an otherwise in-
nocuous-seeming issue.

Smart Cities For Whom?
Ethical behavior is a professional re-
quirement. ACM says computing pro-
fessionals should contribute to society 
and human well-being (ACM Code of 
Ethics and Professional Conduct Gen-
eral Ethical Principle 1.1). It is hoped 
that incentives do the job by giving 
computing professionals the means: 
by putting them on the cutting edge, by 
recognizing their innovations, by help-
ing them to improve the lives of mil-
lions with technology. 

Smart cities seem a good case in 
point. Smart cities use cutting-edge 
and innovative technology to improve 
livability for millions.a They promise:

 ˲ Traffic cameras and sensors that 
automatically adjust traffic-light tim-
ing and toll collection to reduce con-
gestion while conserving fuel;

 ˲ Smart buildings with cameras 
and sensors that determine occupan-
cy and adjust HVAC (heating, ventila-
tion, air conditioning) and lighting 
to conserve energy; 

 ˲ Wi-Fi kiosks with local maps and 

a Recent examples of smart cities in Communica-
tions include: “Building a Smart City: Lessons 
from Barcelona”: https://bit.ly/2vUVCbZ; “The 
New Smart Cities”: https://bit.ly/2LGqDv6; and 
“Smart Cities: Concepts, Architectures, Re-
search Opportunities”: https://bit.ly/2Jimz20.

points of interest to improve way-finding;
 ˲ Compacting solar-powered, trash 

cans that signal when full to reduce 
collection, odors, and vermin; and 

 ˲ Self-driving vehicles to reduce con-
gestion, parking space shortages, and 
fuel consumption.

Cui bono? In principle, everyone. 
But a closer look at the smart cities 
rhetoric shows the benefits focused 
on a subset of the total. Computing 
professionals produce hardware that 
is smaller, more powerful, and more 
energy efficient, as well as new and im-
proved algorithms for data collection, 
handling, manipulation, analysis, and 
presentation. Tech companies benefit 
from new technology and expanded 
markets. Municipal officials benefit 
from their reputation for innovation. 

Computing Ethics 
Who Benefits? 
Considering the case of smart cities.

DOI:10.1145/3332807 Susan J. Winter

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=23&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3332807
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=23&exitLink=https%3A%2F%2Fbit.ly%2F2vUVCbZ
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=23&exitLink=https%3A%2F%2Fbit.ly%2F2LGqDv6
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=23&exitLink=https%3A%2F%2Fbit.ly%2F2Jimz20


24    COMMUNICATIONS OF THE ACM    |   JULY 2019  |   VOL.  62  |   NO.  7

viewpoints

or all of multiple cities, counties, and 
even states. Management is difficult in 
any place that porously encompasses 
residents, workers who commute in 
from other places, and temporary visi-
tors.6 Yet urban planning is tradition-
ally top down, with urban planners 
treated as apolitical technocrats who 
emphasize efficiency.3 New technolo-
gies in municipalities are often driven 
by municipal and tech company lead-
ers without participation, oversight, 
or influence from residents.8 Urban 
informatics concerns data collection, 
manipulation, analysis, and presenta-
tion.7 Smart cities means collection of 
data to supply models that drive poli-
cymakers’ decisions. Most urban resi-
dents are not policymakers.

Civic engagement through town 
hall meetings and public comment 
periods is now augmented by social 
media, municipal websites, email, 
texting, Twitter, and so forth.2 Some-
times these help, but urban and rural 
residents of all ethnicities and social 
classes are still disconcerted by un-
anticipated policy changes and they 
distrust both computer models and 
government officials enough to mount 
active campaigns of resistance.11 Once 
again, cui bono? Policies that work for 
vendors may not work for residents. 
Policies that work for urban residents 
may not work for rural residents. Poli-
cies that work for one class of residents 
might not work for another. Civic en-
gagement varies by race, culture, ge-
ography, and socioeconomic status. 
Poor residents who work multiple jobs, 
rely on buses, need childcare, and have 
poor connectivity might participate 
less. The diluted voices of far-flung ru-
ral residents are faint. Urban informat-
ics that is successful only if people stay 
in touch with planners means that only 
those who stay in touch benefit.7 

Smart cities projects need to contin-
ually and meaningfully connect with 
diverse residents. Computing profes-
sionals must understand the lived ex-
periences of city and rural residents, 
asking hard questions. What decisions 
created the situation we are trying to 
improve? How did those decisions af-
fect people’s lives and opportunities? 
What constraints and incentives in-
fluenced these decisions? Do the pro-
cesses current decision makers follow 
repeat the mistakes of the past? Most 

Property owners benefit from higher 
property values. Benefits abound for 
computing professionals, the tech in-
dustry, some municipal officials, and 
property owners. Yet the concept of 
smart cities is decontextualized and 
abstracted. None of these objectives is 
unethical, per se, but they do not touch 
on the interests of people who live in 
cities who are not computing profes-
sionals, tech companies, municipal 
officials, or property owners. Nor do 
they touch on the interests of rural 
residents (20% of the U.S.). One might 
say that is the way of the world, but the 
ACM Code of Ethics and Professional 
Conduct General Ethical Principle 
1.1 also states, “When the interests of 
multiple groups conflict, the needs of 
those less advantaged should be given 
increased attention and priority.” 

West Baltimore includes poor neigh-
borhoods. People in West Baltimore 
have expressed interest in smart cities. 
The interests of the less-advantaged 
conflicted with other interests. The 
less-advantaged do not believe that 
automatic traffic-light adjustments 
and smart buildings are a big win for 
them. Their neighborhoods have little 
congestion and do not need automatic 
traffic lights. Their aging housing stock 
needs much more basic attention than 
that provided by smart buildings. Their 
high-crime streets do not invite people 
to access Wi-Fi at a public kiosk. Com-
pacting trashcans are outweighed by 
loss of trash-collector jobs, which they 
need. Self-driving cars are more attrac-
tive to people who have cars, and self-
driving buses are ridiculous to people 
who hope to get a job as a bus driver and 
who depend on human drivers to keep 
order and deter crime aboard the bus. 

Many who live in West Baltimore 
would not benefit from smart cities as 
currently conceived. In fact, they might 
lose. But that does not mean they can-
not benefit from innovation. Many 
in West Baltimore want free Wi-Fi on 
buses where they spend hours each day 
riding to and from school and work.5 
These residents would benefit from 
free or affordable Wi-Fi at home (and 
no fear of unexpected data charges) 
to do homework, apply for jobs, im-
prove skills, pay bills, and otherwise 
participate in modern life. That way 
those who now allow neighbors to con-
gregate outside of their apartments 

to share their Wi-Fi service would not 
have to ask their neighbors to discon-
nect when the service gets too slow. 
Many would benefit from video feeds 
from cameras and microphones that 
detect gunfire, with emphasis on com-
munity empowerment rather than 
surveillance. Are these smart-city ob-
jectives? They are difficult to find in 
promotional materials for smart cities. 

This mismatch is not new. There 
should be no shock at it, as though it 
first arose with smart cities. In fact, it 
is nearly as old as the cui bono ques-
tion, and we have had more than half a 
century to consider it. In 1963, the au-
thor James Baldwin famously called 
urban renewal “negro removal.”b Jane 
Jacobs pointed out that early free-
ways were optimized for cars, and 
destroyed vibrant, resilient neigh-
borhoods while creating dangerous 
downtowns that were deserted after 
6 p.m.6 Housing projects intended 
to help the poor often concentrated 
poverty and limited social capital and 
upward mobility. The inner city is not 
a machine to engineer for maximum 
efficiency. It has always been difficult 
to bring technology to cities12 and to 
rural areas.10 Will smart cities repeat 
the failures of the past?

Doing Better 
Urban areas are complicated and so-
ciotechnical. They are inherently emer-
gent, never pinned down. They remind 
us of the importance of place.4,9 The 
strategic management of place focuses 
overwhelmingly on economic competi-
tiveness, with livability taking a back 
seat.1 Urban areas bring together resi-
dents who have only their place in com-
mon. Urban boundaries are amorphous 
and often dynamic. They include parts 

b See https://bit.ly/2vXd8MC

It can be difficult to 
evaluate costs and 
benefits of smart 
cities technologies.  
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important, have we heard from all the 
relevant stakeholders about this? Do 
stakeholder interests align or conflict? 

Mechanisms to coordinate across 
multiple cities, counties, and states are 
even more difficult than coordinating 
across silos in a single jurisdiction. Mu-
nicipal budgets are tight and resource 
allocation fraught. Urban and rural of-
ficials and experts often lack technical 
skills. It can be difficult to evaluate costs 
and benefits of smart cities technolo-
gies. Computing professionals can help, 
but to understand who benefits they 
must look beyond the limited points of 
view of municipal officials and experts.

Ethical Dilemmas 
Smart cities must be livable cities—
or else what is the point? Enabling 
multiple stakeholders to participate 
in smart cities discussions is a chal-
lenge. The disadvantaged and rural 
residents are often excluded and dif-
ficult to bring in, but addressing their 
needs spurs innovation and magnifies 
impact. Bringing them in can create 
inefficiency and slow down the pro-
cess, making practicality a key chal-
lenge that must be overcome. The 
ACM Code of Ethics and Professional 
Conduct obliges computer profes-
sionals to contribute to society and to 
human well-being, giving increased 
attention and priority to the less ad-
vantaged. The job is more difficult if 
the disadvantaged are excluded and 
the privileged included. And smart cit-
ies are just the beginning. The dream 
must be extended to rural places if 
technology is to improve quality of 
life and support the public good. De-
tails may vary, but rural residents face 
many of the same challenges as those 
in the city: connectivity to support 
transport, work, study, play, economic 
development, and sustainability. 

Getting to both smart and livable 
cities and rural areas requires partici-
patory strategies that empower mul-
tiple stakeholders in the integration of 
technologies into their communities. 
Higher-quality data, more democratic 
decision making, more equitable pro-
vision of services, and vibrant livable 
neighborhoods and rural areas might 
result. Effective engagement strategy 
requires working with local institu-
tions, building trust, and co-design 
through which stakeholders become 

partners with computing professionals 
and others to design and implement 
smart-city technologies.

Computing professionals are ex-
pected to work toward justice. Defini-
tions of justice vary (which is why there 
are courts). The ACM Code of Ethics 
requires attention to the needs of the 
disadvantaged. Equity, inclusion, and 
sustainability require participatory 
processes for technologies that rein-
force the interests of people living in 
shared places. Co-designing enhances 
civic engagement and improves com-
munity resilience. It might not answer 
all the questions to ask, Cui bono? But 
it opens the door to justice. 
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Broadening Participation 
A New Labor Market for  
People with ‘Coolabilities’
How the unique perspective and enhanced strengths  
accompanying disabilities can benefit the workforce.

Seen through the PCE lens, the co-
nundrum of this day and age, whether 
AI will create or kill jobs, becomes 
crystal clear, it is simply the case of a 
balanced economy: “Is AI-innovation 
being applied more to earning or to 
spending?” The emphasis today is 
on “spending,” that is, increasing de-
mand for products and services, so the 
conclusion is that we need to support 
innovation that helps people earn. We 
need as much innovation for earning 
a living as we have for helping people 
spend what they earn. 

Such innovation must be based on 
an “ecosystem for innovating jobs,” 
which largely remains to be developed. 
As people gain power in the PCE, en-
trepreneurs seeking revenues look for 
demographics of undervalued people 
for whom they can innovate more valu-
able jobs. This is the emerging role 
that our i4j community serves today.

Coolabilities: An Untapped 
Resource of Excellence
Coolabilities are a centerpiece of the 
PCE. A labor market is emerging in 
which those with coolabilities are no 
longer viewed as disabled and there-
fore “unemployable,” but are even more 
valuable on the labor market because of 
their powerful abilities. As pointed out 
by Burgstahler and Ladner,1 computing 
fields need more people with disabili-
ties because their expertise and per-
spectives spark innovation. It is not just 
abilities (expertise), but it is also that 

M
ANY PEOPLE WITH dis-
abilities have enhanced 
strengths, such as the 
special ability of blind 
people to interpret sounds 

and touch, or the outstanding knack 
of people on the autistism spectrum to 
observe detail. Not so well known is the 
potential of this large and untapped 
resource of excellence for the economy 
and society. We call these enhanced 
strengths “coolabilities.”

Powerful technologies are today ready 
to open the door to a new paradigm of 
work: instead of squeezing people into 
existing job slots, companies can tailor 
work that fits individuals’ unique skills, 
talents, and passions, matching them 
with inspiring teams and offering them a 
choice of meaningful tasks. This has tre-
mendous benefits for both the employee 
and employer by creating a “long-tail 
labor market” in which diversity brings 
competitive advantage. 

People with coolabilities can spear-
head the new market for tailored jobs 
because they are a particularly under-
utilized resource.

A “People-Centered Economy” 
(PCE) with Tailored Jobs for All
The authors are members of the Inno-
vation for Jobs community (i4j),a co-
founded in 2012 by David Nordfors and 
Vinton Cerf, co-inventor of the Internet. 
We champion the “People-Centered 

a i4j Innovation for Jobs; https://i4j.info/

Economy” (PCE) as covered in our recent 
book.b Like the Copernican revolution, 
the PCE shifts the point of reference of 
our economy: centering it on the value 
of people and placing what is central 
today—tasks, services, products—in or-
bit. This changes the driving economic 
force from minimizing the cost of tasks 
to maximizing the value of people. It is a 
recipe for sustainability: tasks will come 
and go; people will remain. The purpose 
of things is to make people valuable, not 
the other way around. 

The value in an economy, accord-
ing to PCE, boils down to the value 
that its people see in each other. The 
economy is defined as people embed-
ded in an ecosystem of organization 
that competes to make them valu-
able for each other. Seen this way, it is 
the purpose of organizations to serve 
people; never the other way around. 
Organizations will offer people two 
basic categories of services: the first 
category offers people better ways to 
earn their livelihoods, and the second 
offers them better ways to spend it. 

b See D. Nordfors and V.G. Cerf. The People Cen-
tered Economy—The New Ecosystem for Work. 
2018; See especially these chapters: “The un-
beatable people-centered economy” by David 
Nordfors; “COOLABILITIES—A New Language 
for Strengths in Disabling Conditions” by Chal-
ly Grundwag; “The birth of the inclusion eco-
system. Precision employment for people with 
disabilities, coolabilities and the rest of us.” by 
V.R. Ferose, Lorien Pratt, Sudipto Dasgupta, 
and Ganapathy Subramanian; “The Autism 
Advantage Movement” by Thorkil Sonne.
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Jobs for People with Coolabilities
The labor market has traditionally in-
cluded at least a few jobs for people 
with coolabilities. In Thailand, for ex-
ample, “blind massage” is appreciated 
because blind people’s sensitive hands 
are known to have a better feel for 
muscles. Today the best-known coola-
bilities examples are of some people on 
the Autism spectrum, who often show 
exceptional talent for attention to de-
tail and complex pattern recognition. 
These talents are currently appreciated 
by the software industry, where jobs 
have been created for individuals with 
coolabilities on the autism spectrum.

Until now, vocations for people with 
coolabilities have been limited, tradi-
tional, exotic, and piecemeal. In many 
countries of the world it is common 

they have a unique perspective adding 
to the diversity of a workforce.

Neuroscientists have identified en-
hanced abilities and compensatory 
mechanisms for a number of disabling 
conditions. Cross-modal plasticity is 
one example: a blind person’s visual 
cortex is not useless; rather it adapts to 
help other senses such as hearing. Ad-
vances in technology such as the fMRI 
help us to gain deeper understand-
ing of such processes. The concept of 
coolabilities connects these initiatives 
and opens a wider lens for understand-
ing both scientific and social aspects of 
strengths linked to disabilities.

The nature of coolabilities is shown 
in the table. It shows six conditions, 
together with accompanying disabili-
ties and typical coolabilities. Research 
into all imaginable conditions study-
ing when, how, and why coolabilities 
occur is essential to provide a wider 
lens for understanding and utilizing 
human potential.

We suggest attributes of a coolabil-
ity, which are not mutually exclusive:

 ˲ Singular: These are innate en-
hanced abilities essential to a condi-
tion. They appear, for example, in con-
genital cases; the wiring of the brain 
and behavior are present from the be-
ginning. Evidence suggests that many 
people on the autism spectrum are 
hyper-systemizers, due to differences 
in brain functionality, according to 
Baron Cohen. For people with disabili-
ties where sensory signals are missing, 
the parts of the brain that process those 
signals may use other signals instead. 
The auditory cortex has functionality 
for connecting and interpreting sen-
tences, which for many deaf people 
adds capacity to interpret visual and vi-
brotactile cues. In the same way, blind 
people will often have enhanced spatial 
understanding of touch and sound. 

 ˲ Compensatory: These are acquired 
abilities that occur or strengthen after a 
loss. Examples include increased hand 
strength among people in wheelchairs.

 ˲ Contextual: These have to do with 
context, environment, and framing, 
and arise when a perceived weakness 
becomes a strength. For example, a 
hearing deficit can be an advantage for 
a person when working in a noisy envi-
ronment. Having a “narrow field of in-
terests”—one of the characteristics that 
is often used to describe people on the 

autism spectrum—may also indicate 
they have deep expertise in one of them.

It is important to understand that 
these suggested categories are not like 
slots, but rather provide coordinates for 
a multidimensional description of coola-
bilities. The hyper-systemizing coolability 
of many people on the autism spectrum 
is both singular and contextual, if it is 
understood as the disabling hypersen-
sitivity to the environment, reframed by 
context. The repurposing of the brain that 
sharpens other senses when one sense is 
missing is singular, but also compensa-
tory, because people use their heightened 
senses to compensate. Many deaf people 
will “listen” with their eyes and many 
blind people will “see” with their ears and 
hands. They have a singular talent, and 
they train it by making use of it. 

Coolabilities conditions.

Condition Disabilities Coolabilities

ASD High sensitivity, sensory 
overload. Difficulties 
deciphering social cues. 

Enhanced observation and systemizing abilities, 
attention to detail, focus, memory, honesty. 

ADHD Hyperactive; distractible; 
restless; impulsive; 
decreased inhibition.

Enhanced imagination; creativity, hyperfocus, flow, 
multi-tasking, lateral thinking, original solutions.

Dyslexia Difficulties in reading, 
spelling, and decoding 
written language.

Enhanced visual-spatial system thinking  
(‘flow-charts’) innovative, perseverance, motivation. 

Deaf Complete or profound 
hearing loss.

Enhanced visual, tactile abilities, boosted  
by the auditory cortex: ‘hearing’ body language  
and vibrotactile abilities, and so forth. 

Blind Complete or profound 
visual impairment.

Enhanced auditory, tactile, olfactory abilities,  
boosted by the visual cortex: spatial hearing,  
echo-location, hands that “see,” and so forth. 

Williams Syndrome Developmental delays, 
physical health issues.

Enhanced empathy, friendly, helpful, verbal,  
musical, enhanced memory. 

COOLABILITIES — DISABILITIES  

CORRELATION DATABASE

EMPLOYERS

EDUCATORS

CODIC

DEVELOPERS’
COMMUNITY

Coolabilities.ai overview.
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papers to surveys and other narratives 
suggesting correlations.

CODIC enables developers to de-
sign applications. One example is a 
“coolabilities finder” where people can 
search for their enhanced strengths, 
helped by what they know about their 
conditions, strengths, history, needs, 
weaknesses, and more.

Imagine, for example, an entrepre-
neur with an interest in the potential 
of people with dyslexia. Affecting ap-
proximately one-tenth of the popula-
tion, dyslexia creates a substantial 
drop-out risk for high-potential in-
dividuals. Many people with dyslexia 
have a number of strong abilities that 
are useful for design jobs, leadership 
roles, and other positions. Many do 
not have a college education, because 
such education generally requires 
strong reading and writing skills. 
This may be one reason why people 
with dyslexia often find themselves as 
independent entrepreneurs.

The entrepreneur can use the CODIC 
to research how many people are dyslexic, 
their correlating strengths and weak-
nesses, and to learn stories of success-
ful dyslexia coolabilities advantages. 

By targeting dyslexics using a “coola-
bility finder,” the developers’ communi-
ty can form an ecosystem for designing 
applications that link talent with op-
portunity. We already know of numer-
ous positions for people with disabili-
ties, such as the job openings at SAP for 
people from the ASD community. Mem-
bers of coolabilities.ai can leverage this 
business opportunity by creating the 
solutions needed for their employment 
where corporations lack their own re-
cruitment and training pipelines. 
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to see people with certain disabilities 
placed, as stereotypes, into certain 
professions. But coolabilities do not 
limit the talent to any specific profes-
sions, rather point out to a general 
phenomenon, and a world of strength 
and talent that waits to be discovered. 
We are in the early days, yet worldwide 
coolabilities initiatives are begin-
ning to coalesce and show synergies. 
The multidimensional description of 
coolabilities we suggest replaces la-
bels and slots with a coordinate system 
spanning a limitless space of under-
standing, opportunity, and action. 

Coolabilities at SAP 
Labs Latin America
Coolabilities are currently being imple-
mented at SAP Labs Latin America. 
Brazil legally requires that between 2% 
and 5% of every company’s permanent 
workforce to be people with disabilities 
(PWD).c The government levies penal-
ties against companies that do not com-
ply. SAP Brazil has 1,950 permanent 
employees, and 97 are required to be 
PWD. To ensure compliance, the SAP 
Managing Director (MD) John Denni-
son has recently on-boarded 15 PWD 
as apprentices in a joint effort with the 
SENAC trade association. His office has 
conducted interviews designed to iden-
tify these employees’ coolabilities. The 
next step will be to map coolabilities to 
open positions, ensuring the best fit. 
Says Dennison, “we don’t want to just 
ensure compliance, we want every per-
son to have a meaningful career at SAP.” 

Requirements like these are spread-
ing worldwide: France regulates dis-
abled hiring at 6%, Chile 1%, and Co-
lombia provides benefits to companies 
hiring people with disabilities. Success 
in Brazil means the same can be repli-
cated to other SAP locations with simi-
lar requirements.

But the strengths of people with dis-
abilities must be proven beyond merely 
a regulatory compliance: their strengths 
need to be measured systematically 
to enhance the coolabilities database, 
which we describe next, and to ensure 
organizations make decisions effec-
tively, providing the desired business 
outcomes at scale.  

Companies like Specialisterne, 
founded by Thorkil Sonne (also found-

c https://bit.ly/2Jo8qk2

er of the “autism advantage” move-
ment) have taken great steps in this 
direction.d However, employment of 
people with disabilities in the com-
mercial market today is largely depen-
dent on donations from foundations; 
it needs more commercial investment 
from growth-oriented investors. Hun-
dreds of open positions at large compa-
nies wait to be occupied by people with 
coolabilities. It is an existing demand 
waiting to be satisfied. What remains is 
to bootstrap the market.

Coolabilities.ai: Bootstrapping  
the Ecosystem for Innovating Jobs
According to the 2011 World Report 
on Disability,3 one billion people, or 
15% of the world population, experi-
ence some form of disability, making 
them the world’s largest “minority”—
a demographic suffering an unem-
ployment rate up to 80% in some coun-
tries. In the U.S., approximately 35% of 
working-age people with disabilities 
are working, less than half the number 
of people without disabilities. With 
nearly one-fifth of the U.S. population 
diagnosed with some form of disabil-
ity (according to census), exploring 
ways to employ coolabilities has enor-
mous potential for the U.S. alone.

Our i4j project “coolabilities.ai” 
has a plan for bootstrapping an eco-
system for innovating jobs for people 
with coolabilities and is designed to 
be applicable for all job specializa-
tions, not just those for the disabled. 
Our community includes engineers, 
experts, and enthusiasts who care 
about turning a perceived problem 
into an opportunity. 

The key common resource of the 
“coolabilities.ai” platform is the “CODIC,” 
the COolabilities-DIsabilities Correla-
tion Database (see the figure). It sup-
ports an API2 that maps correlations 
between conditions and traits—both 
weaknesses (disabilities) and strengths 
(coolabilities). It can be crowdsourced 
in a manner similar to Wikipedia and 
personalized job matching can be pro-
vided by a deep learning/decision intel-
ligence system. Such a peer community 
will be required because the task will 
involve making judgments and devel-
oping policies. It can use a multitude 
of sources, from peer reviewed research 

d https://bit.ly/2FVhQyp
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Viewpoint  
GOTO Rankings 
Considered Helpful* 
Seeking to improve rankings by utilizing more  
objective data and meaningful metrics.

by U.S. News and World Report and The 
Times Higher Education rankings, is 
that they depend in whole or in part on 
reputation surveys. One problem with 
reputation is that it is a lagging indi-
cator. When an institution improves, 
it can take years for its reputation to 
catch up. Reputation surveys there-
fore are inherently “stale.” A more se-
rious problem with reputation surveys 
is that opinions are often based on 
subjective assessments with very little 
basis in objective data.

R
ANKING S ARE A fact of life. 
Whether or not one likes 
them (a previous Commu-
nications editorial argued 
we should eschew rankings 

altogether4), they exist and are influen-
tial. Within academia, and in computer 
science in particular, rankings not only 
capture our attention but also widely 
influence people who have a limited un-
derstanding of computing science re-
search, including prospective students, 
university administrators, and policy-
makers. In short, rankings matter.

Today, academic departments are 
mostly ranked by for-profit enterpris-
es. The people doing the ranking are 
not computer scientists, and typically 
have very little understanding of our 
field. For example, U.S. News and World 
Report, in ranking Ph.D. programs in 
sub-areas of computer science inaccu-
rately describes the characteristics of 
research in the area of “Programming 
Language” [sic] (see Figure 1).

This lack of understanding of the 
field suggests it is highly questionable 
that U.S. News and World Report has the 
necessary expertise to rank the quality 
of Ph.D. programs across computer sci-
ence. In fact, we know that many rank-
ers often use the wrong data. For exam-
ple, we have repeatedly seen problems 
with rankers who only consider journal 
publications, leaving out conferences, 
which capture the most influential 

publications in most areas of comput-
ing. The consequences are rankings 
that are completely implausible. For 
example, while King Abdulaziz Univer-
sity may be a fine institution, it is un-
likely that anyone with any familiarity 
with computing-related departments 
would rank the university number five 
in the world, as U.S. News and World Re-
port does in its ranking of “Best Global 
Universities” (see Figure 2).

Another key limitation of a number 
of rankings, including those produced 

* The title of this Viewpoint and (re-ordered) 
bullets herein are in homage to Edsger Dijkstra’s 
famous 1968 letter to Communications.2 
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But one can clearly understand the ba-
sis for each and inspect all or most of 
the included data. These GOTO rank-
ings are a far cry from the products of 
most commercial rankers.

Call to Action
We call on all CS departments and col-
leges to boycott reputation-based and 
non-transparent ranking schemes, 
including but not limited to U.S. News 
and World Report:

 ˲ Do not fill out their surveys. De-
prive these non-GOTO rankings of air, 
at least for computer science.

 ˲ Do not promote or publicize the 
results of such ranking schemes in de-
partmental outlets.

 ˲ Discourage university administra-
tors from using reputation-based and 
non-transparent rankings.

 ˲ Encourage the use of GOTO Rank-
ings such as CSrankings and CSmet-
rics as better alternatives. 
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No one is sufficiently knowledgeable 
about all aspects of computer science 
and all departments to even make an 
informed guess about the broad range 
of work in an entire department. In fact, 
a “mid-rank” department is often the 
most difficult to assess by reputation be-
cause the department may be particular-
ly strong in some sub-areas but weaker 
in others, that is, the subjective rating of 
the department may vary greatly depend-
ing on the sub-area of the assessor.

To summarize, rankings matter and 
will not go away, regardless of their short-
comings. Commercial rankers today do 
a poor job of ranking computer science 
departments. Since we understand our 
community and what matters, we should 
take control of the ranking process. 

At the very least, we as a community 
should insist on rankings derived from 
objective data, whether it be based on 
publications, citations, honors, funding, 
or other criteria. We should ensure rank-
ings are well-founded, based on mean-
ingful metrics, even if we have diverging 
perspectives on how best to fold the data 
into a scalar score or rank. We may still ar-
rive at very different rankings, but we will 
have a defensible basis for comparisons.

Toward this end, the Computing 
Research Association (CRA) has stated 
that a “methodology [which] makes in-
ferences from the wrong data without 
transparency” ought to be ignored.1 It 
has also adopted the following state-
ment about best practices:

“CRA believes that evaluation meth-
odologies must be data-driven and 
meet at least the following criteria: 

 ˲ Good data: have been cleaned and 
curated

 ˲ Open: data is available, regarding 
attributes measured, at least for verifi-
cation

 ˲ Transparent: process and method-
ologies are entirely transparent

 ˲ Objective: based on measurable at-
tributes”

We call rankings that meet these cri-
teria GOTO Rankings. Today, there are 
at least two GOTO rankings: http://cs-
rankings.org and http://csmetrics.org 
(both are linked from the site http://
gotorankings.org). CSrankings is fac-
ulty-centric and based on publications 
at top venues, providing links to fac-
ulty home pages, Google Scholar pro-
files, DBLP pages, and overall publica-
tion profiles. It ranks departments by 
aggregating the full-time tenure-track 
faculty at each institution. CSmetrics 
is institution-focused, without regard 
to department structure or job desig-
nations for paper authors. It includes 
industrial labs and takes citations into 
account. It derives its rankings from 
the Microsoft Academic Graph,3 an 
open and frequently updated dataset.

These are not the only two reason-
able ways to rank departments.5 One 
may disagree with the rankings these 
sites produce, or with their choices of 
weighting schemes or venue inclusion. 

Figure 1. U.S. News and World Report inaccurate research area description (https://www.usnews.
com/best-graduate-schools/top-science-schools/computer-programming-rankings, May 2018). 

Figure 2. U.S. News and World Report implausible ranking (https://www.usnews.com/ 
education/best-global-universities/computer-science, May 2018).
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A  L OT  O F  data is moved from system to system in 
an important and increasing part of the computing 
landscape. This is traditionally known as ETL 
(extract, transform, and load). While many systems 
are extremely good at this process, the source for the 
extraction and the destination for the load frequently 
have different representations for their data. It is 
common for this transformation to squeeze, truncate, 
or pad the data to make it fit into the target. This is 
really like using a shoehorn to fit into a shoe that is 
too small. Sometimes it’s a needed step. Frequently 
it’s a real pain!

Two major parts of ETL are the extraction and the 
load. These processes are where the rubber meets the 
participating data stores.

Extraction pulls data out of a source system. This 
may be relational data kept in a database. If so, it may 
be converted to an object relational format where each 
object transforms the join of multiple relational 

rows into a cohesive thing. Data is fre-
quently organized as messages when 
it is sucked out. It’s also common for 
data to be extracted from key-value 
stores where it is kept in a semi-struc-
tured representation.

Load happens when the data is 
placed into the target system. The tar-
get will have its own metadata describ-
ing the shape and form of the data in 
its belly. If the target is an analytics sys-
tem, then its data will likely be loaded 
into a relational form.

While it may be counterintuitive, it 
is frequently useful to take relational 
data out of a system as objects; convert, 
massage, and shoehorn the data from 
one object representation to another; 
and load it into the target system in re-
lational form.

The new, shoehorned data is then 
used for analytic queries.

To make this work, you need meta-
data1—for both the source being ex-
tracted and the target being loaded.

The metadata for the extracted 
source is descriptive. The data exists. 
The metadata describes its shape, 
form, and meaning. It is always the 
case that extracted data is copied out 
and the metadata describes what its 
shape was and what its shape is as 
it’s extracted.

The metadata for the loaded data is 
prescriptive. The ETL system makes it 
fit the output metadata’s shape and 
form exactly as it is prescribed to do. 
Only when the system knows what 
the results should look like can it do 
the work.

ETL systems always need to know 
the current shape of the input, as well 
as the shape the data should become.

Frequently the output data to be 
loaded into the target system is re-
lational in its shape. Many analytics 
systems expect relational data to an-
alyze and report. Relational is great 
as the format for both planned and 
ad hoc queries.

What If the Shoe Doesn’t Fit?
When incoming data and its descrip-
tive metadata don’t match the outgo-

Extract, 
Shoehorn,  
and Load
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ing data shape specified by the pre-
scriptive data, you must do something 
about it. 

When a shoe is too large, people will 
shove padding into it. Similarly, when 
the incoming data doesn’t have all the 
information required for the outgoing 
shape and form, you add stuff. This 
may be a default value or a null value.

If a shoe is too small and the foot is 
too large, sometimes you use a shoe-
horn to force the foot into the shoe, 
comfort be damned. This is a real pain! 
Similarly, when the incoming data 
has too much information, the system 
needs to discard data that doesn’t fit 
the outgoing metadata. 

The process of discarding or pad-
ding data is very common. 

All too often, the descriptive meta-
data for the input is not a perfect match 
to the prescriptive metadata for the de-
sired output!

Sometimes data is extracted from 
many sources with either the same or 
different input metadata describing the 
stuff being loaded. It’s essential that the 
data from the various sources be modi-
fied to fit into the target metadata.

Note that normalizing the data to 

relational form may be difficult with 
different input data from different sys-
tems. The needed information may be 
missing from some input source.

Conclusion
ETL takes disparate sources and des-
tinations and moves data from one to 
the other. Frequently there is only a 
partially useful mapping of the meta-
data. Sometimes data must be discard-
ed to traverse the path from source to 
destination. Other times the source 
data may need to be augmented with 
null values or default values. It’s also 
possible that the mapping is complex 
and loses much of the meaning kept in 
the original translation as the data is 
reshaped and re-formed.

Metadata for the loaded source data 
is descriptive—it describes the data. 
Metadata for the data loaded into the 
target is prescriptive—it prescribes the 
required target shape and form. The 
challenge is that the described output 
may be ill fitting to the prescribed input.

It turns out the business value of ill-
fitting data is extremely high. The pro-
cess of taking the input data, discard-
ing what doesn’t fit, adding default or 

null values for missing stuff, and gen-
erally shoehorning it to the prescribed 
shape is important. The prescribed 
shape is usually one that is amenable 
to analysis for deeper meaning. 

It is the shoehorning that gives the 
data the shape it needs to be under-
stood consistently. 

  Related articles  
  on queue.acm.org

Immutability Changes Everything
Pat Helland
https://queue.acm.org/detail.cfm?id=2884038

Data in Flight
Julian Hyde
https://queue.acm.org/detail.cfm?id=1667562

Other People’s Data
Stephen Petschulat
https://queue.acm.org/detail.cfm?id=1655240

References
1. Helland, P. If you have too much data then ‘good 

enough’ is good enough. acmqueue 9, 5 (2001); https://
queue.acm.org/detail.cfm?id=1988603.

Pat Helland has been implementing transaction systems, 
databases, application platforms, distributed systems, 
fault-tolerant systems, and messaging systems since 
1978. He currently works at Salesforce.

Copyright held by owner/author.  
Publication rights licensed to ACM.

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=33&exitLink=http%3A%2F%2Fqueue.acm.org
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=33&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D2884038
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=33&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D1667562
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=33&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D1655240
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=33&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D1988603
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=33&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D1988603


34    COMMUNICATIONS OF THE ACM    |   JULY 2019  |   VOL.  62  |   NO.  7

practice

A  F R I E N D  O F  mine is an accountant at a large 
company. The CEO and other executives do not know 
what accounting is, and that is OK. Everyone works 
around it.

OK, that is a lie. No company like that exists.
I do have a friend, however, who is a software 

engineer at a large company where the CEO and other 
executives do not understand software. They don’t 
understand what is reasonable to expect software 
to do, how it is made, how software projects are 
managed, or how a Web-based service is run.

That isn’t something that employ-
ees can “work around.”

Maybe that was OK years ago, but 
it isn’t OK now. In fact, my advice to 
this friend was to start sending out 
her resume.

Many companies that don’t think of 
themselves as software companies are 
finding that software is a key compo-
nent of their operations. If executives 
and management do not understand 
how software is made, they will be inef-
fective compared to those who do. This 
will either limit their careers or negative-
ly affect their company’s performance. 
Either way, they are doomed. (You don’t 
have to take my word for it: Gartner pre-
dicted that 50% of CIOs who have not 
transformed their organization’s capa-
bilities by 2020 will be displaced.9)

In this article, I list the things that 
“executives who get software” under-
stand in an effort to help those execu-
tives and managers who have found 
themselves in this new world. The list 
is not exhaustive, as the full list could 
fill multiple books, but it is based on a 
very unscientific poll of my friends in 
the industry.

Software Ate the World
In 2011, Marc Andreessen1 wrote an ar-
ticle predicting, “Software will eat the 
world.” By that he meant two things: 
First, many traditional businesses are 
being replaced by software companies. 
Second, all other companies are find-
ing the value they deliver is increasing-
ly a result of software.

When Andreessen wrote his article 
none of the 10 biggest companies (by 
market value) were in software-driven 
businesses. Today, six of the 10 big-
gest companies are primarily driven 
by software. The others are ripe for a 
transformation.

The first category is easy to under-
stand; online music stores such as 
Apple’s iTunes have probably replaced 
your local music store. A physical loca-
tion is eliminated in favor of one solely 
defined by software.

The second category is a subtler 
change. For example, while automo-
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biles have not been replaced by web-
sites, what makes auto companies 
succeed is increasingly a result of 
their software acumen. Their supply 
chain, manufacturing, marketing, 
and sales processes are controlled by 
software. The typical car has 10–100 
million lines of code in it. The major-
ity of what differentiates car models 
comes from software-powered fea-
tures such as the dashboard and au-
dio system. Everything I love about 
my new car is software; everything 
I dislike is software that could have 
been better.

I recently purchased a very low-tech 
refrigerator. As far as I can tell, it has 
zero software inside of it. Not long af-
ter the purchase, however, I received 
an email offering a water-filter-replace-
ment subscription. That system is en-
tirely software driven. Considering the 
high price of the subscription filters, I 
presume they are responsible for more 
profit than the original purchase.

If you don’t control what makes 
your product valuable, then you are not 
much of a company. Therefore, execu-
tives and managers must now under-
stand the software-delivery lifecycle.

Both Stack Overflow Talent and 
LinkedIn now list more software 
engineering job advertisements for 
nontechnical companies than the 
tech industry itself.11 This is a major 
shift in the economy and indicates 
that companies are ramping up their 
software practices.

The List
Here are my top 10 things I believe all 
executives and managers must know 
about software:

1. Software is not magic.
Often it looks like magic, or is magi-
cal, but it isn’t magic. Every element 
was designed by a human and has its 
basis in math or a process that can be 
explained in human words.

Unlike magic, software isn’t con-
jured out of thin air. It needs to be 
designed, built, and operated. Just 
as a house has layers of systems that 

work together (foundation, structure, 
plumbing, rooms, furniture, and so 
on), software has layers and subsys-
tems that create the whole. It can be de-
signed well or badly, and a fast design 
is rarely a lasting one.

If you cannot describe in words 
what it will do (both the desired out-
come and how it can get there), then 
a computer cannot do it. The “how” is 
called an algorithm and is not magic.

A Web search for pictures of chairs 
doesn’t actually show pictures of 
chairs. It shows images that frequently 
appear on Web pages that mention the 
word chairs. The difference is subtle, 
and it took years for someone to think 
of that trick and perfect the technique. 
Yet, it isn’t magic.

Your email system’s spam detection 
looks pretty magical, but it is not magic. 
Bayesian statistics and other math-
ematical models work under the hood 
to achieve the behavior you see.

Autocorrect feels magical (try turn-
ing it off for a day), but the best auto-
correct systems process trillions of 
data points from the past to create a 
database of precomputed autocorrec-
tions to use in the future.

Machine learning (ML) and other AI 
techniques are not magic. ML is predic-
tion based on data, instead of explicit 
rules or instructions. It is monkey-see-
monkey-do using linear algebra. An ML 
system is trained by showing it millions 
of pictures with bananas, then million 
of pictures without bananas. Now, if 
you show it a picture it will tell you if 
it looks like the first or second group. 

Not magic. ML is enormously useful 
across many domains, but sometimes 
it can act like The Sorcerer’s Apprentice. 
For example, using ML to sort resumes 
based on past hiring decisions can am-
plify a racist hiring history, even with-
out any intended bias.2

2. Software is never “done.”
Software is an iterative process with 
many revisions and updates shipping 
over its lifetime. Your job is to create an 
environment that recognizes this.

Likewise, we never expected mar-
keting and customer acquisition to 
be “done.” They too are iterative pro-
cesses. We learn and grow with each it-
eration as we continue to deliver value 
to the business. We don’t ever plan to 
“stop” doing any of those things, even 
once we find something that is a suc-
cessful launch.

It would be nice if software could 
be finished in one release, but that is 
not reality. Requirement documents 
are full of ambiguity. The first release 
of software is full of “oh, that’s what I 
wrote but it wasn’t what I meant” mo-
ments. The best software inspires new 
ideas and new features. Seeing that 
the new sales-management system is 
more efficient inspires even more ef-
ficiencies. If you don’t plan on future 
releases that will incorporate the best 
ideas of your employees, you have 
built a system that just solves yester-
day’s problems. The world changes, 
your competitors offer new features, 
people have new ideas. There are al-
ways bugs to be fixed—maybe in your 
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as a decoy so that you don’t try to find 
where they actually hang out. I’m sorry 
you had to learn that here.)

4. Design isn’t how something 
looks; it is how it works.
Steve Jobs famously said, “Design is 
not just what it looks like and feels like. 
Design is how it works.” UX designers 
don’t sit around trying to decide what 
color the menus will be, or if buttons 
will be round or square. They deter-
mine what the workflow and interac-
tions will be.

Will the user be presented with one 
screen with three choices, or will the 
choices be presented one screen at a 
time? The decision requires psychol-
ogy, empathy for the user, and testing, 
testing, testing.

One of the biggest challenges of UX 
design is that once you know the sys-
tem well, you lose the ability to predict 
what a new user will expect. The person 
who designed the system is automati-
cally disqualified for predicting what a 
new user will need.

I remember the first time I had the 
opportunity to watch users through a 
one-way mirror as they used a product 
I was involved with. “It’s the button on 
the left! Look to the left! Oh god, why 
aren’t they clicking the button on the 
left!” Then reality sets in. Our brilliant 
placement of buttons was brilliant only 
because we knew the system so well.

Therefore, testing with real users is 
required. This could be as simple as 
recruiting a coworker who has yet to 
see the system, or as complex as using 
a double-blind study with one-way mir-
rors and eye-tracking systems.

I also remember watching someone 
test Google Maps. The user was asked 
to route from New York Penn Station 
to a particular hotel. After that task 
was completed, the UX designer asked, 
“What do you think you would want 

code, or in the underlying software 
frameworks and systems that it is 
built upon. Your software may be per-
fect, but I assure you that over time 
people will find security holes in the 
platform it is built on.

It is your job to expect an organiza-
tion that recognizes this.

The way we recognize this is to build 
an organization that confidently pro-
duces new software releases at regular 
intervals. When fully automated test-
ing and other engineering disciplines 
are in place, we build confidence. 
This confidence creates the ability to 
eschew multiyear release cycles and 
instead ship high-quality software 
quarterly, monthly, or even weekly. The 
particular frequency isn’t important; 
confidence is. Confidence leads to fast-
er innovation.

This also means rejecting project 
plans that involve one perfect release, 
then no more. Or plans that do not in-
volve sufficient testing, or eliminate 
the beta-test period, or allow develop-
ers to make changes to live production 
systems instead of having an approved 
and tested path to release. Features 
that make software more shippable 
should not be left until the end; ease of 
shipping has business value.

Lastly, let’s stop with software proj-
ects that are allowed to run for mul-
tiple years before showing any prog-
ress. Release early and often. Require 
a minimum viable product to launch, 
followed by periodic releases that add 
features. The first release might be just 
the basic framework or support only a 
few edge cases. Each release provides 
an opportunity to get feedback and 
change course. Early releases might 
run only in a beta area, inaccessible 
to real users. At least you have started 
the feedback cycle. Beta testing saves 
lives—and careers. 

Of equal importance, behind-the-
scenes operations now have a chance 
to begin developing their processes 
and procedures, build and vet infra-
structure, and test the invisible foun-
dation that supports everything else. 
Imagine if the Obamacare website 
had first supported only Rhode Is-
land, then added support for states 
one at a time. The experience from 
each iteration would have propelled 
it forward and made it a success from 
the start. 

3. Software is a team effort; 
nobody can do it all.
The software developer is neither prod-
uct manager nor UX (user experience) 
designer nor quality assurance analyst 
nor security guru nor technical writer 
nor operations engineer. You need 
them all.

No executive would propose that 
each salesperson do his or her own 
marketing, or that the sales force 
should be fired because marketing 
understands the product and can do 
sales, too. Marketing and sales are re-
lated but different. Therefore, a divi-
sion of labor exists between the two. 

Likewise, software teams need sepa-
rate people for requirements gather-
ing, quality assurance and test engi-
neering, technical writing, and so on.

There is a myth of the developer 
who “does it all,” known as the “full 
stack developer” or “10x engineer.” 
This doesn’t exist outside of the small-
est company. Yes, a very small com-
pany may have a single person who 
does both marketing and sales, but 
you probably don’t work for a company 
that tiny. Neither do your engineers.

Yes, your 12-year-old son made a 
website all by himself. Don’t let that 
make you think that it cannot be that 
difficult, or that coding is “just typing.” 
I assure you Johnny’s website isn’t 
processing billions of financial trans-
actions per hour. When I was 10 years 
old I built a “robot” out of cardboard 
boxes. My parents were smart enough 
to take that as an indication that I was 
interested in engineering, not to think 
I could skip calculus.

Which reminds me: Dear Parents, 
Just because your child is “good at 
Facebook” doesn’t mean he or she will 
be the next Zuckerberg. Stop saying 
that at cocktail parties. It’s embarrass-
ing. (P.S. No teens use Facebook any 
more. Your kids post to Facebook only 
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to do now?” The person responded, 
“Once I’m checked in, I find a restau-
rant.” Soon after, Google Maps added 
a “find a nearby restaurant” feature. 
That’s a good UX designer!

A UX may be beautiful and elegant 
and comparable to a piece of art, but 
asking a UX designer to change the 
background to a picture of a sailboat is 
not helpful.

It is your job to trust testing data 
over opinions, to create an environ-
ment that plans for multiple revisions 
before the product ships and expects 
further refinement after.

Do not confuse a UX designer with 
a graphic designer. A graphic designer 
develops layouts to inspire and inform 
in a variety of media from brochures 
to websites. Asking a UX designer to 
design the company holiday card is as 
much of a faux pas as asking the tech-
nical writer to write the company news-
letter. These are all different skills.

5. Security is everyone’s 
responsibility
You are in the security business 
whether you know it or not, and 
whether you want to be or not. All soft-
ware has security requirements and 
potential security vulnerabilities. The 
systems involved in producing your 
software have security requirements 
and vulnerabilities, too. While secu-
rity infrastructure components such 
as firewalls and intrusion detection 
are necessary, they are not sufficient: 
you must also design, implement, and 
operate your software platforms with 
built-in security controls. Security is 
as much about good process as it is 
good technology.

If you think you are not a target, 
then you are wrong. All computer sys-
tems are targets, as the prize is not just 
the information in them but the mere 
fact that it is a computer. For example, 
a system with no information of value 
is a cybersecurity target because it can 
be used to relay an attack on other 
computers, or mine bitcoin, or store 
someone’s pirated video library.

Security is not an on/off switch. 
There are many shades of gray. You 
don’t build a system, then press the 
“make it secure” button.

Security is about risk and your toler-
ance level for risk. Encrypting commu-
nication between two points doesn’t 

make it secure, but it enhances the 
security such that only a superpower 
has the resources to crack the code. 
Mitigating risk in one area doesn’t 
help in other areas. Securing the net-
work doesn’t prevent physical security 
issues. An employee propping a door 
open enables someone else to steal 
your backup tapes.

As Gene Spafford famously stated, 
“The only truly secure system is one 
that is powered off, cast in a block of 
concrete, and sealed in a lead-lined 
room with armed guards—and even 
then, I have my doubts.”3 

Compliance with security stan-
dards such as NIST CSF (National In-
stitute of Standards and Technology 
Cybersecurity Framework), PCI DSS 
(Payment Card Industry Data Security 
Standard), and SOC 2 (Service Organi-
zation Control report) quantifies risk 
and, when done right, reduces risk. 
These standards do not assure perfect 
security; such a thing does not exist. 
More importantly, they provide guid-
ance on how to respond responsibly 
and report the inevitable security 
breach. Being honest, forthright, and 
public is my recommendation.

Security is best designed in from 
the start. Bolting it on after the fact is 
expensive and often ineffective. You 
would not build a boat and then “add 
in” a way for it to float.

Today the most common vector for 
security issues is not the sexy high-tech 
security hole some elite hacker discov-
ered last night. It is the old, boring, ev-
eryone-else-fixed-it-years-ago issue that 
goes unnoticed. You would be stunned 
at how many systems are calcified and 
cannot be updated because updates are 
impossible, expensive, or unavailable. 
They may have been considered (relative-
ly) secure when new, but now new vulner-
abilities have been discovered. Software, 
left alone, grows stale like bread.

Unlike magic, 
software isn’t 
conjured out of thin 
air. It needs to be 
designed, built, and 
operated ... It can 
be designed well 
or badly, and a fast 
design is rarely a 
lasting one.
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The biggest improvements come 
from working across silos and involv-
ing all stakeholders. If there is no col-
laboration across teams, then each 
team will optimize their area, often to 
the detriment of the efficiency of the 
other teams. By working across teams, 
you develop empathy and can create 
the most impactful changes.

I recently read about a U.S. company 
that stayed ahead of foreign competi-
tion through efficiency. It was able to 
achieve this advantage by constantly 
examining the end-to-end process. In 
one case large amounts of materials 
and manufacturing time were being 
spent on plastic covers. A major cus-
tomer was removing and disposing of 
those covers because they got in the 
way. If the manufacturer had not vis-
ited the customer, it would never have 
realized it could improve efficiency by 
selling a model without that cover.

Likewise, both the process of build-
ing software and the process in which 
the software is used must be under 
constant revision brought about by 
end-to-end examination.

8. Technical debt is bad 
but unavoidable.
Technical debt is the work you will 
need to do in the future because you 
chose an easy solution now instead 
of using a better approach that would 
take longer. Any software project of rea-
sonable size has technical debt.7 Tech-
nical debt makes all forward progress 
slower, and it snowballs the more you 
ignore it.

I fear that executives with a finance 
background hear “debt” and think it 
is an investment that will pay off in the 
future. Technical debt is the opposite. 
It is toxic and painful. It is a ticking 
time bomb. Caskey L. Dickson4 com-
pares it with “naked call options,” fu-
ture obligations that could arise at any 
time, without advance notice, and hav-
ing an unlimited downside. 

In 1972 Fram ran a TV commercial 
for its oil filters in which an auto me-
chanic explained that a customer tried 
to save $4 by not replacing a filter; later 
the customer had to pay $200 for an 
expensive main bearing replacement. 
The mechanic concluded, “You can 
pay me now, or pay me later.”8 

Once I was involved in a software 
project with a subsystem that com-

It is your job to balance security 
paranoia with reality, and budget time 
and resources appropriately.

6. Feature size doesn’t 
predict developer time.
Feature size (as perceived by users) is 
entirely unrelated to how long it will 
take to create said feature. Small fea-
tures can take days or years. Big fea-
tures (as perceived by users) can take 
days or years.

It is your job to create and support a 
software development process that ac-
cepts this and does not second-guess 
engineering’s work estimates. Produc-
ing the work estimate itself may take a 
surprisingly long time.

Negotiation is encouraged. The en-
gineers may reply with a surprisingly 
long work estimate but offer changes 
to the requirements that will cut the 
time significantly. Remember to in-
clude time for testing, training, de-
ployment, and unexpected family or 
medical leave.

Never promise a feature without 
consulting with engineering for a 
work estimate. It is not a sign of your 
corporate power to promise a feature 
by a certain deadline on the spot. I as-
sure you that what people find more 
impressive is a professional process 
where their request is taken seriously, 
work estimates are produced, and the 
request is delivered on time (or rejected 
for honest reasons).

7. Greatness comes from thousands 
of small improvements.
Greatness comes from thousands, per-
haps millions, of small improvements 
done over a long stretch of time. The 
effect of each change is measured, and 
the change is rolled back if the out-
come is negative.

Google was not built in a day. 

Google’s search engine is the result 
of millions of individual improve-
ments. Once a week the search-qual-
ity panel meets. Engineers step up to 
the podium and present their pro-
posed changes. They show how much 
of an improvement would be made 
based on simulations. The commit-
tee debates and votes it up or down. 
Weeks later the measurements are re-
viewed, and the change is either kept 
or rolled back.

Google search is the triumph of it-
erative development over “big bang” 
thinking. You can’t make a good search 
engine on your first attempt.

Only in Hollywood movies does a 
brilliant young mind come up with an 
amazing new idea that is implemented 
and works perfectly the first time. In 
the real world, it takes years to create 
an overnight success.

This is true whether the greatness 
you are trying to achieve is a system 
that provides better service to cus-
tomers, is more efficient, has fewer 
errors, or just organizationally runs 
more smoothly.

It is your job to require systems to 
be designed to make it easy to try new 
things and to define pertinent KPIs (key 
performance indicators) that can easily 
be measured before and after changes. 
Most importantly, there must be a pro-
cess by which the results are examined 
and a decision is made to keep or roll 
back the change. A rollback should not 
be considered a failure or be punished. 
What is learned from each rollback is 
as valuable as what is learned in each 
change that is retained.

Thomas Edison claimed to have 
tested 1,000 filaments on the way to 
creating his light bulb. When a report-
er asked, “How did it feel to fail 1,000 
times?” he replied, “I didn’t fail 1,000 
times. The light bulb was an invention 
with 1,000 steps.”

This is another reason why software 
systems need to support rapid releases.
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municated to a supplier. Initially the 
system talked to only one supplier, so 
that was pretty easy. Then a second 
was grafted on. Then another. Some 
features had to be implemented three 
times, once for each supplier. This was 
not sustainable.

When asked to support a fourth sup-
plier, the developers revolted. Yes, they 
could graft it on in about a month, but 
the software was starting to creak like 
an old house in a hurricane. The quick 
fixes had accumulated technical debt.

Their proposal was to spend two 
months refactoring (reworking) the 
supplier architecture so that it was a 
plug-in system. New suppliers could 
then be added in a week, not a month.

The executives were not happy. Why 
would this next supplier take more 
than two months to add when previous 
suppliers were added in one month?

The two months invested in paying 
down technical debt would make fu-
ture additions faster, stabilize the code 
base, and make it easier to add new fea-
tures. It is difficult to measure the exact 
benefits.

You can pay me now, or pay me later.
It is your job to allocate time to pay 

down technical debt. Runaway techni-
cal debt slows down the ability to add 
other features, and it leads to unstable 
software. Paying down technical debt 
should be tied to business goals, simi-
lar to nonfunctional features.

9. Software doesn’t run itself.
While vendors and developers may try 
to tell you otherwise, software doesn’t 
just run itself. Any software-based sys-
tem (websites and Web applications, 
in particular) requires operational 
staff and processes; otherwise, it just 
sits there like a closed book. Someone 
has to turn it on, care for it, and tend 
to its needs.

I assert that operations is more im-
portant than software development it-
self. Code is written once but runs mil-
lions of times. Therefore, operations 
are, by that rough measure, millions of 
times more important.

As a result, it is your job to expect 
operations to be part of any software-
based system. It must be planned for, 
budgeted, managed, and run efficient-
ly just like anything else.

Operational features (usually called 
nonfunctional features) are invisible to 
users except as second-order effects. 
Data backup is a good example of a 
nonfunctional feature. No user re-
quests data to be backed up. Users do, 
however, ask for deleted data to be re-
stored. Sadly, there can be no restore 
without a backup. A restore is a func-
tional feature; a backup is an opera-
tional (nonfunctional) feature.

Features that make a software ser-
vice easy or efficient to operate are nev-
er requested by users. They do, howev-
er, enjoy the benefits of a system that is 
cost effective and reliable. Customers 
leave unreliable websites and don’t 
come back.

Software must be scaled, moni-
tored, updated, and so on. Wikipedia 
has an excellent list of nonfunctional 
requirements that drive such fea-
tures.13 Operations are in a constant 
battle to improve efficiency. This often 
requires new code.

The need for continuous improve-
ment includes not just new features, 
but new nonfunctional features. There-
fore, it is your job to allocate resources 
not only for the features that custom-
ers demand, but also for operational 
features. Striking a balance between 
the two competing needs is difficult.

A successful product is the negoti-
ated union of business and operational 
requirements.

10. Complex systems need 
DevOps to run well.
A complex system is best improved 
through DevOps. This has many defi-
nitions, but I prefer to think of DevOps 
as accelerating the delivery of value 
(features, bug fixes, process improve-
ments, and so on) by rapid iteration. 
To achieve this, everyone involved 
must participate. That is, they must 
work across silos. The name DevOps 
comes from the movement to remove 
the wall between developers and 
operations (IT), which is absolutely 
required to achieve rapid releases. 
Great DevOps environments, howev-
er, extend this to work across all silos 
end to end.

DevOps has been misinterpreted to 
mean developers perform operations. 
This “you build it, you run it” strategy is 
one way of working across silos (elimi-
nating them), but it isn’t the only way. 
More on that later.

The system that builds and con-
tinuously improves your software is 
a machine. Every time you turn the 
crank, a new (hopefully improved) 
release of software pops out and goes 
into production.

Delivering your product to custom-
ers is also a machine. Your marketing, 
sales, logistics, billing, and other sys-
tems all work together. Every time you 
turn the crank your product is delivered.

Either kind of machine is a complex 
system with many dependencies. To 
run well, a complex system needs three 
things: a good process, good commu-
nication by all the people involved, and 
the ability to try new things.

These are codified as the Three 
Ways of DevOps:

 ˲ The first way is “system think-
ing” or “flow.” The focus here is on 
improving the end-to-end process, 
not specific silos, as described in 
item 7. The First Way is about driving 
improvements that move you from a 
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I also recommend Accelerate: The 
Science of Lean Software and DevOps: 
Building and Scaling High-Performing 
Technology Organizations, by Nicole 
Forsgren, Jez Humble, and Gene Kim.6 
It provides a CEO view of the science 
that makes DevOps work.
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process that sucks to one that is awe-
some. In pathological cases the pro-
cess is nonexistent—each silo impro-
vising and guessing its way through 
the process each time the crank turns. 
The result of the First Way is improved 
velocity and reduced defects. Things 
work better.

 ˲ The second way is “amplify feedback 
loops.” The focus is on improving com-
munication among the people and 
components within the system. Com-
munication is a feedback loop and 
should be bidirectional, responsive, 
transparent, and blameless. A system 
cannot work well without the ability 
of the people involved to learn, share, 
and grow. The Second Way is about 
driving improvements that move you 
from communication that is lacking 
to communication that is comprehen-
sive. In pathological cases communi-
cation is punished. The result of the 
Second Way is understanding, empa-
thy, and responsiveness to customers 
both internal and external. Knowledge 
is where it is needed.

 ˲ The third way is a “culture of con-
tinual experimentation and learning.” 
This is where you focus on creating 
a culture where you try new things, 
evaluate the results, and decide 
whether to keep or revert the change. 
The Third Way is about going from a 
culture where change is resisted to 
one where change is constant. Risk 
is accepted. Rituals reward teams 
for taking risks and learning from 
failure. In pathological cases the or-
ganization is calcified: change isn’t 
possible, suggestions for change are 
rejected or possibly punished. The 
result of the Third Way is evolution-
ary change over time, punctuated by 
major leaps and innovation.

Wait, there is more … 
Indeed, there are volumes more that an 
executive should know about software. 
Sadly, cultural pressure and David Let-
terman say I should stop at 10.

Here are some bonus items:

Bonus item 1.  
Uptime is never perfect. 
Asking for 100% uptime makes you 
look ignorant. Each order of magni-
tude of improvement costs ludicrously 
more than the level prior: 99.0% uptime 
is fine for plenty of systems; 99.999% is 

more expensive than you can afford. 
Punishing people for downtime sends 
the wrong message. Instead, ask “What 
did we learn?” If your organization 
learned something, the downtime was 
a gift. Recommended reading: Beyond 
Blame, Learning from Failure and Suc-
cess, by Dave Zwieback,14 and Wikipe-
dia’s page on High Availability.12 

Bonus item 2. Spammers  
and abusers ruin everything. 
Fighting spam and abuse is an arms 
race. If you can build an online app in a 
week, you will spend a year figuring out 
how to prevent spammers from ruining 
it. Google Sheets has anti-abuse detec-
tion because criminals make spread-
sheets full of links to scams and then 
send the links to people who think any 
link that mentions Google is safe. The 
amount of anti-abuse work required to 
run online communities such as Twit-
ter, Facebook, or other social networks 
would make you cry.

Bonus item 3.  
Malleability is expensive. 
Some changes to software require a 
new release, while other changes can 
happen while the system is running. 
The latter is expensive. It would be easy 
for Facebook profiles to store only your 
name, location, and a few other facts. 
The ability to store any field is an expen-
sive engineering task. Be careful when 
asking for flexibility. It affects testing, 
security, usability, and a lot more.

Conclusion
Software is eating the world. To do 
their jobs well, executives and man-
agers outside of technology will 
benefit from understanding some 
fundamentals of software and the 
software-delivery process.

Further resources. If you are an ex-
ecutive who wants software acumen, 
there are many resources. The first is 
your VP of engineering or CTO. Ask the 
person in one of these jobs what you 
should learn. 

I also highly recommend reading 
The Phoenix Project: A Novel about IT, 
DevOps, and Helping Your Business Win, 
by Gene Kim, Kevin Behr, and George 
Spafford.10 It provides an inside view 
of IT and a practical understanding 
of how to use DevOps techniques to 
manage it.
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YOU NEED NOT be an expert with years of healthcare 
data-management experience to conclude the field is 
a hot mess. One visit to a hospital, clinic, or pharmacy 
can convince you of that. Burdened by legacy and 
fragmented into silos so alien from one another they 
can scarcely communicate, healthcare recordkeeping 

has for decades frustrated any and all 
efforts to unify it.

The underlying reason couldn’t be 
more obvious: Each clinic, hospital, 
practice, and pharmacy operates its 
own isolated record-management sys-
tem. The platforms and techniques 
vary from organization to organization, 
with almost no provisions having been 
made to share any of the information.

But what if these records were han-
dled in more of a patient-centric man-
ner, using systems and networks that 

allow data to be readily shared by all 
the physicians, clinics, hospitals, and 
pharmacies a person might choose to 
share them with or have occasion to 
visit? And, more radically, what if it was 
the patients—rather than the provid-
ers—who were considered to actually 
own the data?

It was with thoughts like these that 
a Toronto-based startup called Health-
Chain set out to create a platform for 
managing a patient’s medication pro-
file on the basis of relationships estab-
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that information. With that said, when 
it comes to ownership of the full medi-
cal record for that patient, there’s grow-
ing sentiment that this information 
properly belongs to the patient.

The truth on the ground right now 
is that any patient’s records are actu-
ally scattered among any number of 
siloed databases since, as you go from 
one clinic to another or from one phar-
macy to another, each is going to create 
a fresh record for you. When it comes 
to determining who owns those re-
cords, I’m inclined to distinguish the 
information that each practitioner is 
responsible for maintaining on his or 
her own system from the sum total of 
all the medical information collected 
about some particular patient over the 
course of that patient’s lifetime. While 
many believe this is information that 
belongs to the patient, the current re-
ality is that the patient doesn’t actually 
even enjoy access to that data and has 
little to no control over how it’s used.

TERRY COATTA: Just to be clear about 
those silos, are you talking about cen-
tralized databases or just a lot of small 
individual databases maintained in 
different doctors’ offices? 

EVANS: It’s essentially a mix of the 
two. There are lots of independent doc-
tors’ offices out there, and to the degree 
they are using computer systems at all, 
it may amount to little more than a da-
tabase running on a desktop or laptop.

By the same token, there are health-
care teams that span multiple loca-
tions. One of the largest in Ontario has 
37 different clinic locations that all 
share a single EMR implementation 
hosted in the cloud. But I believe even 
that implementation is organized such 
that doctors are able to see informa-
tion for only those patients who visit 
their particular clinic location. 

MCDONALD: What does this look like 
from the perspective of an admin work-
ing at one of these clinics?

EVANS: Even where EMR applica-
tions are in place, there’s a lot of aging 
technology to contend with. Also, early 
on, we were cautioned not to walk into 
a doctor’s office just expecting to be al-
lowed to change the workflow. There’s 
a reason these technologies haven’t 
necessarily advanced all that much 
since the 1980s. The doctors are used 
to them. They reflexively know they 
need to hit the tab three times on this 

lished between patients and their vari-
ous providers.

That vision became the challenge 
that HealthChain CTO David Evans 
took on, drawing on 25 years of work 
in the financial industry on portfo-
lio management and quantitative re-
search systems. In the years that led 
up to his transition to healthcare, he 
found himself increasingly intrigued 
with the possibilities of applying 
emerging digital identities and block-
chain technologies to the creation of 
more efficient government services. 
Now he has an opportunity to put some 
of those ideas to the test.

To provide some insight into how 
HealthChain is addressing the medi-
cation profile–management challenge, 
Evans is joined in discussion here by 
Richard McDonald, a recently retired 
IBM Distinguished Engineer, and Terry 
Coatta, the CTO of Marine Learning 
Systems, a Vancouver-based startup 
working to develop a learning platform. 

RICHARD MCDONALD: As people who have 
had occasion to visit doctors’ offic-
es—or even hospitals—from time to 
time, we all know just how important 
recordkeeping is to those operations. 
Historically, that has taken the form 
of paper records kept in overstuffed 
filing cabinets. But increasingly, it 
now seems also to include electronic 
records as the medical profession is 
making a belated push to fully enter 
the 21st century. As that process con-
tinues to move forward, questions 
come up as to who actually owns those 
records, who looks after them, and 
who needs to have access to them. 
What do you see as some of the key is-
sues with respect to the custodial re-
sponsibilities these various medical 
organizations now need to address? 

DAVID EVANS: As you say, at this point 
there are doctors who use computer 
systems and others who don’t. The ones 
who keep computer-based records gen-
erally use some localized instrumenta-
tion called an EMR (Electronic Medical 
Record) system (also known as an EHR 
(Electronic Health Record) system, 
depending on country and usage). In 
terms of who owns the records kept 
on these things, any doctor who enters 
details about a patient into an EMR sys-
tem is accountable for the accuracy of 
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one particular page, owing to some 
archaic design choice. And yes, it may 
be stupid, but it’s a design they’ve long 
since grown accustomed to.

COATTA: Is there an integration story 
among these different sites? Obviously, 
if you’ve got all these data silos floating 
around in the world, you would think 
there would be some standards related 
to information interchange. Or is it ba-
sically just the Wild West out there?

EVANS: The most promising glob-
al standard for this is FHIR, which 
stands for fast healthcare interoper-
ability resources. It’s a standard that 
has gone through a number of itera-
tions over the years, and it’s focused 
on interoperability.

It isn’t without its flaws, but FHIR is 
definitely the best resource for interop-
erability between different systems 
right now. Still, there’s room for lots 
of data duplication, and it’s essentially 
intended only for one-time transfers of 
data. That is, there isn’t a FHIR network 
in use now where all these different da-
tabases are kept in sync in any way. Or 
at least there sure isn’t anything along 
those lines that I’ve ever seen.

MCDONALD: Am I right to assume that 
patients have very little say over what 
happens with their information? 

EVANS: That’s absolutely correct. If 
you look at health-privacy standards, 
they all emphasize patient consent. But 
for all practical purposes, the only kind 
of consent that actually seems to ex-
ist is implied consent, since, as things 
currently stand, there’s no practical 
mechanism patients can use either to 
provide or withdraw consent as to how 
their data is to be used. Which is to say 
the patient is almost completely out of 
the picture.

The other side of this is that infor-
mation also isn’t shared among pro-
viders in any sort of way patients might 
reasonably expect. If you always just go 
to the same clinic, they already know 
you and have your records readily at 
hand. But if, for some reason, you find 
you need to go to some other clinic or 
end up in an emergency room, chances 
are you’re a blank slate for anyone who 
treats you there. They are not going to 
know what allergies you have. They are 
not going to know what prior condi-
tions you have. They are not going to 
know what medications you’re on. So, 
that means they are going to have to 

scramble around to scrounge up all the 
information they can from either you 
or a family member.

COATTA: That sounds like a complete 
mess, so what part of that problem are 
you now trying to address?

EVANS: To borrow a term from the 
blockchain world, we’re working to 
deliver a shared ledger to the medi-
cal community. Our goal is to provide 
a view of a patient’s records that not 
only doctors and pharmacists are able 
to share, but that can also be available 
to the patient. This is something that’s 
actually possible today.

One of our key objectives is to keep 
track of all this information from the 
patient’s perspective: What pharma-
cies do they use? What clinics do they 
visit? Which doctors treat them at 
those clinics? And how is it that each 
of these participants in the patient’s 
Circle of Care—as we call it—is autho-
rized to access the patient’s records? 
Moreover, can we provide transpar-
ency and some control for patients in 
terms of how their data is being used 
and accessed?

COATTA: That sounds like an admi-
rable goal, but can you actually make 
this happen? It sounds like you might 
be trying to move the immovable ob-
ject here.

EVANS: Actually, I wouldn’t say that 
we’re working to move or replace any-
thing. In fact, by regulation, we’re 
precluded from replacing the exist-
ing EMR systems. We’re definitely not 
aiming to capture all the data an EMR 
needs to retain since each custodian 
organization—that is, each healthcare 
provider—remains legally responsible 
for maintaining its own records.

However, as they continue to up-
date the medication profile in some 
amount of detail for each patient, what 
we’re hoping to do is to integrate with 
all those EMRs so they can keep shared 
state about these patients’ records up 
to date while also leveraging that in-
formation in such a way that everyone 
within a patient’s Circle of Care can 
readily review it.

We’re definitely not looking to 
change the world here, but only to 
make it possible for doctors, pharma-
cies, and patients to share a common 
view of a patient’s prescription history 
across all the different providers the 
patient has used over time. That’s a big 

enough challenge in its own right and 
it’s an important goal, but it’s also a 
lot more practical than attempting to 
replace all the EMR systems out there.

MCDONALD: It would seem that one of 
the keys to this problem has to do with 
keeping track of who the patients are 
and having some way to identify them 
across all these different parties—
while also managing access control, 
obviously. Can you elaborate a little on 
this, especially the issues around digi-
tal identity?

EVANS: The system requires unique 
identifiers, of course. So far, that 
means we’re able to recognize pa-
tients by way of the healthcare card 
numbers issued to them. By the same 
token, we recognize doctors by their 
license numbers and pharmacies by 
their accreditation numbers. But we 
also need to be able to accept some 
of the other identifiers accepted out 
in the world today, so we’re work-
ing to come up with a more robust 
registration process. What this re-
ally comes down to, though, is tak-
ing whatever steps are necessary to 
guard against having multiple pro-
files on the system for the same pa-
tient, doctor, or pharmacist.

Built on a foundation of proven, famil-
iar open-source software—Hyperledger 
Fabric and Hyperledger Composer—
HealthChain presents no obvious im-
pediments to universal deployment.

Access to a network of patients and 
providers formed using HealthChain, 
however, is limited only to creden-
tialed participants, who in turn are 
granted access only to certain informa-
tion assets on which they’re allowed to 
perform a specific set of functions.

This means that, ultimately, access-
control lists may prove to be the key to 
resolving the longstanding healthcare 
data-management stalemate, since 
they’re not only the means by which 
access to objects can be bound to each 
participant type, but also the means for 
defining the operations permitted on 
any given object.

MCDONALD: Now that you have told us 
what you set out to accomplish with 
your application, tell us what you actu-
ally did. 



44    COMMUNICATIONS OF THE ACM    |   JULY 2019  |   VOL.  62  |   NO.  7

practice

concept. In addition to defining par-
ticipant types, we define the different 
application types that can integrate 
with the HealthChain network. This, 
for example, allows us to ensure that 
if you are connecting from an EMR ap-
plication at a clinic, you will be allowed 
to connect only as a doctor or a clinic 
administrator. It just would not make 
sense for you to connect using your pa-
tient credentials. 

As another example, it’s common 
for doctors to connect from multiple 
clinic applications, so the certificate 
associated with an application in-
stance ensures that we know which 
clinic the doctor is connecting from, 
since the authorization token issued to 
a doctor at the time of authentication 
is unique to that application instance. 
Regardless of which clinic application 
Dr. Jones might happen to be connect-
ing from, it will be Dr. Jones’s creden-
tials that are used to sign transactions 
on the network.

MCDONALD: But if Dr. Jones has a re-
lationship with some particular phar-
macy or clinic, and yet also happens to 
work at some particular hospital, how 
are you going to be able to sort that 
out? It sounds like there might be an 
organization tag associated with each 
particular transaction.

EVANS: Exactly. We keep records on 
which clinic or hospital locations each 
prescriber is authorized to act on be-
half of. And each application certificate 
is bound to a specific clinic location. In 
this way, we are able to guard against 
doctors spoofing the locations they are 
communicating from.

Although policy arguments have 
long been made for letting patients 
themselves determine who should 
be given access to their healthcare re-
cords, it turns out the most compelling 
reason may prove to be a very simple 
technical one. The traditional prem-
ise is that this information belongs to 
the providers, so determining who can 
receive updates requires either wad-
ing through data for a large number of 
patients or relying upon some number 
of data joins. By instead looking at this 
conundrum from the patient’s per-
spective, it quickly resolves into simply 
determining which providers the pa-
tient has had dealings with previously 
and just leaving it at that—a far more 
elegant approach. 

EVANS: Well, first off, we are using 
Hyperledger Fabric and Hyperledger 
Composer, both of which come out of 
a blockchain-related project backed 
by the Linux Foundation. Fabric basi-
cally provides a bunch of tools around 
a blockchain component, which effec-
tively gives us an indelible record of all 
the idempotent transaction requests 
that come in. We think of these trans-
actions as “smart contracts,” but in 
any event they’re transactions that up-
date state. Which is to say Hyperledger 
Fabric gives us a way to maintain a 
global state database. 

The underlying database technol-
ogy is CouchDB, which gives us an 
object-store for handling JSON (Java-
Script Object Notation) objects, with 
MapReduce being used to apply index-
es and perform fast queries against all 
these JSON object structures. Another 
important technology for us that came 
along as part of Fabric is Kafka, which 
provides for high-performance mes-
sage streaming. That provides for 
event notifications between peers as 
well as for the delivery of notifications 
to other processes.

Hyperledger Composer, meanwhile, 
is a framework built on top of Fabric to 
help you define what the Hyperledger 
world thinks of as a business network, 
where all the participants within a net-
work, as well as all the various assets 
the network is expected to manage, are 
identified, along with the control rules 
that govern access between all the dif-
ferent participants and their respec-
tive assets. In our case, we leverage this 
business-model language to define 
rules for a business network expressly 
designed for the management of pre-
scription records. 

MCDONALD: What are some of the 
novel things your architecture does to 
accomplish this? 

EVANS: Hyperledger Fabric is what’s 
known as a permissioned—or private—
blockchain, which requires everyone 
to have an identity recognized by that 
blockchain. Once you’re issued an 
identity, you’re also issued PKI (public 
key infrastructure) certificates, which 
you can then use to identify yourself. I 
should add that blockchains are gener-
ally really good at handing out a bunch 
of keys. Unfortunately, they’re not all 
that good at managing those keys. So, if 
you are building a system that utilizes 

blockchain—or PKI in general—you’re 
going to need to come up with your 
own way to manage those keys.

We have built a microservice archi-
tecture, which resides on top of this 
whole Hyperledger stack, that is fo-
cused on matching authenticated us-
ers with their respective keys or certifi-
cates. Once that’s accomplished, the 
idempotent transactions can then be 
executed and digitally signed using the 
key belonging to that individual.

Another dimension is that one 
person can have multiple credentials 
on the same network. This, too, has 
to be managed. Obviously, everyone 
can become a patient at some point, 
so all of us qualify for patient creden-
tials. Only some people qualify as 
doctors, so they need to present ap-
propriate credentials that the system 
recognizes. There also will be clini-
cal administrative staff that needs 
to use the system. Even though they 
do not have the credentials to write 
prescriptions, they might be able to 
enter draft prescriptions for a doctor 
to approve later. What this means is 
that one user could potentially be as-
sociated with multiple keys—each of 
which defines a different set of things 
they are allowed to do within the busi-
ness network.

This is where access controls come 
in. Each participant type associated 
with a person on the network deter-
mines who is allowed to perform par-
ticular functions. If you happen to be 
someone who has multiple keys on 
the platform, each key represents a 
different set of things you are creden-
tialed to do. For example, if you are 
a patient and you query the system 
through HealthChain’s Portage APIs 
to “show me all patients,” the only re-
cord you will get back will be your own. 
A doctor, on the other hand, might 
say, “Show me all patients named 
Bob.” But that doesn’t mean the doc-
tor should be shown the records for 
all the patients named Bob across the 
entire system. It just means the doctor 
should be shown the records of those 
patients named Bob who have listed 
that particular doctor as part of their 
Circle of Care. 

COATTA: But if I have multiple keys, 
would you manage all those for me 
within the context of a single identity? 

EVANS: This is a bit of a slippery 
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It just so happens the patient-centric 
approach could also lead to all sorts of 
new possibilities as more metadata ac-
cumulates around the defined patient-
provider relationships. At minimum, 
this could make it possible to tune ac-
cess controls at a much more granular 
level than is currently possible. 

MCDONALD: What was it about the 
Hyperledger technology that initially 
drew you to the platform?

EVANS: First off, the CouchDB data-
base technology underlying the plat-
form is something that has proved to 
be quite robust and very capable of 
scaling. Data is managed in JSON for-
mat, which FHIR and other data stan-
dards generally support. 

 It also was reassuring to find that 
Kafka was being used to handle the 
messaging. Over the years I worked in 
the finance space, Kafka proved to be a 
solid contender in high-speed trading 
systems. Which is all to say I became 
pretty enamored with Hyperledger 
Fabric’s underlying technology stack. 

And, of course, the Hyperledger Fab-
ric stack contains a blockchain data 
structure that captures an indelible 
record of transaction requests. People 
associate a lot of different things with 
blockchain, but, at heart, it’s just a 
data structure for transactions that is 
replicated, with the benefits being se-
curity and redundancy. So, here you 
have got Fabric, a technology focused 
on making sure a state database stays 
in sync with all the transactions it has 
processed, while also ensuring each 
peer gets a replicated copy of state. 
If, for some reason, someone should 
manage to get access to one of those 
peers directly and try to modify the 
data, that node will be dropped from 
the network. It’s this tamper-evident 
property of blockchain that gives the 
underlying data yet another dimension 
of security. These security characteris-
tics—combined with the robustness of 
the underlying stack—sold us on the 
Hyperledger Fabric technology.

MCDONALD: A little earlier you cited an 
example that suggested the ability to 
adjust access permissions for a user ac-
cording to the particular requirements 
of a situation. That tells me there is 
either a fair amount of work yet to be 
done programmatically to reflect poli-
cies capable of covering those situa-
tions or that you have some provisions 

that allow clinic administrators to deal 
with these sorts of outlier situations on 
a case-by-case basis. In general, how 
have you dealt with implementation is-
sues like these as they have come up?

EVANS: One of the challenges we 
faced right off had to do with figuring 
out the right model for managing the 
relationships between patients and 
their respective prescribers and medi-
cal providers. We initially took a tradi-
tional relational data–modeling way 
of thinking about things from the pro-
vider’s perspective. But what we discov-
ered was that, by taking the provider’s 
view, every pharmacist, clinic location, 
and doctor would end up having a ref-
erence to any patient they had ever 
treated or served. As a result, we would 
have had to deal with huge arrays of pa-
tients associated with each provider. 

From there, we moved along to a 
different relational concept where we 
started to think in terms of joining 
tables or joining objects that would 
keep references to each of the par-
ties—effectively creating central rela-
tionship objects. The challenge we ran 
into there, though, had to do with the 
constraints of the Hyperledger Com-
poser access controls. Basically, any 
given access control defines a partici-
pant, an asset, the type of access that 
participant ought to have to the asset, 
and a constraint. The problem with 
this was that by introducing a third 
mapping object at the time the access 
controls for these assets are evaluated, 
we would have been unable to access 
all the data required by the mapping 
object to properly evaluate whether or 
not that access should be granted.

This led us to take another stab at 
the problem by looking just at who re-
ally owns these relationships. And that 
is when things started to fall into place 
more naturally. We now keep those rela-
tionships as part of the patient profile. 
One big advantage of taking a patient-
centric approach is that the patient pro-
file provides all the information needed 
to enforce access controls. Then, if 
somebody without a relationship to the 
patient wants to take a look at their re-
cords, we can just ask, “Does the patient 
have a relationship with this person who 
is trying to get access to the records?”

MCDONALD: This is quite a departure 
from the norm of developing some-
thing that looks at things primarily 

DAVID EVANS

Our goal is to 
provide a view 
of a patient’s 
records that not 
only doctors and 
pharmacists are 
able to share,  
but that can also  
be available to  
the patient.  
This is something 
that’s actually 
possible today.
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came to a much better understanding 
about CouchDB and the possibilities 
that indexing offers there.

COATTA: Now that you know much 
more about Hyperledger Fabric and 
what might be done to optimize 
CouchDB performance, what advice 
would you offer other developers look-
ing to follow a similar path?

EVANS: DevOps, DevOps, DevOps. 
And that’s because extreme automation 
is really what is called for here. We have 
been very fortunate to have a team that 
is quite strong on DevOps. We were able 
to migrate our testnet environment from 
an IBM infrastructure to AWS (Amazon 
Web Services), while managing to pre-
serve all our data and keys—along with 
the access they imply. Now that we are on 
the AWS infrastructure, we are going to 
be able to scale up even more. Similarly, 
as other people start to move in this di-
rection, they are going to find almost all 
the infrastructure involves Docker con-
tainers. We also ensure that any given 
microservice will accept only TLS (Trans-
port Layer Security)-secured communi-
cations from other trusted services.

And because we are now operating 
in a world like this, it’s not enough just 
to be a developer. You also need to be 
focused on automating your develop-
ment environment and understanding 
your release process since things are 
just evolving too quickly not to be on 
top of that. There are a lot of headaches 
to go through before you learn how to 
manage keys effectively. And you need 
to be thinking in terms of seeding your 
environment for testing purposes right 
from the start so you will later have 
multiple configuration options you can 
readily use to perform various scalabil-
ity and performance tests.

As for all those developers who ex-
pect to find themselves in some sort of 
blockchain environment at some point, 
I would say it’s important to remember 
that these environments need to be 
kept alive forever. You start with a gen-
esis block and then go on from there, 
with keys being distributed to each and 
every user and organization that has 
ever been a part of the chain. There has 
to be some reasonable means for man-
aging that… forever essentially. So, as I 
say: DevOps, DevOps, DevOps is key. 
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from the perspective of the clinic or 
the pharmacy.

EVANS: Exactly, and that’s what 
makes it really exciting. It’s pretty clear 
this could lead to all sorts of new pos-
sibilities since we are only just starting 
to attach more metadata to these rela-
tionships. For example, think about a 
scenario where a patient shows up in 
the emergency room of a hospital the 
patient has never visited before. This 
means the doctors there cannot call 
up any records for this patient. For ex-
actly this sort of time-sensitive situa-
tion, it would be good to include some 
sort of provision that allows for break-
the-glass, time-limited access to the 
patient’s records—maybe only for the 
following 24 hours or so.

Another possibility we are exploring 
would amount to more of a lockbox-
based security mechanism. Basically, 
for each patient, we already have a 
record of all the organizations or in-
dividuals that the patient has some 
sort of connection to, so we could just 
combine that knowledge with the cryp-
tographic keys associated with each of 
those relationships. Then, using those 
keys, we could go one step further so 
that the identifier presented to a par-
ticular provider looking up a patient’s 
healthcare number would actually be 
unique to that particular patient rela-
tionship. This, in effect, would amount 
to a mechanism for anonymizing data 
access right at the source.

The point here is that, as we look 
at attaching more metadata to these 
relationships, we can begin to really 
fine-tune these access controls at a very 
granular level.

MCDONALD: What are some of the oth-
er challenges you have addressed along 
the way?

EVANS: We were frustrated for a 
while because we were having a hard 
time getting performance out of our 
CouchDB implementation. We ended 
up introducing an Elasticsearch ca-
pability that leveraged events from 
transactions to trigger updates that 
would allow for a faster search capa-
bility. That was a bit of a hack, though. 
So, I’m happy to say we have since fig-
ured out how to optimize and apply 
indexes to CouchDB more effectively, 
meaning we have managed to reduce 
the need to use that Elasticsearch en-
hancement. Still, along the way, we 

TERRY COATTA

If you’ve got all 
these data silos 
floating around 
in the world, you 
would think there 
would be some 
standards related 
to information 
interchange.  
Or is it basically  
just the Wild West 
out there?
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THE HOURGLASS MODEL of layered systems architecture 
is a visual and conceptual representation of an 
approach to design that seeks to support a great 
diversity of applications and allow implementation 
using a great diversity of supporting services. At the 
center of the hourglass model is a distinguished layer 
in a stack of abstractions that is chosen as the sole 
means of accessing the lower-level resources of the 
system. This distinguished layer can be implemented 
using services that are considered as lying below it in 
the stack as well as other services and applications 
that are considered as lying above it. However, the 
components that lie above the distinguished layer 
cannot directly access the services that lie below it. 

David Clark called the distinguished layer 
the “spanning layer” because in the Internet 
architecture it bridges the multiple local area network 
implementations that lie below it in the stack (see 
Figure 1). Clark defined the function of the spanning 

layer by its ability to “ ... hide the de-
tailed differences among these various 
technologies, and present a uniform 
service interface to the applications 
above” and identified the Internet Pro-
tocol as the spanning layer of the Inter-
net (see Figure 2).5 Arguably the span-
ning layer also includes other elements 
of the Internet Protocol Suite that ac-
cess lower-layer services (such as ARP 
and DHCP). 

The shape suggested by the hour-
glass model expresses the goal that 
the spanning layer should support 
various applications and be imple-
mentable using many possible sup-
porting layers. Referring to the hour-
glass as a design tool also expresses 
the intuition that restricting the 
functionality of the spanning layer 
is instrumental in achieving these 
goals. The elements of the model 
are combined visually in the form of 
an hourglass shape, with the “thin 
waist” of the hourglass representing 
the restricted spanning layer, and its 
large upper and lower bells represent-
ing the multiplicity of applications 
and supporting layers, respectively. 

The hourglass model is widely used 
in describing the design of the Internet, 
and can be found in many modern net-
working textbooks.8 A similar principle 
has also been implicitly applied to the 
design of other successful spanning 
layers, notably the Unix operating sys-
tem kernel interface by which we mean 

On The 
Hourglass 
Model 
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Used in the design of the Internet and Unix,  
the layered services of the hourglass model 
have enabled viral adoption and deployment 
scalability. 

BY MICAH BECK 

 key insights
 ˽ Adoption of a common service interface 

is a key to interoperability, portability, 
and “future-proofing” in the face of rapid 
technological change.

 ˽ The design of both the Internet and 
Unix followed the hourglass principle, 
leading to dominance in two software 
markets while also enabling distruptive 
innovation.

 ˽ Many successful interface designers 
adhere to a discipline of simplicity, 
generality, and limitation of the common 
interface.

 ˽ This article introduces the Deployment 
Scalability Tradeoff, a principle that 
seeks to explain the reason for the 
success of this discipline.
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Overview 
Let’s begin by presenting an abstract 
framework for reasoning about layered 
architectures and spanning layers in 
particular. We assume the existence 
of a certain relationship between lay-
ers, namely that one layer specification 
can support another. This article does 
not give definitions for layer specifica-
tions or the supports relation, as the 
complete formalization is somewhat 
complex and not, I believe, necessary 
to understand the argument. Given 
the existence of the supports relation, 
I share definitions of possible supports 
and possible applications of a layer in 
terms of it. The Hourglass Theorem 
consists of two simple properties that 
can be derived from these definitions 
(see the section on the Hourglass The-
orem). These definitions and the prop-
erties that we derive from them create 
a framework for characterizing a span-
ning layer in terms of the multiplicity 

of its possible applications and sup-
ports. The Hourglass Theorem, which 
expresses a trade-off between the mul-
tiplicity of possible applications and 
supports and the logical strength of the 
spanning layer, is proved. Moreover, 
the question of whether the Hourglass 
Theorem provides a formal justifica-
tion for end-to-end arguments is ex-
plored. I then state and argue for the 
validity of a more general principle—
the Deployment Scalability Trade-
off—as there is an inherent correlation 
between deployment scalability of a 
system with a given spanning layer and 
the weakness, simplicity, generality 
and resource limitation of that layer’s 
specification. 

The DST is intended as a design 
principle relating the hourglass de-
sign in layered models to the scalabil-
ity of systems that they describe. The 
DST combines logical weakness with 
design criteria that will not be formal-
ized in order to put that principle into 
a context that also includes more fa-
miliar related concepts. The intention 
is that future work may lead to formal-
ization of some of these other charac-
teristics, the development of metrics, 
and even a characterization of the 
trade-offs precise enough to accurately 
model the implications of specific ser-
vice design choices. 

The Hourglass 
Definition 1. A service specification is a 
formal description of the syntax and 
necessary properties of an operating 
system or application-programming 
interface (API). 

A service specification S describes 
an interface: it specifies the behavior of 
certain program elements (functions or 
subprograms) through statements ex-
pressed in program logic. For instance, 
these might be such statements: 

1. ∀A, B ∈ Z [(A + 1) + B = (A + B) + 1]
2. x, y : N [{x > 0} y := x * x {y > x}]
In formal terms, a service specifica-

tion is a theory of the program logic. 
The set of all such specifications ex-
pressed in the language of the spe-
cific logic is denoted by Σ. In practical 
terms, a service specification describes 
the operations of a protocol suite or a 
programming interface, such as oper-
ating system calls. 

Definition 2. A specification S1 
proves another specification S2 (written 

the primitive system calls and the in-
teractions between user processes 
and the kernel prescribed by standard 
manual pages.9 The impressive success 
of the Internet has led to a wider inter-
est in applying the hourglass model in 
other layered systems, with the goal of 
achieving similar results.1,7,11 However, 
application of the hourglass model has 
often led to controversy, perhaps in 
part because the language in which it 
has been expressed is informal. 

The purpose of this article is to pres-
ent a formal model of layering and to 
use this model to prove some relevant 
properties.a I will then use this formal 
model to explain the application of the 
hourglass model in the design of the 
Internet and Unix, and to show how it 
relates to some less formal concepts in 
the design of layered systems. 

a An undertaking that was suggested to me 
many years ago by Alan Demers.

Figure 1. The hourglass model. 
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Figure 2. The Internet hourglass. 
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However, we can use the analysis of 
pre- and post-images of the supports 
relation as tools to analyze a layered 
system without necessarily relating it 
to any standards process. 

By selecting any set of services at 
one level of a layered system, we can 
ask what the design consequences 
would be if it were adopted as the span-
ning layer of a hypothetical system. 
Adoption as a spanning layer means 
that no other services would be avail-
able at that layer. Any participant in the 
system would have to use it as the sole 
means of accessing the services and re-
sources of lower layers. Viewed in this 
way, the pre-image of the supports rela-
tion denotes all possible implementa-
tions of the prospective spanning layer 
and the post image denotes all of its 
possible applications. 

I use the term “denotes” because the 
pre- and post-image are not necessar-
ily useful in actually enumerating these 

S1  S2) iff S2 can be derived from S1 
through application of the rules of the 
logic in which they are both expressed.

Definition 3. A specification S1 is 
weaker than another specification S2 
iff S2  S1. S1 is strictly weaker than S2 iff  
S2  S1 but S1  S2.

Definition 4. A supports relation S ≺p T 
exists between two service specifica-
tions S and T and a program p iff in any 
model where S is correctly instantiated, 
the program p correctly implements T 
using the instantiation of S.

The supports relation is intended to 
be analogous to the “reduces to” rela-
tion of structural complexity theory. 

The Hourglass Lemma. The intu-
ition behind this lemma is that any 
API that can be supported by a given 
underlying layer can also be sup-
ported by any underlying layer that 
is stronger. Similarly, a layer that can 
support a given API can also support 
one that is weaker. 

While detailed definitions of service 
specifications and the supports rela-
tion have been omitted here, I call upon 
the intuition of the reader to justify the 
following lemma presented here with-
out proof. This lemma is the only place 
where the omitted basic definitions are 
used, and the remainder of this discus-
sion is based upon the lemma.

lemma 1. If S1 is weaker than 
S2, then 1) S1 ≺p T ⇒ S2 ≺p T, and  
2) T ≺p S2 ⇒T ≺p S1.

Proof omitted.
The two properties that comprise 

the Hourglass Lemma follow directly 
from fundamental definitions in pro-
gram logic, and they also correspond 
very closely to covariance of return 
types and contravariance of argument 
types in object-oriented inheritance.3,b 

Pre- and post-images. Formal ana-
logs to scalability are expressed in 
terms of how large the sets of service 
interfaces are that can possibly sup-
port or can be supported by a particular 
specification. To this end, the pre- and 
post-images of a specification are de-
fined under supports (see Figure 3). 

These definitions are given relative 
to the set  of programs considered as 
possible implementations of one layer 
in terms of another. We do not specify 
 because we know of no accepted 
characterization of all “acceptable im-

b This observation courtesy of Tim Griffin.

plementations” of one layer in terms 
of another. This is certainly a limited 
class, and is in fact finite since pro-
grams that are too large are considered 
unwieldy from a software engineering 
point of view. This class also changes 
over time, as hardware and software 
technology changes the set of available 
implementation tools.

Definition 5. pre (S) =  
{T | ∃ p ∈  [T ≺p S]}

Definition 6. post (S) =  
{T | ∃ p ∈  [S ≺p T]}

In representing the set  in our 
model as an external parameter we are 
not accounting for software engineer-
ing aspects of these definitions.

Using the hourglass as an analytical 
tool. Reference to the hourglass model 
is sometimes conflated with the idea 
of the spanning layer as a standard en-
forced by some external means such 
as legal regulation or as a condition 
of membership in some community. 

Figure 3. Pre- and postimages. 
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Figure 4. A minimally sufficient spanning layer.
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cations by introducing the set of neces-
sary applications as another external 
parameter N ⊆ Σ. 

Definition 7. A specification S is suf-
ficient to support a set of specifications 
N iff N ⊆ post(S). 

A spanning layer must be strong 
enough to support all necessary appli-
cations, but the stronger it is the fewer 
possible supports it has. The notion of 
minimal sufficiency serves as a means to 
balance these two design requirements: 

Definition 8. A specification is mini-
mally sufficient for N iff it is sufficient 
for N but there is no strictly weaker 
specification sufficient for N. 

The balance between more applica-
tions and more supports is achieved by 
first choosing the set of necessary ap-
plications N and then seeking a span-
ning layer sufficient for N that is as 
weak as possible. This scenario makes 
the choice of necessary applications 
N the most directly consequential ele-
ment in the process of defining a span-
ning layer that meets the goals of the 
hourglass model. 

Note the implication that the trade-
off between the weakness of the span-
ning layer and its sufficiency for a 
particular set of applications N is un-
avoidable. This suggests the design of 
a spanning layer may have a tendency 
to fail if it attempts to both achieve a 
high degree of weakness and also be 
sufficient to support a large set of nec-
essary applications.

End-to-End Arguments 
End-to-end arguments have influenced 
the design of many layered systems, 
most famously the Internet. Histori-
cally, end-to-end arguments have often 
been invoked in discussions of wheth-
er it is appropriate to add functionality 
to a layer of the network, and, in par-
ticular, when discussing the Internet’s 
spanning layer. 

Claims have often been made that 
an end-to-end argument implies that 
adding functionality to the spanning 
layer will result in a diminution of the 
scalability of the Internet, although this 
term does not have a generally agreed-
upon definition. Here, the hourglass 
model is used as a reference, to hy-
pothesize that scalability is enabled by 
a spanning layer that has implementa-
tions using as many different supports 
as possible, given the necessary applica-

sets of specifications, since there is no 
formal specification for the value of 
, nor a way of determining whether a 
particular program p is in . Even when 
there is community agreement that cer-
tain programs are either in  or in its 
complement, there may still be conten-
tion regarding some boundary cases. 

Taking a descriptive view of the 
hourglass allows us to use it as an ana-
lytical or predictive tool to understand 
the impact of a community’s adopting 
a particular interface as a standard, 
be it de jure or de facto. Making the 
distinction between the use of the 
hourglass as a descriptive tool or as a 
means of justifying a standard also ex-
plains how different hourglasses can 
be examined and compared within the 
discussion of the same layered system. 
Every prospective spanning layer has 
an associated pre- and post-image, re-
gardless of whether it is considered for 
any kind of standardization. 

The Hourglass Theorem 
This theorem is central to our under-
standing of the hourglass model.

theorem 1. If a specification S1 
is weaker than another specification 
S2, then 1) post(S1) ⊆ post(S2), and  
2) pre(S1) ⊇ pre(S2). Proof:

1. By definition, T ∈ post(S1) iff
 ∃p ∈  [S1 ≺p T ] so by Lemma 1
 S2 ≺p T, thus
 T ∈ post(S2)
 
2. The proof is symmetric to Part 1. 



The Hourglass Theorem conveys (ap-
proximately) that a weaker layer specifi-
cation has fewer possible applications 
but more possible supporting layers 
than a stronger layer specification. 

Minimal Sufficiency 
In terms of the hourglass shape, the thin 
waist (weak spanning layer, as noted 
earlier) naturally tends to give rise to the 
large lower bell of the hourglass (many 
supports). However, a weaker spanning 
layer also tends to give rise to a smaller 
upper bell (fewer applications). Thus, 
some countervailing element must be 
introduced into the model to ensure it 
is in fact possible to implement all nec-
essary applications (see Figure 4). 

As a design goal, we model the ne-
cessity of implementing certain appli-

The thin waist  
of the hourglass  
is a narrow straw 
through which 
applications  
can draw upon  
the resources  
that are available  
in the less restricted 
lower layers  
of the stack. 
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seemed so powerful in conferring 
scalability and how it could be used to 
predict effects on system scalability of 
different design alternatives. 

We understand Salter et al.’s clas-
sic paper as finding a justification 
for the more general argument in the 
particulars of layered communica-
tion systems. To the extent the Hour-
glass Theorem is a causal element in 
system scalability, it is not necessar-
ily applicable to explain the effective-
ness of end-to-end arguments. We 
now turn to other aspects of the hour-
glass model that have traditionally 
been associated with scalability and 
attempt to relate them to the formal 
model of layered systems and to end-
to-end arguments, although we do not 
have formal results analogous to the 
Hourglass Theorem to justify claims 
of causal linkage. To fit these other as-
pects of the hourglass model into our 
framework is a step toward developing 
a more complete formalization.

Spanning Layer Characteristics 
Consider a design space of spanning 
layers that can support a particular set 
of necessary applications. Each point in 
this space is characterized in a number 
of ways, according to its logical or engi-
neering attributes. One important job 
of a system architect is to find a point 
in this design space in which certain 
goal attributes fall into target ranges by 
adjusting the values of those attributes 
that are under their control. From this 
perspective, the subspace of feasible 
designs has some shape that the system 
architect must understand and navigate 
in order to reach their design goals. 

The hourglass model can be under-
stood as describing the general shape 
of the subspace that we navigate in de-
signing layered systems. If one goal is 
maximizing possible supports, then 
the Hourglass Theorem tells us that 
the slope of the subspace of feasible 
solutions when considering this goal 
as a function of the logical weakness 
of the spanning layer is non-negative. 
We have no metrics for logical strength 
or for the size of the space of possible 
solutions, only for the notions of one 
service description being weaker than 
another and one set of service descrip-
tions being included in another. 

These definitions allow system ar-
chitects to reason about the sign of 

tions that it in turn supports. The analy-
sis is that end-to-end arguments do not 
necessarily lead to a spanning layer that 
maximizes possible supports.c 

The introduction of the classic pa-
per “End-to-End Arguments in System 
Design”10 gives a general statement of 
the argument that applies to all kinds 
of layered systems: 

“The argument appeals to applica-
tion requirements, and provides a ra-
tionale for moving function upward in 
a layered system, closer to the applica-
tion that uses the function.”

However, the discussion then focus-
es on the more specific context of lay-
ered communication systems, and the 
argument is described again: 

“The function in question can com-
pletely and correctly be implemented 
only with the knowledge and help of 
the application standing at the end-
points of the communication system. 
Therefore, providing that questioned 
function as a feature of the commu-
nication system itself is not possible. 
(Sometimes an incomplete version of 
the function provided by the communi-
cation system may be useful as a perfor-
mance enhancement.)”

Much of the paper is devoted to the 
context of layered communication sys-
tems. Examples of issues implementing 
functions in lower layers fall into two 
major categories: When the lower layer 
lacks knowledge of application require-
ments or status, and when local com-
munication functions are combined to 
create a global service, so the character-
istics of the global service can only be 
detected by its clients. 

Moving function upward in a layered 
system can have the effect of removing 
responsibility for particular functional-
ity required by applications from lower 
layers. This leaves higher layers free 
to implement their true requirements 
without imposing costs or other arti-
facts due to inappropriate functional-
ity being implemented by lower layer 
services. However, when applied to the 
spanning layer, end-to-end arguments 
do not necessarily lead to a design that 
is logically weaker, and thus has more 
possible supports. 

Examples can be found in which 
moving function upward in a layered 

c Jerry Saltzer illuminated the point that the 
hourglass model is distinct from end-to-end.

system indeed leads to a weaker span-
ning layer. However, other examples can 
be given in which it leads to a stronger 
one. These examples have been omitted 
due to lack of space, but their existence 
suggests this question: Why have end-
to-end arguments been so commonly 
invoked in discussions of scalability?

This analysis of the relationship be-
tween the hourglass model and end-
to-end arguments is included because 
those arguments are often cited as a 
founding principle of the Internet, 
and credited as a major reason for its 
remarkable success. In fact, it was in-
terest in understanding the power that 
is attributed to end-to-end arguments 
that led us to formalize scalability in 
layered systems and hypothesize logi-
cal weakness as an underlying cause. 
Finding no necessary causal connec-
tion between end-to-end arguments 
and logical weakness was unexpected, 
and the result is indeed noteworthy. 

In light of this result, we offer a 
hypothesis for the apparent impact 
of end-to-end arguments on the scal-
ability of the Internet: In the cases 
where application of an end-to-end 
argument results in a weakening of 
the spanning layer while still support-
ing all necessary applications, the 
result may be an increase in possible 
supports due to that weakening. If the 
result is an increase in scalability that 
increase may be attributed to the end-
to-end argument, even if the effect 
is more specifically due to increased 
weakness. If this hypothesis is true, 
it would explain why end-to-end argu-
ments are a relevant but inexact tool 
in the design of layered systems for 
maximum scalability.

Saltzer et al.10 present a very general 
design approach for the placement of 
specific functionality in layered sys-
tems: keep the lower layers general 
in order to allow the specific require-
ments of higher layers to be most ef-
fectively addressed. This approach is 
rooted in the methodology of formal 
reasoning in logic, mathematics and 
the sciences, but its application was 
informed by experience in the de-
sign and implementation of complex 
systems, with Multics being cited 
most often. As practitioners of a field 
grounded in principle as well as prac-
tice, computer scientists are drawn to 
ask why this approach has sometimes 
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unlink()). The composite file move-
ment operation is implemented in a 
user level command (mv). This allows 
the user level file movement operation 
to be easily generalized to include move-
ment between physical volumes (which 
requires copying of contents) and for ef-
ficient file sharing within a volume to be 
implemented using link().

Generality. It is often observed the 
diversity of applications supported by 
the Internet far outstrips those foreseen 
by its original designers. Rather than 
crafting a spanning layer to support the 
functionality of only the initial target 
applications, the designers created a 
set of general primitives such that those 
target applications lay within the space 
of applications supported by them. 
That space also contains many other 
applications, including many they may 
not have originally foreseen.

In terms of our analysis of the hour-
glass model, the design of the span-
ning layer S yielded a very rich set of 
possible applications post(S). The 
design challenge was to do so without 
increasing the logical strength of the 
spanning layer. Our analysis of end-to-
end arguments leads us to associate 
their application with the design of a 
general spanning layer. This may help 
to explain why, even in cases where ap-
plying an end-to-end argument does 
not result in a weakened spanning 
layer, there may still be an increase in 
the class of supported application due 
to greater generality.

Resource limitation. The spanning 
layer provides an abstraction of the 
resources used in its implementation, 
preventing them from being accessed 
directly by applications.5 As such, it 
also defines the mechanisms that al-
low those resources to be shared by ap-
plications and among users. In some 
communities, the modes of sharing 
are open, with few restrictions in place 
to ensure fairness among users (such 
as resource quotas). Such openness 
is one way of enabling the spanning 
layer to be logically weak (such as by 
not implementing authorization, me-
tering and billing of resource utiliza-
tion.) One way of managing more open 
modes of resource sharing is to limit 
the resources used by any individual 
service request, requiring large alloca-
tions of resources to be fragmented, as 
in statistical multiplexing.6 

Such fragmentation allows for 
more fluidity in the allocation of re-
sources, with competition between 
users occurring on a finer scale. This 
point is perhaps clearest when com-
paring extremes, such as the pro-
visioning of a virtual circuit of un-
bounded duration compared to the 
forwarding of a single datagram with 
a bounded Maximum Transmission 
Unit. A similar extreme comparison 
can be made between the allocation of 
a disk partition for an unbounded pe-
riod of time and obtaining a time-lim-
ited lease on a single storage object 
with a maximum size. Resource limi-
tation, along with the definition of ac-
ceptable algorithms for aggregating 
individual allocations (for example, 
“TCP friendly” flow control in Internet 
applications) means that use of the 
specification will not result in overtax-
ing the resources of the platform on 
which it is implemented.

In other words, the thin waist of 
the hourglass is also a narrow straw 
through which applications can draw 
upon the resources that are avail-
able in the less restricted lower lay-
ers of the stack. Resource limitation 
can affect the ability of the system to 
function in environments where  the 
demand for resources locally or tran-
siently exceeds the capacity of the sys-
tem. A countervailing consideration is 
performance, as extremely fine-grain 
contention for resources can impose 
unacceptable overheads.

Deployment Scalability 
End-to-end arguments have some-
times been cited as a reason that fail-
ure to keep complex functionality out 
of the spanning layer (maintaining a 
thin waist) will limit the scalability of 
a layered system. We have constructed 
a formal framework for analyzing lay-
ered systems and sought to use it un-
derstand the effect of end-to-end argu-
ments. We have tried to characterize 
aspects of thinness in both formal and 
informal ways, and now seek to use this 
model to account for the design prin-
ciple that motivates maintaining the 
thin waist of the hourglass. 

The Hourglass Theorem has shown 
a structural link between the logical 
weakness of the spanning layer and an 
expansion in the set of possible sup-
ports. I have argued informally that sim-

the slope, but not its steepness nor 
what value is necessary in order to 
achieve a particular design goal. Be-
cause only the relationship between 
one independent attribute and one 
dependent goal attribute has been 
formalized, there are no results about 
interactions between the various di-
mensions. The ability to obtain such 
abstract results is one strength of 
mathematical logic; the fact that such 
results are not more specific and per-
haps more satisfying to readers unfa-
miliar with logic may seem to some 
as a weakness. The purpose here is to 
create a structure for the definition of 
metrics and the proof of further prop-
erties by researchers in the field. 

With this goal in mind we now 
consider a number of other spanning 
layer attributes (simplicity, general-
ity, and resource limitation) that have 
been viewed as important within the 
design community, and present a hy-
pothesis for how they act together to 
impact the overall goal of system scal-
ability. These choices and the expla-
nations offered reflect the author’s 
study of and experience as a research-
er in the fields of operating systems 
and wide area network services.

Simplicity. The attribute of simplic-
ity is one aspect of the thin waist of the 
hourglass. (Note, simplicity is not cor-
related with logical weakness, as the 
strongest possible predicate is the prim-
itive assertion “False,” which is also the 
simplest.) Simplicity is an important as-
pect of the acceptability of the spanning 
layer as a tool used in the implementa-
tion of higher layer services. 

A key aspect of simplicity is orthogo-
nality. In a service interface, orthogo-
nality means there is only one way of 
gaining access to any fundamental 
underlying service or resource. Redun-
dant features increase the complexity 
of an interface without making it logi-
cally stronger. System architects under-
stand the value of orthogonality in the 
design of interfaces and are more likely 
to accept as a community standard a 
design that has this form of simplicity. 

An example of orthogonality in the 
Unix system call interface is the decom-
position of file movement between di-
rectories into the creation of a physical 
link (using link()), creating a copy of 
a pointer in a destination location, fol-
lowed by deletion of the original (using 
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we offer the Deployment Scalability 
Trade-off (DST): There is an inherent 
correlation between deployment scal-
ability of a system with a given span-
ning layer and the weakness, simplic-
ity, generality, and resource limitation 
of that layer’s specification.

The original motivation for creating 
a formal model of layered systems was 
to better understand end-to-end argu-
ments in the context of the hourglass 
model. We sought to explain and guide 
efforts to generalize shared network re-
sources while addressing the intuitive 
design principle that the requirements 
of scalability had to be the primary 
and overriding constraint. The DST is 
a candidate as a more general design 
principle that situates end-to-end ar-
guments in a complex space of design 
criteria. The Hourglass Theorem is a 
first step in an explanation of the role 
of logical weakness in the DST. 

Examples and Applications 
Giving an account of an application of 
the Hourglass Theorem can be tedious. 
The antecedents of the theorem re-
quire the definition of the specification 
language, a program logic, all accept-
able programs  and the set of neces-
sary applications N. This presentation 
will be restricted to giving a less formal 
account of the implications of the DST.

Tree building in IP multicast. Glob-
al Internet routing is made possible 
through the use of interoperable ap-
proaches to internal and external rout-
ing within and between local networks. 
The metrics assigned to individual links 
by network administrators are some-
what arbitrary, but when used as inputs 
to a combination of shortest path algo-
rithms (interior gateway protocols) and 
a policy driven peering protocol based 
on commercial agreements (the Border 
Gateway Protocol), the result is often 
acceptably similar to some intuitive no-
tion of efficiency. 

Multicast routing is much more 
complex. An IP multicast group is 
based on tree-structured forwarding, 
with the tree being built dynamically 
as clients join and leave the group. The 
notion of efficiency in multicast must 
not only account for the path taken 
from the source to each receiver, but 
also the amount of control commu-
nication required during discovery of 
the paths that actually reach receivers 

plicity, generality, and resource limita-
tion can also affect possible supports 
and applications.

The design principle sought to 
examine is that thinness of the span-
ning layer is correlated with greater 
success in its adoption and longevity. 
This is sometimes expressed as the 
system exhibiting scalability. How-
ever, scalability means little if we do 
not specify the attribute in which we 
desire the system to exhibit an ability 
to grow. 

Deployment scalability is used to 
characterize a spanning layer being 
adapted to finding success in the form 
of widespread adoption. Deployment 
scalability is intended to imply the 
kind of “viral” adoption that the Inter-
net and Unix spanning layers have ex-
hibited. This definition is proposed as 
a (admittedly imprecise) characteriza-
tion of success in global infrastructure 
service interface design. 

Definition 9. Deployment scalability 
is defined as widespread acceptance, 
implementation, and use of a service 
specification.

The notion of deployment scalabil-
ity is introduced in order to have a vo-
cabulary for expressing the goal that 
is implicit in the design of a spanning 
layer for global infrastructure.

For example, in describing the role of 
the Internet’s thin waist, Peterson and 
Davie8 state “The hourglass’s narrow 
waist represents a minimal and careful-
ly chosen set of global capabilities that 
allows both higher-level applications 
and lower-level communication tech-
nologies to coexist, share capabilities 
and evolve rapidly.” It is the meaning of 
“minimal” and “carefully chosen” that 
we are trying to characterize. 

In terms of the formal model of lay-
ered systems, we suggest that having 
many possible supports and many pos-
sible implementations is correlated with 
the goal of deployment scalability. The 
Hourglass Theorem would then extend 
this to a correlation between minimal 
sufficiency and deployment scalabil-
ity. We have given some informal argu-
ments to support similar relationships 
between other aspects of a thin span-
ning layer and deployment scalability.

Each of these aspects can be evalu-
ated in isolation, but in the service of 
our original motivation to link the thin 
waist to a general notion of scalability, 

The Hourglass 
Theorem has  
shown a structural 
link between  
the logical 
weakness  
of the spanning 
layer and  
an expansion  
in the set of  
possible supports. 
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Viewing the Internet in terms of the 
hourglass model, adding NATed sub-
networks to the implementation is a 
weakening of the IP spanning layer. The 
global reachability condition that da-
tagrams can be sent from any sending 
endpoint to any receiver’s IP address 
does not hold in the NATed Internet. 
This breaking of symmetry in reachabil-
ity is often viewed as a weakness of NAT.

In spite of arguments against it, 
NAT has become ubiquitous in the con-
sumer Internet. While NAT does solve a 
problem with scarcity of IPv4 address-
es, there are other ways to allow sharing 
of a single IP address by many nodes, 
some of which maintain symmetric 
reachability. Our analysis suggests the 
logical weakness of the NATed Inter-
net’s design may in fact help to explain 
its greater deployment scalability.

By abandoning symmetric reach-
ability, the NATed Internet trades-off a 
logically weaker spanning layer against 
an expanded class of possible supports. 
This comes at the expense of excluding 
some possible applications that re-
quire global reachability (such as pure 
peer-to-peer systems). The exclusion of 
some applications has been generally 
acceptable to the community of com-
mercial Internet users, sometimes us-
ing workarounds created by the provid-
ers of commercial peer-to-peer services 
that require general reachability.

Users of applications that require 
symmetric reachability have responded 
by working within a separate commu-
nity of interoperability, sometimes con-
necting to non-NATed networks such as 
those at many universities and research 
laboratories using Virtual Private Net-
works. This bifurcation is made more 
acceptable by the fact that most home 
and business users do not require global 
reachability. In this analysis, the broader 
support possible for NAT has overcome 
resistance due to violations of layering 
and lack of symmetric reachability.

Process creation in Unix. In early 
operating systems it was common for 
the creation of a new process to be a 
privileged operation that could be in-
voked only from code running with 
supervisory privileges. There were mul-
tiple reasons for such caution, but one 
was that the power to allocate operat-
ing system resources that comprise a 
new process was seen as too great to 
be delegated to the application level. 

Another reason was the power of pro-
cess creation (for example, determin-
ing the identity under which the newly 
created process would run) was seen as 
too dangerous. This led to a design ap-
proach in which command line inter-
pretation was a near-immutable func-
tion of the operating system that could 
only be changed by the installation of 
new supervisory code modules, often a 
privilege available only to the vendor or 
system administrator. 

In Unix, process creation was imple-
mented by the fork() system call, a 
logically weaker operation that does 
not allow any of the attributes of the 
child process to be determined by the 
parent, but instead requires that the 
child inherit such attributes from the 
parent.9 Operations that changed sen-
sitive properties of a process were fac-
tored out into orthogonal calls such as 
chown() and nice(). These were fully 
or partially restricted to operating in 
supervisory mode or integrated with 
exec() (which is not so restricted) us-
ing chmod() and the set-user-ID bit. 
The decision was made to allow the 
allocation of kernel resources by appli-
cations, which allows the possibility of 
“fork-bomb” denial of service attacks. 

The result of this design was not only 
the ability to implement a variety of dif-
ferent command line interpreters as 
nonprivileged user processes (leading 
to innovations and the introduction 
of powerful new language features) 
but also the flexible use of fork() as a 
tool in the design of multiprocess ap-
plications. This design approach has 
allowed the adaptation of kernels that 
implement the Unix-based POSIX stan-
dard to run on mobile and embedded 
devices that could not have been antici-
pated by the original designers.

Caching metadata in HTTP. The 
World Wide Web established HTTP as 
a near-universal protocol for accessing 
persistent data objects using a global 
namespace (commonly referred to as 
the REST interface). This general use 
of HTTP has created a community of 
interoperation that has adopted it as a 
spanning layer. 

The original specification of the 
HTTP protocol did not include any 
requirement of consistency in the 
objects returned in response to inde-
pendent but identical HTTP requests. 
However, in the common case where 

(such as flood and prune), maintaining 
the tree and responding to changes in 
topology. Algorithms that maintain ac-
curate trees require persistent state at 
intermediate nodes, which results in 
the spanning layer being strengthened.

Historically, a number of protocols 
have been proposed that perform well 
in different environments, with par-
ticular bifurcation between groups 
that are sparse in the subnets they 
reach (with a low degree of branching 
toward the leaves of the tree) and those 
that are dense (with a higher degree of 
branching toward the leaves). Because 
different candidate protocols perform 
better in different scenarios, multiple 
implementation approaches have 
been maintained by network providers 
and selected by applications. 

The resulting “fat” multicast span-
ning layer has limited simplicity and 
generality in not offering a single uni-
versal solution. The best choice for a 
particular situation may be unclear, or 
may change over time. This has argu-
ably contributed to the lack of continu-
ous, universally available deployment of 
IP multicast throughout the Internet. 
Application builders have used overlay 
multicast and repeated unicast as work-
arounds at the cost of redundant traffic. 

Internet address translation. Net-
work Address Translation (NAT) is a 
technique for allowing sharing of an IP 
address by multiple endpoints within a 
subnetwork. NAT uses DHCP to assign 
local addresses to endpoints within a 
“NATed” subnetwork that cannot in 
general be reached by datagrams sent 
from outside. The NAT-aware router 
then translates local addresses to use 
a single externally reachable source IP 
address on TCP connections initiated 
by clients within the NATed subnet. 
UDP protocols can also be supported. 

The ability of a router to interpose 
itself between end points in a NATed 
subnetwork and external servers al-
lows the semantics of TCP connections 
initiated from within the subnetwork 
to match the specification of the non-
NATed network. The most common 
cases are connections between a Web 
browser or other client within the net-
work and external servers. However, 
connections from outside the NATed 
subnet to endpoints within it are not 
possible without additional adminis-
trative intervention.
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guing for thinness. All aspects of this 
characterization seem ripe for further 
formalization and refinement. 
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HTTP responses are based on a col-
lection of stored objects they exhibit 
stability over time and consistency be-
tween clients. Temporal stability is the 
basis of caching implemented in Web 
clients and additional consistency be-
tween different clients enabled shared 
Web caching.4 However, this stability is 
not perfect and in particular does not 
hold for dynamic HTTP responses that 
are the result of arbitrary server side 
computation. This can result in the re-
turn of stale cache responses. 

By using the HTTP Cache-Control 
header directives in an HTTP response, 
the server can declare the extent of tem-
poral stability, stability across clients, 
or the complete lack of stability in that 
response. If servers respect the stability 
guarantees declared in Cache-Control 
directives, Web caches can use them to 
ensure correctness of their responses. 

Viewed as a service specification, 
HTTP with a requirement for accuracy 
in Cache-Control directives is logi-
cally stronger because it enables accu-
rate assertions to be made regarding the 
correspondence between such meta-
data and server responses. In terms of 
the Hourglass Theorem, the weakness 
of the less constrained interpretation of 
HTTP without accurate caching meta-
data allows for looser implementations. 
This is traded off against the ability to 
support applications that require con-
sistency in HTTP responses.

In practice, the ease and cost sav-
ings of ignoring consistency of lifetime 
metadata in server content manage-
ment has generally won out over the 
ability to support applications requir-
ing consistency. While Web browsers do 
take advantage of temporal consisten-
cy, they also sometimes return stale re-
sponses and require end users to inter-
vene manually. The popularity of shared 
HTTP caches has been hampered by 
their inability to ensure consistency. 
The inefficiency of uncached HTTP in 
delivering stable responses has largely 
been countervailed by the trend toward 
increasing bandwidth in the Internet, 
although it is a significant factor inhib-
iting the deployment scalability of the 
Internet in parts of the world where net-
work bandwidth is highly constrained. 

Designing a spanning layer for node 
services. Network architects have long 
sought to define an interface to enable 
interoperation in the creation of new 

services using the generalized local 
transfer, storage and processing ser-
vices of network intermediate nodes. 
Examples of such efforts include active 
networking, middleboxes, the computa-
tional grid, PlanetLab, and GENI, as well 
as current efforts at defining containers 
for computational workloads. A full sur-
vey is beyond the scope of this article.

Nodes that comprise such general 
networks are variously characterized 
as virtual machines or programmable 
routers. A standard interface to local 
node services would act as a spanning 
layer defining a community of interop-
erability in service creation. Many cur-
rent proposals for such a standard de-
fine spanning layers that are logically 
strong, for instance, allowing for the 
guaranteed reservation of resources. 

The Hourglass Theorem can be 
the basis for an argument that such a 
spanning layer should be chosen so 
as to be minimally sufficient for a set 
of necessary applications in order to 
maximize the number of possible sup-
ports.2 If we accept the DST as a more 
general design rule, then simplic-
ity, generality, and resource limitation 
should also be maximized.

A review of current proposals may 
reveal an acceptance of strong as-
sumptions, complexity, specialization, 
and unbounded resource allocation as 
“necessary.” If so, the DST suggests such 
designs may suffer diminished deploy-
ment scalability, which can be detrimen-
tal in any standard so vital to the future of 
global information infrastructure. 

Conclusion 
This article is intended as a first step 
in a research program to devise a com-
mon language for analyzing the design 
of spanning layers in layered systems of 
all kinds and predicting the outcomes 
of such designs. The primary techni-
cal contribution is the formulation of 
a layered system of service interfaces 
in terms of program logic. This yields a 
definition of “deployment scalability” 
that seeks to capture the intent of the 
hourglass model.

The further discussion of other as-
pects of the thin waist is intended to cap-
ture some of the informal arguments 
that have been made about the design 
of the spanning layer. The Deployment 
Scalability Tradeoff is a general design 
principle intended to fulfill a role in ar-

Watch the author discuss  
this work in the exclusive 
Communications video.  
https://cacm.acm.org/videos/on-
the-hourglass-model
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W I T H  T H E  I N T I M AT E  entanglement of digital 
technology with humans and their social way of 
being, computer science has changed. While some 
of the problems we deal with are (still) well defined 
and mostly computationally solvable, many problems 
are now found to be wicked and ill defined. People 
and technologies are now part of an interwoven 
socio-material web in which humans are not the only 
actors anymore. This pervasive complexity raises 
challenges for computer scientists and technologists 
that go well beyond of what could be addressed 
by a traditional understanding of engineering the 
most efficient computational tools. It requires us to 
rethink what must be the core competencies of future 
computer scientists. New skills stemming from the 
social sciences or philosophy need to complement 
engineering skills to create digital technologies 
within lived experiences. With it comes a major  
shift in responsibility. In a New York Times article, 

Farhad Manjoo argued why 2017 
could be seen as a turning point for 
big technology companies as they 
“began to grudgingly accept that they 
have some responsibility to the of-
fline world.”a Technologists, whether 
working in dominating corporations, 
small start-ups, or within academia, 
can no longer pretend they only solve 
tech problems. They are required to 
engage in a moral discourse as most 
of their products or results are essen-
tially social interventions.

So how can we facilitate such a shift 
in the thinking as well as in the culture? 
In a recent workshop we co-organized 
on “Values in Computing,” a group of 
leading experts in the field of human-
computer interaction discussed this 
question. The outcome was distilled 
into the Denver Manifesto,b which calls 
for a shift in the education of future re-
searchers and practitioners to ensure 
they can not only write software, but 
are also critically reflecting on their 
moral positions and their contribution 
to society.

With this article, we want to report on 
our efforts to respond to this call and dis-
cuss a new entry-level course for students 
of informatics at TU Wien, Austria.c Its 

a https://nyti.ms/2Ar47w9
b http://www.valuesincomputing.org/ 

the-denver-manifesto/
c http://informatik.tuwien.ac.at/English
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Informatics
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An innovative, entry-level informatics course 
enables students to ponder CS problems in 
different ways, from different perspectives.

BY CHRISTOPHER FRAUENBERGER AND PETER PURGATHOFER

 key insights
 ˽ Computer science has changed. Technology 

is now intimately entangled with people 
and society, which requires us to rethink 
how we equip students to shape our 
technological futures.

 ˽ To counter narrow conceptions of problem 
solving, we present a CS course that offers 
students the diverse lenses through which 
we can engage with technology. Ways of 
thinking include scientific, computational, 
designerly, critical, creative, responsible, 
economical and criminal thinking. 

 ˽ As a first-year course of a computer 
science program, we reach 700+ 
students each year. Despite the logistical 
challenges, we argue that it is a great 
opportunity to empower so many of our 
students to see everything they hear 
subsequently from more than one side. 
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core premise is to enable students to 
think about problems in computer sci-
ence (CS) in different ways and from dif-
ferent perspectives. The aim is to plant 
the seed of critical reflection and equip 
students with the intellectual tools to 
see everything they hear subsequently as 
part of something bigger. Consequently, 
we have called this new course “Ways of 
Thinking in Informatics.”

We have developed the syllabus over 
the course of one year and introduced 
it to over 960 bachelor students in the 
fall semester 2017. Here, we describe 
the context in which this course took 
place, discuss related literature, the ra-
tionale for its structure and fundamen-
tal concept, report on some of the prac-
tical challenges of teaching such a high 
number of students, and reflect on our 
experience from this first year.

Context and Inspiration
TU Wien is the largest technical univer-

sity in Austria with close to 30K active 
students. The Faculty of Informatics, 
with over 5K students, is the second 
largest in the university with an annual 
intake of 580 students. We offer five 
Bachelor programs with foci on visual 
and human-centered computing, med-
ical informatics, software and informa-
tion engineering, computer engineer-
ing, and business informatics. There 
is substantial overlap between these 
in foundational courses, particularly 
within the first semesters, covering 
programming, mathematics, logic, al-
gorithms and software engineering. As 
the background of our students varies, 
depending on the type of school they 
attended, these foundational courses 
establish a common ground and ba-
sic knowledge to be built on. Ways of 
Thinking in Informatics became one 
of the compulsory courses for first-
year students of all programs. This 
means an annual cohort of 700–1000 

students taking this course every fall as 
additional students from other studies 
register for our course and some are re-
peating the course.

The faculty decided to introduce this 
course as an orientation and to highlight 
the diversity and potential of CS in a rap-
idly changing world. We were inspired by 
UC Berkeley’s introductory course “The 
Beauty and Joy of Computing,”d which 
was one of a series of pilot courses that 
aimed to teach CS’s big ideas and the 
most important computational think-
ing practices.20 However, we also felt the 
focus on computational thinking maybe 
is only part of a bigger picture, which 
is how we set out to build a curriculum 
that emphasized the diversity of think-
ing styles. Importantly, we also want-
ed to follow our university’s leitmotiv 
“Technik für Menschen” (Technology 

d http://guide.berkeley.edu/
search/?P=COMPSCI%2010

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=59&exitLink=http%3A%2F%2Fguide.berkeley.edu%2Fsearch%2F%3FP%3DCOMPSCI%252010
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=59&exitLink=http%3A%2F%2Fguide.berkeley.edu%2Fsearch%2F%3FP%3DCOMPSCI%252010
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asks them to analyze one given context 
through multiple lenses with the aim to 
reveal the benefits of applying different 
ways of thinking at the same time.

We also acknowledge that the range 
of thinking we cover in this course is 
neither complete nor the only possible 
way of categorizing the perspectives 
one could take. In fact, we would en-
courage educators in the field to de-
velop other ways of organizing such a 
course that teaches perspective-taking 
as a prerequisite for becoming a reflec-
tive practitioner or researcher. Based 
on initial feedback and on our experi-
ence teaching the course, we believe 
that our choices have been effective in 
this respect.

Here, we walk through 10 different 
ways of thinking and have included 
three cross-sectional topics that are 
interwoven with them. We also pro-
vide brief accounts of all chapters of 
the course.f

 ˲ Pre-scientific thinking. One of the 
initial ideas was to make a course that 
can be understood as an “applied” 
philosophy of science lecture, suitable 
for first semester students. In order 
to understand the enormous changes 
brought about by the scientific revolu-
tion, we start with a brief introduction 
to alchemy as an example for presci-
entific thinking. We show that one of 
the key differences between alchemy 
and science was openness, or more 
specifically, the lack thereof. Alchemy 
was based on secrets, hermeticism, 
and isolation. One of the key insights 
enabling the scientific revolution was 
the realization that open exchange and 
critical discourse should replace the 
secrecy and isolation of alchemy. We 
also discuss the interesting parallel 
that academic patenting and privately 
funded research, especially in infor-
matics, has recently increased the need 
for secrecy, with unknown side effects, 
for example, in terms of accountability 
and knowledge production.

 ˲ Scientific thinking. The scientific 
revolution was a fundamental shift 
that empowered people to know for 
themselves, independent of the doc-
trine sanctioned by the ruling elite or 
the church. At least in principle, the 

f A full English version of the syllabus with 
additional resources is available at https://
wot.pubpub.org

for people) and situate these thinking 
styles within the context of society.

The need for including aspects of 
societal impacts and ethics into CS cur-
ricula was laced into the ACM/IEEE CS 
Curriculum 27 years ago.22 However, as 
Goldweber et al. note, the uptake and 
implementation of such themes in the 
CS curriculum has been slow. In their 
survey, they point out that while most 
institutions teach relevant topics, most 
narrowly focus on ethics or computing 
history and teach them relatively late and 
detached from other topics.4 Consider-
ing the recent surge in relevant courses 
being taught at many universities,e this 
may be slowly changing in response to 
the public discourse around societal im-
pacts of digital technology.

However, Ways of Thinking does 
not aim to be a course about societal 
aspects of CS. Rather, we argue CS 
is inherently social and no social as-
pects can be meaningfully separated 
from CS. Consequently, we teach very 
fundamental concepts such as ab-
straction, cryptography or complexity 
theory alongside and interwoven with 
algorithmic bias, the historical role of 
women in programming, or questions 
of privacy. This resonates with Skirpan 
et al., who recently argued that ethics 
education in CS must be continuous, 
in-situ, and perspectival.19 In other 
words, talking about ethics must be 
part of talking about CS, which in turn 
requires the ability to take multiple 
perspectives on computing problems.

Ways of Thinking
The key premise of the course is to en-
able students to apply different lenses 
on problems of CS, situated in the 
world. Each such lens, or way of think-
ing, frames these problems differently, 
provides different theoretical founda-
tions, and brings with it a unique ori-
entation for questions and methods 
through which they can be explored. 
The sequence of Ways of Thinking is de-
signed to be semi-historical and some-
what follows a logic increasing com-
plexity. However, we emphasize that 
these ways of thinking are neither quali-
tatively ranked, nor mutually exclusive. 
In fact, the final assignment to students 

e See, for example, the collection of ethics related 
courses started by Casey Fiesler; https://bit.
ly/2IZ2L3O

The aim [of this 
course] is to plant 
the seed of critical 
reflection and equip 
students with  
the intellectual 
tools to see 
everything they 
hear subsequently  
as part of 
something bigger.
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Think,9 Henrik Gedenryd’s How Design-
ers Work3 or Bill Buxton’s Sketching User 
Experiences.2 In particular, we see de-
sign as an open process, representing 
a stark contrast to the rationalistic and 
deterministic process models of tradi-
tional engineering.

For many students, this way of 
thinking bears a particular challenge 
to accept and understand. On one 
hand, they can appreciate the value 
of good design from successful prod-
ucts on the market, with Apple being 
the obvious model example, for better 
or for worse. This creates an interest 
in design, insofar as they see it as a 
crucial element of their future work. 
On the other hand, to understand the 
consequences of the “wicked” nature 
of design problems16 is more difficult 
to embrace, as it questions the tradi-
tional problem solving strategies of 
informatics as well as of engineering 
in general. Our goal is to foster an un-
derstanding that most problems are 
not “given” or even defined apriori, 
but rather emerge from an interwo-
ven process of problem solving and 
problem framing that requires a spe-
cial way of thinking.

 ˲ Lateral/creative thinking. Both 
the rational traditions of mathemati-
cal and computational thinking, as 
well as the open and sometimes sub-
jective approaches in design think-
ing, need lateral or creative thinking. 
Creative problem solving has been 
seen as a central skill of engineers 
throughout history, even if there is 
no consensus on what constitutes 
creative thinking. As school histori-
cally leaves little room for creativity 
in places other than art, the expec-
tations of our students are shaped 
accordingly. We try to break this as-
sociation with the context of artistic 
practice by exploring unifying char-
acteristics of creativity across all 
fields. Based on this discussion we 
show factors that stimulate or hin-
der creativity, as well as the areas of 
informatics where creativity needs 
to be given room to emerge. For ex-
ample, many engineers pride them-
selves of a quick grasp of feasibility 
when presented with an idea. While 
this is certainly a useful skill in some 
situations, it also has the power to 
quickly shut down creative, outside-
the-box thinking that allows new and 

early modern period postulated that 
knowledge could be reproduced and 
validated by anyone following the sci-
entific method. We discuss early ex-
periments, such as Galileo dropping 
balls from the inclined tower of Pisa 
as well as classic experiments in CS, 
such as Fitts’ law, to show how these 
produced widely accepted knowledge 
of the world. Historically, the “Age 
of Reason” or Enlightenment led to 
major shifts in Western society that 
in parallel became the source for the 
modern, technological optimism still 
with us today (Whatever the problem, 
there is an app for that). We discuss 
early utopias and dystopias, such as 
the 1920s film Metropolis and Orwell’s 
1984, connecting them to current nar-
ratives around social robots, big data 
surveillance, or how gender roles are 
inscribed in visions.

Subsequently, we introduce the 
work by Kuhn8 on scientific revolu-
tions. As an example for the notion of 
paradigm shifts, we discuss the three 
“waves” in human-computer interac-
tion (HCI), starting with the classic 
human-factors approach, leading to 
the cognitive science perspective, and 
to situated and embodied HCI.6 This 
leads us to the main ontological and 
epistemological positions of (post-) 
positivism, critical theory and con-
structivism as philosophical orienta-
tions towards science.5 Importantly, 
we develop a view on what doing “good 
science” means within these para-
digms and highlight the link between 
one’s paradigm stance and the pos-
sible questions that could be asked 
about a problem.

 ˲ Mathematical thinking. Under-
graduate informatics curricula of-
ten incorporate a sizeable portion of 
mathematics. In most of our curri-
cula, 25% of all first-year credit points 
come from math courses. Compared 
to high school, mathematics at the 
university level is less concerned 
with fluency in arithmetic. Instead, 
it requires students to understand 
the value of mathematics in problem 
solving, and the mathematical way of 
looking at the world. Some of the core 
concepts are abstraction, induction 
and deduction, recursion and, above 
all, the idea of provability.

In the typical mathematics course, 
the value of these concepts gets bur-

ied under an overwhelming avalanche 
of practical exercises and theoretical 
test taking. We show students the 
ideas behind those concepts and why 
they make sense in the specific per-
spective of mathematical thinking. 
For example, by understanding the 
difference between a proof and mere 
evidence, students can see the unique 
benefit they get from approaching 
problems with the toolset of math-
ematics. At the same time, they can 
see the price they have to pay when 
abstracting complex real-world prob-
lems full of interdependencies and 
inherent contradictions to come to 
mathematical expressions.

 ˲ Computational thinking. In re-
cent years, the use of computers has 
enabled impressive advancements in 
many scientific disciplines. An exam-
ple often cited is the sequencing of the 
human genome. The specific method 
that enabled this breakthrough was 
unthinkable before computers became 
commonplace. Put differently, using 
computers to scale up mathematics 
creates new possibilities for solving 
problems in ways that were inconceiv-
able without computers. The idea be-
hind this perspective became known 
as “computational thinking.”24

In the course, we discuss examples 
like the one mentioned here. We stage 
a session of live coding where the dif-
ficult to understand solution to the 
Monty Hall problem18 becomes acces-
sible not only through running a com-
puter simulation, but more important-
ly by carefully reading the code itself. 
Following this line of argument, we ex-
plore aspects of code as knowledge rep-
resentation. Starting with the cognitive 
developmental stages of code under-
standing by Lister,11 we show that code 
can be much more than instruction to 
a machine; it represents knowledge 
and can even be used to make an argu-
ment. Again, this offers an additional 
layer of meaning for students to think 
about code and coding, which they will 
be doing a lot during their studies.

 ˲ Design thinking. The term design 
thinking has come to carry a very spe-
cific meaning in recent years, mostly 
associated with Stanford’s Hasso 
Plattner Institute of Design. Our inter-
pretation differs as it relies more on 
contemporary design theory literature 
such as Bryan Lawson’s How Designers 
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ments shift when these are applied to 
a controversial social media study.7 
We discuss the notion of values and 
their sources and how they relate to 
believes and data-driven psychologi-
cal profiling that receives so much at-
tention currently.

We then explore two main areas of 
moral import for future computer sci-
entists: ethical conduct in science, and 
responsible research and innovation 
(RRI). Going through classic examples 
such as the Milgram experiment and 
the Tuskagee study, and linking back 
to the Nuremberg trials, we derive 
some fundamental principles such as 
informed consent, respect, fairness, 
or judging the balance between knowl-
edge gain and risk to participants. With-
in a broader picture, we pick up the RRI 
framework implemented by the Euro-
pean Union21 to discuss central pillars 
for a reflective and responsible practice.

 ˲ Criminal thinking. One of the cen-
tral problems of a society steeped with 
technology is that every innocent little 
software bug potentially opens a mali-
cious backdoor into software. During 
recent years, this has enabled a new 
class of criminal behavior. In this chap-
ter, we try to show the many aspects of 
criminal creativity when looking at 
technology. The goal is to provoke an 
understanding of the importance of 
security and privacy by design in the 
sense of Bruce Schneier’s perspective. 
He describes security as a complex af-
fair best characterized through an in-
terplay of technological and psycholog-
ical factors. Students learn to see that 
creating secure technology for real-life 
situations necessitates looking beyond 
the technology itself and consider con-
text, people, social dynamics, etc.

Cross-sectoral topics. In addition 
to the main ways of thinking chap-
ters, three cross-sectional topics are 
included: History of computing, com-
puters and society, and gender and 
diversity in informatics. We see the 
history of computing as a necessary 
foundation in order to understand the 
discipline, helping students to make 
sense of the discourse around current 
trends and issues. In our presentation, 
we emphasize the history of thought 
over the history of technologies or the 
history personalities as, for example, 
discussed in the works of informatics 
historian Jörg Pflüger.14,15

The contents for computers and 
society are selected from current de-
velopments and press coverage of sci-
ence, practice and politics concerning 
informatics. We use a weekly recurring 
format of the best and worst of infor-
matics where we present the most in-
teresting and encouraging stories, as 
well as scary news from scientific litera-
ture and news. The selected stories are 
discussed using the perspectives and 
concepts of the different ways of think-
ing covered so far. Questions of privacy, 
surveillance, copyright, and security 
are popular themes.

Additionally, areas of tension from 
society and technology as well as as-
pects of gender and diversity are inter-
woven whenever there is opportunity 
to do so. For example, in economical 
thinking we discuss the toxicity of the 
“bro” culture in startups that became 
evident in scandals surrounding Uber;g 
in critical thinking we broach the is-
sue of the manipulation of Google’s 
search result sorting in the wake of the 
U.S. election;h in criminal thinking we 
discuss the (ab)use of data from social 
networks to target vulnerable teenagers 
with ads.i

As with the core chapters in this 
course, we aim to relate fundamental 
issues, principles, or theories to recent 
points of discussion in the general pub-
lic, which in turn creates a meaningful 
link to the lived experiences of students.

Exercises and Evaluation
For most of the chapters mentioned 
here we provide an assignment that 
students work on individually or in 
groups and hand in online. Each as-
signment typically comprises a series 
of tasks that include formulating re-
sponses to discussion items on the 
basis of online research, reading sci-
entific articles, conducting interviews, 
and/or doing some practical work 
such as designing an infographic, con-
ceptualizing a user interface, or play 
a learning game. Each assignment 
ends with a task in which students are 
asked to reflect on their learning out-
comes. To facilitate the assignments, 
we use a format we developed over the 
last few years (for example, see Luck-

g https://bit.ly/2GXnWAG
h https://bit.ly/2gUUyN5
i https://bit.ly/2pBaiv6

novel ideas to emerge. This leads us 
to discuss the concept of reflective 
practice by Schön17 and how reflect-
ing on and in action can help to con-
tinuously evolve the practice of stu-
dents, be it in terms of their learning, 
their research, or within their chosen 
professional path.

 ˲ Critical thinking. The value of 
critical thinking is undisputed, but 
there is a lot of discussion about how 
critical thinking can be taught (for ex-
ample, see Willingham23). By focusing 
on cognitive bias and logical fallacies, 
we provoke an analytical approach to 
the matter. We challenge students to 
identify biases and incoherent argu-
mentation in themselves and in their 
colleagues and to support each other 
in this process. Approaching critical 
thinking from this rather abstract per-
spective creates a segue into another 
phenomenon that has seen a great 
deal of discussion recently: algorith-
mic bias.13 We discuss the problems 
we create when we attribute objectiv-
ity to algorithms and data, implicitly 
suggesting that computers can come 
to objective decisions; but data as well 
as algorithms usually embed and exac-
erbate bias in one form or another as 
many popular examples demonstrate.

 ˲ Economic thinking. Startups have 
become the de-facto role model for 
the post-academic career of many stu-
dents. This chapter includes a critical 
discussion of the societal and econom-
ic influences of startup culture, as well 
as a short introduction into the vocab-
ulary of the startup economy. For logis-
tical reasons during the first year, this 
chapter was confined to this narrow as-
pect of economic thinking. The inten-
tion is, however, to expand this chapter 
to discuss business/value models and 
cost-benefit analysis and their relation 
to what software gets built and how 
this mirrors societal visions.

 ˲ Responsible thinking. The com-
puting field increasingly recognizes 
its responsibility within society, as 
technology becomes a constituent 
part of today’s world. To deflect this 
responsibility by stating “I was just the 
scientist” will not be good enough.10 
From this central argument, we first 
introduce the three main positions 
in moral philosophy: virtue ethics, 
deontology, and consequentialism, 
and we demonstrate how ethical judg-

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=62&exitLink=https%3A%2F%2Fbit.ly%2F2GXnWAG
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=62&exitLink=https%3A%2F%2Fbit.ly%2F2gUUyN5
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=62&exitLink=https%3A%2F%2Fbit.ly%2F2pBaiv6
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mal feedback in the classroom, these 
painted a rather positive picture of the 
course’s reception. 

Discussion and Reflection
One of the goals we pursue with this 
course is to offer students tools and 
structures to help them make sense 
of the rest of their studies. Based on a 
largely constructivist learning theory, 
we believe that what you learn is to a 
great extent determined by the diverse 
and holistic ways you are enabled to 
think about a subject matter. Quotes 
such as these suggest this was on offer:

It gave me a good overview and served 
as a reminder to critically engage with fu-
ture content in my studies. (Final reflec-
tions, translated)

By seeing larger ordering prin-
ciples, students are invited to build 
cognitive equivalents of shelves or 
drawers for future knowledge to be 
organized by. For example, by expos-
ing the inherent meaning of some 
mathematical terminology, we offer 
a new layer of meaning for students 
to organize what they learn in their 
mathematics courses. If they can ap-
preciate the special nature of the 
mathematical proof, they can under-
stand its value in the implementation 
of dependent systems.

We offer students different ways of 
thinking in informatics that can be-
come ways to look at problems, ways 
to ask questions, ways to see deficits in 
the narrow and one-dimensional ap-
proaches we often find in overspecial-
ized subject areas. In effect, we want to 
enable students to develop a reflective 
practice that suggests taking a step 
back from focused learning goals in 
an attempt to see the bigger picture. 
This was also perceived as a skill being 
taught in this course:

Importantly, constantly being asked 
to reflect on content will be valuable skill 
for my studies and future career. (Final 
reflections, translated)

Such a practice affords connect-
ing knowledge at different levels and 
from different perspectives that will 
ultimately be the key skill for future 
technologists, whether in research or 
industry, to tackle the unknown chal-
lenges of the future. This quote from 
one of our students speaks to this:

Initially, I could not figure out what 
I have learnt from this course ... Later, 

ner and Purgathofer12) that allows 
students to choose from multiple al-
ternative exercises across each chap-
ter, staged sequences of tasks, and 
double-blind peer reviewing among 
students as a way to learn how to offer 
and appreciate criticism. The evalua-
tion of the work handed in by students 
individually as well as the quality of 
reviews they write makes up for 65% of 
their final grade.

The double-blind peer-reviewing 
aspect of their evaluation can also 
be seen as a constructive alignment1 
with the Ways of Thinking in Infor-
matics. One of the learning outcomes 
is the critical reflection of students’ 
own practice; they write and receive 
reviews that critically reflect on their 
own work as well as the work of other 
students; additionally we practice 
critical reflection during the lectures 
based on their input within the best 
and worst of informatics format.

The remaining 35% of their grade 
comes from the evaluation of a group 
work project where students ana-
lyze and discuss a speculative video 
about technologyj from the different 
perspectives offered by the course. 
Each member of a team of three or 
four students selects one of the main 
chapters of the course and discusses 
the content of the video through the 
chosen way of thinking. We support 
this by offering a number of lead 
questions for each chapter. The group 
then meets, debates commonalities 
and conflicts between the different 
perspectives, and documents the in-
dividual perspectives as well as the 
outcome of the discussion in a com-
mon paper. This paper is handed in, 
graded, and discussed with a tutor in 
a brief meeting.

Slightly more than three quarters of 
the students successfully completed the 
course. Of those 23% who failed (193 of 
845), all dropped out during the semes-
ter and did not complete all challenges. 
While the formal course evaluation 
survey has not drawn many responses,k 
the final challenge included a task that 
probed for students’ overall experience 
and reflections. Alongside with infor-

j “Uninvited Guests” by Superflux Lab; http://su-
perflux.in/index.php/work/uninvited-guests/

k Low numbers of responses in these surveys are 
the norm at our university.

Computer science 
is inherently social 
and no social 
aspects can be 
meaningfully 
separated from 
computer science.

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=63&exitLink=http%3A%2F%2Fsuperflux.in%2Findex.php%2Fwork%2Funinvited-guests%2F
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=63&exitLink=http%3A%2F%2Fsuperflux.in%2Findex.php%2Fwork%2Funinvited-guests%2F
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with more reflection, the value be-
came more apparent and with the final 
challenge I really realized what I can 
take away from it—much more than I 
thought. (Final reflections, translated)

Another goal of the course was to 
help students in understanding the 
rationale for our curriculum. Ways of 
Thinking in Informatics is part of an 
introductory/orientation phase of the 
program. By offering apriori mean-
ing for many of the courses they visit 
later, we supply an opportunity to see 
purpose in the curriculum.

We ran this course in its entirety 
for the first time during winter se-
mester 2017. With over 800 registered 
students, it has been a tremendous 
challenge, not only to design the con-
tent and the pedagogical approach, 
but also to find innovative solutions 
to the logistics of teaching such large 
numbers of students. We can confi-
dently say this experiment has been 
a success as evidenced by the largely 
positive feedback we received from 
students. What the longer-term im-
pact is—that is, the ways in which we 
enabled students to think differently 
about what they will learn in the re-
mainder of their studies—remains 
to be seen, but we are inspired by 
the students’ engagement with this 
course, and are hopeful that it has 
created a new quality of foundations 
to their studies.

As computer scientists and educa-
tors, we also are humbled to be given 
the opportunity to plant this seed in 
so many students at a crucial juncture 
of their development—at the start of 
their studies. While the task to teach 
a new introductory course in infor-
matics to hundreds of students hardly 
ever draws many volunteers among a 
faculty, our experience was that it re-
sults in no small gratification to have 
made a, maybe small, but significant 
difference in shaping what so many 
future technologists see as their role 
in the world. 

We invite everyone to leave inline comments on any 
part of the full syllabus at http://wot.pubpub.org
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This book adapts formal knowledge from the field of Conversation Analysis (CA) 
to the design of natural language interfaces. It outlines the Natural Conversation 
Framework (NCF), developed at IBM Research, a systematic framework for designing 
interfaces that work like natural conversation. The NCF consists of four main 
components: 1) an interaction model of “expandable sequences,” 2) a corresponding 
content format, 3) a pattern language with 100 generic UX patterns and 4) a 
navigation method of six basic user actions. The authors introduce UX designers to 
a new way of thinking about user experience design in the context of conversational 
interfaces, including a new vocabulary, new principles and new interaction patterns. 
User experience designers and graduate students in the HCI field as well as 
developers and conversation analysis students should find this book of interest.

With recent advances in natural language understanding techniques and far-field 
microphone arrays, natural language interfaces, such as voice assistants and 
chatbots, are emerging as a popular new way to interact with computers. Today’s 
platforms provide sophisticated tools for analyzing 
language and retrieving knowledge, but they 
fail to provide adequate support for modeling 
interaction. The user experience (UX) designer or 
software developer must figure out how a human 
conversation is organized, usually relying on 
commonsense rather than on formal knowledge. 
Fortunately, practitioners can rely on conversation 
science.

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=65&exitLink=http%3A%2F%2Fbooks.acm.org
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A D VA N C E M E N T S  U N D E R  T H E  moniker of the Internet 
of Things (IoT) allow things to network and become 
the primary producers of data in the Internet.14 
IoT makes the state and interactions of real-world 
available to Web applications and information 
systems with minimal latency and complexity.25 By 
enabling massive telemetry and individual addressing 
of “things,” the IoT offers three prominent benefits: 
spatial and temporal traceability of individual real-
world objects for thief prevention, counterfeit product 
detection and food safety via accessing their pedigree; 
enabling ambient data collection and analytics for 
optimizing crop planning, enabling telemedicine 
and assisted living; and supporting real-time reactive 
systems such as smart building, automatic logistics 
and self-driving, networked cars.11 Realizing these 
benefits requires the ability to discover and resolve 
queries for contents in the IoT. Offering these 
abilities is the responsibility of a class of software 

system called the Internet of Things 
search engine (IoTSE).

IoTSE is a complicated and rela-
tively immature research topic. The 
diversity of its solution space is, argu-
ably, a primary challenge hindering 
its advance. Such diversity manifests 
itself in terms of the type of opera-
tions within an IoTSE instance (for 
example, discover content, index, 
and resolve queries), and the types 
of IoT content on which those opera-
tions are applied. Each combination 
of operation and content type repre-
sents a research area within the Io-
TSE literature with its own set of tech-
nical, social, and political issues. For 
instance, the IoTSE instances that 
discover and resolve queries on real-
time sensing data from IoT-enabled 
sensors face the challenge of ensur-
ing the “freshness” of data used for 
processing queries while minimizing 
the costly operation of pulling the 
data from sensors. IoTSE instances 
working with the actuating function-
alities of IoT-enabled things, on the 
other hand, concern more with un-
derstanding the semantics of these 
functionalities. Due to the diversity 
of the IoTSE solution space and the 
lack of a shared vision of what IoTSE 
is and what it does, it is challenging 
to communicate the problems and 
the solutions related to this system. 

Internet  
of Things 
Search Engine

DOI:10.1145/3284763

Tracing the complicated yet still relatively unripe 
area of the Internet of Things search engine—
from concepts, to classification, and open issues.

BY NGUYEN KHOI TRAN, QUAN Z. SHENG, M. ALI BABAR,  
LINA YAO, WEI EMMA ZHANG, AND SCHAHRAM DUSTDAR

 key insights
 ˽ Any collection of information is only 

as useful as its information retrieval 
mechanism. Yet a comprehensive 
search engine is precisely the missing 
component of the Internet of Things (IoT). 
While some crawlers for IoT devices 
exist, an advanced IoT Search Engine 
(IoTSE) that can resolve queries for IoT 
content and based on IoT content is still 
beyond the horizon.

 ˽ Following an extensive review of the 
academic research efforts and industrial 
projects, this article proposes a meta-
path model to describe IoTSE and 
discusses various IoTSE open issues that 
have emerged in the review.

 ˽ The conceptual model presented lays  
a foundation for the future integration  
of identified IoTSE visions.
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The lack of such models and con-
structs for the communication of Io-
TSE inhibits more extensive research 
and development efforts that span 
research communities over an ex-
tended time, which are necessary for 
the advance of the IoTSE. As the exist-
ing studies on IoTSE have primarily 
focused only on technical issues re-
lated to a particular “IoTSE operation 
– IoT content type” combination, and 
as the existing reviews and surveys 
on IoTSE have primarily focused on 
a particular type of IoTSE, the lack of 
models and constructs to communi-
cate and classify IoTSE, which are ap-
plicable to its diverse solution space, 
has not been addressed in the exist-
ing literature. 

In this article, we introduce the 
fundamental concepts related to the 
functionality of an IoTSE instance and 

a model called meta-path to provide a 
comprehensive yet succinct description 
of IoTSE instances by their functional-
ity. We report a classification of IoTSE 
instances based on their meta-path 
description and present the represen-
tative IoTSE prototypes in each class. 
Finally, we discuss several open issues 
in the IoTSE research and development. 

Methodology
The concepts and models presented in 
this article were generated from a struc-
tured and comprehensive study of the 
existing research works and industrial 
projects falling under the moniker of 
IoTSE. Our methodology was inspired 
by the systematic literature review 
method.8 It comprised four phases: de-
tection, selection, extraction, and syn-
thesis (Figure 1). The Detection phase 
involves identifying potentially relevant 

articles from various academic sources. 
The Selection phase involves selecting a 
subset of articles that were high quality 
and relevant to the study. The Extrac-
tion phase involves extracting raw data 
relevant to the questions of the study. 
The Synthesis phase involves synthesiz-
ing raw data into knowledge to answer 
questions of the study.

Our method deviated from the 
systematic review method by using 
software tools for automation. Par-
ticularly, the detection and selection 
phase employed an in-house devel-
oped tool that queried academic data 
sources (that is, “primary search”) 
and retrieved articles that had been 
referenced by the articles detected 
in the primary search (that is, “snow-
balling”). We performed the primary 
search on various academic data 
sources, including the XML dataset of 
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IoTSE Concepts
The Internet of Things comprises IoT 
things—physical objects enhanced with 
computing and networking capabili-
ties and are potentially accessible via 
the Internet. For instance, a light bulb 
equipped with microcontrollers and 
wireless communication capability is 
an IoT thing that is commonly found 
in home automation applications. IoT 
things offer IoT content, such as the digi-
tal representation, data records, real-
time sensor readings, and functionality 
that are offered by or related to things. 

The IoT content appearing in the 
IoTSE literature can be organized into 
four types: representation, static in-
formation, dynamic information, and 
functionality. Figure 3 depicts four 
IoT content types of an IoT-enabled 
lightbulb. The representative content 
of the lightbulb comprises an HTML 
document that acts as a homepage of 
the light bulb for interacting with hu-
man users, and a JSON document that 
described the light bulb to machine 
agents. The dynamic information con-
tent of the light bulb denotes either the 
whole stream of energy consumption 
readings of the light bulb or the latest 
value in that stream. Due to the constant 
update of the lightbulb, these contents 
are “dynamic”. The static information 
content comprises the archived sens-
ing data, the Web articles related to the 
lightbulb, and the records of its journey 
across supply chains. Finally, the func-
tionality content includes actuating ser-
vices that the lightbulb offers to alter its 
operation (toggling its power, changing 
its light color). 

Discovery activity. An IoTSE in-
stance processes queries on various 
collections of IoT content. When these 
collections are not available, an IoTSE 
instance must carry out the discovery 
activity to detect IoT content in a local 
or global scope, and optionally collect 
the content into its internal storage. 
More than 90% of the assessed IoTSE 
prototypes include discovery activities.

On a global scale, the content dis-
covery problem can be framed as a Web 
crawling problem to identify a subset of 
Websites that serve IoT content (that is, 
IoT data sources) and retrieve the URI 
of the IoT content from those sites. In 
the existing literature, this crawling ei-
ther relies on human’s guidance16 or 
the standard compliance of data sourc-

DBLP, with the Boolean query “search 
OR discover and Internet of Things 
OR Web of things”. We assessed ar-
ticles that emerged from the primary 
and snowballing search against the 
following selection criteria: 

 ˲ Excluding papers that focus exclu-
sively on physical and network layer.

 ˲ Excluding papers that focus on uti-
lizing the sensing data from the IoT to 
extend the Web search

 ˲ Excluding the information retriev-
al papers that do not address IoT, un-
less they are highly referenced by other 
relevant works. 

In the extraction phase, we extract-
ed from papers the conceptualization, 
functionality, and internal operations 
of the reported IoTSE prototypes. Fi-
nally, we synthesized the extracted data 
into the concepts and models reported 
in this article.

By applying the reported method, 
we identified over 200 relevant works 
on IoTSE that span over a decade. 
Figure 2a compares the changes in 
the number of IoTSE-related works 
published and referenced between 
2001 and 2016. The number of IoTSE 
works published each year has been 
increasing steadily since 2001. From 
2009—the birth year of the IoT, this 
number has risen sharply and peaked 
at 38 works a year in 2014 and 2015. 
There was a drop in the number of 
published works in 2016, which we 
contribute to the fact that our prima-

ry study selection concluded by the 
end of that year and therefore missed 
the accepted-yet-unpublished works. 

The changes in the number of ref-
erenced IoTSE works, however, have 
not assumed a similar pattern with 
the number of published works. Be-
tween 2001 and 2010, other works 
referenced most of the published 
works at least once. However, over 
the following six years, this number 
dropped gradually, and the gap be-
tween the number of published and 
referenced works widened. By 2015, 
only 13% of published IoTSE works 
received in-field citations. 

Figure 2b compares the number of 
referenced IoTSE works and the num-
ber of in-field citations between 2001 
and 2016 to provide more insights into 
the distribution of attention among the 
IoTSE literature. Despite fluctuations, 
the number of in-field citations rose 
steadily from 2001. After peaking at 67 
citations in 2010, this number began 
to drop sharply. From these figures, 
we can see that a group of 29 works 
published between 2010 and 2012 re-
ceived over 45% of the total number of 
in-field citation. This result might in-
dicate that the perception of what an 
IoTSE instance is and what it should 
do have been driven by a subset of Io-
TSE works. A comprehensive analysis 
on the IoTSE literature and the inter-
nal operations of representative IoTSE 
prototypes is available elsewhere.20

Figure 1. Research methodology.
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es.12 On a local scale, the content dis-
covery can be addressed as a wireless 
discovery problem, in which an IoTSE 
instance either broadcasts beacon sig-
nals for things to register themselves, 
or detects and queries things directly to 
retrieve their content.22,26 Local discov-
ery can also be addressed as a service 
discovery problem in local area net-
works, using technologies such as mul-
ticast Domain Name System (mDNS) 
or Bonjour.a Semantic discovery is an 
alternative perspective on the content 
discovery problem. It concerns with 
detecting the semantics of IoT content 
and can be addressed by translation 
content to known data models.9

Search activity. The Search activity de-
notes the process of identifying a sub-
set of discovered IoT content as search 
results of a given query. All assessed 
IoTSE prototypes covered this activity.

Formally, let c be an item of IoT con-
tent, and C be the collection of all con-
tent discovered by an IoTSE instance. 
For each query q, a set of contents cq 
that are relevant to the query exists. 
The task of an IoTSE instance is to con-
struct the result set ~cq that approxi-
mates the unknown cq by evaluating the 
relevance of each IoT resource against 
the given query with a relevance func-
tion f (c,q). If the relevance function 
produces binary result, the process is 
considered selection or lookup:

Selection:cq={c∈Cf (c,q)=1}, 
where f (c,q):C×Q→{0,1}

If the relevance function produces 
a real value, the result set contains re-
sources whose scores are higher than a 
predefined threshold α. This process is 
called resource scoring. 

Scoring: rq={c∈Cf (c,q)>α}, 
where f (c,q):C×Q→R

The selection process cannot deter-
mine the degree of relevance of IoT con-
tent, and therefore can be considered 
less advanced compared to the scoring 
process. However, we discovered that 
nearly half of the analyzed IoTSE pro-
totypes utilized selection. Most of the 
remaining prototypes scored IoT con-
tent based on its distance from a given 
query in a multi-dimensional space.

a https://developer.apple.com/bonjour/

The storage and indexing of the dis-
covered IoT content link the discovery 
activity with the search activity. Most of 
the existing IoTSE prototypes address 
the heterogeneity of IoT content by lim-
iting the type and format of content and 
handle each type independently. For ex-
ample, IoT-SVK2 utilizes two B+ trees 
and an R tree index to address textual 
description, numeric sensing data, and 
location of things separately. Some Io-
TSE prototypes, such as DiscoWoT,9 ad-
dress the heterogeneity problem by 
mapping various formats of IoT content 
onto a common format for processing. 

Meta-path. The lack of a descriptive 
and comprehensive model to commu-
nicate and classify the functionality of 
IoTSE instances was a major problem 

identified from our analysis. For in-
stance, the term “object search” has 
been used to describe various types of 
IoTSE instances, which process que-
ries on various types of content—real-
time state, description, functionality 
of things—and return various types of 
IoT content including sensing data, 
location, data records, and actuating 
services of relevant IoT things. 

The existing models describe an Io-
TSE instance either by the type of IoT 
content that is utilized for processing 
queries or returned as search results, 
without considering the relationship 
between them. Different from the pre-
vious types of search engine systems, 
such as Web search engines, IoTSE can 
utilize a combination of different IoT 

Figure 2. Statistics regarding publication count and number of in-field citations of collected 
articles.
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finding all employees who had been in 
the meeting rooms that reported an ab-
normal energy consumption. However, 
we have not discovered IoTSE prototypes 
taking advantage of these correlations. 
Therefore, for the sake of clarity, we will 
not depict detailed thing-thing correla-
tions in the following discussions. 

Figure 4 depicts the IoT infrastruc-
ture in a smart building as a heteroge-
neous graph (upper) and the derived 
meta-graph. IoT things in this illus-
tration consist of a smart light bulb, a 
meeting room, and a staff member who 
uses these facilities. The light bulb has 
seven IoT content items of four classes. 
The meta-graph captures relationships 
between IoT content types and things, 
as well as among things. For instance, 
two representative content items of 
the lightbulb are captured in the meta-
graph as a single link between the rep-
resentative content type and a thing. 

A meta-path is a sequence of edges 
on the meta-graph from one type of IoT 
content, through various IoT things, to 
another type of IoT content. In the IoTSE 
context, each meta-path can model the 
relationship between a type of IoT con-
tent used for assessing query and a type 
of IoT content used for deriving search 
results. By aggregating multiple meta-
paths, we can model an IoTSE instances 
that utilize multiple types of IoT content.

A meta-path can be represented as 
follows: 

(Query content type)→ Things* →  
(Result content type). 

To demonstrate the meta-path mod-
el, we will model an IoTSE instance that 
queries for “homepages of IoT-enabled 
light bulbs which are reporting an ab-
normal energy consumption” as an ex-
ample. This query can be decomposed 
into two subqueries: “finding the vir-
tual representative of things, which are 
lightbulbs” and “finding the virtual rep-
resentative of things, which are report-
ing an abnormal energy consumption.” 
The first subquery involves assessing 
each discovered representative (Repre-
sentative) to determine whether it be-
longs to a lightbulb (Thing) and return-
ing the representative of that lightbulb 
(Representative) as the search result. 
This subquery can be modeled with the 
meta-path R→T→R. 

The second subquery involves as-

content types to assess a query and to 
derive search results. Moreover, the 
types of IoT content appearing in a 
query influence the internal operations 
of an IoTSE instance.20 As a result, an 
IoTSE model must capture succinctly 
both the types of involving IoT content 
and the relationships among those 
types. Terms such as “object search” 
are inadequate. To address this issue, 
we propose a model called meta-path. 

Before defining meta-path, it would 
be helpful to introduce the idea of mod-
eling the Internet of Things as a het-
erogeneous graph, which was inspired 
by PathSim.17 The nodes in this graph 
consist of IoT contents and IoT things 
that own these contents. The edges 

that link things and content denote a 
possessive relationship between them. 
The edges that link things denote their 
possible correlations, such as sharing 
owners or operation environments.23,24 

From a concrete graph, we can de-
rive a meta-graph that presents rela-
tionships between types of nodes. Each 
node in a meta-graph is either a type of 
IoT content or a thing. An edge between 
a content type and a thing represents 
the content type is offered by the thing. 
An edge between two things represents 
a correlation between them. Different 
types of thing-thing edges represent 
different forms of correlation between 
things. These thing-thing relationships 
can enable interesting queries such as 

Figure 3. Four types of IoT content of an IoT-enabled lightbulb.

Figure 4. (Upper) Meta-graph from a concrete IoT network, and meta-path R + D →T→ D.
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sessing each discovered sensing data 
stream (Dynamic IoT content) to detect 
an abnormality, finding the Thing that 
offers such data stream, and returning 
the representative of that thing (Rep-
resentative) as the search result. This 
subquery can be modeled with the me-
ta-path D→T→R. 

By aggregating the two subqueries, 
we can model the IoTSE instance with 
the aggregated meta-path R+D→T→R. 
The IoTSE class addressing this meta-
path is the second most common class 
in the IoTSE literature.

A Meta-path-based Classification 
System for IoTSE
IoTSE instances can be classified in vari-
ous dimensions, from implementation 
technologies27 to query processing be-
havior6,15 and the maturity of their de-
velopment.3 Alternatively, we can clas-
sify IoTSE instances by their meta-paths, 
which provide succinct and comprehen-
sive description of their functionality 
via the type of queries that they support. 
As mentioned previously, the form of a 
query that an IoTSE instance addresses 
influences its internal operations and, 
therefore, determines its solution space. 
A meta-path-based classification system 
will provide insights on what an IoTSE 
instance is and what it should do, ac-
cording to the IoTSE literature. 

We modeled the IoTSE prototypes 
selected earlier with the meta-path 
model and identified eight types of 
meta-path (Figure 5). Each meta-path 
represents a class of IoTSE. 

R → R Class IoTSE
This IoTSE class is the most popular 
in the literature. Instances of this class 
resolve queries on ID, metadata, or 
content of representative IoT content, 
and return matching representatives 
as search results. The popularity of this 
class is a surprising finding, as it does 
not utilize distinctive content types of 
IoT, such as sensing data and actuating 
services, nor the relationship between 
IoT contents and things. 

ForwarDS-IoT5 is an IoTSE prototype 
processing queries on semantic descrip-
tion of things, stored in a federation of re-
positories. Queries in ForwarDS-IoT spec-
ify conditions on metadata of IoT things 
and are translated into SPARQL queries. 
This prototype supports both synchro-
nous and asynchronous query process-

ing. DiscoWoT9 is another prevalent pro-
totype belonging to the R→R class. This 
system accepts identities of IoT contents 
as “queries” and returns representation 
of the given contents in a common for-
mat as “search results”. Its operation is 
based on crowd-sourced strategies for 
translating different types of resource 
description into the common format. 
Coverage of strategies represents “discov-
ered IoT content” of DiscoWoT. 

D + R →T→R Class IoTSE 
This class of IoTSE resolves queries 
on both sensing data streams (that is, 
dynamic IoT content) and representa-
tives of IoT things, and returns the rep-
resentatives of things that satisfy both 
query criteria. Efficient processing of 
dynamic IoT content is a primary chal-
lenge of this IoTSE class. The following 
two works represent two prevalent ap-
proaches to address this challenge.

IoT-SVK2 searches for IoT things 
based on their textual description and 
real-time sensing values, with respect 
to spatial and temporal constraints. 
This search engine collects sensor 
readings continuously in parallel to 
the query assessment. To handle the 
constant influx of sensing data, IoT-
SVK utilizes two B+ trees and R tree 
indexes, which are distributed across 
a hierarchy of indexing servers. Dyser 
search engine12 also searches for IoT 
things based on their description and 
real-world states, which are derived 
from their real-time sensing values. 
Different from IoT-SVK, Dyser does 
not collect IoT content. Instead, it con-
tacts things to validate their states for 
every query. To improve the efficiency 
of this operation, it predicts sensing 

values by assuming the existence of 
repeating periods in sensing data and 
ranks things according to this predic-
tion to minimize the number of things 
to validate. 

D → D Class IoTSE 
Search engine instances of this class 
process queries on metadata and 
content of sensing data streams and 
return relevant streams as search re-
sults. Key distinction of search en-
gines in this class from the previous 
one is their focus on low-level sensor 
readings, instead of high-level states 
derived from readings.

CASSARAM13 queries sensing data 
streams on their contextual informa-
tion, such as availability, accuracy, 
reliability and response time. It is mo-
tivated by the lack of the search func-
tionality for an increasing number of 
sensors with overlapping capabilities 
deployed around the world. CASSARAM 
utilizes an extension of the Semantic 
Sensor Network Ontology (SSNO)1 to 
describe the contextual information. A 
user would query this ontology with a 
SPARQL query generated by the graphi-
cal user interface of CASSARAM. This 
interface also captures the references of 
the search user. The Euclidian distance 
between matched sensors and the user 
reference in a multidimensional space 
built from different types of sensor con-
textual information is used for ranking 
purpose. Top ranked sensing streams 
are returned as search results. 

R → T → R + D Class IoTSE
This class of IoTSE can be considered 
as an extension of the class (R → R). 
Instances of this class resolve queries 

Figure 5. Distribution of meta-path types among reviewed IoTSE works.
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TSE research. They negate the need 
for difficult-to-replicate experiments 
and simplify the experimentation and 
evaluation of the research works on 
IoTSE. Research works on IoTSE have 
utilized some sensing datasets, such 
as Intel Lab,c NOAA,d bicycle rental,e 
taxi GPS.f Actuating functionality da-
tasets, on the other hand, have not 
been found in the existing literature. 
Availability of the sample queries has 
also been limited, as they tend to be 
private property of industrial IoTSE in-
stances.16 Providing access to IoT data-
sets is a challenge due to their massive 
size, reaching 21 terabytes a day,16 and 
their potential threats to privacy. Given 
these opportunities and challenges, 
building open IoT datasets is essential 
in the IoTSE research. 

Ranking IoT contents by their 
natural order. Natural order ranking 
denotes the ordering of content by 
their intrinsic characteristics instead 
of their relevance to a given query. In 
large data collections where a mas-
sive number of data items can be 
relevant to a query, a search engine 
must rely on natural order ranking 
mechanisms to order and deliver the 
most relevant search results to its 
query clients. For example, the rank-
ing of Web pages based on their im-
portance by using link analysis algo-
rithms such as PageRank is a form of 
natural order ranking. 

As the anticipated size of the IoT is 
even more extensive than the Web, we 
anticipate that the natural order rank-
ing mechanisms for the IoT content 
will be an exciting and challenging 
research topic that will play a crucial 
role in IoTSE. The first problem in this 
topic would be defining a natural or-
der that is applicable across different 
IoT content. For the Web, the level of 
authority is the natural order of Web 
pages. For the IoT, what would be the 
natural order of the heterogeneous IoT 
content? When this natural order has 
been defined, the next problem would 
be developing mechanisms to calcu-
late it on the IoT-scale.

A potential solution to natural or-
der ranking could rely on the quality-

c http://db.csail.mit.edu/labdata/labdata.html
d https://data.noaa.gov/datasetsearch/
e https://www.bicing.cat/
f https://github.com/roryhr/taxi-trajectories

on ID, metadata, or content of repre-
sentative IoT content, and return both 
representatives and sensing streams of 
matching things as search results.

Snoogle22 is a representative pro-
totype of this IoTSE class. It resolves 
queries on the textual data stored in 
IoT things to identify and locate the 
relevant things. Essentially, Snoogle 
is a text retrieval system operating on 
distributed, low-powered repositories. 
It utilizes a distributed top-k query al-
gorithm with pruning, based on the 
characteristic of flash memory and 
Bloom filter, to increase the efficiency 
of the operation. The representative of 
matching things, along with their loca-
tion at the query time (that is, dynamic 
information IoT content), is returned 
as search results. 

D → T → R Class IoTSE 
This class of IoTSE resolves queries on 
various aspects of sensing data streams 
and returns the digital representative 
of things possessing the matching 
sensing data streams. Different from 
class D+R→T→R, search engines in 
this class do not consider other fea-
tures of things.

Content-based Sensor Search (CSS)21 
is a representative prototype of this 
class. It searches for IoT-enabled 
sensors that produce measurements 
within a certain range for a certain 
time prior. CSS contacts sensors to 
validate their values during query 
processing instead of collecting IoT 
content a priori. It utilizes time-inde-
pendent prediction models (TIPM) to 
rank sensors based on their probabil-
ity of having the queried state. These 
models assume that a sensor reading, 
which a sensor frequently and contin-
uously reports in the past, has a high-
er probability to be its current read-
ing. The details of the sensor nodes 
providing the matching streams are 
returned as search results. 

F → F Class IoTSE 
This class of IoTSE resolves queries on 
functionality of IoT things. Considering 
the popularity of functionality content in 
real world usage scenarios of IoT (for ex-
ample, smart home), the limited support 
for this IoTSE class is a surprising find-
ing. The lack of public datasets and stan-
dards for functionality content might 
have contributed to this limitation. 

Mrissa et al.10 present a search and 
discovery mechanism for functional-
ities of physical entities. It aims to 
discover and expose high-level func-
tionalities of a physical entity that 
can be realized by a combination of 
its low-level physical capabilities and 
functionalities exposed by other en-
tities in the immediate area. These 
functionalities and capabilities are 
described in a shared ontology. Each 
physical entity queries this ontology 
with a set of SPARQL queries encap-
sulated in Java functions. This work is 
part of the avatar architecture from the 
ASAWoO project.b

R → T → F Class IoTSE 
This class of IoTSE resolves queries 
on the representatives to find relevant 
things and returns functionality of 
those things as search results. Kami-
laris et al.7 propose an IoTSE instance 
that utilizes a DNS-like mechanism 
to search for IoT things and return 
their functionalities. These func-
tionalities are presented as RESTful 
Web services and capable of self-de-
scribing with specifications written 
in the Web Application Description 
Language (WADL).

S → S Class IoTSE 
This class of IoTSE resolves queries on 
static information IoT content. Match-
ing content is returned as search results. 
Microsearch18 is an instance of this Io-
TSE class. It is essentially a downscaled 
information retrieval system operating 
on sensor nodes with very limited com-
puting and storage resources. It indexes 
small textual documents stored in the 
sensor node and returns the top-k docu-
ments that are most relevant to the que-
ry terms given by a search user.

Open Issues
As IoTSE research and engineering is 
a complex and relatively new area, re-
searchers and practitioners face several 
types of technical challenges. Here, we 
discuss four open issues, derived from 
the existing literature, that affect most 
classes of IoTSE.

Building datasets for IoTSE re-
search. Large-scale, open datasets that 
contain IoT content, sample queries, 
and ground truth, are critical to Io-

b https://liris.cnrs.fr/asawoo/doku.php

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=72&exitLink=http%3A%2F%2Fdb.csail.mit.edu%2Flabdata%2Flabdata.html
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=72&exitLink=https%3A%2F%2Fdata.noaa.gov%2Fdatasetsearch%2F
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=72&exitLink=https%3A%2F%2Fwww.bicing.cat
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=72&exitLink=https%3A%2F%2Fgithub.com%2Froryhr%2Ftaxi-trajectories
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=72&exitLink=https%3A%2F%2Fliris.cnrs.fr%2Fasawoo%2Fdoku.php
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of-service metrics of IoT services. An-
other potential approach could reuse 
the solution of the Web by construct-
ing a network of hidden links between 
IoT things23,24 and applying link analy-
sis algorithms such as Page Rank and 
its variants to devise a natural ordering 
of content in the IoT. 

Security, privacy, trust. IoTSE in-
stances have the potential to detect 
and retrieve anything in the IoT, at 
any place and any time. They bring a 
wide range of benefits to human users 
and software agents but also present 
significant security and privacy risks. 
IoTSE instances can track a person, 
monitor an area without consent,4 
and spy into warehouses of compet-
ing businesses.3 Perpetrators can also 
take advantage of IoTSE to propa-
gate malicious sensing information 
and actuating services. As future IoT 
applications might rely solely on Io-
TSE to acquire IoT content for their 
operation, misleading information 
propagated by IoTSE can have severe 
impacts. For example, by planting 
sensors that imply a restaurant is full, 
competitors can drive it out of busi-
ness. Addressing security, privacy, 
and trust issues, therefore, is arguably 
more critical to the success and adop-
tion of IoTSE compared to perfecting 
its discovery and search algorithms.

Facilitating composition and re-
use of IoTSE solution. Across differ-
ent classes of IoTSE, we have observed 
shared internal operations such as 
content discovery, indexing, and 
searching, albeit with different imple-
mentation to serve different types of 
IoT content. We have also observed the 
overlaps between various meta-paths, 
such as between [D + R → T → R] and 
[D → T → R]. These observations sug-
gest that prior IoTSE instances can be 
reused to improve other instances or 
compose new instances, which might 
utilize a different meta-path.

Realizing composition and reuse 
of IoTSE solutions require a common 
IoTSE architecture and a supporting 
software infrastructure to support the 
development, accumulation of IoTSE 
components, and the engineering of 
IoTSE instances from those compo-
nents. Tran et al.19 propose to utilize 
a shared software library to facilitate 
the development of reusable, compos-
able IoTSE components and support 

the composition of these components 
into operational IoTSE instances. Re-
ducing the constraints of the shared 
library on component developers and 
simplifying the distribution of com-
ponents in an IoTSE instance could 
improve the approach. The Service-
oriented Architecture (SOA) is a po-
tential solution to this problem, due 
to its enforced separation of concern 
between services and its native sup-
port for composition.

Conclusion
Internet of Things Search Engine de-
notes a software system responsible 
for discovering and resolving queries 
on contents of the Internet of Things. 
Due to the diversity of IoT contents, 
developing IoTSE is a complex and 
diverse problem that is still relatively 
immature. This article introduces 
concepts, models, and a classification 
system for IoTSE, which have been 
generated from a structured and com-
prehensive study of the literature on 
IoTSE. We have categorized the latest 
works into eight classes of IoTSE and 
presented four major open issues that 
impact all classes of IoTSE.  
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To handle the complexity and uncer-
tainty present in most real-world prob-
lems, we need AI that is both logical and 
statistical, integrating first-order logic 
and graphical  models. One or the other 

FOR MANY YEARS,  the two dominant paradigms in 
artificial intelligence (AI) have been logical AI and 
statistical AI. Logical AI uses first-order logic and 
related representa tions to capture complex 
relationships and knowledge about the world. 
However, logic-based approaches are often too brittle 
to handle the uncertainty and noise pres ent in many 
applications. Statistical AI uses probabilistic 
representations such as probabilistic graphical 
models to capture uncertainty. However, graphical 
models only represent distributions over 
propositional universes and must be customized to 
handle relational domains. As a result, expressing 
complex concepts and relationships in graphical models 
is often difficult and labor-intensive.

Unifying 
Logical and 
Statistical AI 
with  
Markov Logic

DOI:10.1145/3241978

Markov logic can be used as a general 
framework for joining logical and statistical AI.

BY PEDRO DOMINGOS AND DANIEL LOWD

 key insights
 ˽ Intelligent systems must be able to handle 

the complexity and uncertainty of the real 
world. Markov logic enables this by unifying 
first-order logic and probabilistic graphical 
models into a single representation. Many 
deep architectures are instances of  
Markov logic.

 ˽ A extensive suite of learning and 
inference algorithms for Markov logic has 
been developed, along with open source 
implementations like Alchemy.

 ˽ Markov logic has been applied to natural 
language understanding, information 
extraction and integration, robotics, 
social network analysis, computational 
biology, and many other areas.
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by itself cannot provide the minimum 
functionality needed to support the full 
range of AI applications. Further, the 
two need to be fully integrated, and are 
not simply provided alongside each oth-
er. Most applications require simulta-
neously the expressiveness of first-order 
logic and the robustness of probability, 
not just one or the other. Unfortunately, 
the split between logical and statistical 
AI runs very deep. It dates to the earliest 
days of the field, and continues to be 
highly visible today. It takes a different 
form in each subfield of AI, but it is om-
nipresent. Table 1 shows examples of 
this. In each case, both the logical and 
the statistical approaches contribute 
something important. This justifies the 
abundant research on each of them, but 
also implies that ultimately a combina-
tion of the two is required.

Markov logic7 is a simple yet powerful 
generalization of first-order logic and 
probabilistic graphical models, which 
allows it to build on and integrate the 
best approaches from both logical and 
statistical AI. A Markov logic network 
(MLN) is a set of weighted first-order for-
mulas, viewed as templates for con-
structing Markov networks. This yields a 
well-defined probability distribution in 
which worlds are more likely when they 
satisfy a higher-weight set of ground for-
mulas. Intuitively, the magnitude of the 
weight corresponds to the relative 
strength of its formula; in the infinite-
weight limit, Markov logic reduces to 
first-order logic. Weights can be set by 
hand or learned automatically from 
data. Algorithms for learning or revising 
formulas from data have also been 
developed. Inference algorithms for 

Markov logic combine ideas from prob-
abilistic and logical inference, such as 
Markov chain Monte Carlo, belief propa-
gation, satisfiability, and resolution.

Markov logic has already been used to 
efficiently develop state-of-the-art mod-
els for many AI problems, such as collec-
tive classification, link prediction,  
ontology mapping, knowledge base 
refine ment, and semantic parsing in 
application areas such as the Web, 
social networks, molecular biology, 
information extraction, and others. 
Markov logic makes solving new prob-
lems easier by offering a simple frame-
work for representing well-defined 
probability distributions over uncer-
tain, relational data. Many existing 
approaches can be described by a few 
weighted formulas, and multiple 
approaches can be combined by 
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Deep learning methods9 have led to 
competitive or dominant approaches in 
a growing number of problems. Deep 
learning fits complex, nonlinear func-
tions directly from data. For domains 
where we know something about the 
problem structure, MLNs and other 
graphical models make it easier to cap-
ture background knowledge about the 
domain, sometimes specifying competi-
tive models without having any training 
data at all. Due to their complementary 
strengths, combining deep learning 
with graphical models is an ongoing 
area of research.

First-Order Logic
A first-order knowledge base (KB) is a set 
of sentences or formulas in first-order 
logic. Formulas are constructed using 
four types of symbols: constants, vari-
ables, functions, and predicates. 
Constant symbols represent objects in 
the domain of interest (for example, 
people: Anna, Bob, and Chris). Variable 
symbols range over the objects in the 
domain. Function symbols (MotherOf) 
represent mappings from tuples of 
objects to objects. Predicate symbols 
represent relations among objects in 
the domain (Friends) or attributes of 
objects (Smokes). An interpretation speci-
fies which objects, functions, and rela-
tions in the domain are represented by 
which symbols.

A term is any expression representing 
an object in the domain. It can be a con-
stant, a variable, or a function applied to 
a tuple of terms. For example, Anna, x, 
and GreatestCommonDivisor(x, y) are 
terms. An atomic formula or atom is a 
predicate symbol applied to a tuple of 
terms (for example, Friends(x, 
MotherOf(Anna) ) ). Formulas are recur-
sively constructed from atomic formu-
las using logical connectives and 
quantifiers. If F1 and F2 are formulas, 
the following are also formulas: ¬F1 
(negation), which is true if F1 is false; F1 ∧ 
F2 (conjunction), which is true if both F1 
and F2 are true; F1 ∨ F2 (disjunction), 
which is true if F1 or F2 is true; F1 ⇒ F2 
(implication), which is true if F1 is false or 
F2 is true; F1 ⇔ F2 (equivalence), which is 
true if F1 and F2 have the same truth value; 
∀x F1 (universal quantification), which is 
true if F1 is true for every object x in the 
domain; and ∃x F1 (existential quantifi-
cation), which is true if F1 is true for at 
least one object x in the domain. 

including all of the relevant formulas. 
Many algorithms, as well as sample 
datasets and applications, are available 
in the open source Alchemy system17 
(alchemy.cs.washington.edu).

In this article, we describe Markov 
logic and its algorithms, and show 
how they can be used as a general 
framework for combining logical and 
statistical AI. Before presenting back-
ground and details on Markov logic, 
we first discuss how it relates to other 
methods in AI.

Markov logic is the most widely used 
approach to unifying logical and statis-
tical AI, but this is an active research 
area, and there are many others (see 
Kimmig et al.14 for a recent survey with 
many examples). Most approaches can 
be roughly categorized as either extend-
ing logic programming languages (for 
example, Prolog) to handle uncer-
tainty, or extending probabilistic 
graphical models to handle relational 
structure. Many of these model classes 
can also be represented efficiently as 
MLNs (see Richardson and Domingos32 
for a discussion of early approaches to 
statistical relational AI and how they 
relate to Markov logic). In recent years, 
most work on statistical relational AI 
has assumed a parametric factor (par-
factor)29 representation which is simi-
lar to the weighted formulas in an 
MLN. Probabilistic soft logic (PSL)1 

uses weighted formulas like Markov 
logic, but with a continuous relaxation 
of the variables in order to reason effi-
ciently. In some cases, PSL can be 
viewed as Markov logic with a particular 
choice of approximate inference algo-
rithm. One limitation of PSL’s degree-
of-satisfaction semantics is that more 
evidence does not always make an event 
more likely; many weak sources of evi-
dence do not combine to produce 
strong evidence, even when the sources 
are independent.

Probabilistic programming28 is 
an other paradigm for defining and rea-
soning with rich, probabilistic models. 
Probabilistic programming is a good fit 
for problems where the data is gener-
ated by a random process, and the pro-
cess can be described as the execution 
of a procedural program with random 
choices. Not every domain is well-suited 
to this approach; for example, we may 
wish to describe or predict the behavior 
of people in a social network without 
modeling the complete evolution of that 
network. Inference methods for proba-
bilistic programming languages work 
backwards from the data to reason about 
the processes that generate the data 
and compute conditional probabilities 
of other events. Probabilistic graphical 
models perform similar reasoning, but 
typically have more structure to exploit 
for reasoning at scale.

Table 1. Examples of logical and statistical AI.

Field Logical approach Statistical approach

Knowledge representation First-order logic Graphical models

Automated reasoning Satisfiability testing Markov chain Monte 
Carlo

Machine learning Inductive logic programming Neural networks

Planning Classical planning Markov decision 
processes

Natural language processing Definite clause grammars Probabilistic 
context-free
grammars

Table 2. Example of a first-order knowledge base and MLN.

English First-order logic Weight

“Friends of friends are friends.” ∀x∀y∀z Fr(x, y) ∧ Fr(y, z) ⇒ Fr(x, z) 0.7
“Friendless people smoke.” ∀x (¬(∃y Fr(x, y) ) ⇒ Sm(x) ) 2.3
“Smoking causes cancer.” ∀x Sm(x) ⇒ Ca(x) 1.5
“If two people are friends, then  
 either both smoke or neither does.”

∀x∀y Fr(x, y) ⇒ (Sm(x) ⇔ Sm(y) ) 1.1

Fr() is short for Friends(), Sm() for Smokes(), and Ca() for Cancer().

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=76&exitLink=http%3A%2F%2Falchemy.cs.washington.edu
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Parentheses may be used to enforce pre-
cedence. A positive literal is an atomic for-
mula; a negative literal is a negated atomic 
formula. The formulas in a KB are implic-
itly conjoined, and thus a KB can be 
viewed as a single large formula. A ground 
term is a term containing no variables. A 
ground atom is an atomic formula all of 
whose arguments are ground terms. A 
grounding of a predicate or formula is a 
replacement of all of its arguments by con-
stants (or functions all of whose argu-
ments are constants or other functions, 
recursively, but we consider only the 
case of constants in this article).

A possible world (along with an inter-
pretation) assigns a truth value to each 
possible ground atom.

A formula is satisfiable if and only 
if there is at least one world in which it 
is true.

Determining if a formula is satisfi-
able is only semidecidable. Because of 
this, knowledge bases are often con-
structed using a restricted subset of 
first-order logic with more desirable 
properties.

Table 2 shows a simple KB. Notice 
that although these formulas may be 
typically true in the real world, they 
are not always true. In most domains, it 
is very difficult to come up with non-
trivial formulas that are always true, 
and such formulas capture only a frac-
tion of the relevant knowledge. Thus, 
despite its expressiveness, pure first-
order logic has limited applicability to 
practical AI problems.

Many ad hoc extensions to address 
this have been proposed. In the more 
limited case of propositional logic, the 
problem is well solved by probabilistic 
graphical models such as Markov net-
works, as we describe next. We will later 
show how to generalize these models to 
the first-order case.

Markov Networks
A Markov network (also known as 
Markov random field) represents a joint 
probability distribution over variables 
X = {X1, X2, …, Xn} as a product of factors 
(also known as potential functions):

 (1)

where each φC is a nonnegative, real-
valued function defined over variables 
XC ⊂ X and Z is a normalization con-
stant known as the partition function. 

For convenience, we also define Φ(x) as 
the unnormalized probability distribu-
tion, the product of all potential func-
tions. A Markov network can be 
represented as a graph with one node 
per variable and an undirected edge 
between any two variables that appear 
together in the same factor.

Markov networks are often conve-
niently represented as log-linear models, 
with each potential function replaced 
by an exponentiated weighted sum of 
features of the state, leading to

( ) ( )
 

= =   
∑1

exp j j
j

P X x w f x
Z

 (2)

A feature may be any real-valued func-
tion of the state. We will focus on 
binary features, fj (x) ∈  {0, 1}, typi-
cally indicating if the variables are in 
some particular state or satisfy some 
logical expression.

Markov networks have been suc-
cessfully applied to many problems in 
AI, such as stereo vision, natural lan-
guage translation, information extrac-
tion, machine reading, social network 
analysis, and more. However, Markov 
networks only represent probabil-
ity distributions over propositional 
domains with a fixed set of variables. 
There is no standard language for 
extending Markov networks to vari-
able-sized domains, such as social net-
works over different numbers of people 
or documents with different numbers 
of words. As a result, applying Markov 
networks to these problems is a labor-
intensive process requiring custom 
implementations.

Markov Logic
A first-order KB can be seen as a set of 
hard constraints on the set of possible 
worlds: if a world violates even one for-
mula, it has zero probability. The basic 

idea in Markov logic is to soften these 
constraints: when a world violates one 
formula in the KB, it is less probable, 
but not impossible. The fewer formulas 
a world violates, the more probable it is. 
Each formula has an associated weight 
(for example, see Table 2) that reflects 
how strong a constraint it is: the higher 
the weight, the greater the difference in 
log probability between a world that sat-
isfies the formula and one that does not, 
other things being equal.

Definition 1.32 A Markov logic network 
(MLN) L is a set of pairs (Fi, wi), where Fi is a 
formula in first-order logic and wi is a real 
number. Together with a finite set of con-
stants C = {c1, c2, …, c|C|}, it defines a 
Markov network ML, C (Equations 1 and 2) 
as follows:

ML, C contains one random variable 
for each possible grounding of each atom 
appearing in L. The value of the variable 
is true if the ground atom is true and 
false otherwise.

ML, C contains one feature for each pos-
sible grounding of each formula Fi in L. 
The value of this feature is 1 if the ground 
formula is true and 0 otherwise. The 
weight of the feature is the wi associated 
with Fi in L.

In the graph corresponding to ML, C, 
there is a node for each grounding of 
each atom, and an edge appears between 
two nodes if the corresponding ground 
atoms appear together in at least one 
grounding of one formula in L.

For example, an MLN containing the 
formulas ∀x Smokes(x) ⇒ Cancer(x) 
(smoking causes cancer) and ∀x∀y 
Friends(x, y) ⇒ (Smokes(x) ⇔ Smokes(y) ) 
(friends have similar smoking habits) 
applied to the constants Anna and Bob (or 
A and B for short) yields the ground 
Markov network in Figure 1. Its features 

Figure 1. Ground Markov network obtained by applying an MLN containing the formulas  
∀x Smokes(x) ⇒ Cancer(x) and ∀x∀y Friends(x, y) ⇒ (Smokes(x) ⇔ Smokes(y) ) to the  
constants Anna(A) and Bob(B).

Cancer(A)

Smokes(A)Friends(A,A)

Friends(B,A)

Smokes(B)

Friends(A,B)

Cancer(B)

Friends(B,B)
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P(S(A) |R(A) ) → 1, recovering the logi-
cal entailment.

Bayesian networks, Markov networks, 
and many other propositional models 
frequently used in machine learning 
and data mining can be stated quite 
concisely as MLNs, and combined and 
extended simply by adding the corre-
sponding formulas.32 Most significantly, 
Markov logic facilitates the modeling of 
multi-relational data, where objects are 
not independent but are related in 
diverse and complex ways. Such repre-
sentations are important for social net-
works, biological networks, natural 
language understanding, and more. 
Boltzmann machines and the deep 
 models based on them are special 
cases of Markov networks.

MLN weights can be normalized glob-
ally, as in undirected graphical models, 
or locally, as in directed ones. The latter 
option enables MLNs to handle vari-
able numbers of objects and irrelevant 
objects similar to directed first-order 
formalisms (counter to Russell’s34 claim; 
see also Domingos6). In practice, even 
globally normalized MLNs are quite 
robust to these variations, largely 
because the number of relations per 
object usually varies much less than the 
number of objects, and because factors 
from irrelevant objects cancel out in 
conditional probabilities.

When working with Markov logic, 
we typically make three assumptions 
about the logical representation: dif-
ferent constants refer to different 
objects (unique names), the only 
objects in the domain are those repre-
sentable using the constant and func-
tion symbols (domain closure), and 
the value of each function for each 
tuple of arguments is always a known 
constant (known functions). These 
assumptions ensure the number of pos-
sible worlds is finite and that the 
Markov logic network will give a well-
defined probability distribution. These 
assumptions are quite reasonable in 
most practical applications, and 
greatly simplify the use of MLNs. We 
will make these assumptions in most 
of the remainder of this article, but 
Markov logic can be generalized to 
domains where they do not hold, such 
as those with infinite objects or con-
tinuous random variables.36,37 Open-
world reasoning methods discussed 
by Russell34 can also be applied to 

include Smokes(Anna) ⇒ Cancer(Anna). 
Notice that, although the two formulas 
are false as universally quantified logical 
statements, as weighted features of an 
MLN they capture valid statistical regu-
larities, and in fact represent a standard 
social network model. Notice also that 
nodes and links in the social networks 
are both represented as nodes in the 
Markov network; arcs in the Markov net-
work represent probabilistic dependen-
cies between nodes and links in  
the social network (for example, Anna’s 
smoking habits depend on her friends’ 
smoking habits).

An MLN can be viewed as a template 
for constructing Markov networks. 
From Definition 1 and Equations 1 and 
2, the probability distribution over pos-
sible worlds x specified by the ground 
Markov network ML, C is given by

( ) ( )
=

 
= =   ∑

1

1
exp

F

i i
i

P X x w n x
Z

 (3)

where F is the number of formulas in 
the MLN and ni (x) is the number of 
true groundings of Fi in x. As formula 
weights increase, an MLN increas-
ingly resembles a purely logical KB, 
becoming equivalent to one in the 
limit of all infinite weights. When the 
weights are positive and finite, and all 
formulas are simultaneously satisfi-
able, the satisfying solutions are the 
modes of the distribution represented 
by the ground Markov network. Most 
importantly, Markov logic allows 
contradictions between formulas, 
which it resolves simply by weighing 
the evidence on both sides.

It is interesting to see a simple 
example of how Markov logic general-
izes first-order logic. Consider an 
MLN containing the single formula ∀x 
R(x) ⇒ S(x) with weight w, and C = {A}. 
This leads to four possible worlds: 
{¬R(A), ¬S(A)}, {¬R(A), S(A)}, {R(A), 
¬S(A)}, and {R(A), S(A)}. From 
Equation 3 we obtain that P({R(A), 
¬S(A)}) = 1/(3ew + 1) and the probabil-
ity of each of the other three worlds is 
ew/(3ew + 1). (The denominator is the 
partition function Z; see Markov 
Networks.) Thus, if w > 0, the effect of 
the MLN is to make the world that is 
inconsistent with ∀x R(x) ⇒ S(x) less 
likely than the other three. From the 
probabilities here we obtain that 
P(S(A) |R(A) ) = 1/(1 + e−w). When w → ∞,  

A first-order  
knowledge base  
can be seen as  
a set of hard 
constraints on  
the set of possible 
worlds. The basic 
idea in Markov logic 
is to soften these 
constraints. 
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Markov logic, as Bayesian networks can 
be translated into MLNs.

Inference
Given an MLN model, the questions of 
interest are answered by performing 
inference on it. (For example, “What are 
the topics of these Web pages, given the 
words on them and the links between 
them?”) Because an MLN acts as a tem-
plate for a Markov network, we can 
always apply standard Markov network 
inference methods on the instantiated 
network. However, methods that also 
exploit the logical structure in an MLN 
can yield tremendous savings in mem-
ory and time. We first provide an over-
view of inference in Markov networks, 
and then describe how these methods 
can be adapted to take advantage of the 
MLN structure.

Markov network inference. The 
main inference problem in Markov 
networks is computing the probability 
of a set of query variables Q given some 
evidence E:
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where H = X − Q − E denotes the remain-
ing nonquery, nonevidence variables, Φ 
is the unnormalized product of poten-
tials from Equation 1, and Zq, e and Ze are 
the partition functions of reduced 
Markov networks, where the query and 
evidence variables have been fixed to 
constants. Thus, if we can compute par-
tition functions, then we can answer 
arbitrary probabilistic queries.

In general, computing Z or answer-
ing other queries in a Markov network 
is #P-complete. When the Markov net-
work has certain structural properties, 
such as a tree or tree-like structure, 
inference can be done in polynomial 
time. For network structures with many 
variables and loops, exact inference is 
usually intractable and approximate 
inference algorithms are used instead. 
The two most common approaches to 
approximation are to generate random 
samples through some random pro-
cess that converges to the true distribu-
tion, or to solve a relaxed problem that 
captures as many constraints from the 
original as possible. Examples of the 
former approach include Markov chain 

Monte Carlo (MCMC) and importance 
sampling, and examples of the latter 
include loopy belief propagation and 
variational methods.

Any of these methods could be used 
to perform inference in an MLN after 
instantiating the ground network, and 
many of them have. However, inference 
remains challenging in Markov net-
works and even more challenging in 
MLNs, which are often very large and 
have many loops. Next we will discuss 
on one of the most promising infer-
ence methods to date, which can take 
advantage of logical structure, perform 
exact inference when tractable, and be 
relaxed to perform approximate infer-
ence when necessary.

Weighted model counting. 
Comput ing the partition function in a 
Markov network can be reduced to a 
weight ed model counting (WMC) 
problem. Weig hted model counting 
finds the total weight of all satisfying 
assignments to a logical formula F. 
Following Chavira and Darwiche,2 we 
focus on literal-weighted model count-
ing, in which each literal is assigned a 
real-valued weight and the weight of 
an assignment is the product of the 
weights of its literals.

To represent Z as a WMC problem, 
we need each assignment x to receive 
weight Φ(x). Suppose each potential φi 
(x) evaluates to a constant Θi when a 
logical expression Fi is satisfied and 1 
otherwise. (If the Markov network is not 
already in this form, we can convert it 
efficiently.) To define the WMC prob-
lem, for each potential φi, we introduce 
a literal Ai with weight Θi. We also intro-
duce a logical formula, Ai ⇔ Fi, so that Ai 
is only true when Fi is satisfied. Thus, 
the product of the weights of the Ai liter-
als is exactly the product of the original 
potential functions.

WMC algorithms can then be used to 
solve the problem and compute Z. One 
approach is recursive decomposition, in 
which we break the WMC problem into 
two subproblems, one where some vari-
able xi is fixed to true and one where xi is 
fixed to false. This requires exponential 
time in the worst case, but WMC algo-
rithms can often exploit problem struc-
ture to solve it much faster in practice. 
Another approach is to compile the 
model into a logical form where WMC is 
tractable, such as d-DNNF, and build an 
arithmetic circuit based on it.2 Once 

compiled, the arithmetic circuit can be 
reused for multiple queries.

Probabilistic theorem proving. WMC 
is a natural approach to inference in 
MLNs, as MLNs already use a logical  
representation for their features. How-
ever, MLNs have additional structure to 
exploit: each formula is instantiated 
many times with different combinations of 
constants. For example, suppose we are 
modeling a social network in which each 
pair of people is either friends or not. 
Before introducing any information 
about the individuals, the probability 
that any two people are friends must be 
the same as any other pair. Lifted infer-
ence exploits these symmetries to reason 
efficiently, even on very large domains.29

Probabilistic theorem proving (PTP)8 
applies this idea to perform lifted 
weighted model counting, so that many 
equivalent groundings of the same for-
mula can be counted at once without 
instantiating them. As in the proposi-
tional case, lifted WMC can also be per-
formed by compiling the first-order 
knowledge base to a (lifted) arithmetic 
circuit for repeated querying.5

In some cases, lifted inference lets 
us reason efficiently independent of 
domain size, so that inferring proba-
bilities over millions of constants and 
trillions of ground formulas takes no 
longer than reasoning over hundreds. 
More often, evidence about individual 
constants breaks symmetries, so that 
different groundings are no longer 
exchangeable. The efficiency gains 
from lifting depend on both the struc-
ture of the knowledge base and the 
structure of the evidence.

When there is not enough structure 
and symmetry to perform inference 
exactly, we can replace some of the recur-
sive conditioning steps in PTP with 
sampling.8 This leads to an approximate 
lifted inference algorithm, where sam-
pling is used to estimate the weighted 
count of some of the subformulas.

Learning
Here, we discuss methods for automat-
ically learning weights, refining formu-
las, and constructing new formulas 
from data.

Weight learning. In generative 
learning, the goal is to learn a joint 
pro bability distribution over all 
atoms. A standard approach is to 
maximize the likelihood of the data 
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Either way, we have found it useful to 
start by adding all atomic formulas 
(single atoms) to the MLN. The weights 
of these capture (roughly speaking) 
the marginal distributions of the 
atoms, allowing the longer formulas to 
focus on modeling atom dependen-
cies. To extend this initial model, we 
either repeatedly find the best formula 
using beam search and add it to the 
MLN, or add all “good” formulas of 
length l before trying formulas of 
length l + 1. Candidate formulas are 
formed by adding each predicate 
(negated or otherwise) to each current 
formula, with all possible combina-
tions of variables, subject to the con-
straint that at least one variable in the 
new predicate must appear in the cur-
rent formula. Hand-coded formulas are 
also modified by removing predicates.

A wide variety of other methods for 
MLN structure learning have been 
developed, such as generative learning 
with lifted inference,10 discriminative 
structure learning,11 gradient boost-
ing,13 and generating formulas using a 
Markov network21 or random walks.16 
For the special case where MLN for-
mulas define a relational Bayesian net-
work, consistent Bayesian network 
structure learning methods can be 
extended to consistent structure learn-
ing in the relational setting.35

Applications
MLNs have been used in a wide variety 
of applications, often achieving state-
of-the-art performance. Their greatest 
strength is their flexibility for defining 
rich models in varied domains.

Collective classification. One of the 
most common uses of MLNs is for pre-
dicting the labels of interrelated enti-
ties, as in the friends and smoking 
example. Applications include labeling 
Web pages and predicting protein 
function.3 MLNs can also model collec-
tive classification tasks on sequential 
data, such as segmenting text for infor-
mation extraction.30

Link prediction. A second common 
task is to predict unknown or future 
relationships based on known relation-
ships and attributes. Examples include 
predicting protein interaction,3 pre-
dicting advising relationships in a com-
puter science department,32 and 
predicting work relationships among 
directors and actors.20

through  gradient-based methods. 
Note that we can learn to generalize 
from even a single example because 
the formula weights are shared across 
their many respective groundings. 
This is essential when the training 
data is a single network, such as the 
Web. Given mild assumptions about 
the relational dependencies, maxi-
mizing the likelihood (or pseudo- 
likelihood) of a sufficiently large 
example will recover the parameters 
that generated the data.38

For MLNs, the gradient of the log-
likelihood is the difference between 
the true formula counts in the data 
and the expected counts according to 
the model. When learning a generative 
probability distribution over all atoms, 
even approximating these expecta-
tions tends to be prohibitively expen-
sive or inaccurate due to the large state 
space. Instead, we can maximize 
pseudo-likelihood, which is the condi-
tional probability of each atom in the 
database conditioned on all other 
atoms. Computing the pseudo-likeli-
hood and its gradient does not require 
inference, and is therefore much 
faster. However, the pseudo-likelihood 
parameters may lead to poor results 
when long chains of inference are 
required. In order to combat overfit-
ting, we penalize each weight with a 
Gaussian prior, but for simplicity, we 
ignore that in what follows.

In many applications, we know a pri-
ori which atoms will be evidence and 
which ones will be queried. For these 
cases, discriminative learning optimizes 
our ability to predict the query atoms Y 
given the evidence X. A common 
approach is to maximize the conditional 
likelihood of Y given X,

( ) ( )1
| exp ,

Y
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where FY is the set of all MLN formulas 
with at least one grounding involving a 
query atom, and ni (x, y) is the number 
of true groundings of the ith formula 
involving query atoms. The gradient of 
the conditional log-likelihood is
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where the sum is over all possible data-
bases y′, and Pw (y′|x) is P (y′|x) com-
puted using the current weight vector 
w = (…, wi, …). In other words, the ith 
component of the gradient is simply 
the difference between the number of 
true groundings of the ith formula in 
the data and its expectation according 
to the current model.

When computing the expected 
counts Ew[ni (x, y′)] is intractable, we 
can approximate them using either 
the MAP state (that is, the most prob-
able state of y given x) or by averaging 
over several samples from MCMC. We 
obtain the best results by applying a 
version of the scaled conjugate gradi-
ent algorithm. We use a small number 
of samples from MCMC to approxi-
mate the gradient and Hessian 
matrix, and use the inverse diagonal 
Hessian as a preconditioner (see 
Lowd and Domingos18 for more 
details and results).

MLN weights can also be learned 
with a max-margin approach, similar to 
structural support vector machines.11

Structure learning. The structure of a 
MLN is the set of formulas to which we 
attach weights. Although these formulas 
are often specified by one or more 
experts, such knowledge is not always 
accurate or complete. In addition to 
learning weights for the provided for-
mulas, we can revise or extend the MLN 
structure with new formulas learned 
from data. We can also learn the entire 
structure from scratch. The inductive 
logic programming (ILP) community 
has developed many methods for this 
purpose.4 ILP algorithms typically 
search for rules that have high accu-
racy, or high coverage, among others. 
However, because an MLN represents 
a probability distribution, much better 
results are obtained by using an evalu-
ation function based on pseudo-likeli-
hood.15 Log-likelihood or conditional 
log-likelihood are potentially better 
evaluation functions, but are much 
more expensive to compute.

Most structure learning algorithms 
focus on clausal knowledge bases, in 
which each formula is a disjunction of 
literals (negated or nonnegated 
atoms). The classic approach is to 
begin with either an empty network or 
an existing KB and perform a combi-
natorial search for formulas that 
improve the pseudo-likelihood.15 
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Knowledge base mapping, integration, 
and refinement. Reasoning about the 
world requires combining diverse sources 
of uncertain information, such as noisy 
KBs. MLNs can easily represent KBs 
and soft constraints on the knowledge 
they represent: facts and rules in the 
knowledge base can be represented 
directly as atoms and formulas in the 
MLN. Ontology alignment can then be 
formulated as a link prediction prob-
lem, predicting which concepts in one 
ontology map to which concepts in the 
other. MLN formulas enforce structural 
similarity, so that related concepts in 
one ontology map to similarly related 
concepts in the other.23 Similar rules 
can be used for knowledge base refine-
ment, automatically detecting and cor-
recting errors in uncertain knowledge 
by enforcing consistency among classes 
and relations.12

Semantic network extraction (SNE). 
A semantic network is a type of KB con-
sisting of a collection of concepts and 
relationships among them. The SNE39  
system uses Markov logic to define a 
probability distribution over semantic 
networks. The MLN entities are the 
relation and object symbols from 
extracted tuples and the cluster 
assignments that group them into 
concepts and relationships. The MLN 
rules state that the truth of an 
extracted relationship depends on the 
clusters of the objects and relation 
involved. SNE uses a specialized bot-
tom-up clustering algorithm to find 
the semantic clusters for objects and 
relations. This lets SNE scale to dis-
cover thousands of clusters over mil-
lions of tuples in just a few hours.

Semantic parsing. The goal of 
semantic parsing is to map sentences 
to logical forms representing the same 
information. The resulting informa-
tion can be used to build a medical KB 
from PubMed abstracts, infer the 
meaning of a news article, or answer 
questions from an encyclopedia entry. 
Unsupervised semantic parsing31 
learns to map dependency trees from 
sentences to their logical forms with-
out any explicitly annotated data. The 
USP system does this by recursively 
clustering expressions (lambda 
forms) with similar subexpressions. 
The MLN for this includes four rules: 
one to cluster expressions into “core 
forms,” and three to cluster their 

arguments into “argument forms” of 
some type and number. A clustering is 
more probable if expressions in the 
same cluster tend to have the same 
number of subexpressions as each 
other and those subexpressions are in 
the same clusters. As with SNE, USP 
uses a clustering algorithm to learn 
and reason more efficiently.

Extensions
Beyond the capabilities described 
here, Markov logic has been extended 
in a variety of ways to satisfy addi-
tional properties or accommodate 
different domains.

For decision theoretic problems, we 
can extend MLNs to Markov logic deci-
sion networks (MLDNs) by attaching a 
utility to each formula as well as a 
weight.22 The utility of a world is the 
sum of the utilities of its satisfied for-
mulas. The optimal decision is the set-
ting of the action predicates that jointly 
maximizes expected utility.

Domains with continuous as well as 
discrete variables can be handled by  
hybrid Markov logic networks (HMLNs).37  
HMLNs allow numeric properties of 
objects as nodes, in addition to Boolean 
ones, and numeric terms as features, in 
addition to logical formulas. For exam-
ple, to reason about distances, we can 
introduce the numeric property 
Distance(x, y). To state that a car should 
be centered in a lane, we can add terms 
such as:

Car(c)∧LeftLine(l) ∧RightLine(r)  
 ⇒ −(Dist(c, l)−Dist(c, r) )2

When c is a car, l is the left lane bound-
ary, and r is the right lane boundary, this 
term penalizes differences between the 
distance to the left and right boundar-
ies. Inference algorithms for HMLNs 
combine ideas from satisfiability testing, 
slice-sampling MCMC, and numerical 
optimization. Weight learning algo-
rithms are straightforward extensions 
of ones for MLNs.

Markov logic can be extended to infi-
nite domains using Gibbs measures, 
the infinite-dimensional extension of 
Markov networks.36 An MLN in an infi-
nite domain is locally finite if each 
ground atom appears in a finite num-
ber of ground formulas. Local finite-
ness guarantees the existence of a 
probability measure; when the 

The goal of 
semantic parsing  
is to map sentences 
to logical forms 
representing the 
same information. 
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The oldest MLN toolkit is 
Alchemy,17 currently in version 2. 
Compared to other toolkits, Alchemy 
offers the widest variety of algorithms, 
such as multiple methods for genera-
tive and discriminative weight learn-
ing, structure learning, and marginal 
and MAP inference. Tuffy25 offers a 
subset of Alchemy’s features but 
obtains greater scalability by using a 
database to keep track of groundings. 
Tuffy is the basis of DeepDive,26 a sys-
tem for information extraction, inte-
gration, and prediction built on 
Markov logic. Other implementations 
of Markov logic include Markov the-
beast33 and RockIt.27

When applying Markov logic to new 
problems, it is usually best to start with 
a simple model on a small amount of 
data. High-arity predicates and formu-
las may have a large number of ground-
ings, resulting in large models, high 
memory use, and slow inference. It is 
important to determine which model-
ing choices are most important for 
making accurate predictions and how 
expensive they are. Lifted inference 
techniques or customized grounding 
or inference methods can help good 
models scale to larger data.

When choosing the MLN structure, 
domain knowledge about the relevant 
relationships is a good place to start. 
When such knowledge is available, it is 
usually better to use it than to learn the 
structure from scratch. As with other 
knowledge engineering problems, 
there are often several ways to repre-
sent the same knowledge, and some 
representations may work better than 
others. For example, a relationship 
between smoking and cancer could be 
represented as equivalence (Smokes(A) 
⇔ Cancer(A) ), implication (Smokes(A) ⇒ 
Cancer(A) and Cancer(A) ⇒ Smokes(A) ), 
or conjunction (Smokes(A) ∧ Cancer(A) 
and ¬Smokes(A) ∧ ¬Cancer(A) ).

Conclusion and Directions  
for Future Research
Markov logic offers a simple yet powerful 
representation for AI problems in many 
domains. As it generalizes first-order 
logic, Markov logic can easily model the 
full relational structure present in many 
problems, such as multiple relations and 
attributes of different types and arities, 
relational concepts such as transitivity, 
and background knowledge in first-order 

interactions are not too strong, the 
measure is unique as well. Nonunique 
MLNs may still be useful for model-
ing large systems with strong interac-
tions, such as social networks with 
strong word-of-mouth effects. In such 
cases, we can analyze the different 
“phases” of a nonunique MLN and 
define a satisfying measure to reason 
about entailment.

Recursive Markov logic networks or 
recursive random fields (RRFs)19 extend 
MLNs to multiple layers by replacing 
the logical formulas with MLNs, which 
can themselves have nested MLNs as 
features, for as many levels or layers as 
necessary. RRFs can compactly repre-
sent distributions such as noisy DNF, 
rules with exceptions, and m-of-all 
quantifiers. RRFs also allow more flexi-
bility in revising or learning first-order 
representations through weight learn-
ing. An RRF can be seen as a type of 
deep neural network, in which the node 
activation function is exponential and 
the network is trained to maximize the 
joint likelihood of its input. In other 
ways, an RRF resembles a deep 
Boltzmann machine, but with no hid-
den variables to sum out.

Tractable Markov logic (TML)24 is a 
probabilistic description logic where 
inference time is linear for all mar-
ginal, conditional, and MAP queries. 
TML defines objects in terms of class 
and part hierarchies, and allows 
objects to have probabilistic attri-
butes, probabilistic relations between 
their subparts, and probabilistic exis-
tence. Tractability is ensured by hav-
ing a direct mapping between the 
structure of the KB and the computa-
tion of its partition function: each split 
of a class into subclasses corresponds 
to a sum, and each split of a part into 
subparts corresponds to a product.

Getting Started with Markov Logic
If you would like to try out Markov logic 
for yourself, there are several open 
source software packages for learning or 
reasoning with MLNs. In some cases, 
software for learning and reasoning 
with Markov networks or conditional 
random fields can also be used; how-
ever, the task of translating from an 
MLN to a ground Markov network is left 
to you, and standard algorithms do not 
exploit the structure and symmetries 
present in MLNs.

When choosing 
the MLN structure, 
domain knowledge 
about the relevant 
relationships is  
a good place  
to start.
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logic. And as it generalizes probabilistic 
graphical models, Markov logic can effi-
ciently represent uncertainty in the con-
cepts, attributes, relationships, among 
others required by most AI applications.

For future research, one of the most 
important directions is improving the 
efficiency of inference. Lifted inference 
algorithms obtain exponential speed-
ups by exploiting relational symme-
tries, but can fail when these 
symmetries are broken by evidence or 
more complex structures. Tractable 
Markov logic guarantees efficient infer-
ence but constrains model structure. 
More research is needed to make rea-
soning work well in a wider range of 
models. Because most learning meth-
ods rely on inference, this will lead to 
more reliable learning methods as well.

A second key direction is enriching 
the representation itself. Markov 
logic is built on first-order logic, 
which is not always the best way to 
compactly encode knowledge, even 
in logical domains. For example, con-
cepts such as “every person has at 
least five friends” are difficult to 
express with standard first-order con-
nectives and quantifiers. Markov logic 
has been extended to handle decision 
theory, continuous variables, and 
more. Some new applications may 
require new extensions.

We hope that Markov logic will be 
of use to AI researchers and practitio-
ners who wish to have the full spec-
trum of logical and statistical 
inference and learning techniques at 
their disposal, without having to 
develop every piece themselves. We 
also hope that Markov logic will 
inspire development of even richer 
representations and more powerful 
algorithms to further integrate and 
unify diverse AI approaches and 
applications. More details on Markov 
logic and its applications can be 
found in Domingos and Lowd.7
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TO KEEP UP with demand and ensure us-
ers get quick access to information on 
the World Wide Web, Internet service 
providers have been adding capacity 
continuously, interconnecting more 
users and companies and at faster 
speeds. For home users, the progres-
sion has seen capacity increase from 
dial-up (56Kbps) to fiber (1Gbps), while 
for mobile users cellular speeds have 
increased from GPRS (~100Kbps) to 
LTE (~100Mbps).

As with Moore’s Law for computing, 
and despite continuous investment 
in capacity, we have reached a point 
where adding more capacity will not 
necessarily make the Web faster. The 
fundamental reason is that propaga-
tion latency—the time it takes informa-
tion to travel from one point to another 
on the Internet—is lower bounded by 
the time it takes light to travel the same 
distance, and thus cannot be lowered. 

The time required to download a 
small Web page is dominated by prop-
agation latency between the client and 
the server, and not throughput. If a 
client from Bucharest wishes to visit a 
Web page hosted in Silicon Valley, the 
download time will be lower bounded 
by round-trip time, which is the laten-
cy to cross the Atlantic twice and can-
not be faster than 100ms. In practice, 
latency is quite a bit higher than this 
theoretical optimum.

To reduce this latency, content dis-
tribution networks (such as Akamai) ap-
peared around 2000 that placed servers 
all around the globe to move content 
physically closer to users. In my exam-
ple, the content hosted in Silicon Valley 
would be replicated on CDN servers in 
Romania such that the client can reach 
the content in tens instead of hundreds 
of milliseconds. CDNs are now ubiqui-
tous, but they do not solve the latency 
problem completely: they work really 
well for static content, but less so for dy-
namically generated content. 

More importantly, the protocols 
sending information over the Internet 

have not been optimized for latency, 
and require many round-trip times 
between the client and the server to 
download a Web page. In fact, to down-
load a small Web page over the preva-
lent transport protocol stack (HTTP2 
running over TLS version 1.2 over TCP) 
requires at least four RTTs, severely 
inflating Web latency. Higher laten-
cies lead to disgruntled users and less 
business, so there is a strong push to 
reduce Web latency. 

To reduce the number of RTTs and 
thus Web latency, non-trivial changes to 
the base protocols (HTTP, TLS, and TCP) 
are required. While capacity enhance-
ments or CDN deployments were imple-
mented by a single entity (for example, 
ISPs), protocol changes require multiple 
stakeholders to agree as they first require 
standardization, then implementation 
by multiple operating systems and fi-
nally deployment on user devices. Fol-
lowing this approach, changes to TCP 
were introduced over the past six years 
to allow zero-RTT connection setup and 
TLS version 1.3 is significantly faster 
than 1.2. Unfortunately, such changes to 
existing protocols have limited impact 
because they must obey the layered ar-
chitecture (HTTP/TLS/TCP), they need 
to support legacy applications, and re-
quire huge development resources and 
many years to get deployed.

QUIC is a novel protocol proposed by 
Google that reduces latency by replacing 
the entire HTTP/TLS/TCP stack with a 
single protocol that runs on top of UDP. 
The key benefit of running atop UDP is 
the protocol stack can be implemented 
as a user-space application, rather than 
in the kernel as needed when chang-
ing TCP, for instance. This implies that 
QUIC protocol changes can be pushed 
as easily as changing an application. 

Google’s QUIC approach is radi-
cal because it bypasses all the hurdles 
faced by incremental protocol chang-
es: as Google controls both the servers 
and the client stack it can simply imple-
ment the protocol and deploy it both 

on its servers and the clients (through 
Chrome), as often as it wishes, without 
external factors delaying the process. 
QUIC was first deployed in 2012 and 
has since been continuously updated. 
Today, QUIC is widely used and it car-
ries a large fraction of Google’s traffic; 
it is also undergoing standardization 
to enable other companies to use it, 
but standardization follows deploy-
ment, not the reverse. 

QUIC’s organic development has 
left people scratching their heads in 
both the research and standardization 
communities. QUIC’s advocates point 
to impressive performance numbers 
in its favor, mostly reported by Google. 
Its detractors complain about the lack 
of justification for the chosen protocol 
mechanisms, and in general the lack 
of understanding of the reasons why 
QUIC outperforms TCP; the argument 
is that without such understanding, 
QUIC’s gains could prove elusive when 
the network evolves in the future. 

The following paper is a bold at-
tempt to unearth the reasons why 
QUIC works better than TCP. The au-
thors provide a unique and compre-
hensive insight into QUIC’s behavior 
and how it compares to HTTP2/TLS/
TCP. In contrast to many other stud-
ies of QUIC’s performance, the work 
by Kakhki et al. does not only focus 
on the latest version of QUIC, but ex-
amines all versions comparatively, 
contrasting code changes to varying 
performance. Furthermore, the pa-
per fights the lack of documentation 
by extracting the QUIC state machine 
from the code itself. The work is inter-
esting because it sets the basis for a 
thorough understanding of why QUIC 
works so well and it should be equally 
interesting for computer science re-
searchers outside networking. 
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Evolving Transport Protocols
By Arash Molavi Kakhki,* Samuel Jero, David Choffnes, Cristina Nita-Rotaru, and Alan Mislove

Abstract
Google’s Quick UDP Internet Connections (QUIC) proto-
col, which implements TCP-like properties at the applica-
tion layer atop a UDP transport, is now used by the vast 
majority of Chrome clients accessing Google properties 
but has no formal state machine specification, limited 
analysis, and ad-hoc evaluations based on snapshots of the 
protocol implementation in a small number of environ-
ments. Further frustrating attempts to evaluate QUIC is the 
fact that the protocol is under rapid development, with 
extensive rewriting of the protocol occurring over the scale 
of months, making individual studies of the protocol obso-
lete before publication.

Given this unique scenario, there is a need for alterna-
tive techniques for understanding and evaluating QUIC 
when compared with previous transport-layer protocols. 
First, we develop an approach that allows us to conduct 
analysis across multiple versions of QUIC to understand 
how code changes impact protocol effectiveness. Next, we 
instrument the source code to infer QUIC’s state machine 
from execution traces. With this model, we run QUIC in a 
large number of environments that include desktop and 
mobile, wired and wireless environments and use the 
state machine to understand differences in transport- 
and application-layer performance across multiple ver-
sions of QUIC and in different environments. QUIC 
generally outperforms TCP, but we also identified perfor-
mance issues related to window sizes, re-ordered packets, 
and multiplexing large number of small objects; further, 
we identify that QUIC’s performance diminishes on 
mobile devices and over cellular networks.

1. INTRODUCTION
Transport-layer congestion control is one of the most impor-
tant elements for enabling both fair and high utilization of 
Internet links shared by multiple flows. As such, new trans-
port-layer protocols typically undergo rigorous design, anal-
ysis, and evaluation—producing public and repeatable 
results demonstrating a candidate protocol’s correctness 
and fairness to existing protocols—before deployment in 
the Operating System (S) kernel at scale.

Because this process takes time, years can pass between 
development of a new transport-layer protocol and its wide 
deployment in operating systems. In contrast, developing 
an application-layer transport (i.e., one not requiring OS 

The original version of this paper was published in the 
Proceedings of the 2017 ACM Internet Measure Conference 
(London, U.K., Nov. 1–3, 2017).

kernel support) can enable rapid evolution and innovation 
by requiring only changes to application code, with the 
potential cost due to performance issues arising from pro-
cessing packets in userspace instead of in the kernel.

The Quick UDP Internet Connections (QUIC) protocol, 
initially released by Google in 2013,4 takes the latter 
approach by implementing reliable, high-performance, 
in-order packet delivery with congestion control at the 
application layer (and using UDP as the transport layer).a 
Far from just an experiment in a lab, QUIC is supported 
by all Google services and the Google Chrome browser; as 
of 2016, more than 85% of Chrome requests to Google serv-
ers use QUIC.21 b In fact, given the popularity of Google 
services (including search and video), QUIC now repre-
sents a substantial fraction (estimated at 7%15) of all 
Internet traffic. While initial performance results from 
Google show significant gains compared to TCP for the 
slowest 1% of connections and for video streaming,9 
there have been very few repeatable studies measuring 
and explaining the performance of QUIC compared with 
standard HTTP/2+TCP.8, 11, 17 In addition to Google’s 
QUIC, an IETF working group established in 2016 is 
working on standardizing QUIC and there are more than 
20 QUIC implementations in progress.2 Our study focuses 
on Google’s QUIC implementation.

Our overarching goal is to understand the benefits and 
tradeoffs that QUIC provides. In this work, we address a 
number of challenges to properly evaluate QUIC and make 
the following key contributions.

First, we identify a number of pitfalls for application-
layer protocol evaluation in emulated environments and 
across multiple QUIC versions. Through extensive cali-
bration and validation, we identify a set of configuration 
parameters that fairly compare QUIC, as deployed by 
Google, with TCP-based alternatives.

Second, we develop a methodology that automatically 
generates network traffic to QUIC- and TCP-supporting 
servers in a way that enables head-to-head comparisons. 
Further, we instrument QUIC to identify the root causes 

* Work done while at Northeastern University.

a It also implements TLS and SPDY, as described in the next section.
b Newer versions of QUIC running on servers are incompatible with older 
clients, and ISPs sometimes block QUIC as an unknown protocol. In such 
cases, Chrome falls back to TCP.
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quickly and at scale. On the other hand, changing applica-
tion-layer code can be done relatively easily, particularly 
when client and server code are controlled by the same 
entity (e.g., in the case of Google). As such, QUIC is imple-
mented at the application layer to allow Google to more 
quickly modify and deploy new transport-layer optimiza-
tions at scale.

Second, to avoid privacy violations as well as transpar-
ent proxying and content modification by middleboxes, 
QUIC is encrypted end-to-end, protecting not only the 
application-layer content (e.g., HTTP) but also the transport-
layer headers.

QUIC features. QUIC implements several optimizations 
and features borrowed from existing and proposed TCP, 
TLS, and HTTP/2 designs. These include:

• “0-RTT” connection establishment: Clients that have pre-
viously communicated with a server can start a new ses-
sion without a three-way handshake, using limited 
state stored at clients and servers.

• Reduced “head of line blocking”: HTTP/2 allows multiple 
objects to be fetched over the same connection, using 
multiple streams within a single flow. If a loss occurs in 
one stream when using TCP, all streams stall while 
waiting for packet recovery. In contrast, QUIC allows 
other streams to continue to exchange packets even if 
one stream is blocked due to a missing packet.

• Improved congestion control: QUIC implements better 
estimation of connection Round-trip Time (RTTs) and 
detects and recovers from loss more efficiently.

Other features include forward error correctiond and 
improved privacy and flow integrity compared to TCP.

Most relevant to this work are the congestion and flow 
control enhancements over TCP, which have received sub-
stantial attention from the QUIC development team. QUIC 
currentlye uses the Linux TCP Cubic congestion control 
implementation,20 and adds with several new features. 
Specifically, QUIC’s ACK implementation eliminates ACK 
ambiguity, which occurs when TCP cannot distinguish 
losses from out-of-order delivery. It also provides more 
precise timing information that improves bandwidth and 
RTT estimates used in the congestion control algorithm. 
QUIC includes packet pacing to space packet transmis-
sions in a way that reduces bursty packet losses, tail loss 
probes12 to reduce the impact of losses at the end of flows, 
and proportional rate reduction16 to mitigate the impact of 
random loss on performance.

2.1. Related work
QUIC emulation results. Several papers explore QUIC per-
formance and compare it with TCP.8, 11, 17 However, prior 
work have a number of shortcomings including lack of 
proper configuration of QUIC, limited test environments, 

behind observed performance differences and to generate 
inferred state machine diagrams. We make this code (and 
our dataset) publicly available at http://quic.ccs.neu.edu.

Third, we conduct tests using a variety of emulated net-
work conditions, against our own servers and those run by 
Google, from both desktop and mobile-phone clients, and 
using multiple historical versions of QUIC. This analysis 
allows us to understand how QUIC performance evolved 
over time, and to determine how code changes impact rel-
evant metrics. In doing so, we produce the first state 
machine diagrams for QUIC based on execution traces.

Summary of findings. Our key findings covered in this 
article are as follows:

• In the desktop environment, QUIC outperforms 
TCP+HTTPS in nearly every scenario. This is due to fac-
tors that include 0-RTT connection establishment and 
recovering from loss quickly.

• QUIC is sensitive to out-of-order packet delivery. QUIC 
interprets such behavior as loss and performs signifi-
cantly worse than TCP in many scenarios.

• QUIC’s performance gains are diminished on phones 
due to its reliance on application-layer packet processing 
and encryption.

• QUIC outperforms TCP in scenarios with fluctuating 
bandwidth. This is because QUIC’s Acknowledgment 
(ACK) implementation eliminates ACK ambiguity, result-
ing in more precise RTT and bandwidth estimations.

• When competing with TCP flows, QUIC is unfair to TCP 
by consuming more than twice its fair share of the bot-
tleneck bandwidth.

• QUIC performance has improved since 2016 mainly 
due to a change from a conservative maximum conges-
tion window to a much larger one.

• We identified a bug affecting the QUIC server included 
in Chromium version 52 (the stable version at the time 
of our experiments), where the initial congestion win-
dow and Slow Start threshold led to poor performance 
compared with TCP.

2. BACKGROUND AND RELATED WORK
Google’s QUIC protocol is an application-layer transport 
protocol that is designed to provide high performance, reli-
able in-order packet delivery, and encryption.4 The protocol 
was introduced in 2013, and has undergone rapid develop-
ment by Google developers. QUIC is included as a separate 
module in the Chromium source; at the time of our experi-
ments, the latest stable version of Chrome is 60, which sup-
ports QUIC versions up to 37.12 versions of QUIC have been 
released during our study, that is, between September 2015 
and January 2017.c

QUIC motivation. The design of QUIC is motivated 
largely by two factors. First, experimenting with and 
deploying new transport layers in the OS is difficult to do 

c Throughout this paper, unless stated otherwise, we use QUIC version 34, 
which we found to exhibit identical performance to versions 35 and 36. 
Changelogs and source code analysis confirm that none of the changes 
should impact protocol performance.

d This feature allows QUIC to recover lost packets without needing retrans-
missions. Due to poor performance it is currently disabled.22

e Google is developing a new congestion control called BBR,10 which is not 
yet in general deployment.
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and absence of root cause analysis for reported observa-
tions. We refer the reader to out full paper14 for detailed dis-
cussion on these works.

Google-reported QUIC performance. The only large-
scale performance results for QUIC in production come 
from Google. This is mainly due to the fact that at the time 
of writing, Google is the only organization known to have 
deployed the protocol in production. Google claims that 
QUIC yields a 3% improvement in mean page load time 
(PLT) on Google Search when compared to TCP, and that 
the slowest 1% of connections load one second faster 
when using QUIC.9 In addition, in a recent paper15 Google 
reported that on average, QUIC reduces Google search 
latency by 8% and 3.5% for desktop and mobile users 
respectively and reduces video rebuffer time by 18% for 
desktop and 15.3% for mobile users. Google attributes 
these performance gains to QUIC’s lower-latency connec-
tion establishment (described below), reduced head-of-
line blocking, improved congestion control, and better 
loss recovery.

In contrast to our work, Google-reported results are 
aggregated statistics that do not lend themselves to repeat-
able tests or root cause analysis. This work takes a comple-
mentary approach, using extensive controlled experiments in 
emulated and operational networks to evaluate Google’s per-
formance claims (Section 4) and root cause analysis to explain 
observed performance.

3. METHODOLOGY
We now describe our methodology for evaluating QUIC and 
comparing it to the combination of HTTP/2, TLS, and TCP. 
The tools we developed for this work and the data we col-
lected are publicly available.

3.1. Testbed
We conduct our evaluation on a testbed that consists of a 
device machine running Google’s Chrome browserf con-
nected to the Internet through a router under our control 
(Figure 1). The router runs OpenWRT (Barrier Breaker 
14.07, Linux OpenWrt 3.10.49) and includes Linux’s Traffic 
Control and Network Emulation tools, which we use to 
emulate network conditions including available band-
width, loss, delay, jitter, and packet reordering.

Our clients consist of a desktop (Ubuntu 14.04, 8GB mem-
ory, Intel Core i5 3.3GHz) and two mobile devices: a Nexus 6 
(Android 6.0.1, 3GB memory, 2.7GHz quad-core) and a 
MotoG (Android 4.4.4, 1GB memory, 1.2GHz quadcore).

Our servers run on Amazon EC2 (Kernel 4.4.0-34-generic, 
Ubuntu 14.04, 16GB memory, 2.4GHz quad-core) and support 
HTTP/2 over TCP (using Cubic and the default linux TCP 
stack configuration) via Apache 2.4 and over QUIC using the 
standalone QUIC server provided as part of the Chromium 
source code. To ensure comparable results between protocols, 
we run our Apache and QUIC servers on the same virtual 
machine and use the same machine/device as the client. We 
increase the UDP buffer sizes if necessary to ensure there are 
no networking bottlenecks caused by the OS. As we discuss in 
Section 4.1, we configure QUIC so it performs identically to 
Google’s production QUIC servers.

QUIC uses HTTP/2 and encryption on top of its reliable 
transport implementation. To ensure a fair comparison, we 
compare QUIC with HTTP/2 over TLS, atop TCP. Throughout 
this paper we refer to such measurements that include 
HTTP/2+TLS+TCP as “TCP”.

Our servers add all necessary HTTP directives to avoid any 
caching of data. We also clear the browser cache and close all 
sockets between experiments to prevent “warmed up” con-
nections from impacting results. However, we do not clear 
the state used for QUIC’s 0-RTT connection establishment.

3.2. Experiments and performance metrics
Experiments. Unless otherwise stated, for each evaluation 
scenario (network conditions, client, and server) we conduct 
at least 10 measurements of each transport protocol (TCP 
and QUIC). To mitigate any bias from transient noise, we 
run experiments in 10 rounds or more, each consisting of a 
download using TCP and one using QUIC, back-to-back. We 
present the percent differences in performance between 
TCP and QUIC and indicate whether they are statistically 
significant. All tests are automated using Python scripts and 
Chrome’s debugging tools. We use Android Debug Bridge 
for automating tests running on mobile phones.

Application. We test QUIC performance using the Chrome 
browser that currently integrates the protocol.

For Chrome, we evaluate QUIC performance using Web 
pages consisting of static HTML that references JPG images 
(various number and sizes of images) without any other object 
dependencies or scripts. While previous work demonstrates 
that many factors impact load times and user-perceived per-
formance for typical, popular Web pages,3, 18, 23 the focus of this 
work is only on transport protocol performance. Our choice of 
simple pages ensures that PLT measurements reflect only the 
efficiency of the transport protocol and not browser-induced 
factors such as script loading and execution time. 
Furthermore, our simple Web pages are essential for isolat-
ing the impact of parameters such as size and number of 
objects on QUIC multiplexing. We leave investigating the 
effect of dynamic pages on performance for future work.

Performance metrics. We measure throughput, “page 
load time” (i.e., the time to download all objects on a page), 
and video quality metrics that include time to start, rebuffer-
ing events, and rebuffering time. For Web content, we use 

Client’s machine ServerClient’s machine ServerRouter (running
network emulator)

Internet

Figure 1. Testbed setup. The server is an EC2 virtual machine 
running both QUIC and Apache server. The empirical RTT from client 
to server is 12ms and loss is negligible.

f The only browser supporting QUIC at the time of this writing.

g Chrome “races” TCP and QUIC connections for the same server and uses 
the one that establishes a connection first. As such, the protocol used may 
vary from the intended behavior.
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to investigate the states visited and transitions between 
them at runtime.

Figure 2a shows the QUIC state machine automatically 
generated using traces from executing QUIC across all of 
our experiment configurations. The diagram reveals behav-
iors that are common to standard TCP implementations, 
such as connection start (Init, SlowStart), con gestion 
avoidance (CongestionAvoidance), and receiver-limited 
connections (ApplicationLimited). QUIC also includes 
states that are non-standard, such as a maximum sending 
rate (CongestionAvoidanceMaxed), tail loss probes, and 
proportional rate reduction during recovery.

Note that capturing the empirical state machine 
requires instrumenting QUIC’s source code with log mes-
sages that capture transitions between states. In total, this 
required adding 23 lines of code in five files. While the ini-
tial instrumentation required approximately 10 hours, 
applying the instrumentation to subsequent QUIC ver-
sions required only about 30 minutes. To further demon-
strate how our approach applies to other congestion 
control implementations, we instrumented QUIC’s exper-
imental BBR implementation and present its state transi-
tion diagram in our full paper.14 This instrumentation 
took approximately 5 hours. Thus, our experience shows 
that our approach is able to adapt to evolving protocol ver-
sions and implementations with low additional effort.

We used inferred state machines for root cause analy-
sis of performance issues. In later sections, we demon-
strate how they helped us understand QUIC’s poor 
performance on mobile devices and in the presence of 
deep packet reordering.

Fairness. An essential property of transport-layer proto-
cols is that they do not consume more than their fair share of 
bottleneck bandwidth resources. Absent this property, an 
unfair protocol may cause performance degradation for 
competing flows. We evaluated whether this is the case for 
the following scenarios, and present aggregate results over 
10 runs in Table 1. We expect that QUIC and TCP should be 
relatively fair to each other because they both use the Cubic 
congestion control protocol. However, we find this is not the 
case at all.

• QUIC vs. QUIC. We find that two QUIC flows are fair 
to each other. We also found similar behavior for two 
TCP flows.

Chrome’s remote debugging protocol1 to load a page and 
then extract HARs19 that include all resource timings and 
the protocol used (which allows us to ensure that the correct 
protocol was used for downloading an objectg).

4. ANALYSIS
In this section, we conduct extensive measurements and 
analysis to understand and explain QUIC performance. We 
begin by focusing on the protocol-layer behavior, QUIC’s 
state machine, and its fairness to TCP. We then evaluate 
QUIC’s application-layer performance, using PLT as exam-
ple application metric.

4.1. Calibration and instrumentation
In order to guarantee that our evaluation framework result 
in sound comparisons between QUIC and TCP, and be able 
to explain any performance differences we see, we (a) care-
fully configured our QUIC servers to match the performance 
of Google’s production QUIC server and (b) compiled QUIC 
client and server from source and instrumented them to 
gain access to the inner workings of the protocol (e.g., con-
gestion control states and window sizes). Prior work did no 
such calibration and/or instrumentation, which explains 
their reported poor QUIC performance in some scenarios, 
and lack of root cause analysis. We refer the reader to our 
full paper14 for detailed discussion on our calibration and 
instrumentation.

4.2. State machine and fairness
In this section, we analyze high-level properties of the QUIC 
protocol using our framework.

State machine. QUIC has only a draft formal specifica-
tion and no state machine diagram or formal model; 
however, the source code is made publicly available. 
Absent such a model, we took an empirical approach and 
used traces of QUIC execution to infer the state machine 
to better understand the dynamics of QUIC and their 
impact on performance.

Specifically, we use Synoptic7 for automatic genera-
tion of QUIC state machine. While static analysis might 
generate a more complete state machine, a complete 
model is not necessary for understanding performance 
changes. Rather, as we show in Section 4.3, we only need 

Retransmission Timeout

SlowStart

TailLossProbe

CongestionAvoidance

CongestionAvoidanceMaxed

ApplicationLimited

Init

Recovery

Figure 2. State transition diagram for QUIC’s Cubic CC.

Scenario Flow Avg. throughput (std. dev.)

QUIC vs. TCP QUIC 2.71 (0.46)
TCP 1.62 (1.27)

QUIC vs. TCP×2 QUIC 2.8 (1.16)
TCP 1 0.7 (0.21)
TCP 2 0.96 (0.3)

Table 1. Average throughput (5Mbps link, buffer = 30KB, averaged 
over 10 runs) allocated to QUIC and TCP flows when competing with 
each other. Despite the fact that both protocols use Cubic congestion 
control, QUIC consumes nearly twice the bottleneck bandwidth than 
TCP flows combined, resulting in substantial unfairness.



research highlights 

 

90    COMMUNICATIONS OF THE ACM    |   JULY 2019  |   VOL.  62  |   NO.  7

• QUIC vs. TCP. QUIC multiplexes requests over a sin-
gle connection, so its designers attempted to set 
Cubic congestion control parameters so that one 
QUIC connection emulates N TCP connections (with 
a default of N = 2 in QUIC 34, and N = 1 in QUIC 37). 
We found that N had little impact on fairness. As 
Figure 3a shows, QUIC is unfair to TCP as predicted, 
and consumes approximately twice the bottleneck 
bandwidth of TCP even with N = 1. We repeated these 
tests using different buffer sizes, including those 
used by Carlucci et al.,8 but did not observe any sig-
nificant effect on fairness. This directly contradicts 
their finding that larger buffer sizes allow TCP and 
QUIC to fairly share available bandwidth.

• QUIC vs. multiple TCP connections. When competing 
with M TCP connections, one QUIC flow should con-
sume N/(M + 1) of the bottleneck bandwidth. However, 
as shown in Table 1, QUIC still consumes more than 
50% of the bottleneck bandwidth even with two com-
peting TCP flows. Thus, QUIC is not fair to TCP even 
assuming two-connection emulation.

To ensure fairness results were not an artifact of our test-
bed, we repeated these tests against Google servers. The 
unfairness results were similar.

We further investigate why QUIC is unfair to TCP by 
instrumenting the QUIC source code, and using tcpprobe5 

for TCP, to extract the congestion window sizes. Figure 4a 
shows the congestion window over time for the two proto-
cols. When competing with TCP, QUIC is able to achieve a 
larger congestion window. Taking a closer look at the con-
gestion window changes (Figure 4b), we find that while 
both protocols use Cubic congestion control scheme, QUIC 
increases its window more aggressively (both in terms of 
slope, and in terms of more frequent window size increases). 
As a result, QUIC is able to grab available bandwidth faster 
than TCP does, leaving TCP unable to acquire its fair share 
of the bandwidth.

4.3. Page load time
This section evaluates QUIC performance compared to 
TCP for loading Web pages (i.e., page load time, or PLT) 
with different sizes and numbers of objects. Recall from 
Section 3 that we measure PLT using information gath-
ered from Chrome, that we run TCP and QUIC experi-
ments back-to-back, and that we conduct experiments in 
a variety of emulated network settings. Note that our 
servers add all necessary HTTP directives to avoid cach-
ing content. We also clear the browser cache and close 
all sockets between experiments to prevent “warmed 
up” connections from impacting results. However, we 
do not clear the state used for QUIC’s 0-RTT connection 
establishment. Furthermore, our PLTs do not include 
any DNS lookups. This is achieved by extracting resource 
loading time details from Chrome and excluding the DNS 
lookups times.

In the results that follow, we evaluate whether the 
observed performance differences are statistically signifi-
cant or simply due to noise in the environment. We use the 
Welch’s t-test,6 a two-sample location test which is used to 
test the hypothesis that two populations have equal means. 
For each scenario, we calculate the p-value according to the 
Welch’s t-test. If the p-value is smaller than our threshold 
(0.01), then we reject the null hypothesis that the mean per-
formance for TCP and QUIC are identical, implying the dif-
ference we observe between the two protocols is statistically 
significant. Otherwise the difference we observe is not sig-
nificant and is likely due to noise.

Desktop environment. We begin with the desktop envi-
ronment and compare QUIC with TCP performance for 
different rates, object sizes, and object counts—without 
adding extra delay or loss (RTT = 36ms and loss = 0%). 
Figure 5  shows the results as a heatmap, where the color 
of each cell corresponds to the percent PLT difference 
between QUIC and TCP for a given bandwidth (vertical 
dimension) and object size/number (horizontal direc-
tion). Red indicates that QUIC is faster (smaller PLT), 
blue indicates that TCP is faster, and white indicates 
statistically insignificant differences.

Our key findings are that QUIC outperforms TCP in every 
scenario except in the case of large numbers of small objects. 
QUIC’s performance gain for smaller object sizes is mainly 
due to QUIC’s 0-RTT connection establishment—substan-
tially reducing delays related to secure connection establish-
ment that corresponds to a substantial portion of total 
transfer time in these cases.
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Figure 3. Timeline showing unfairness between QUIC and TCP when 
transferring data over the same 5Mbps bottleneck link (RTT = 36ms, 
buffer = 30KB).
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Figure 4. Timeline showing congestion window sizes for QUIC and 
TCP when transferring data over the same 5Mbps bottleneck link 
(RTT = 36ms, buffer = 30KB).
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Instead, we focused on QUIC’s congestion control algo-
rithm and identified that in such cases, QUIC’s Hybrid Slow 
Start13 causes early exit from Slow Start due to an increase 
in the minimum observed RTT by the sender, which Hybrid 
Slow Start uses as an indication that the path is getting con-
gested. This can hurt the PLT significantly when objects are 
small and the total transfer time is not long enough for the 
congestion window to increase to its maximum value. Note 
that the same issue (early exit from Hybrid Slow Start) 
affects the scenario with a large number of large objects, 
but QUIC nonetheless outperforms TCP because it has 
enough time to increase its congestion window and remain 
at high utilization, thus compensating for exiting Slow 
Start early.h

Desktop with added delay and loss. We repeat the experi-
ments in the previous section, this time adding loss, delay, 
and jitter. Figure 6 shows the results, again using 
heatmaps.

Our key observations are that QUIC outperforms TCP 
under loss (due to better loss recovery and lack of HOL 
blocking), and in high-delay environments (due to 0-RTT 
connection setup). However, in the case of high latency, this 
is not enough to compensate for QUIC’s poor performance 
for large numbers of small objects. Figure 7 shows the con-
gestion window over time for the two protocols at 100Mbps 
and 1% loss. Similar to Figure 4, under the same network 
conditions QUIC better recovers from loss events and 
adjusts its congestion window faster than TCP, resulting in 
a larger congestion window on average and thus better 
performance.

Under variable delays, QUIC performs significantly 
worse than TCP. Using our state machine approach, we 
observed that under variable delay QUIC spends signifi-
cantly more time in the recovery state compared to 

To investigate the reason why QUIC performs poorly for 
large numbers of small objects, we explored different val-
ues for QUIC’s Maximum Streams Per Connection (MSPC) 
parameter to control the level of multiplexing (the default 
is 100 streams). We found there was no statistically signifi-
cant impact for doing so, except when setting the MSPC 
value to a very low number (e.g., one), which worsens per-
formance substantially.
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Figure 5. QUIC (version 34) vs. TCP with different rate limits for 
(a) different object sizes and (b) with different numbers of objects. 
Each heatmap shows the percent difference between QUIC over 
TCP. Positive numbers—colored red—mean QUIC outperforms 
TCP and has smaller page-load time. Negative numbers—colored 
blue—mean the opposite. White cells indicate no statistically 
significant difference.
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Figure 6. QUIC v34 vs. TCP at different rate limits, loss, and delay for different object sizes (a, b, and c) and different numbers of objects  
(d, e, and f).

h We leave investigating the reason behind sudden increase in the mini-
mum observed RTT when multiplexing many objects to future work.
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relatively stable delay scenarios. To investigate this, we 
instrumented QUIC’s loss detection mechanism, and our 
analysis reveals that variable delays cause QUIC to incor-
rectly infer packet loss when jitter leads to out-of-order 
packet delivery. This occurs in our testbed because 
netem, which we use for network emulation, adds jitter 
by assigning a delay to each packet, then queues each 
packet based on the adjusted send time, not the packet 
arrival time—thus causing packet reordering.

The reason that QUIC cannot cope with packet reorder-
ing is that it uses a fixed threshold for number of Negative 
Acknowledgment (NACKs) (default 3) before it determines 
that a packet is lost and responds with a fast retransmit. 
Packets reordered deeper than this threshold cause false 
positive loss detection.i In contrast, TCP uses the Duplicate 
Selective Acknowledgment (DSACK) algorithm24 to detect 
packet reordering and adapt its NACK threshold accord-
ingly. As we will show later in this section, packet reorder-
ing occurs in the cellular networks we tested, so in such 
cases QUIC will benefit from integrating DSACK. We quan-
tify the impact of using larger DSACK values in Figure 8, 
demonstrating that in the presence of packet reordering 
larger NACK thresholds substantially improve end to end 
performance compared to smaller NACK thresholds. We 
shared this result with a QUIC engineer, who subsequently 
informed us that the QUIC team is experimenting with 

dynamic threshold and time-based solutions to avoid 
falsely inferring loss in the presence of reordering.

Desktop with variable bandwidth. The previous tests 
set a static threshold for the available bandwidth. 
However, in practice such values will fluctuate over time, 
particularly in wireless networks. To investigate how 
QUIC and TCP compare in environments with variable 
bandwidth, we configured our testbed to change the 
bandwidth randomly within specified ranges and with 
different frequencies.

Figure 9 shows the throughput over time for three back-
to-back TCP and QUIC downloads of a 210MB object when 
the bandwidth randomly fluctuates between 50 and 
150Mbps. As shown in this figure, QUIC is more responsive 
to bandwidth changes and is able to achieve a higher aver-
age throughput compared to TCP. We repeated this experi-
ment with different bandwidth ranges and change 
frequencies and observed the same behavior in all cases.

Mobile environment. Due to QUIC’s implementation in 
userspace (as opposed to TCP’s implementation in the OS 
kernel), resource contention might negatively impact per-
formance independent of the protocol’s optimizations for 
transport efficiency. To test whether this is a concern in 
practice, we evaluated an increasingly common resource-
constrained deployment environment: smartphones. We 
use the same approach as in the desktop environment, con-
trolling Chrome (with QUIC enabled) over two popular 
Android phones: the Nexus 6 and the MotoG. These phones 
are neither top-of-the-line, nor low-end consumer phones, 
and we expect that they approximate the scenario of a mod-
erately powerful mobile device.

Figure 10 shows heatmaps for the two devices when 
varying bandwidth and object size.j We find that, similar to 
the desktop environment, in mobile QUIC outperforms 
TCP in most cases; however, its advantages diminish across 
the board.

To understand why this is the case, we investigate the 
QUIC congestion control states visited most in mobile and 
non-mobile scenarios under the same network conditions. 

10

30

50

70

C
on

g.
 W

in
. (

K
B

)

QUIC

10

30

50

70

1 2 3 4 5 6 7 8 9 10

C
on

g.
 W

in
. (

K
B

)

Time (s)

TCP

Figure 7. Congestion window over time for QUIC and TCP at 100Mbps 
rate limit and 1% loss.

0

40

80

120

0 50 100 150 200T
hr

ou
gh

pu
t 

(M
bp

s)

Time (s)

TCP QUIC

Figure 9. QUIC vs. TCP when downloading a 210MB object. 
Bandwidth fluctuates between 50 and 150Mbps (randomly picks a 
rate in that range every one second). Averaging over 10 runs, QUIC 
is able to achieve an average throughput of 79Mbps (std. dev. = 31) 
while TCP achieves an average throughput of 46Mbps (std. dev. = 12).
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Figure 8. QUIC vs. TCP when downloading a 10MB page (112ms 
RTT with 10ms jitter that causes packet reordering). Increasing the 
NACK threshold for fast retransmit allows QUIC to cope with packet 
reordering.

i Note that reordering impact when testing small objects is insignificant be-
cause QUIC does not falsely detect losses until a sufficient number of pack-
ets are exchanged.

j We omit 100Mbps because our phones cannot achieve rates beyond 
50Mbps over WiFi, and we omit results from varying the number of objects 
because they are similar to the single-object cases.
k A parallel study from Google15 using aggregate data identifies the same 
performance issue but does not provide root cause analysis.
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without a formal specification, is rapidly evolving, and is 
deployed at scale with nonpublic configuration parame-
ters. To do so, we use a methodology and testbed that 
allows us to conduct controlled experiments in a variety 
of network conditions, instrument the protocol to reason 
about its performance, and ensure that our evaluations 
use settings that approximate those deployed in the wild. 
We used this approach to evaluate QUIC, and found cases 
where it performs well and poorly—both in traditional 
desktop and mobile environments. With the help of an 
inferred protocol state machine and information about 
time spent in each state, we explained the performance 
results we observed.

Additionally, we performed a number of other experi-
ments that were ommited from this paper due to space limi-
tations. These included testing QUIC’s performance for 
video streaming, tests in operational mobile networks, and 
impact of proxying. For more information on these experi-
ments and our findings, we refer the reader to our full paper.14

Lessons learned. During our evaluation of QUIC, we iden-
tified several key challenges for repeatable, rigorous analy-
ses of application-layer transport protocols in general. 
Below we list a number of lessons learned while addressing 
these challenges:

• Proper empirical evaluation is easy to get wrong: A suc-
cessful protocol evaluation and analysis requires proper 
configuration, calibration, workload isolation, coverage 
of a wide array of test environments, rigorous statistical 
analysis, and root cause analysis. While this may seem 
obvious to the seasoned empiricist, it took us much 
effort and many attempts to get them right, so we leave 
these lessons as reminders for a general audience.

• Models are essential for explaining performance: Transport 
protocol dynamics are complex and difficult to summa-
rize via traditional logging. We found that building an 
inferred state machine model and using transitions 
between states helped tame this complexity and offer 
insight into root causes for protocol performance.

• Plan for change. As the Internet evolves, so too will trans-
port protocols: It is essential to develop evaluation tech-
niques that adapt easily to such changes to provide 
consistent and fair comparisons over time.

• Do not forget to look at the big picture: It’s easy to get 
caught up in head-to-head comparisons between a flow 
from one protocol versus another. However, in the wide 
area there may be thousands or more flows competing 
over the same bottleneck link. In our limited fairness 
study, we found that protocol differences in isolation 
are magnified at scale. Thus, it is important to incorpo-
rate analysis of interactions between flows when evalu-
ating protocols. 

We find that in mobile QUIC spends most of its time (58%) 
in the “Application Limited” state, which contrasts sub-
stantially with the desktop scenario (only 7% of the time). 
The reason for this behavior is that QUIC runs in a user-
space process, whereas TCP runs in the kernel. As a result, 
QUIC is unable to consume received packets as quickly as 
on a desktop, leading to suboptimal performance, particu-
larly when there is ample bandwidth available.k  
Table 2 shows the fraction of time (based on server logs) 
QUIC spent in each state in both environments for 50Mbps 
with no added latency or loss. By revealing the changes in 
time spent in each state, such inferred state machines help 
diagnose problems and develop a better understanding of 
QUIC dynamics.

5. CONCLUDING DISCUSSION
In this paper, we address the problem of evaluating an 
application-layer transport protocol that was built 

Desktop Mobile

Init 0.01% 0.01%

Slow start 1.65% 0.42%

Application limited 7.05% 58.84%

Congestion avoidance 91.28% 40.55%

Tail loss probe 0.00% 0.00%

Recovery 0.00% 0.18%

Table 2. The fraction of time QUIC spent in each state on MotoG vs. 
Desktop. QUICv34, 50Mbps, no added loss or delay. The table shows 
that poor performance for QUIC on mobile devices can be attributed 
to applications not processing packets quickly enough. Note that the 
zero probabilities are due to rounding.
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Figure 10. QUICv34 vs. TCP for varying object sizes on a Nexus6 
smartphone (using WiFi). We find that QUIC’s improvements diminish 
or disappear entirely when running on mobile devices.

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Fdeveloper.chrome.com%2Fdevtools%2Fdocs%2Fdebugger-protocol
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Fgithub.com%2Fquicwg%2Fbase-drafts%2Fwiki%2Fimplementations
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Fcalendar.perfplanet.com%2F2012%2Fdeciphering-the-critical-rendering-path%2F
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Fdocs.google.com%2F
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Fdeveloper.chrome.com%2Fdevtools%2Fdocs%2Fdebugger-protocol
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Fgithub.com%2Fquicwg%2Fbase-drafts%2Fwiki%2Fimplementations
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Fcalendar.perfplanet.com%2F2012%2Fdeciphering-the-critical-rendering-path%2F
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Fcalendar.perfplanet.com%2F2012%2Fdeciphering-the-critical-rendering-path%2F
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=93&exitLink=https%3A%2F%2Fdocs.google.com%2F


research highlights 

 

94    COMMUNICATIONS OF THE ACM    |   JULY 2019  |   VOL.  62  |   NO.  7

 21. Swett, I. QUIC deployment 
experience “Google, 2016. https://
www.ietf.org/proceedings/96/slides/
slides-96-quic-3.pdf.

 22. Swett, I. QUIC FEC v1, February 
2016. https://docs.google.com/
document/d/1Hg1SaLEl6T4rEU9j-
isovCo8VEjjnuCPTcLNJewj7Nk/edit.

 23. Wang, X.S., Balasubramanian, A., 
Krishnamurthy, A., Wetherall, D. How 

speedy is SPDY? In Proc. of USENIX 
NSDI (2014).

 24. Zhang, M., Karp, B., Floyd, S., 
Peterson, L. RR-TCP: A reordering-
robust TCP with DSACK. In 
Proceedings of the 11th IEEE 
International Conference on Network 
Protocols, ICNP ‘03 (Washington,  
DC, USA, 2003). IEEE Computer 
Society.

Arash Molavi Kakhki (arash@
thousandeyes.com), ThousandEyes, 
Boston, MA, USA.

Samuel Jero (sjero@purdue.edu), Purdue 
University, West Lafayette, IN, USA.

David Choffnes and Alan Mislove 
({choffnes,amislove}@ccs.neu.edu), 
College of Computer and Information 
Science, Northeastern University, Boston, 
MA, USA.

Cristina Nita-Rotaru (c.nitarotaru@
neu.edu), College of Computer and 
Information Science, Northeastern 
University, Boston, MA, USA.

document/d/1gY9-YNDNAB1eip-
RTPbqphgySwSNSDHLq9D5 
Bty4FSU.

 5. TCP probe. https://wiki.
linuxfoundation.org/networking/
tcpprobe.

 6. Welch’s t-test. https://en.wikipedia.
org/wiki/Welch%27s_t-test.

 7. Beschastnikh, I., Brun, Y.,  
Schneider, S., Sloan, M., Ernst, M.D. 
Leveraging existing instrumentation 
to automatically infer invariant-
constrained models. In Proceedings  
of the 19th ACM SIGSOFT 
Symposium and the 13th European 
Conference on Foundations of 
Software Engineering (2011).

 8. Carlucci, G., De Cicco, L., Mascolo, S.  
HTTP over UDP: An experimental 
investigation of QUIC. In Proc.  
of SAC (2015).

 9. Chromium Blog. A QUIC update on 
Google’s experimental transport, April 
2015. http://blog.chromium.
org/2015/04/a-quic-update-on-
googles-experimental.html.

 10. Cimpanu, C. Google creates new 
algorithm for handling TCP traffic 
congestion control, September  
2016. http://news.softpedia.com/
news/google-creates-new-algorithm-
for-handling-tcp-traffic-congshtml.

 11. Das, S.R. Evaluation of QUIC on Web 
page performance. Master’s thesis, 
Massachusetts Institute of 
Technology (2014).

 12. Dukkipati, N., Cardwell, N., Cheng, Y.,  
Mathis, M. Tail loss probe (TLP): An 
algorithm for fast recovery of tail 
losses, February 2013. https://tools.
ietf.org/html/draft-dukkipati-tcpm-
tcp-loss-probe-01.

 13. Ha, S., Rhee, I. Taming the elephants: 
New TCP slow start. Comput. Netw., 
2011.

 14. Kakhki, A.M., Jero, S., Choffnes, D., 
Nita-Rotaru, C., Mislove, A. Taking a 
long look at QUIC: An approach for 
rigorous evaluation of rapidly evolving 
transport protocols. In Proceedings of 
the 2017 Internet Measurement 
Conference (2017).

 15. Langley, A., Riddoch, A., Wilk, A., 
Vicente, A., Krasic, C., Zhang, D.,  
Yang, F., Kouranov, F., Swett, I., 
Iyengar, J., Bailey, J., Dorfman, J.,  
Kulik, J., Roskind, J., Westin, P., 
Tenneti, R., Shade, R., Hamilton, R., 
Vasiliev, V., Chang, W.-T., Shi, Z. The 
QUIC transport protocol: Design  
and Internet-scale deployment.  
In Proc. of ACM SIGCOMM (2017).

 16. Mathis, M., Dukkipati, N., Cheng, Y. 
Proportional rate reduction for TCP, 
May 2013. https://tools.ietf.org/html/
rfc6937.

 17. Megyesi, P., Krämer, Z., Molnár, S. 
How quick is QUIC? In Proc. of ICC 
(May 2016).

 18. Nikravesh, A., Yao, H., Xu, S., Choffnes, 
D.R., Mao, Z.M. Mobilyzer: An open 
platform for controllable mobile 
network measurements. In Proc. of 
MobiSys (2015).

 19. Odvarko, J., Jain, A., Davies, A.  
HTTP Archive (HAR) format, August 
2012. https://dvcs.w3.org/hg/
webperf/raw-file/tip/specs/HAR/
Overview.html.

 20. Swett, I. QUIC congestion control 
and loss recovery.  
https://docs.google.com/presentation/
d/1T9GtMz1CvPpZtmF8g-
W7j9XHZBOCp9cu1fW0sMsmpoo.

© 2019 ACM 0001-0782/19/7 $15.00

TENURE-TRACK AND TENURED POSITIONS
ShanghaiTech University invites highly qualified 
candidates to fill multiple tenure-track/tenured 
faculty positions as its core founding team in the School of Information Science and 
Technology (SIST). We seek candidates with exceptional academic records or demonstrated 
strong potentials in all cutting-edge research areas of information science and technology. 
They must be fluent in English. English-based overseas academic training or background 
is highly desired.  
ShanghaiTech is founded as a world-class research university for training future generations 
of scientists, entrepreneurs, and technical leaders. Boasting a new modern campus in 
Zhangjiang Hightech Park of cosmopolitan Shanghai, ShanghaiTech shall trail-blaze a new 
education system in China. Besides establishing and maintaining a world-class research 
profile, faculty candidates are also expected to contribute substantially to both graduate 
and undergraduate educations. 
Academic Disciplines: Candidates in all areas of information science and technology 
shall be considered. Our recruitment focus includes, but is not limited to: computer 
architecture, software engineering, database, computer security, VLSI, solid state and 
nano electronics, RF electronics, information and signal processing, networking, security, 
computational foundations, big data analytics, data mining, visualization, computer vision, 
bio-inspired computing systems, power electronics, power systems, machine and motor 
drive, power management IC as well as inter-disciplinary areas involving information 
science and technology.
Compensation and Benefits: Salary and startup funds are highly competitive, 
commensurate with experience and academic accomplishment. We also offer a 
comprehensive benefit package to employees and eligible dependents, including on-
campus housing. All regular ShanghaiTech faculty members will join its new tenure-track 
system in accordance with international practice for progress evaluation and promotion.
Qualifications:

•  Strong research productivity and demonstrated potentials;
•  Ph.D. (Electrical Engineering, Computer Engineering, Computer Science, Artificial 

Intelligence, Financial Engineering, Signal Processing, Operation Research, Applied 
Math,  Statistics or related field);

•  A minimum relevant (including PhD) research experience of 4 years.
Applications: Submit (in English, PDF version) a cover letter, a 2-page research plan, 
a CV plus copies of 3 most significant publications, and names of three referees to: 
sist@shanghaitech.edu.cn. For more information, visit http://sist.shanghaitech.edu.
cn/2017/0426/c2865a23763/page.htm
Deadline: The positions will be open until they are filled by appropriate candidates.

Advertise with ACM!

Reach the innovators and thought leaders 
working at the cutting edge of 

computing and information 
technology through ACM’s magazines, 

websites and newsletters.

Ilia Rodriguez
+1 212-626-0686
acmmediasales@acm.org 

Request a media kit 
with specifications and pricing:

http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fwww.ietf.org%2Fproceedings%2F96%2Fslides%2Fslides-96-quic-3.pdf
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fdocs.google.com%2Fdocument%2Fd%2F1Hg1SaLEl6T4rEU9j-isovCo8VEjjnuCPTcLNJewj7Nk%2Fedit
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=mailto%3Aarash%40thousandeyes.com
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=mailto%3Asjero%40purdue.edu
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=http%3A%2F%2Fccs.neu.edu
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=mailto%3Ac.nitarotaru%40neu.edu
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=mailto%3Ac.nitarotaru%40neu.edu
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fwiki.linuxfoundation.org%2Fnetworking%2Ftcpprobe
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=http%3A%2F%2Fblog.chromium.org%2F2015%2F04%2Fa-quic-update-on-googles-experimental.html
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=http%3A%2F%2Fblog.chromium.org%2F2015%2F04%2Fa-quic-update-on-googles-experimental.html
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fnews.softpedia.com%2Fnews%2Fgoogle-creates-new-algorithm-for-handling-tcp-traffic-congestion-control-508398.shtml
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Ftools.ietf.org%2Fhtml%2Fdraft-dukkipati-tcpm-tcp-loss-probe-01
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Ftools.ietf.org%2Fhtml%2Frfc6937
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fdvcs.w3.org%2Fhg%2Fwebperf%2Fraw-file%2Ftip%2Fspecs%2FHAR%2FOverview.html
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fdvcs.w3.org%2Fhg%2Fwebperf%2Fraw-file%2Ftip%2Fspecs%2FHAR%2FOverview.html
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fdocs.google.com%2Fpresentation%2Fd%2F1T9GtMz1CvPpZtmF8g-W7j9XHZBOCp9cu1fW0sMsmpoo
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=mailto%3Asist%40shanghaitech.edu.cn
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=http%3A%2F%2Fsist.shanghaitech.edu.cn%2F2017%2F0426%2Fc2865a23763%2Fpage.htm
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=http%3A%2F%2Fsist.shanghaitech.edu.cn%2F2017%2F0426%2Fc2865a23763%2Fpage.htm
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=mailto%3Aacmmediasales%40acm.org
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fwiki.linuxfoundation.org%2Fnetworking%2Ftcpprobe
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fwiki.linuxfoundation.org%2Fnetworking%2Ftcpprobe
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=http%3A%2F%2Fblog.chromium.org%2F2015%2F04%2Fa-quic-update-on-googles-experimental.html
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fnews.softpedia.com%2Fnews%2Fgoogle-creates-new-algorithm-for-handling-tcp-traffic-congestion-control-508398.shtml
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fnews.softpedia.com%2Fnews%2Fgoogle-creates-new-algorithm-for-handling-tcp-traffic-congestion-control-508398.shtml
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Ftools.ietf.org%2Fhtml%2Fdraft-dukkipati-tcpm-tcp-loss-probe-01
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Ftools.ietf.org%2Fhtml%2Fdraft-dukkipati-tcpm-tcp-loss-probe-01
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Ftools.ietf.org%2Fhtml%2Frfc6937
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fdvcs.w3.org%2Fhg%2Fwebperf%2Fraw-file%2Ftip%2Fspecs%2FHAR%2FOverview.html
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fdocs.google.com%2Fpresentation%2Fd%2F1T9GtMz1CvPpZtmF8g-W7j9XHZBOCp9cu1fW0sMsmpoo
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fdocs.google.com%2Fpresentation%2Fd%2F1T9GtMz1CvPpZtmF8g-W7j9XHZBOCp9cu1fW0sMsmpoo
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fwww.ietf.org%2Fproceedings%2F96%2Fslides%2Fslides-96-quic-3.pdf
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fwww.ietf.org%2Fproceedings%2F96%2Fslides%2Fslides-96-quic-3.pdf
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fdocs.google.com%2Fdocument%2Fd%2F1Hg1SaLEl6T4rEU9j-isovCo8VEjjnuCPTcLNJewj7Nk%2Fedit
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fdocs.google.com%2Fdocument%2Fd%2F1Hg1SaLEl6T4rEU9j-isovCo8VEjjnuCPTcLNJewj7Nk%2Fedit
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=mailto%3Aarash%40thousandeyes.com
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fen.wikipedia.org%2Fwiki%2FWelch%2527s_t-test
http://mags.acm.org/communications/july_2019/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fen.wikipedia.org%2Fwiki%2FWelch%2527s_t-test


JULY 2019  |   VOL.  62  |   NO.  7   |   COMMUNICATIONS OF THE ACM     95

last byte 

Question. 
Suppose T insists on the Distributed 
strategy all the time. Can L capture all 
the smugglers in 20 days possibly by 
delaying some containers from leaving 
the port by a day or two and reallocat-
ing agents?

Solution. By allocating all 1000 
agents to one port for two days—d and 
d+1—the agents can go through all the 
containers of day d and identify all the 
smugglers. This is called the Carpeting 
Strategy.

So if the game is played long 
enough, the Carpeting Strategy should 
encourage the trafficker T to use the 
Centralized strategy, because more 
smugglers will avoid arrest for longer. 
However, a compromise is possible: 
T might use the “Semi-Distributed 
strategy” in which 10 smugglers each 
receive 10 opioid packages and each 
smuggler puts those packages in one 
of that smuggler’s containers. This 
has the same expected loss to T as 
the Distributed strategy in terms of 
the number of opioid packages that 
can be lost to agents (if there are 100 
agents in that port), but it puts fewer 
smugglers in danger if L uses the Car-
peting Strategy.

Upstart 1. Given the setting of this 
problem as described here and given 
that L uses the Random with Team-
work strategy and keeps 100 agents at 
every port, how many days must the 
game be played for Semi-Distributed 
to be worse for T than Centralized mea-
sured in terms of the total number of 
opioid packages delivered?

Upstart 2. Answer the same question 
when T uses the Carpeting Strategy.

Upstart 3. If L uses the Carpeting 
Strategy for every pair of days with a 
certain probability p but otherwise 
uses the Random with Teamwork 
Strategy, what is the best strategy for T 
over some number k days where T can 
choose between Centralized, Distrib-
uted, and Semi-Distributed?  

All are invited to submit their solutions to 
upstartpuzzles@cacm.acm.org; solutions to upstarts and 
discussion will be posted at http://cs.nyu.edu/cs/faculty/
shasha/papers/cacmpuzzles.html 

Dennis Shasha (dennisshasha@yahoo.com) is a professor 
of computer science in the Computer Science Department 
of the Courant Institute at New York University, New 
York, USA, as well as the chronicler of his good friend the 
omniheurist Dr. Ecco. 

Copyright held by author.
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agent contain at least one opioid pack-
age times the number of opioid packag-
es the agent will find: 100 * (1/10) * (1/2) 
* 1 = 5 opioid packages. For the Central-
ized strategy, the expected capture rate 
is 100 * (1/1000) * 100 = 10 opioid pack-
ages, because the Teamwork Modifica-
tion strategy suggests that other agents 
will help the one who finds a first opioid 
package. Together, they will find all 100 
in the 1-in-10 chance that some agent 
finds at least one opioid package. 

Conclusion. The Distributed strat-
egy enjoys a greater expected number 
of opioid packages that get through for 
T than the Centralized strategy. 

The consequences for the smug-
glers are somewhat different howev-
er. With the Distributed strategy, ap-
proximately five smugglers would be 
captured. With the Centralized strate-
gy, at most one and only with probabil-
ity 1/10. 

Suppose L allocates its agents ran-
domly to 100 of the 1000 importers and 
each agent inspects five containers of 
that importer. L instructs the agents 
to modify the purely random strategy 
with what L calls the “Teamwork Modi-
fication:” if an agent finds an opioid 
package then another agent will help 
the first one so together they will in-
spect all the containers of that import-
er. We call this combined strategy the 
Random with Teamwork strategy. 

Warm-up. What is the expected 
number of opioid packages that L will 
capture, when using the Random with 
Teamwork strategy, based on each ex-
tremal strategy of T? 

Solution to Warm-Up. The expecta-
tion for the Distributed strategy is the 
number of agents times the probability 
that an agent is inspecting a smuggler’s 
containers times the probability that 
the five containers inspected by the 

THERE A RE  TWO sources of illegal opi-
oids: legitimately manufactured ones 
that have been diverted to drug deal-
ers, and criminally manufactured ones 
that were always intended for dealers. 
A special video dispenser, markings 
on the pills, and a little machine vision 
can go a long way toward dealing with 
the legitimately manufactured ones. 
This column, however, is concerned 
about with the criminally manufac-
tured opioid pills. 

The setting is 10 ports of entry. For 
simplicity each port has 1000 import-
ers of whom 100 are smugglers (but 
law enforcement does not know who 
they are). Each importer brings in 10 
containers per day (so 10,000 contain-
ers per port per day) and there are 10 
packages per container. One agent can 
inspect five containers per day. Law 
enforcement (L) has 1000 agents alto-
gether for all 10 ports. 

The trafficker (T) wants to bring 
in 100 opioid packages a day through 
each port and may allocate them in 
many ways among smugglers. Law 
enforcement (L) wants to capture as 
many opioid packages as possible.

Good strategies for each party depend 
on how many days this “game” goes on. 

If we consider a game of just one 
day and L distributes 100 agents to 
each port, then consider two extre-
mal strategies between which T could 
choose for each port:

 ˲ (Centralized) Give all 100 opioid 
packages to one smuggler to put in 
evenly among that smuggler’s 10 con-
tainers; and 

 ˲ (Distributed) Give one opioid pack-
age to each of 100 smugglers. Each 
smuggler will put the opioid package 
in a random one of the 10 containers 
that smuggler imports. [CONTINUED ON P.  95]
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