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This book celebrates Michael Stonebraker’s accomplishments that led to his 2014 

ACM A.M. Turing Award “for fundamental contributions to the concepts and practices 

underlying modern database systems.”

The book describes, for the broad computing community, the unique nature, 

significance, and impact of Mike’s achievements in advancing modern database 

systems over more than forty years. Today, data is considered the world’s most 

valuable resource, whether it is in the tens of millions of databases used to manage 

the world’s businesses and governments, in the billions of databases in our 

smartphones and watches, or residing elsewhere, as 

yet unmanaged, awaiting the elusive next generation of 

database systems. Every one of the millions or billions 

of databases includes features that are celebrated by 

the 2014 Turing Award and are described in this book.
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Communications of the ACM

India Region
Special Section
A collection of articles spotlighting many of the leading-edge 
industry, academic, and government initiatives under way 
throughout the vital India region is coming to Communications’ 
November 2019 issue.

Among the topics to be explored:

� The Growth and Evolution of India’s Software Industry

� Digital Infrastructure as Public Good

� Designing ICT Interventions for Women in Pakistan

� The Rise of India’s Start-Up Ecosystem

� Creative Disruption in Fintech from Sri Lanka

Plus the latest news about  
extreme classification, bringing  
computational thinking to  
schools, technology  
interventions for road  
safety, Indic language  
computing, and  
much more!
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from the president

How ACM Evolves in Response  
to Community Needs 

O
NE QUESTION PEOPLE ask me  
as President is how ACM— 
as a global, volunteer-based 
organization—can evolve 
over time. We have all seen 

new publications, conferences, SIGs, 
and chapters added to the ACM family 
as technology grows. But what about 
the organization itself? Does it also 
evolve to keep up with changes going 
on in our profession?

The basic structure of ACM doesn’t 
change frequently, but it does get ad-
justed from time to time in response to 
new priorities and needs. If you are not 
familiar with ACM’s governance struc-
ture, there are four boards that manage 
our core products and activities: Publi-
cations, Education, Practitioners (Life-
long Learning), and SIG Governance. 
A system of regional councils was cre-
ated to respond to emerging needs in 
different geographic areas (currently 
Europe, China, and India). This year, 
ACM has added the concept of themat-
ic councils, which leverage products 
and activities from all the boards and 
regional councils to address important 
challenges for our profession. 

Ensuring Technology  
Reflects Its Full Audience
One key to ACM’s future health is to 
ensure its governance and activities 
involve people from diverse back-
grounds. Diversity is defined very gen-
erally to encompass not just physical 
characteristics like gender, age, race, 
and disabilities, but also characteris-
tics related to a person’s career, such 
as institution type and size, disciplin-
ary domain, workplace role, stage in 
career, and location where an individ-
ual resides. Ideally, ACM would be bal-
anced in terms of the individuals, insti-
tutions, and disciplines represented. 

However, our members, volunteers, and 
activity participants are self-selecting. 
We can aim to be proactive—and more 
effective—in recruiting volunteers from 
among diverse audiences, but most of 
our efforts need to focus on inclusion. 
That is, we must try to become more 
diverse by creating environments that 
are welcoming of new  and perspectives, 
and where hostility and other antisocial 
behaviors are not tolerated.

If you have registered for an ACM 
conference in the last couple of years, 
you have seen that we have an organiza-
tionwide Policy Against Harassment at 
ACM Activities (http://bit.ly/2LcV88z), 
which lays out the expectations for 
professional behavior at all ACM activi-
ties, including committee meetings. 
In addition, many ACM’s SIGs have 
programs that specifically address di-
versity. These include awards, travel 
grants, accessibility reviews, targeted 
mentoring, fellowships, and competi-
tions to promote broader participation 
in computing. In July, a new Diversity 
and Inclusion Council was established 
to identify “best practices,” document 
them, and encourage their broader 
adoption across the organization. Led 
by co-chairs Natalie Enright Jerger and 
John West, the Council will also reach 
outside ACM to find new strategies and 
partnerships that can help improve di-
versity in the broader community.

Taking Responsibility  
for Technology We Create
You already know about the ACM Code 
of Ethics and Professional Conduct 
(www.acm.org/code-of-ethics), which 
has received a lot of attention since 
the updated version was released last 
year. The changes reflect the fact that 
for some time now, ACM has been dis-
cussing what kinds of ethical and so-

cial responsibilities we should take for 
the technology we create and deploy. You 
have only to look at past issues of Com-
munications to find that the risks and 
challenges have been discussed in virtu-
ally every issue in recent years.

Technology, developed and deployed 
around the globe, is at the heart of some 
of the most pressing issues we face as a 
society. Concerns about data breaches, 
election security, digital privacy, sur-
veillance, and the future of the Internet 
stretch beyond national borders and 
go to the heart of how we live, work, 
and interact with one another. As a 
professional society whose members 
are at the forefront of developing these 
technologies, ACM has had active pol-
icy forums in the U.S. and Europe for 
many years. These activities have been 
instrumental in providing technical ex-
pertise and advice to policy-makers at a 
variety of levels. In July, we established 
a global Technology Policy Council to 
strengthen and extend ACM’s policy 
efforts even further. Led by Lorraine 
Kisselburgh, it brings together leading 
experts to lend a global perspective to 
the social and ethical challenges posed 
by technology. One of their first initia-
tives is to develop a new series of bulle-
tins presenting a balanced perspective 
on the impact of specific developments 
or applications of technology, targeted 
not just at decision-makers but also our 
general membership and the press.

I hope you are as excited as I am 
about these two new initiatives. To keep 
up on what they are doing or to send 
your own ideas, visit the ACM website.

Cherri M. Pancake is President of ACM, professor emeritus 
of electrical engineering and computer science, and director 
of a research center at Oregon State University, Corvallis, 
OR, USA.

Copyright held by author/owner.
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A new journal from ACM publishing novel 
research contributions and experience 
reports in domains whose synergy and 

interrelations enable the IoT vision 

For more information and to submit your work, 
please visit https://tiot.acm.org.

Introducing ACM Transactions on 
Internet of Things (TIOT) 

Now Accepting Submissions

ACM Transactions on Internet of Things (TIOT) 
publishes novel research contributions and 
experience reports in several research domains 
whose synergy and interrelations enable the IoT vision. 
TIOT focuses on system designs, end-to-end architectures, 
and enabling technologies, and on publishing results and 
insights corroborated by a strong experimental component.

Submissions are expected to provide experimental evidence of their 
effectiveness in realistic scenarios and the related datasets. The submission 
of purely theoretical or speculative papers is discouraged, and so is the use of 
simulation as the sole form of experimental validation.

Experience reports about the use or adaptation of known systems and techniques 
in real-world applications are equally welcome, as these studies elicit precious insights 
for researchers and practitioners alike. For this type of submissions, the depth, rigor, and 
realism of the experimental component is key, along with the analysis and expected impact 
of the lessons learned.
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cerf’s up

I keep hearing excuses for not working on 
difficult problems: “Eventually AI will solve 
this so there’s no point working on it now.” 
Sorry, wrong answer. 

First, we should be cautious about 
putting too much expectation on arti-
ficial intelligence which, by most met-
rics, is really today’s machine learning 
(ML) and neural networks. There is no 
doubt these systems have produced 
truly remarkable results. The GO 
game story of AlphaGo and AlphaZ-
ero from Deep Mind is by now a clas-
sic example of the surprisingly pow-
erful results these systems produce. 
A chess-playing version of AlphaZero 
learned quickly and demonstrated 
choices of moves unlike those of tra-
ditional chess players. I hesitate to 
label this strategy but the deep neural 
networks do encode in some deep way 
experience that one could consider a 
kind of strategic cache. 

These systems are also quite brittle 
and can break in ways that are not al-
ways, to my understanding, predict-
able. Rather, we might predict there 
will be circumstances in which the ML 
system will fail but we may not know 
how. It’s a bit like the insurance data 
that indicates 1% of all males over the 
age of 85 will die next year—we just 
don’t know who is in the 1%! It seems 
prudent, then, to anticipate these 
fragile possibilities and research how 
they might be characterized and even 
identified based on the design of the 
neural network. I think we know, for 
example, that image classification 
systems do not work the way human 
classification works. The systems are 
much more sensitive to pixel input 
than humans. We abstract from raw 
pixel input, recognizing shapes and 
characteristics (“pointy ears,” for in-

stance), while the image recognition 
ML systems are much more sensi-
tive to pixel-level inputs. Changing 
a small number of pixels can lead to 
significant misclassifications. 

With these frailties in mind, it 
seems to me very important not to 
make too many assumptions about 
the power of machine learning. I do 
want to acknowledge, however, that 
considerable successes have been 
recorded well beyond playing board 
games. At Google, a ML system was 
trained to control the cooling system 
in its datacenters and saved 40% of 
the power needed to operate them. 
Machine speech recognition allows 
Google to converse via its Assistant 
and to do automatic language trans-
lation. While it can be argued the 
machine does not understand what 
is said, the ML system can process 
the input and produce useful output 
(‘What’s the weather in Palo Alto?” 
“It’s 78 degrees in Palo Alto with a 

high of 82 and a low of 68”). There are 
pathogen and disease image recogni-
tion systems helping to identify pa-
tients at risk. There is a lot to praise 
and admire about these applications. 

In the meantime, however, I think 
it is not okay to ignore difficult prob-
lems on the assumption they will be 
solved “automagically” by ML tools. 
We have huge challenges ahead with 
ordinary software that we cannot 
reasonably assume will be solved 
by AI. Software analysis for poten-
tial mistakes or bugs requires tools 
I would not identify with traditional 
AI or ML. Designing systems to be 
updated reliably with new software 
doesn’t require AI but it does require 
careful thinking about authentica-
tion of the origin of the software up-
date and confirmation it has retained 
its integrity during its journey from 
the source to the updated device. Se-
curity in general is not solely the pur-
view of AI or ML. Interestingly, some 
aspects of security will be address-
able such as fraud detection. Credit 
card companies are making good use 
of modeling to detect unusual card 
usage and flag anomalous events for 
further analysis. 

Bottom line: Let’s enthusiastically 
explore the uses of machine learn-
ing and artificial intelligence but not 
use their potential to excuse ourselves 
from crafting high-quality, reliable 
software that is resistant to abuse!	

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

Copyright held by author.
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demnation of this definition or prom-
ise of a better one.)

That piece on variables in January 
garnered some comments. Vincent Di 
Carlo mentioned the work of Simon 
Funk, with references, who observes 
and illustrates some of the difficulties 
connected to regarding a variable as a 
container, and the use of predication 
to alleviate that difficulty.2

Peter O’Hearn mentioned Christo-
pher Strachey, for which I commended 
and thanked him. But on reflection—
that wasn’t enough. Strachey’s re-
marks on this subject deserve more at-
tention.5 He brings up the complexity 
of the L-value (the address, or location; 
the variable identifier, in other words, 
on the left side of an assignment). He 
shows expressions in that place, and 
explicitly allows functions. We are 
completely used to the left-hand side of 
an assignment statement sporting an 
expression like A[i], an array name with 
an index to a particular element. This, 
of course, requires evaluation; in fact, 
this L-value is a function. Examples of 
L-values such as A[i+1] make that even 

more cogent. The variable itself var-
ies, in other words, an affordance that 
has been played down in our more me-
chanical and precise development of 
programming languages.

This might suggest something  
about the informal view I attempt to 
exhibit. Here is a lightly fictionalized 
story of variables from my small town, 
where everybody knows the local 
business-people.

I said to a friend, “I made a mis-
take— the sewing machine repair-
man’s name is not Victor, but I can’t 
remember what it is.” She said (now 
read carefully), “No, it’s not not Vic-
tor. It’s actually not Mercer.” Right, of 
course ... Victor was the repairman for 
vacuum cleaners, in the same shop, 
before then. But Mercer was the pro-
prietor of the sewing shop, not the re-
pairman. And she knew I was thinking 
of Mercer. As for the actual sewing ma-
chine repairman who was working for 
Mercer—let’s call him X—he plays no 
part, and I have no clue as to his real 
name, except that it was neither Victor 
nor Mercer.

Robin K. Hill  
Variable Vagaries
May 19, 2019
http://bit.ly/2YHWMYc

A few months ago, I wrote 
in this space some specu-

lation under the question, “What is a 
Variable?”3 and would now like to ex-
plore that question a bit further. The 
Dictionary of Computer Science1 says that 
a variable is:

1.	 A unit of storage that can be modi-
fied during program execution, usu-
ally by assignment or read operations. 
A variable is generally denoted by an 
identifier or by a name.

2.	 The name that denotes a modifi-
able unit of storage.

3.	 See parameter.
4.	 (in logic) a name that can stand for 

any of a possibly infinite set of values.
For someone who appreciates a 

pesky problem, this is great stuff. Al-
ternative 3 passes the buck, alternative 
4 doesn’t get us very far, and alterna-
tives 1 and 2 are the two of the views 
we are trying to pin down and recon-
cile. (The reader should not infer con-

Pinning Down 
Variables, and Taking 
an Agile Approach 
Robin K. Hill tries to better define variables, while  
Edwin Torres acknowledges he is his own greatest obstacle.
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A gross translation of the pertinent 
sentences looks like this:

Not(X) = Victor	 We’re calling this false!
Not(X) = Mercer	 We’re calling this true!

I refrain from expressing those in 
any notation approaching symbolic 
logic for fear of inducing some sort 
of modeling monstrosity. What is the 
variable at play here? It’s X only in the 
sense that it’s not. X is the foil. If X were 
the principal, we could reason this way: 

X != Victor
X != Mercer

Both are true, so that the impo-
sition of standard semantics is not 
particularly revealing, and does not 
explain in what sense my friend was 
right. That’s not what I was saying in 
the story; rather, I was shamelessly 
assigning to the L-value Not(X). As I 
recall, I had grasped the presence of 
negation when I entered the shop, 
once or twice, and called the repair-
man “Mr. Mercer,” to which he finally 
replied, “I’m not Mercer. He owns this 
place.” I had forgotten the details, but 
recalled the negation, and misdirected 
it. Does recalling it mean the negation 
itself is the value of some variable, or 
is the negation a variable with a name 
as its value?

I offer no answer to that. It would 
be interesting as an exercise in for-
mal representation under the laws of 
some system, perhaps generating a 
shadow referent for the placeholder 
that eventually resolves correctly into 
Mercer on its way to expressing a lack 
of identifier for X. The predications 
discussed by Funk might show the 
way. Yet the remarkable thing is that 
we tolerate, communicate, exchange, 
and exploit all those vagaries. We deal 
with them with no apparent discom-
fort, but rather recognition of the 
quirkiness with a laugh. William Kent 
makes the point that, even though we 
cannot draw a principled distinction 
between the attribute and the rela-
tionship, the terms are still useful, 
which might be the most intriguing 
result of all.4

So when our students ask what is a 
variable, we could state one of the vari-
ants given by the Dictionary of Computer 
Science, or something simple like “an 

expression for a memory location.” 
They hardly ever ask. They learn it by ex-
posure and experience, like we did.

Let’s leave the last word to Strachey, 
in support of the motto he suggests:

If we attempt to formalize our ideas 
before we have really sorted out the im-
portant concepts, the result, though pos-
sibly rigorous, is of very little value—in-
deed, it may well do more harm than good 
by making it harder to discover the really 
important concepts. Our motto should be 
‘No axiomatization without insight’.
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Edwin Torres 
An Agile Approach to 
Learning Programming  
http://bit.ly/2NqVQl4
March 29, 2019
I recently read a book 

called Rework (https://amzn.to/2zgVEgc) 
and had a revelation. I have been an in-
efficient software engineer and flat-
out showstopper at times throughout 
my career. Like many previous books, 
Rework claims you can create your own 
business. What makes this approach 
different is that it shows you that most 
of the obstacles are you. To oversim-
plify, just make progress, inch for-
ward, build something that works and 
refine later. In other words, take an Ag-
ile approach. Rework convinced me 
my obstacles are not really obstacles. 
Now my new business venture is al-
most a reality. Finally. 

I quickly realized the lessons I 
learned from Rework are applicable to 
other areas of my life. One such area 
is teaching. I teach programming to 
students and industry professionals. 
I often see new programmers struggle 
with basic, fundamental concepts. I 
have found that taking an Agile ap-
proach to teaching these students is 
extremely effective.

First, most programming books, 
even beginner books, are overwhelm-
ing. New programmers find it intimi-

dating when faced with everything a 
programming language has to offer. 
In reality, a programmer only needs 
a subset of commands to complete 
a given task. And it is not necessary 
to learn multiple ways to complete a 
task, when all you need is one. So I 
wrote The Super Simple Programming 
Book (https://amzn.to/2zeElMv) to 
teach basic programming concepts 
using the Python programming lan-
guage. The book is a quick read, with 
lots of short, clear programming ex-
amples. Its purpose is to give a brief 
introduction, teach fundamental 
programming concepts, and help the 
programmer quickly move on to more 
advanced concepts. This is iteration, 
quick learning, and progress, just like 
Agile and Rework.

Second, my classes incorporate el-
ements of the Agile methodology. A 
class is like a sprint planning meet-
ing. I describe the content and as-
signments for the week, and there is 
a classroom discussion. At the end of 
the class, students begin the sprint 
(that is, learning). We even have a 
Slack (https://slack.com/) team to 
conduct real-time persistent chats 
outside of the classroom. Students 
may submit assignments (such as 
prototypes) early, get feedback, and 
resubmit for full credit. At the start of 
the next class, there is a sprint retro-
spective; students describe what went 
well and what was difficult. This is 
also an opportunity for me to enhance 
course materials for the next class. 
And the process repeats (iterative).

My teaching method loosely fol-
lows the Agile method, but it is Agile, 
nonetheless. Ever since I started us-
ing this approach, I have noticed a 
significant improvement in grades 
and student attitudes. Students of-
ten say things like, “your class makes 
programming easy” or “I never un-
derstood programming until now.” 
Agile lets you learn as you go and 
build on that learning. It has worked 
well in my classes.

Robin K. Hill is a lecturer in the Department of Computer 
Science and an affiliate of both the Department of 
Philosophy and Religious Studies and the Wyoming 
Institute for Humanities Research at the University of 
Wyoming. Edwin Torres is a full-time software engineer 
at The MITRE Corporation and an adjunct professor of 
computer science at Monmouth University. 
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This text/reference is an in-depth introduction to the systematic, universal software 
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Ivar Jacobson and his colleagues, developed by Software Engineering Method and Theory 
(SEMAT) and approved by The Object Management Group (OMG) as a standard in 2014. 
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10th Edition, Pearson)
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able to do error correction in these 
systems, because it’s analog error 
correction,” explained Raymond 
Laflamme of the University of Water-
loo and the Perimeter Institute, both 
in Waterloo, Ontario. 

Fortunately, those experts Laflamme 
spoke of were mistaken.

A
F T E R  D E C A D E S  O F  re-
search, quantum comput-
ers are approaching the 
scale at which they could 
outperform their “classi-

cal” counterparts on some problems. 
They will be truly practical, however, 
only when they implement quantum 
error correction, which combines 
many physical quantum bits, or qu-
bits, into a logical qubit that preserves 
its quantum information even when 
its constituents are disrupted. Al-
though this task once seemed impos-
sible, theorists have developed multi-
ple techniques for doing so, including 
“surface codes” that could be imple-
mented in an integrated-circuit-like 
planar geometry. 

For ordinary binary data, errors can 
be corrected, for example, using the 
majority rule: A desired bit, whether 
1 or 0, is first triplicated as 111 or 000. 
Later, even if one of the three bits has 
been corrupted, the other two “out-
vote” it and allow recovery of the origi-
nal data. Unfortunately, the “no-clon-
ing” theorem of quantum mechanics 
forbids the duplication (or triplica-
tion) of a qubit. 

Moreover, the power of quantum 
computing emerges from having arbi-

trary mixtures of bit values. Since any 
combination is valid, it would seem 
impossible to detect a change from 
the original combination, let alone 
correct it.

“Most people who were doing 
quantum information in the ‘80s 
and ‘90s would say we’ll never be 

Closing in on Quantum 
Error Correction
Quantum computers will only become practical  
when they implement quantum error correction.

Science  |  DOI:10.1145/3355371 	 Don Monroe

“Complicated calculations fail as the systems get out of hand due to perturbations,” says 
Rainer Blatt of the Institute of Experimental Physics at the University of Innsbruck and  
the Institute of Quantum Optics and Quantum Information. “Using error correction, this 
process can be contained.”
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Quantum Computing
Unlike a classical bit that has a value 
of either 0 or 1, a single qubit can en-
code a weighted “superposition” of 
both values. A set of N qubits can thus 
represent 2N different states simulta-
neously. There is strong mathemati-
cal evidence that devices handling 
qubits could solve some large prob-
lems much faster than traditional 
computers could, even in principle.

In the mid-1990s, mathematician 
Peter Shor, then at AT&T Bell Labora-
tories in Murray Hill, NJ, described a 
powerful example of using such a quan-
tum algorithm to efficiently factor large 
numbers. Because public-key encryp-
tion relies on this task being impracti-
cally slow, the result helped transform 
quantum computing from a physics 
curiosity to a technology with potential 
national security implications. 

Quantum computations exploit the 
fact that the ultimate weights assigned 
to different configurations of qubits 
are the sum of contributions that can 
be positive, negative, or even complex 
numbers.  The algorithms combine 
qubits so that these contributions rein-
force one another for the desired solu-
tion, but cancel each other out for the 
many incorrect configurations. A key 
step in Shor’s algorithm, for example, 
is finding the repetition period of a 
sequence of numbers generated from 
the factoring target, essentially by per-
forming a Fourier transform on the en-
tire sequence that produces a peak at 
the correct periodicity.

The final step is measuring the qu-
bits to see which are 1 and which are 0. 
The probability of a particular outcome 
is proportional the square of the corre-
sponding weight. The measurement 
leaves each qubit unambiguously in 
the measured state.

Proper cancellation demands that 
quantum weights be preserved (“co-
herent”) until measurement. However, 
qubits are highly sensitive to uncon-
trolled interactions with their environ-
ment, which effectively measures them 
prematurely. Experimenters have been 
steadily reducing the rate of this deco-
herence in various candidate systems, 
but some errors remain inevitable.

Digital Quantum Correction
Not long after introducing the factoring 
algorithm, Shor and, independently, 

Andrew Steane of Oxford University 
showed how these errors could be cor-
rected. Just as “quantum mechanics is 
both a wave and a particle, quantum 
computing is both digital and analog,” 
said Shor, now at the Massachusetts 
Institute of Technology (MIT). “You 
have to isolate the error correction 
into the digital piece,” protecting the 
analog piece.

This isolation is achieved by mea-
suring a carefully chosen combina-
tion of qubits. Before this measure-
ment, a particular qubit might have 
been disturbed by its environment so 
that, for example, a pure 1 gains some 
small admixture of 0. If the measure-
ment returns 1, however, this ad-
mixture is erased. Sometimes, how-
ever, the measurement will return 0, 
meaning that there has been a com-
plete “spin flip.” 

“The errors live in a continuous 
space, but when we do quantum error 
correction the way it’s conventionally 
done, by measuring [particular qubits], 
that in effect digitizes the errors,” said 
John Preskill of the California Institute 
of Technology. “Then when you know 
what the error is, you know what opera-
tion to apply to correct it.”

Critically, Preskill added, “You 
don’t want to measure the logical qu-
bit because that would disturb it,” 
destroying its usefulness for further 
calculation. To avoid this, the logical 
information is encoded not in indi-
vidual qubits, but in their relationship, 
known as entanglement.

This procedure can be illustrated 

with an oversimplified version of 
Shor’s scheme, which superficially 
resembles the classical majority-rule, 
with a logical 1 represented by three 
physical qubits 111 and a logical 0 by 
000. If one qubit undergoes a spin flip 
from 0 to 1 or 1 to 0, the three bits no 
longer agree, but measuring them all 
to find out which one flipped would 
destroy any quantum information. 

Instead, one can measure, for ex-
ample, whether the first two qubits 
disagree and whether the second two 
qubits disagree. These two measure-
ments suffice to determine whether 
one bit was flipped, and which of the 
three it is, without providing any in-
formation about what the actual val-
ues are. The disturbed physical qubit 
can then be flipped back, even with-
out knowing its value. The actual mea-
surement of whether two qubits agree 
is done by introducing extra “ancilla” 
qubits in a well-defined state and in-
troducing quantum gates that let the 
other qubits modify the ancilla, trans-
ferring the noise to it.

Generalizing Codes
Shor’s scheme actually used nine 
physical qubits, which also corrects a 
phase-flip error or combinations of a 
spin flip and phase flip. Subsequent 
work by Laflamme and others achieved 
single-qubit correction with five physi-
cal qubits.

In the quarter-century since the first 
codes, theorists have devised many 
new schemes as they wait for experi-
mental systems complex enough to 
test their ideas. To improve coding ef-
ficiency and to protect against more 
complicated errors, researchers devel-
oped more complex codes that allow 
correction of multiple bits.

Many of these schemes are “stabi-
lizer codes” that, like Shor’s, measure 
specific combinations of qubits to 
force the system to either retreat to its 
undisturbed state or to reveal specific 
“error syndromes” that allow the er-
ror to be corrected. Importantly, some 
codes guarantee perfect accuracy, as 
long as the physical error rate is below 
some threshold.

Recently, interest has turned to 
“surface codes,” which can be imple-
mented in two-dimensional geometry 
like computer chips, using only neigh-
boring qubits. Most importantly, said 

“Quantum computing 
is both digital and 
analog. You have 
to isolate the error 
correction into 
the digital piece,” 
protecting  
the analog piece.
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Experiments to date show that “the 
cross-talk between qubits is more 
important than what people had 
thought,” Laflamme said, for example 
because the control circuitry can affect 
multiple physical qubits. “The biggest 
issue is how correlated the noise is,” 
Preskill agrees. “It may be that as things 
advance, the scalability prospects will 
look better for some platforms than 
others just on the basis of how effective 
quantum error correction is.”

Error correction will be an im-
portant milestone in the field, 
Laflamme said. “If we would be able 
to do fully fault-tolerant quantum er-
ror correction today, we would have 
a quantum computer.”	

Further Reading
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Preskill, “surface codes can tolerate a 
higher noise rate than other families of 
codes that we know about,” which will 
be critical for the error-prone first gen-
erations of machines.

However, the surface codes require 
many physical qubits per logical qubit. 
Indeed, with current experimental er-
ror rates in multi-qubit devices some-
what below 1%, large calculations like 
those needed for quantum chemistry 
might require 1,000 physical qubits 
per logical qubit, Preskill said. “If the 
error rates were considerably lower, 
then maybe there would be better 
things to do than the surface code.”

One alternative was found, surpris-
ingly, by physicists studying the nexus 
of general relativity and quantum me-
chanics, who determined that an exot-
ic mathematical connection between 
these fields embodies quantum error-
correcting codes. “They are efficient in 
the sense that they can protect a lot of 
information without a lot of overhead,” 
said co-discoverer Daniel Harlow, now 
at MIT. Still, he cautions that, for now, 
“there are a lot of practical hardware 
considerations that are probably going 
to be more important.” 

Prospects
As theorists explore error-correction 
schemes, experimentalists have been 
steadily improving various physical 
implementations of qubits. Although 
there is still no clear winning platform, 
some groups have demonstrated devic-
es with more than 50 qubits.

One such team, led by John Martinis at 
Google and the University of California, 
both in Santa Barbara, CA, studies qubits 
based on superconducting circuits. Their 
near-term goal is to demonstrate “quan-
tum supremacy” with these modest-size 
uncorrected devices, and only later to 
implement error correction and larger 
assemblies. Nonetheless, Martinis said, 
“Everyone understands that in the long 
term we want to do error correction.”

The theory underlying error digiti-
zation is clear, but it still must be thor-
oughly tested experimentally, Martinis 
said. “Maybe there’s some new things 
you don’t understand, or maybe the 
requirements are a lot harder than you 
think experimentally ... This whole er-
ror model has to work so that you can 
get exponentially small errors” even in 
complex calculations.

As theorists  
explore new  
error-correction 
schemes, 
experimentalists 
have been 
steadily improving 
various physical 
implementations  
of qubits. 
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MANAGING INFORMATION 
RETRIEVAL WHERE 
MEASUREMENTS HAPPEN

“When I was in 
high school,  
I took a class in 
computer 
science, and the 
logic behind 
programming 

was attractive to me,” recalls 
Ellen Voorhees, a computer 
scientist at the U.S. National 
Institute of Standards and 
Technology (NIST) in 
Gaithersburg, MD. “It was  
a puzzle. When you 
programmed something 
successfully, it was very tangible 
that you had succeeded.” 

Voorhees earned her 
undergraduate degree in 
computer science from 
Pennsylvania State University, 
and her master’s degree and 
doctorate in computer science 
from Cornell University. She 
worked for Siemens Corporate 
Research in Princeton, NJ, 
before joining NIST.

“NIST is the place where 
measurements happen,” 
Voorhees says. The agency 
serves as the official arbiter of 
measurements in the U.S.

Voorhees works in the 
retrieval group at NIST, where 
her research focus is on 
document retrieval, information 
retrieval, and natural language 
processing. 

One of her responsibilities 
at NIST is to manage the Text 
REtrieval Conference (TREC) 
project, a workshop series 
supporting the information 
retrieval community by building 
the infrastructure needed 
for large-scale evaluation of 
retrieval technology.

Voorhees says the big 
push in the information 
retrieval field right now is 
artificial intelligence, using 
deep learning methods. “The 
real question in information 
retrieval,” Voorhees says, “is 
whether these deep learning 
methods are actually better than 
existing retrieval algorithms.” 

A future challenge, she 
adds, will be to properly assess 
not only information retrieval 
evaluations, but other types of 
natural language processing 
assessments as well.

— John Delaney

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=13&exitLink=http%3A%2F%2Fbit.ly%2F2Xrnpgg
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companies’ systems, and to steal log-
in credentials from employees.

˲˲ In 2016, malware known as Crash-
Override or Industroyer was deployed 
by Russian cybercriminals to attack a 
part of Ukraine’s electrical grid. 
CrashOverride replicated the commu-
nication languages, or protocols, that 
are used by different elements of an 
electrical grid to talk to one another, 
which allowed the hackers to strike at 
an electrical transmission substation 
in Kiev, resulting in a short blackout 
of part of that city.

˲˲ In the summer of 2017, hackers 
deployed malware known as Triton, 
which was named for the Triconex 
safety controller model that it target-
ed, against a petrochemical plant in 
Saudi Arabia. The malware allowed 
the hackers to take over the plant’s 

W
HILE MOST COMMERCIAL 

and government orga-
nizations have a corpo-
rate network to handle 
administrative, sales, 

and other back- or front-office data, a 
growing number of organizations also 
have implemented one or more supervi-
sory control and data acquisition (SCA-
DA) systems. These systems incorporate 
software and hardware elements that al-
low industrial organizations, utility 
companies, and power generators to 
monitor and control industrial process-
es and devices, including sensors, valves, 
pumps, and motors. Today’s SCADA sys-
tems also allow organizations to harvest 
data from these devices, and then to an-
alyze and make adjustments to their op-
erational infrastructure to improve effi-
ciency, make smarter decisions, and 
quickly address system issues to help 
mitigate downtime.

A typical SCADA architecture con-
sists of programmable logic control-
lers (PLCs) or remote terminal units 
(RTUs), which are small computers 
used to communicate with manufac-
turing equipment, human-machine 
interfaces (HMIs), sensors, and other 
end devices, and then route the infor-
mation from those objects to comput-
ers equipped with SCADA software. 
The SCADA software collects, pro-
cesses, distributes, and displays this 
data, helping operators and other em-
ployees analyze the data and make 
important decisions. 

Because SCADA systems are de-
signed to connect and control a huge 
amount of industrial equipment, ma-
levolent actors see significant value to 
infiltrating or controlling these sys-
tems and the operational technology 
(OT) networks through which they 
send and receive data. Data collected 
and compiled by X-Force Red, an au-
tonomous team of hackers within IBM 
Security that was hired to uncover se-

curity vulnerabilities, illustrated the 
number of vulnerabilities exposing in-
dustrial control systems has increased 
83% from 2011 to 2018. Moreover, over 
the past decade, there have been a 
number of real-world examples of at-
tackers targeting SCADA systems:

˲˲ In 2010, malware created by the in-
telligence forces of the U.S. and Israel, 
known as Stuxnet, was used to destroy 
centrifuges used in the enrichment of 
uranium at a facility in Iran, thereby 
delaying the development of that coun-
try’s nuclear weapons.

˲˲ In 2015, BlackEnergy, a Trojan 
Horse virus (which sits undetected 
until the attacker decides to activate 
it), was adapted by Russian hackers to 
infiltrate several Ukrainian power 
companies, with the malware used to 
gather intelligence about the power 

Protecting Industrial 
Control Systems 
Finding, and plugging, the security holes in SCADA.

Real-world attacks over the past decade have sought to exploit the vulnerabilities in 
supervisory control and data acquisition (SCADA) systems.

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=14&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3355377
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safety systems remotely, though a 
flaw in the code allowed the plant to 
respond before any damage occurred.

These attacks, along with numerous 
others, highlight the vulnerability of SCA-
DA systems and industrial networks. 

In 2018, the International Society 
of Automation (ISA) helped to develop 
a series of industrial cybersecurity 
standards designated ISA/IEC 62443, 
which were designed to protect the in-
dustrial automation and control sys-
tems (IACS) and networks that oper-
ate OT machinery and associated 
devices within critical infrastructure. 
The ISA/IEC 62443 standards also 
serve as key components of the U.S. 
Framework for Improving Critical In-
frastructure Cybersecurity (released 
in April 2018), a how-to guide devel-
oped through the National Institute 
of Standards and Technology (NIST) 
in support of U.S. cyber defenses.

NIST also released last year Inter-
nal Report 8219, “Securing Manufac-
turing Industrial Control Systems: Be-
havioral Anomaly Detection.” which 
notes that NIST is trying to add anom-
aly and malicious user detection to OT 
networks, and has documented the 
use of behavioral anomaly detection 
(BAD) systems in two demonstration 
environments, including one that 
mimicks a process control system that 
resembles what is being used by 
chemical manufacturing industries.

Industrial operators would be wise 
to follow NIST’s recommendations, 
as SCADA systems that have been 
compromised could be hijacked by 
hostile actors, with potentially seri-
ous outcomes. For example, organi-
zations can have their operations 
halted until a ransom payment is 
made, or physical systems or process-
es can be sabotaged, resulting in sig-
nificant damage. Perhaps the most 
dangerous scenario is that bad ac-
tors, likely cyber teams from or work-
ing on behalf of foreign governments, 
could plant malware that lies dor-
mant in a power plant, electrical dis-
tribution grid, or municipal water 
supply plant, so it may used as a point 
of leverage at a future date.

“What we are seeing in the field is 
that there’s an increase, not just of cy-
berattacks, but what we call cyberat-
tack readiness, or red button capabil-
ity,” says Barak Perelman, CEO of 

Indegy, a New York City-based indus-
trial cybersecurity firm that improves 
operational safety and reliability for 
industrial control networks. Perel-
man highlights a U.S. Federal Bureau 
of Investigation (FBI) and Depart-
ment of Homeland Security (DHS) ac-
count of a Russian cyber campaign to 
infiltrate critical infrastructure in the 
U.S., which occurred within the last 
two years.

“’Why didn’t I see anything blow 
up?’” Perelman says. “And the answer 
is that the Russians are not stupid; 
what they probably are after is to have 
a grip around critical segments of the 
critical infrastructures, and then 
when they need it most, as part of an 
act of war, or as part of leveraging ne-
gotiations with the U.S. next time, 
then they will [push the red button].” 

With so much at stake, it may be dif-
ficult to believe that industrial control 
systems are so vulnerable to attack. 
However, most industrial control sys-
tems were developed before the use of 
the Internet had become common-
place, so they were intentionally de-
signed to be simple, and to work in a 
closed system that was “air-gapped,” 
or unconnected to the outside world. 
Further, many SCADA systems and in-
dustrial networks typically were built 
using devices that were designed and 
manufactured without even basic se-
curity protocols or features. 

As industrial companies and utili-
ties have sought to connect their infra-
structure to their corporate systems, or 
to enable greater interoperability or 

communication capabilities between 
devices, hackers have taken notice.

“When we take a look at some of 
the devices that are being used to pro-
gram logic controllers or other types 
of data systems that are being con-
trolled with various thin protocols, 
whether it’s Modbus, PnP3, Hard IP, 
they’re very thin protocols,” explains 
Don Arnold, a security engineer with 
L Squared LLC, a Greenwood Village, 
CO-based information security con-
sulting firm. Arnold says these devic-
es do not have any security protocols 
built into them, making them easy 
targets for criminals. “Therefore, any 
kind of SCADA or industrial control 
system that is sending packets in-
bound and outbound without some 
sort of a protective security environ-
ment is at risk.” 

The lack of modern security proto-
cols and tools, however, does not ad-
dress perhaps the biggest security 
risk to industrial control systems: the 
propensity of humans to ignore com-
mon sense and inadvertently expose 
the network to malware through their 
own behavior.

“There have always been other ways 
to get malware to the network, the 
most notorious example being when 
malware is brought in by USB drives,” 
says Phil Neray, vice president of In-
dustrial Cybersecurity and Marketing 
at Cyber X, a Waltham, MA-based In-
dustrial Internet of Things (IIoT) and 
Industrial Control System (ICS) cyber-
security platform provider. In this sce-
nario, attackers may scatter or distrib-
ute USB thumb drives outside the 
facility, in the hope that an employee 
of the industrial plant or utility will 
pick one up and plug the drive into a 
computer within the facility, allowing 
malware to be automatically uploaded 
onto the network. This technique was 
used in the U.S./Israeli Stuxnet cyber-
attack on Iran’s nuclear facilities in 
2010, and likely in other instances of 
industrial sabotage.

“Social engineering is starting to be-
come much more popular today, be-
cause the technical security has in-
creased,” Arnold says. “Attackers are 
starting to go towards the weakest link, 
and that’s people. The majority of at-
tacks occur from inside the network, 
whether they are socially engineered, 
or if somebody [clicks on] an email and 

Industrial operators 
should heed NIST’s 
recommendations,  
as compromised 
SCADA systems 
could be hijacked  
by hostile actors,  
with potentially 
serious outcomes.
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they launch something into the net-
work. The end user is still the absolute 
weakest link in the network.” 

For industrial or utility companies, 
there are several protective measures 
that should be taken to harden or protect 
SCADA systems from those with mali-
cious intent, but the process should be-
gin with a sober risk assessment.

“The first thing I would do is sit 
down and say, ‘where’s the keys to the 
kingdom and what’s the value of the 
keys to the kingdom’,” Arnold says. 
“What’s the most important asset that 
you have to protect, and then design a 
security system around that.”

Joe Morgan, business development 
manager for critical infrastructure for 
Sweden-based Axis Communications, 
provides a concrete list of steps that 
should be taken by industrial and utili-
ty organizations, including using cer-
tificate control on each IP device, and 
cloaking IP addresses within a network 
so potential hackers will not have an IP 
trail to follow in their attempts to take 
over the control operations or extract 
data from the network or present a 
false narrative to invoke an unneeded 
response, propagating a dangerous 
chain of events. 

Further, Morgan says video surveil-
lance or thermal cameras can be linked 
to analytics software to help distinguish 

between cyber threats and other abnor-
mal, but still important, operational situ-
ations, such as a blown gasket on a pres-
sure line in a manufacturing plant. The 
cameras and the analytics engines can be 
used to verify whether a SCADA alarm is 
tipping personnel off to an actual issue, 
or to a false alarm caused by a breach. 

The greatest challenge, of course, 
is that deploying new or augmented 
security controls is expensive, and 
many organizations simply will not 
see the return on investment or value 
of taking proactive security steps.

“Somebody will get in,” says Mike 
Trojecky, vice president of IoT and 
Analytics for U.K.-based IT solutions 

company Logicalis. “It’s about identi-
fying when it happens and being able 
to respond to it and basically remedi-
ate as quickly as possible. But the cost 
to implement the security, in a lot of 
cases, is greater than the immediate 
cost to recover from an attack. [Orga-
nizations] don’t look at the long-term, 
corporate espionage piece, but instead 
will think, ‘Well it’s going to cost me 
$1 million to do [implement security], 
but I was attacked and compromised, 
and it only cost me $250,000.”	

Further Reading
What is SCADA?, Inductive Automation, 
September 12, 2018 
https://inductiveautomation.com/
resources/article/what-is-scada

International Society of Automation
ISA/IEC 62443
http://bit.ly/2VCmmgQ 

Framework for Improving Critical 
Infrastructure Cybersecurity,  
National Institute of Standards  
and Technology, April 16, 2018 

The Virus That Saved The World  
From Nuclear Iran? STUXNET,  
The Infographics Show, June 3, 2018 
https://www.youtube.com/
watch?v=J07N1KXOyfk

Keith Kirkpatrick is principal of 4K Research & 
Consulting, LLC, based in Lynbrook, NY, USA.
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Video surveillance 
may be linked  
to analytics software  
to distinguish 
between cyber threats 
and other abnormal,  
but important, 
operational situations.

Milestones

Fernando, Smith Receive George Michael Memorial HPC Fellowships
Milinda Shayamal Fernando 
of the University of Utah, and 
Staci A. Smith of the University 
of Arizona have been named 
to receive 2019 ACM-IEEE CS 
George Michael Memorial HPC 
Fellowships, created to honor 
Ph.D. students whose research 
focuses on high-performance 
computing applications, 
networking, storage, large-scale 
data analytics using the most 
powerful computers available.

The award of a fellowship to 
Fernando is in recognition of 
his work on high-performance 
algorithms for applications 
in relativity, geosciences, and 
computational fluid dynamics. 

Fernando’s research focuses 
on developing algorithms and 
computational codes that 
enable the effective use of 
modern supercomputers. His 
key objectives include making 

computer simulations on high-
performance computers easy to 
use, portable. high-performing, 
and scalable.

The results of Fernando’s 
work have improved applications 
in areas of computational 
relativity and gravitational wave 
astronomy. In the universe, when 
two supermassive black holes 
merge, they bring along clouds 
of stars, gas, and dark matter; 
modeling these events requires 
powerful computational tools 
that consider all the physical 
effects of such a merger. Recently 
developed algorithms and 
codes to create simulations of 
black hole mergers were limited 
because they could only handle 
simulations when the masses 
of the two black holes were 
comparable. Fernando developed 
algorithms and code capable 
of modeling mergers of black 

holes, or neutron stars, of vastly 
different mass ratios. These 
computational simulations help 
scientists understand the early 
universe, as well as what is going 
on at the heart of galaxies.

Smith was named to receive a 
fellowship in recognition of her 
work developing a novel dynamic 
rerouting algorithm on fat-tree 
interconnects.

A general problem in high-
performance computing is 
that multiple jobs running on 
supercomputers send messages 
at the same time, and these 
messages interfere with each 
other, potentially degrading a 
computer’s performance. Smith’s 
first research paper in this area 
had two goals: to explore the 
causes of network interference 
between jobs (in order to model 
that interference), and to develop 
a mitigation strategy to alleviate 

the interference.
As a result of this work, 

Smith recently developed a new 
routing algorithm for fat-tree 
interconnects called Adaptive 
Flow-Aware Routing (AFAR), 
which improves execution time 
up to 46% when compared to 
other default routing algorithms. 
As part of her ongoing Ph.D. 
research, Smith continues to 
develop algorithms to improve 
the performance and efficiency of 
HPC workloads.

The ACM-IEEE CS George 
Michael Memorial HPC 
Fellowships are endowed in 
memory of George Michael, 
one of the founding fathers of 
the SC Conference series. The 
Fellowships include a $5,000 
honorarium and travel expenses 
to attend SC19 in Denver, 
CO, next month, where the 
Fellowships will be presented.

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=16&exitLink=https%3A%2F%2Finductiveautomation.com%2Fresources%2Farticle%2Fwhat-is-scada
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=16&exitLink=http%3A%2F%2Fbit.ly%2F2VCmmgQ
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=16&exitLink=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DJ07N1KXOyfk
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=16&exitLink=https%3A%2F%2Finductiveautomation.com%2Fresources%2Farticle%2Fwhat-is-scada
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=16&exitLink=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DJ07N1KXOyfk
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That has been the issue at The Univer-
sity of Texas at Austin (UT Austin), where 
demand for the CS major is rising and 
the faculty is unable to keep pace, says 
Donald Fussell, chairman of the univer-
sity’s computer science department.

“As enrollments keep growing with-
out bounds, it’s very hard for anyone to 
keep their faculty size growing as fast as 
the demand for computer science ma-
jors,’’ Fussell says. 

Two ways to respond to that in the 
short term are to “start trying to hire 
like crazy,” Fussell says, and compro-
mise your quality standards, or leave 
enrollments open and have very large 
programs, which translates into in-
creased competition for courses. At 
UT Austin, the solution has been to 
put a cap on the number of computer 
science majors, Fussell says.

“It’s not so much a shortage (of facul-
ty), it’s just when you grow that quickly, 
there’s no quick way” to find enough 
qualified teachers to meet the demand 
for courses, he says.

Fussell says his department is hir-
ing new faculty members on a non-
tenured track “much more aggressive-
ly,” which works out well, “because 
these folks are really good teachers. 
But the pay scales are such that it’s 
hard to offer compelling salaries” at a 
state-run university.

A typical non-tenured position at UT 
Austin commands under $100,000 for a 
six-course, nine-month teaching load, 
he says. “Anyone with reasonable expe-
rience in the [computer science] indus-
try is going to be looking at something 
twice that much. So that’s the problem.”

The problem also exists at private 
institutions, not only because industry 
pays so much better, but also because 
there is a shortage of CS Ph.D. candi-
dates, and a doctorate is a requirement 
for tenure-track positions. RIT, which 
has over 4,200 students enrolled in grad-

T
HE ONLY EXPOSURE Yancarlos 
Diaz had to computer science 
during his high school years 
in New York City was when 
he used a computer to write 

essays. When it came time to apply to 
college, Diaz, who says he was good in 
math, “blindly signed up” for the com-
puter science program at the Rochester 
Institute of Technology (RIT), figuring it 
was a major that would help him easily 
find a job when he graduated.

That decision already is paying off.
Now a fourth-year student at RIT, 

Diaz expects to graduate in 2021 with 
dual bachelor and master of science 
degrees in computer science (CS). He 
then plans to work in the private sector 
as a software engineer “mainly to pay 
the loans,’’ he says.

Diaz is not alone. Colleges are not 
producing large numbers of CS majors, 
and many of those who graduate with a 
CS degree are opting to go into indus-
try rather than academia, which can 
pay twice as much as what professors 
earn. This is causing a perfect storm: a 
shortage of computer science teachers 
is making it harder for many students 
majoring in the discipline to get into the 
classes they need to graduate. 

Finding enough qualified comput-
er science teachers is also an issue in 
secondary education. Only 36 teach-
ers graduated from universities with 
computer science degrees in 2017, 
compared with 11,157 math teachers 
and 11,905 science teachers, according 
to the nonprofit Code.org. In 2016, 75 
teachers graduated from universities 
equipped to teach the subject, the orga-
nization reports.

“I can say at the K–12 level there’s a 
dramatic shortage’’ of computer sci-
ence teachers, says Jake Baskin, execu-
tive director of the Computer Science 
Teachers Association (CSTA), which 
worked with Code.org to produce a re-

port in 2018 on the state of computer 
science education policy in the U.S.  
Surprisingly, the study revealed that 
only 35% of public high schools in 24 
states offer computer science courses. 

However, 33 U.S. states now offer 
teacher certification in computer sci-
ence, up from 27 last year. “Overall, the 
theme of the report is very much that 
we’re moving in the right direction and 
adopting policies … to increase partici-
pation in computer science in the K–12 
space,’’ Baskin says. 

The increase is also trickling up, mak-
ing computer science a far more popular 
college major. The average number of 
undergraduate computer science ma-
jors per department at U.S. doctoral in-
stitutions grew from 818 in 2016 to 900 
in 2017, according to the Computing 
Research Association (CRA) annual Taul-
bee Survey. This has proven to be a mixed 
blessing, says Elizabeth Bizot, director of 
statistics and evaluation at the CRA. 

“There’s a lot of demand for students 
with those skills, and in that sense, in-
creases are a good thing,’’ she says. 
However, the average number of CS ma-
jors per department has increased 368% 
from 2006 to 2017, according to Bizot, 
“and that puts a lot of strain on depart-
ments in terms of teaching resources, 
classroom space, etc., as they seek to 
serve students well.”

The CS Teacher 
Shortage 
How can we fill more computer science classrooms  
when there just aren’t enough teachers to go around?

Society | DOI:10.1145/3355375	 Esther Shein
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uate and undergraduate computing de-
gree programs and is one of the largest 
colleges of computing in the country, 
has been able to address the problem 
with increased class sizes and by using 
current Ph.D. students to assist with 
teaching, says Mohan Kumar, chair of 
the Computer Science Department.

Having doctoral students help with 
the teaching is alleviating the problem 
of students getting shut out of comput-
er science classes, he says. “We do have 
a large number of non-tenure-track fac-
ulty to do the bulk of teaching,’’ Kumar 
says. He adds that his department also 
has some people who work in industry 
teaching part-time, “but the number is 
very small.”

RIT recently hired four tenure-track 
faculty with Ph.D.’s as well, he adds.

The University of Illinois at Urbana-
Champaign (UIUC) has nearly doubled 
its number of undergraduate computer 
science majors in the past seven to 10 
years, according to Leonard Pitt, as-
sociate head of the Computer Science 
Department. To cope with an ongoing 
shortage of computer science profes-
sors, UIUC created the CS + X program, 
which blends computer science with 
a discipline in the arts and sciences. 
“That’s allowed us to expand the num-
ber of programs without taxing the up-
per-level computer science courses and, 
hence, the faculty,’’ says Pitt. 

Right now, UIUC has about 1,100 
computer science engineering majors, 
and another 700 in the CS + X pro-
gram. “We saw skyrocketing demand 
for computer science offerings, so this 
was a ‘build it and they will come’ solu-
tion,” Pitt says. In the CS + X program, 
students take the same foundational 
courses as computer science and engi-
neering majors, amounting to about 30 
hours of course work. The main differ-
ence is that they also take courses in dis-
ciplines such as advertising, astronomy, 
crop sciences—and even music. 

At the same time, hiring both tenure-
track and non-tenure-track computer 
science faculty remains a challenge, Pitt 
says. “We are trying to grow like every-
body else and have a number of open 
slots, and the limitation on our growth 
is … the rate at which we can hire for 
faculty, both teaching faculty as well as 
tenure-track faculty.”

Pitt recalls that last year, the depart-
ment hired a teaching faculty profes-

sor to teach a 400-person math class. 
“The week before classes began, he 
came and said, ‘I hate to do this, but I 
had applied for a position at Cisco and 
thought it was dead, but they came 
to me and offered me three times the 
salary.’ So how do you compete with 
the incredible demand for Ph.D.’s in 
industry and the amount of money 
they’re being paid?”

Not only are such candidates being of-
fered top salaries, but if they are interest-
ed in conducting research, many compa-
nies also offer the autonomy to do that, 
Pitt adds. “So we struggle with that and 
also, there’s a limited pool of top talent 
[among] computer science graduates 
with Ph.D.’s and we’re competing with 
all of our peer schools,’’ he says. “It’s a 
sellers’ market if you’re a graduating 
Ph.D. computer science student.”

These dynamics are causing some 
students to get shut out of classes, 
Pitt says. The department used to 
open computer sciences classes to all 
students until a few years ago, when 
“it was pretty clear we had to restrict 
registration to computer science stu-
dents initially, until all [of them] had a 
chance to register.”

Normally, priority is given to seniors 
first; the problem, he says, was that se-
niors from different disciplines were 
taking spots away from computer sci-
ence majors. “We have an obligation to 
help them graduate in four years,” and 
the department didn’t want students 
not to be able to graduate because they 
couldn’t get into a computer science 
class. But it continues to be “very com-
petitive to get into one of these classes,” 
he acknowledges. 

UIUC is addressing the issue with 
larger class sizes and by offering classes 
online, in recognition of the fact that 
“some students prefer to stay home and 
watch a lecture in their pajamas,’’ Pitt 
notes. “So by creating online resources 
for classes, we’ve been able to expand 
our offering.” 

The university has also started us-
ing some adjunct faculty, “but more 
often than not, they’ll be someone who 
is maybe at the post-doctoral level who 
is passing through on their way some-
where and just serendipitously hap-
pens to be” in the area, he says. But that 
doesn’t happen often, since “we’re on 
Silicon Prairie, not Silicon Valley, so the 
number of professionals in town is no-

where near as large as what you’d see in 
the Bay area.”

Pitt believes one way that universi-
ties can prepare more students to be-
come computer science professors is 
to increase interest among women and 
underrepresented minorities. Another 
way is to get undergraduates to see the 
value of research early on. 

UIUC has a program that matches 
freshmen and sophomores with gradu-
ate students to work in faculty research 
labs for credit. Pitt says it’s a win-win 
because it gives the graduate students 
the ability to see what it’s like to men-
tor undergraduates and lead research, 
while the undergrads are exposed to 
research work early.

RIT’s Diaz says eventually, he would 
like to go into academia and teach at 
the high school level, even though it 
means he will have to take a pay cut. 
“I’ve always had passion for teaching,’’ 
he says. “I’ve been a tutor since my sec-
ond year here and I like it, and people 
say I’m good at it. And it’s my way of 
giving back, after a few years.”	
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plications development. But cloud 
computing as an applications devel-
opment platform did not occur 
overnight. The evolution occurred 
gradually as the cloud service ven-
dors began opening up their pro-
prietary infrastructures to third-
party software engineers who 
wanted to build new applications 
and use tools or services specific to 
those hosting environments.a

There were also network effects as-
sociated with this gradual transition 
that made the new development envi-
ronments increasingly popular and 
valuable: As more tools and services 
as well as third-party applications be-

a	 This column extends an earlier discussion 
in Michael A. Cusumano, “The Evolution of 
Cloud Computing into a New Type of Innova-
tion Platform,” in A. Boes and B. Langes, Die 
Cloud und der digitale Umbruch in Wirtshaft und 
Arbeit [Cloud and the Digital Revolution of Work 
and Economy], Haufe Group, Germany, 2019.

S
I N C E  T H E  E A R LY  2000s, ad-
vances in networks and vir-
tualization technology 
have made Web delivery of 
software applications pos-

sible on different types of hardware 
and software. As a result, we have 
seen increasing use of Internet or 
“cloud-based” servers as the primary 
way organizations and individuals 
use software applications (see “Cloud 
Computing and SaaS as New Comput-
ing Platforms,” Communications, 
April 2010). Many software developers 
have continued to build applications 
using hardware-based operating sys-
tems. Today, however, the trend is 
clear that cloud-based services have 
become a new platform not only for 
using software applications but also 
for building them. 

In addition to hardware-based op-
erating systems such as Google An-
droid, Microsoft Windows, Apple’s 

iOS, and Linux, now we must include 
Amazon Web Services (launched in 
2006, initially to sell Amazon’s ex-
cess computing and storage capaci-
ty), the Google Cloud and App En-
gine (launched in 2008), and 
Microsoft’s Azure (launched in 
2010) as popular platforms for ap-

Technology Strategy  
and Management  
The Cloud as  
an Innovation Platform for 
Software Development
How cloud computing became a platform.

DOI:10.1145/3357222	 Michael A. Cusumano 
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AWS was particularly attractive be-
cause it was not tied to a single prod-
uct and was especially good for devel-
oping online retailing applications. 
Amazon also made several critical ser-
vices available to its cloud users, in-
cluding data storage, computing in-
frastructure, messaging, content 
management, and customer billing. 
In recent years, AWS has expanded to 
include computing resources (EC2 for 
virtual servers and Lamda for running 
code); database, data storage, and 
content delivery services; networking 
administration and security services; 
code deployment facilities; analytics, 
application, and mobile support ser-
vices; and a growing number of enter-
prise applications.c

Microsoft in 2019 offered a similar 
collection of tools and services for its 

c	 See https://aws.amazon.com/products/ 
?nc2=h_ql_prod.

came available, more application de-
velopers chose to build new software 
for specific Web environments, which 
led the platform owners and third-
parties to make more tools, services, 
and applications available. Much like 
the app stores for smartphone soft-
ware, Amazon, Microsoft, and Google, 
as well as other firms, now boast app 
stores for their cloud-based applica-
tions and development tools.b

An early movement toward using 
Web environments for applications 
development came from companies 
that delivered software products as a 
service. In particular, Salesforce.com, 
founded in 1999, created a customer 
relationship management (CRM) 
product configured not as packaged 

b	 See https://aws.amazon.com/marketplace/help; 
https://azuremarketplace.microsoft.com/
en-us/marketplace/; and https://cloud.google.
com/marketplace/.

software but as software delivered 
over its own servers and accessed 
through a customer’s browser. In 
2005, Salesforce launched a website 
called AppExchange that functioned 
as a transaction platform and online 
store for companies to share, buy, and 
sell applications or tools that work 
particularly well with the Salesforce 
CRM product. Salesforce then created 
an innovation platform when it 
launched Force.com in 2008 as a devel-
opment and deployment environment 
using Salesforce’s SaaS server infra-
structure and growing set of software 
engineering tools. 

Various companies would go on to 
offer other public hosting services for 
SaaS products but Amazon quickly 
became the market leader for hosting 
as well as Web-based applications de-
velopment. It had over 400,000 devel-
opers registered as early as 2008 to 
use Amazon Web Services (AWS).6 
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ity to run different applications in a soft-
ware environment that emulates differ-
ent hardware platforms), data storage, 
and networking.9

The total size of the information 
technology market in 2018, including 
software, hardware, and services, was 
estimated to be approximately $3 tril-
lion.2 Cloud revenues remained a rel-
atively small part of this total number 
but were growing 20% to 30% annual-
ly: SaaS revenues in 2018 were esti-
mated at over $55 billion; IaaS reve-
nues approximately $45 billion; and 
PaaS revenues just under $11 billion. 
Public cloud services cut across all 
three categories, with AWS by far the 
market leader in recent years. Gartner 
and Goldman Sachs put AWS’s mid-
2019 market share at 47%, followed by 
Microsoft (22%), Alibaba (8%), and 
Google (7%).8 

Among these companies, Micro-
soft’s Web business was growing the 
fastest. We can expect further growth 
but also intensifying vendor competi-
tion between Microsoft and Amazon, 
especially for enterprise users. Both 
companies offer the most popular 
cloud platforms and marketplaces 
for software development as well as 
powerful IaaS platforms for running 
those applications. There is now little 
doubt that Microsoft—which made 
its fortune from packaged versions of 
Windows and Office—has successfully 
made a transition in its business model 
from desktop software to the cloud.	
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hosting service users and application 
developers. Its shift to the cloud began 
in 2010, when Microsoft began to offer 
Azure as an online service consisting 
mainly of Windows Live and Office 
Live. Azure initially appeared to be a 
weak competitor to Amazon and 
Google because of Microsoft’s strong 
preference for the packaged software 
business model. That preference 
gradually changed as increasing num-
bers of Microsoft customers asked for 
software delivered as a service and 
preferred to pay via short-term licenses 
and annual subscriptions.d

Google was an early innovator in 
Web services but lost ground to Ama-
zon and Microsoft probably because 
it lacked the experience, and the 
strategy, to sell services to enterpris-
es. Most of what Google offers its us-
ers (except advertisers) it offers for 
free. However, this may change in the 
future. Google is now spending bil-
lions of dollars to upgrade its cloud 
infrastructure and marketing efforts, 
with the intention of attracting more 
enterprise users for its services.1

As we look back, though, it is Mi-
crosoft that most stands out for its 
successful shift in strategy under 
CEO Satya Nadella that led the com-
pany to repackage many of its key 
software products and development 
tools as online services.3 For exam-
ple, Azure made available all the ser-
vices that had been ported to the on-
line versions of Windows and Office 
as well as Microsoft SQL Server, Mi-
crosoft CRM, .NET services, and 
Sharepoint services. These Web offer-
ings made it possible for customers 
to continue using Microsoft’s prod-
ucts as Web services rather than buy 
new versions of the packaged soft-
ware. At the same time, Microsoft en-
abled its customers to integrate Mi-
crosoft services with products from 
other vendors, thereby positioning 
Azure as a relatively neutral hosting 
environment and innovation plat-
form. On Azure, software engineers 
can use various programming lan-
guages and not just Microsoft’s pro-
prietary .NET environment. 

Microsoft’s cloud revenues have 
continued to rise as customers built 

d	 See https://azure.microsoft.com/en-us/overview/ 
what-is-azure/.

new applications using the Azure Web 
services and ran them on the Azure 
platform rather than on Windows. Mi-
crosoft lumps several cloud services 
together, but one estimate is that, in 
fiscal 2018, Microsoft had revenues of 
approximately $23 billion from Azure 
out of total company revenues of $110 
billion. The Azure business in 2018 
and 2019 was also growing at annual 
rates between 70% and 90%.5,8 This 
growth has helped propel Microsoft 
beyond Apple and Amazon to become 
the most valuable publicly listed com-
pany in the world, with a market value 
over $1 trillion.

For the past 10 years or so, industry 
analysts have been tracking cloud soft-
ware revenues in increasing detail, with 
annual reports on the different market 
segments. “Software as a Service” refers 
to software products delivered via the 
Web and priced generally on a subscrip-
tion or on-demand basis, with the full 
applications stack and data running on 
the software company’s cloud servers. 
“Platform as a Service” (PaaS) refers to 
features that users access via the cloud 
while managing their own software ap-
plications and data on internal (on-
premises) company servers. These fea-
tures include middleware applications, 
the operating system and updates, data 
storage, networking, and tools for devel-
oping new applications. PaaS covers the 
new cloud-based innovation platforms. 
There is also “Infrastructure as a Ser-
vice” (IaaS), which generally refers to 
when customers manage their own ap-
plications, databases, middleware, and 
operating systems while receiving some 
basic services via the cloud. These other 
services include virtualization (the abil-

We can expect further 
growth but also 
intensifying vendor 
competition between 
Microsoft and 
Amazon, especially 
for enterprise users.
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ure to satisfy expectations. Indeed, this 
column seriously violates that wisdom: 
each bullet item significantly oversim-
plifies the point it is intended to make. 
Thus, each item should be considered 
as a guideline that must be applied 
with considerable care, experience, 
and detailed elaboration. Consequent-
ly, given that achieving trustworthiness 
is inherently complex and there are 
typically no easy answers or quick fixes, 
it is with some trepidation that I offer 
the following ideas that might help en-
hance trustworthiness:

T
H E  A C M  R I S K S  Forum (risks.
org) is now in its 35th year, the 
Communications Inside Risks 
series is in its 30th year, and 
the book they spawned—

Computer-Related Risks7—went to 
press 25 years ago. Unfortunately, the 
types of problems discussed in these 
sources are still recurring in one form 
or another today, in many different ap-
plication areas, with new ones continu-
ally cropping up.

This seems to be an appropriate 
time to revisit some of the relevant 
underlying history, and to reflect on 
how we might reduce the risks for 
everyone involved, in part by signifi-
cantly increasing the trustworthiness 
of our systems and networks, and also 
by having a better understanding of 
the causes of the problems. In this 
context, ‘trustworthy’ means having 
some reasonably well thought-out as-
surance that something is worthy of 
being trusted to satisfy certain well-
specified system requirements (such 
as human safety, security, reliability, 
robustness and resilience, ease of use 
and ease of system administration, 
and predictable behavior in the face of 
adversities—such as high-probability 
real-time performance).

The most recent Inside Risks dis-
cussion of trustworthiness appeared 
in the November 2018 Communications 
column.2 This column takes a different 
view of the problems, with a specific 

conclusion that we need some funda-
mental changes in the state of the art 
and practice of developing and using 
computer systems, rather than trying 
to continually make small incremental 
improvements on baselines that may 
be unworthy.

The pithy wisdom of Albert Ein-
stein—“Everything should be made as 
simple as possible—but not simpler”—
is particularly relevant in the design, 
modification, and configuration of 
computer systems and networks. Over-
simplification is often a cause of fail-

Inside Risks  
How Might We Increase 
System Trustworthiness? 
Summarizing some of the changes that seem increasingly  
necessary to address known system and network deficiencies  
and anticipate currently unknown vulnerabilities. 
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and disruptions—especially using com-
ponents without substantive audit trails 
or paper records that should be able to 
make forensics-worthy analysis pos-
sible. Although greater system trustwor-
thiness would be helpful, many of the 
existing problems are not technological 
and must also be addressed.

˲˲ Recast software engineering and 
system engineering as engineering dis-
ciplines, with more focus on hardware 
and software vulnerabilities, aspects 
of system trustworthiness, importance 
of well-defined system requirements, 
proactive design, system usability, risk 
assessment, computer-science theory 
and practice.

˲˲ Revamp software-engineering educa-
tional programs to ensure graduates have 
the necessary abilities and resources.3

˲˲ Recognize there are no one-size-fits-
all solutions, and that many potential 
trade-offs must be considered. Further-
more, technology by itself is not enough, 
and many other factors must be consid-
ered—especially critical systems.

˲˲ Stress learning, not just teaching, 
to instill an awareness of the issues dis-
cussed here from elementary school on, 
dealing with complexity, principles, ab-
straction, respecting holistic long-term 
thinking rather than just short-term pre-
mature optimization, logical reasoning, 
altruism, and much more. Encourage 
rational and logical thinking from the 
outset, and later on, the use of practical 
formal methods to improve the quality 
of our computer systems. Formal meth-
ods have come a long way in recent years 
(for example, DeepSpec) and are increas-
ingly finding their way into practice.

˲˲ Pervasively respect the importance 
of human issues (for example, with 
greater emphasis on usability, personal 
privacy, and people-tolerant interfaces) 
as well as issues that are less technologi-
cal (for example, compromises of supply-
chain integrity, environmental hazards, 
and disinformation). Also, independent 
oversight is often desirable, as for exam-
ple is the case in aircraft safety, business 
accountability, and elections.

˲˲ Respect history, study the litera-
ture, learn from past mistakes, and ben-
efit from constructive experiences of 
yours and others.

˲˲ Recognize this list is incomplete and 
only a beginning. For example, I have not 
even mentioned the risks of side chan-
nels, speculative execution, direct-mem-

˲˲ Accept that we cannot build ade-
quately trustworthy applications on top 
of compromisable hardware and flawed 
systems of today, particularly for those 
with life-critical requirements. (The 
Common Vulnerabilities Enumerators 
list—cve.mitre.org—now includes over 
120,000 vulnerabilities!) For example, 
the best cryptography and useful arti-
ficial intelligence can be completely 
subverted by low-level attacks, insider 
misuse, and hardware failures, where-
as applications are still a huge source 
of vulnerabilities even in the presence 
of stronger operating-system security. 
Vulnerabilities tend to be pervasive. On 
the other hand, building new systems or 
cryptography from scratch is likely to be 
riskful. Thus, having a set of trustworthy 
basic system and cryptographic (for ex-
ample, EverCrypt) components would 
be a highly desirable starting point.

˲˲ Establish a corpus of theoretical 
and practical approaches for predictable 
composition of such components—ad-
dressing both composability (requiring 
the preservation of local properties) and 
compositionality (requiring the analysis 
of emergent properties of compositions, 
some of which are vital, as in safety and 
security—but some of which may be 
dangerous or otherwise failure-prone, 
as in exposed crypto keys and privacy 
violations). Composition itself can often 
introduce new vulnerabilities.

˲˲ Develop and systematically use 
more ways to reliably increase trust-
worthiness through composition. De-
sirable approaches might include (for 
example) the use of error-correcting 
codes, cryptography, redundancy, 
cross-checks, architectural minimiza-
tion of what has to be trusted, strict en-
capsulation, and hierarchical layering 
that avoids adverse dependencies on 
less-trustworthy components.

˲˲ Whenever a technology or a com-
ponent might be potentially unsound, 
trustworthiness (for both composition 
and compositionality) must be inde-
pendently evaluated—for example, 
when using machine learning in life-
critical applications.

˲˲ Adopt and honor underlying prin-
ciples of computer systems, especially 
with respect to total-system trustworthi-
ness for safety and security.

˲˲ Eschew the idea of inserting back 
doors (or not patching existing ones) 
in computer and communication sys-

tems.1 It should be intuitively obvious 
that if back doors in systems have ex-
ploitable vulnerabilities, they would be 
exploited by people and programs sup-
posedly not authorized to use them. 
Nevertheless, governments repeatedly 
fantasize that there can be bypasses 
that would be securely accessible only 
to ‘authorized’ entities. (Consider again 
the first bullet item in this column.)

˲˲ Recognize that trustworthiness in 
the “Internet of Things” may always be 
suspect (for example, regarding securi-
ty, integrity, human safety, and privacy). 
Various hardware-software and opera-
tional approaches must be developed 
(perhaps easily securable and locally 
maintainable firewalls?) that can help 
control and monitor how various classes 
of devices can more soundly be connect-
ed to the Internet. Self-driving vehicles, 
fully autonomous highways, and to-
tally interconnected smart cities imply 
the components and the total systems 
must be significantly more trustworthy. 
However, the risks of ubiquitously put-
ting your crown jewels on the IoT would 
seem to be excessively unwise.

˲˲ Accept the fact that the use of re-
mote processors and storage (for exam-
ple, cloud computing) will not necessar-
ily make your computer systems more 
trustworthy, although there are clearly 
considerable cost and operational sav-
ings that can result from not having to 
manage local hardware and software. 
Nevertheless, trusting trustworthy 
third-party cloud providers would be 
more desirable than attempting to cre-
ate one’s own. As in other cases, there 
are many trade-offs to be considered.

˲˲ Accept the reality that we cannot 
build operational election systems that 
are trustworthy enough to withstand 
hacking of registration databases, in-
sider misuse, rampant disinformation 

We need some 
fundamental changes 
in the state of the 
art and practice of 
developing and using 
computer systems.
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ory access from embedded microcon-
trollers and input-output, and tampering.

As a reminder, some important man-
tras have been repeated in the Inside 
Risks archives. Here are just a few: 

˲˲ Characterizing potential vulnera-
bilities inherent in various types of com-
puter-related systems and operational 
environments, such as automation,11 
clouds,9 IoT,5 and AI.16

˲˲ System engineering and software 
engineering as a discipline.2,15

˲˲ Theoretically based practice.4,14,15

˲˲ Foresighted planning for achiev-
ing long-term benefits rather than just 
short-term gains.6,8,10

Note that old wisdom may still be 
very relevant and insightful, as in the 
Einstein quote, Norbert Wiener’s pre-
scient Human Use of Human Beings,18 
and Don Norman’s The Design of Every-
day Things.13 Computer-Related Risks7 is 
no exception. Furthermore, there is con-
siderable hope in some recent advances. 
For example, the CHERI hardware-soft-
ware architecture and its intra-process 
compartmentalization17—together with 
its ongoing formal analysis of the hard-
ware specifications—can provide some 

guidance on how many of the afore-
mentioned desiderata and principles12 
can actually be constructively applied in 
practice. CertiKos, seL4, and the Green 
Hills separation kernel are other ex-
amples of formal analysis of real system 
components—albeit just for operating-
system microkernels.

Each bulleted item is oversimplified, 
and the problems that must be faced 
are complex and far-reaching. System 
engineers, academics, computer users, 
and others might wish to reflect on the 
history of how we reached where we are 
today, and how theoretical and practical 
research and development experience 
might help achieve the desired goals, as 
well as avoiding known shortcomings 
and as-yet-unrecognized vulnerabilities. 
However, the bottom line is that we still 
have a long way to go toward achieving 
trustworthy systems.	
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in any role, whether it is a developer, 
marketer, or C-level executive. Like any 
executive, a CSO is supposed to be a 
leader with a concentration in security, 
someone who can: survey and under-
stand the threats against the company 
on many levels; describe those threats 
to various groups within the organiza-
tion; and then develop plans to protect 
the company, its people, and its assets 
against those threats.

Dear KV,
The little startup I am working for 
must be getting bigger because we 
just hired someone to be our “chief 
security officer,” which I place in 
quotes because I am not quite sure 
what that actually means. Most of 
the developers I work with seem to 
write good code, which, if I under-
stand some of your previous columns, 
means we should also have relatively 
good security. 

What confuses me about the CSO is 
that whenever our chief architect—my 
boss—tries to talk to him about how 
our systems function, I get the feeling 
the CSO is not listening. In fact, much 
of what the CSO has done since join-
ing our company has not focused on 
the security of our software. Instead, 
he buys third-party security products 
and then pushes them on the devel-
opment groups and the rest of the 
company. Often these systems get 
in the way of getting work done, and 
from time to time they just fail, which 
means we either stop using them or 
find ways to bypass them. 

Is this normal? I like working at 
startups, and this is the first time I 
have been at one that has become 
big enough to hire such a person, so 
maybe this is just how big companies 
work and it is time to move to yet an-
other startup, where security is part 
of our work rather than something 
that is bought for us. 

Bought and Paid For

Dear Bought,
Asking “What is a CSO good for?” is 
like asking “What is any executive good 
for?” This is a topic that is probably too 
meaty for me to address in a single col-
umn, but let’s see if I can at least par-
tially answer your question here. CSOs 
are like snowflakes; no two are alike. 
Actually, the snowflake theory of any 
group is completely incorrect; there are 
definitely distinct categories you find 

Kode Vicious  
What Is a Chief Security 
Officer Good For? 
Security requires more than an off-the-shelf solution.
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V systems and software can be attacked 
from anywhere and everywhere, and 
if you look at your SSH (Secure Shell) 
logs, you will see they are.

As any industry grows, it inevita-
bly draws a percentage of people and 
companies who are there “just to 
make a buck,” and that makes care-
ful and deliberate decision making 
even more important. There is plenty 
of fear, uncertainty, and doubt sown 
by the security industry, which you 
can see in their advertising in pretty 
much any airport: Spammers are out to 
get you and there are two viruses in ev-
ery laptop! There is definitely a nasty 
threat landscape, and though there 
continues to be interesting work in 
mitigations, countermeasures, and 
overall development practices, secu-
rity will remain an arms race, at least 
for the foreseeable future.

What your CSO is currently practic-
ing is called “checkbook security,” a 
particularly dangerous way to deal with 
threats. While there are definitely good 
security products on the market, the 
fact is that without a careful plan and 
careful deliberation, you cannot sim-
ply achieve security by buying a prod-
uct or a suite of products. You must 
think about how to use the product, if 
it addresses an identified threat, and if 
it integrates with your company’s work. 
A failing in any of these three areas 
means you are sending good money 
down a drain.

KV
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The CSO is not a security engineer, 
so let’s contrast the two jobs to create 
a picture of what we should and should 
not see.

The CSO thinks about (actual-
ly, the good ones have nightmares 
about) various security threats and 
then ranks them in various orders. 
One possible ordering is based on the 
likelihood of the threat being realis-
tically carried out. Another ordering 
is based on the downside risk of the 
threat actually coming to fruition. A 
good example is an attack on a single 
system versus one that takes out a 
whole set of systems. 

Imagine you are building an app 
that runs on someone’s phone—a 
very common job. There is some non-
zero probability that someone will at-
tack the app. The downside risks of a 
successful attack on a single instance 
of the app (say, where the attacker 
can get at some data but must have 
physical possession of the person’s 
phone) versus the one where the at-
tacker can remotely get data from 
many—or all—instances of the app 
are very different. In the former case, 
you have failed one customer, and in 
the latter, you have failed your entire 
user base. These mental calculations, 
writ large, are what a CSO spends 
time thinking about.

A security engineer, on the other 
hand, builds systems such as software, 
network architectures, or other arti-
facts that implement a particular secu-
rity feature against an identified threat. 
Using the same threat-model map, a 
security engineer works to prevent a 
successful attack on the system. 

The case of the phone application 
remains illustrative. A security engi-
neer will work on the application code 
to ensure it stores any data that must re-
main secret—for example, keys used to 
carry out secure network communica-
tions—in a secure place such as a TPM 
(Trusted Platform Module), a hardware 
security module that is commonly pro-
vided in modern, mobile hardware. Of 
course, the security engineer knows 
why this is necessary, but is not going 
to simultaneously worry about how the 
company’s network routers are pro-
tected from attack.

Once CSOs have developed a threat-
model map, they must determine if it 
is correct and applies to the systems 

being developed. Good security is not 
a one-size-fits-all situation. The fact 
that you think your CSO is not listening 
to your chief architect should give you 
pause. I would expect their discussions 
would be quite intense, and I have 
worked at one startup where no such 
conversation was carried out without 
a lot of yelling. If CSOs do not under-
stand what they are trying to help pro-
tect, how can they protect it?

This brings me to one of the least-
understood parts of security work, both 
by its practitioners and by those upon 
whom it is practiced. The security role 
is always a helping role: that person, 
or, more often, group of people, must 
be there to help everyone around them 
understand the threats and be able to 
point them to resources that help them 
solve their problems.

Too much of the security industry 
is full of people with military back-
grounds or military frames of mind, 
where one can command and com-
pel people to act in certain ways un-
der harsh penalties. Most software 
companies are not military units, and 
most engineers laugh at this type of 
command and control. You pointed 
out that you and your colleagues have 
started to work against the security sys-
tems being foisted upon you, and this 
is actually the worst possible outcome, 
because it makes systems far less se-
cure than if the security system was not 
put in place at all.

The other issue you described, the 
CSO’s penchant for buying systems of 
sometimes dubious quality, has wors-
ened with the spread of the Internet 
and the need to secure increasing num-
bers of systems. Before the Internet, 
you had to secure only your computer, 
the hulking thing in the basement, and 
a few dialup modems against insid-
ers, which was bad enough. Now, your 

Good security  
is not a  
one-size-fits-all 
situation.
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create experiences for different device 
types (that is, A or B). In MDXs, differ-
ent devices are used simultaneously 
for task completion (that is, A and B). 
Digital assistants can capitalize on 
the complementary input and output 
capabilities of multiple devices for 
new “better together” experiences.

Although the majority of sold smart 
speakers lack screens, their capabili-
ties continue to expand, for example, 
through the introduction of “smart 

T
HE USE OF multiple digital 
devices to support people’s 
daily activities has long been 
discussed.11 The majority 
of U.S. residents own mul-

tiple electronic devices, such as smart-
phones, smart wearable devices, tab-
lets, and desktop, or laptop computers. 
Multi-device experiences (MDXs) span-
ning multiple devices simultaneously 
are viable for many individuals. Each 
device has unique strengths in aspects 
such as display, compute, portability, 
sensing, communications, and input. 
Despite the potential to utilize the port-
folio of devices at their disposal, people 
typically use just one device per task; 
meaning they may need to make com-
promises in the tasks they attempt or 
may underperform at the task at hand. 
It also means the support that digi-
tal assistants such as Amazon Alexa, 
Google Assistant, or Microsoft Cortana 
can offer is limited to what is possible 
on the current device. The rise of cloud 
services, coupled with increased owner-
ship of multiple devices, creates oppor-
tunities for digital assistants to provide 
improved task completion guidance.

Case for Multi-Device 
Digital Assistance
Arguments in favor of multi-device 
support are not new. Cross-device ex-
periences (CDXs) and MDXs have been 
discussed in the literature on interac-
tion design, human factors, and per-

vasive and ubiquitous computing.2,8 
CDXs have focused on scenarios such 
as commanding (remote control), 
casting (displaying content from one 
device on another device), and task 
continuation (pausing and resuming 
tasks over time). In CDXs, devices are 
often used sequentially (that is, device 
A then device B) and are chosen based 
on their suitability and availability. 
Tools such as the Alexa Presentation 
Language (APL) enable developers to 

Viewpoint 
Multi-Device  
Digital Assistance 
Increased availability of cloud services and ownership of multiple 
digital devices create unique opportunities for digital assistants  
to provide guidance across a range of tasks and scenarios. 
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V displays” that combine smart speakers 
and screens in a single device. Despite 
the value of screens housed on speaker 
hardware, other devices (such as tab-
lets, smartphones) often have higher-
resolution displays, have more powerful 
processors, and are interchangeable, 
making them more versatile across 
tasks and scenarios. These devices may 
also already be used for the current task, 
providing valuable contextual informa-
tion. For example, a recent study of tab-
let use found that 40% of participants 
reviewed recipes on their tablet before 
cooking.6 This contextual information 
also helps to address challenges such 
as deciding when to trigger recom-
mendations about invoking MDXs or 
ground question-answering in a specif-
ic context (for example, a user inquir-
ing “how many cups of sugar?” while 
on a recipe website). Integrating with 
existing usage and information access 
practices also means users need not 
learn a new device or system to capital-
ize on multi-device support.

MDXs primarily address capabil-
ity shortfalls in what individual devices 
can do, rather than there being any-
thing inherent in the type of tasks that 
requires physical separation of devices. 
While a tablet device with a sufficient-
ly powerful speaker and microphone 
would be perfectly capable of serving 
the exact same purpose as a speaker 
plus tablet with just one device, such 
devices could still be a long way off and 
require that people purchase a new de-
vice. A significant advantage of MDXs 
is that people can get support now, by 
pulling together devices they already 
own. Even new devices will have weak-
nesses that could well be addressed in 
combination with existing hardware.

CDX scenarios, such as reviewing 
background material while engaging 
with another device illustrate the ben-
efits of multi-device support. Microsoft 
SmartGlass, a companion application 
for Xbox that supplements the core 
gaming console experience, acts as a 
remote control, and provides additional 
functionality such as recommenda-
tions, profile access, and leaderboards. 
Companion applications for Netflix 
(netflix.com) and Hulu (hulu.com) are 
similar. Conversely, in MDXs, all de-
vices are integral, and contribute in im-
portant and complementary ways to the 
user experience and to task completion.

Figure 1a. Illustrative schematic of the Ask Chef MDX, combining tablet and smart speaker, 
mediated by cloud services, to help with recipe preparation.

In , the Web page URL is passed to the service (by an instrumented Website in this case) where 
the microdata (JSON) is parsed to extract ingredients and preparation steps. The preparation 
instructions are chunked for audio output and an enhanced version of the Website is displayed, with 
the steps enumerated and the current step highlighted. In , the user requests the next step via 
voice. The system responds in  with two actions simultaneously: (a) highlighting the next step on 
the tablet, and (b) vocalizing the step through the speaker.

Smart speaker
with far-field microphone, 

excellent audio output

Tablet or smartphone
with high-resolution display,

touch input, RGB/IR 
camera, interaction context

Web page 
+ microdata

Cloud AI Service
Azure web service with AI for intent 

understanding and question-answering plus 
state management, user profile, content 

consumption and parsing, inferences etc.

Voice requests
e.g.  “Alexa, 
what’s the next 
step?”

(b) Audio replies
e.g. “The next

step is...”

(a) Page + 
UI updates
e.g. highlight 
next step

Allrecipes.com - Carrot cake

+
3

2
1

Figure 1b. Still image of the Ask Chef MDX, using an Apple iPad and an Amazon Echo smart 
speaker. Interactions are coordinated via a Website communicating with the cloud as in 
Figure 1a.
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sible MDX platform for any application 
or website. Ask Chef focuses on using 
screen and non-screen devices for rec-
ipe preparation assistance. Cooking is 
a common, time-consuming task that 
requires state and ingredient tracking, 
and involves multiple steps. People 
routinely bring smartphones or tab-
lets into their kitchens to help manage 
these processes and to access step-by-
step instructions via Web browsers. 
Here, there is often a need for hands-
free, far-field interaction.4 Likewise, 
smart speaker devices such as the Ama-
zon Echo or Google Home are frequent-
ly placed in the kitchen and are used at 
mealtime to set timers or manage short 
cooking-related processes.b There is 
an opportunity for digital assistants to 
help people prepare recipes more effec-
tively by providing support including 
coaching,6 status tracking, and coordi-
nating multiple courses of a meal.

Figure 1 illustrates multi-device 
digital assistance in Ask Chef, spanning 
two devices: a tablet (for example, Mi-
crosoft Surface, Apple iPad) and a smart 
speaker (such as Amazon Echo, Google 
Home), and mediated by a cloud ser-
vice, which orchestrates the experi-
ence to establish and maintain session 
state, apply artificial intelligence (for 
example, for intent understanding and 
contextual question answering), and 
handle events and interface updates 
across different devices.

Powering MDXs via cloud services 
means system designers do not need 
to rely on over-the-air updates to client-

b	 See https://bit.ly/2KZdA5q

Potential for Multi-Device 
Digital Assistance
Usage of digital assistants on multiple 
devices can be low, primarily due to a 
lack of compelling MDXs. Support for 
multiple devices in digital assistants is 
typically limited to CDXs, mostly to as-
sist with task continuation, including 
quickly resuming edits on a tablet for 
a document started on a desktop com-
puter (for example, the “Pick Up Where 
I Left Off” feature in Cortana in Win-
dows 10) or system-initiated pointers 
from smart speakers to screen devices 
to view lists or tables.

More than 60 million smart speak-
ers have been sold in the U.S. alone 
and co-ownership of screen devices 
by smart speaker users is high. The 
benefits of building digital-assistant 
experiences combining screen and 
non-screen devices are bidirectional: 
screens offer visual output to aug-
ment audio plus (often) support for 
touch/gestural interactions, smart 
speakers offer hands-free capabili-
ties through far-field microphones 
plus high-quality audio output. Smart 
speakers can also serve as the hub for 
Internet-of-Things (IoT) smart home 
devices (for example, Amazon Echo 
Plus has a Zigbeea radio to support 
device connectivity) and are often 
situated where they can easily be ac-
cessed and are proximal to task hubs 
(for example, in the kitchen for cook-
ing support or in the family room to 
control entertainment devices). Many 
of these IoT devices already use con-
versational interfaces tailored to the 
device. Although engaging with devic-
es might have once required immedi-
ate physical proximity, conversation-
al interfaces and improved technical 
capabilities in areas such as far-field 
speech recognition have alleviated 
this need. A successful multi-device 
digital assistant would manage and 
leverage multi-modal input/output 
and conversational interfaces to cre-
ate seamless simultaneous interac-
tions with multiple smart devices, ir-
respective of the device manufacturer.

Guided Task Completion
At Microsoft, we have developed an 
MDX application called Ask Chef as 
part of a larger effort to build an exten-

a	 See https://bit.ly/1KfBrJS

Digital assistants 
can capitalize on 
the complementary 
input and output 
capabilities of 
multiple devices for 
new “better together” 
experiences.
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side code to make experience and/or 
algorithmic modifications, that usage 
can be easily aggregated and analyzed 
to improve assistance offered, and that 
assistants can run on third-party hard-
ware, enabling scaling via Amazonc 
and Googled skills kits. Skill availability 
is only part of the challenge for digital 
assistants; discoverability of skills re-
mains an issue on devices that lack dis-
plays.12 Screen devices can surface skill 
recommendations and support recall 
of prior skills on headless devices.

The current implementation of Ask 
Chef relies on schema.org microdata 
for the Web page being accessed. This 
markup is used to extract ingredients 
and preparation instructions. Impor-
tant extensions include generalizing 
to content that is not enriched with 
such data and integrating additional 
content to augment the recipe (for 
example, refinements from user com-
ments3). Recommending assistance 
for the current step in the task (includ-
ing instructional content: videos, Web 
pages, and so forth), while also con-
sidering the previous steps, assistance 
already offered, and future steps. De-
termining how to utilize wait times be-
tween steps in recipe preparation (for 
example, “bake for 20 minutes”) can 
be challenging, and users may elect to 
spend that time in different ways (from 
food preparation to unrelated tasks 
[such as email, social media, and other 
activities]).6 Beyond task guidance, digi-
tal assistants could also provide pre-
preparation support (for example, add 
items to a shared grocery list) and post-
preparation support (for example, help 
revisit favorite recipes).

Looking Ahead
MDXs enable many new scenarios. Sup-
port for guided task completion can 
extend beyond cooking to include pro-
cedural tasks such as home improve-
ment, shopping, and travel planning. 
Other scenarios such as homework 
assistance, games, puzzles, or calen-
dar management could be enhanced 
via MDXs. Support for these scenarios 
could be authored by third parties. For 
example, educators could compose or 
flag visual/multimedia content to ac-
company tutorial/quiz materials, to 

c	 See https://amzn.to/2cDSN3K
d	 See https://bit.ly/2NC7VnF

help students learn more effectively 
than with text or audio only.1

As experience with devices such as the 
Amazon Echo Show has demonstrated, 
augmenting voice-based digital assis-
tants with a screen can also enable new 
scenarios (for example, “drop ins”—im-
promptu video calls). This adds value 
even though the screen is small; more 
would be possible with a larger, higher-
resolution display that could be located 
as far from the smart speaker as needed. 
The user-facing camera (webcam, infra-
red camera) on many laptops and tab-
lets can add vision-based skills such as 
emotion detection and face recognition 
to smart speakers. Powerful processors 
in tablets and laptops enable on-device 
computation to help address privacy con-
cerns associated with handling sensitive 
image and video data.

Multi-device digital assistance is 
not limited to a single, static device 
pairing. For example, it includes sce-
narios such as dynamically connect-
ing a smartphone and any one of many 
low-cost smart speakers as users move 
around a physical space; imbuing, say, 
any Amazon Echo Dot with the capa-
bilities of an Echo Show. Although we 
targeted MDXs comprising two devic-
es, there are situations where three or 
more could be used (for example, add-
ing a smartphone to Ask Chef for timer 
tracking and alerting); these experienc-
es must be carefully designed to avoid 
overwhelming users. Multi-device in-
teractions can also help correct errors 
in speech recognition and yield useful 
data to improve voice interfaces.9 

In sum, MDXs unlock a broad range 
of more sophisticated digital assistant 
scenarios than are possible with a single 
device or via CDXs. Utilizing complemen-

A significant 
advantage of MDXs  
is that people can  
get support now,  
by pulling together 
devices they  
already own.

tary devices simultaneously could lead to 
more efficient task completion on cur-
rent tasks, cost savings for device con-
sumers, and unlock new classes of digital 
assistant skills to help people better per-
form a broader range of activities.	
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OP E RATING SYSTEMS SUCH as Windows, Linux, and 
macOS have kernels. The kernel controls access to 
system resources. It contains the logic for allowing 
multiple processes to share hardware mechanisms 
such as CPU, memory, disk I/O, and networking.

When a computer boots, the main interface for 
initializing the DRAM, silicon, and devices is the 
firmware. The firmware initializes the operating 
system with a bootloader. You might have heard of 
GRUB (derived from Grand Unified Bootloader), a 
common bootloader for Linux distros.

Every computer or server typically comes with firmware 
produced by the vendor that manufactured it. Firmware 
lives in the SSD/HD (solid state drive/hard drive),

keyboard, mouse, CPU, network card, 
and other devices.

Exploits in firmware can cause a 
lot of harm because of the many privi-
leged operations for which firmware 
is responsible. For example, consider 
the hack on SoftLayer,3 a bare-metal 
cloud, where the base management 
controller (BMC) was hacked to leave 
a backdoor so when a server was re-
provisioned after a customer used it, 
the hacker could still have access to 
that server. The minimum bar for any 
cloud provider is to provide a machine 
for a user that gets wiped cleanly and 
completely after use. This is a clear 
violation of that promise. 

Making matters worse, most firm-
ware is proprietary. The code that runs 
with the most privilege has the least 
visibility. This leads to breaches and in-
cidents that have the capacity to affect 
users on multiple platforms simulta-
neously. To hackers this is like catnip. 

Open source firmware can help 
bring computing to a more secure place 
by making the actions of firmware more 
visible and less likely to do harm. The 
goal of this article is to make readers 
feel empowered to demand more from 
vendors who can help drive this change.

This is an introduction to a compli-
cated topic; some sections just touch 
the surface, but the intention is to pro-
vide a full picture of the world of open 
source firmware.

Privilege Levels
Computers today have various levels of 
privileges.

˲˲ Ring 3—Userspace. This ring has 
the fewest privileges. This is where user 
programs run. Userspace sandboxes 
can restrict privileges further.

˲˲ Ring 0—Kernel. This is the operat-
ing-system kernel; open source oper-
ating systems allow visibility into the 
code behind the kernel.

˲˲ Ring –1—Hypervisor. This VMM 
(virtual machine monitor) creates and 
runs virtual machines. Open source 
hypervisors such as Xen, KVM, bhyve, 
among others, provide visibility into 
the code behind this ring.

Open 
Source 
Firmware
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Coreboot’s design philosophy is to 
“do the bare minimum necessary to en-
sure hardware is usable and then pass 
control to a different program called 
the payload” (https://doc.coreboot.org). 
The payload in this case is LinuxBoot.

LinuxBoot (https://www.linuxboot.
org/), formerly known as Non-exten-
sible Reduced Firmware, or NERF 
(https://trmm.net/NERF), handles de-
vice drivers, manages the network 
stack, and supplies a multiuser, mul-
titasking environment. It is built with 
Linux so a single kernel can work for 
several boards. It is arguably better to 
use an open source kernel with lots of 
eyes on it, rather than the two and a 
half other kernels that are all different 
and closed off. This means that you are 
lessening the attack surface by using 
fewer variations of code, and you are 
making an effort to rely on code that is 
open source. Linux improves boot re-
liability by replacing minimally tested 
firmware drivers with hardened Linux 
drivers. (Linux is significantly more 
vetted than most proprietary systems 
are; it has lots of eyes on it, since it is 
used quite extensively.)

By using a kernel that already has 
tooling, firmware devs can build us-
ing tools they already know. When they 
need to write logic for signature verifi-
cation, disk decryption, and the like, 
they can use a language that is mod-
ern, easily auditable, maintainable, 
and readable.

Runtimes 
Runtimes enable systems to use open 
source firmware and run custom pro-
gramming logic.

Heads (http://osresearch.net/) is a 
configuration of coreboot that has a 
securely configured Linux kernel as 
the coreboot payload. It works on serv-
ers and laptops. The project, started by 
Trammel Hudson, is influenced by sev-
eral years of firmware vulnerability re-
search (Thunderstrike; https://trmm.
net/Thunderstrike; and Thunderstrike 
2; https://trmm.net/Thunderstrike_2).

u-root (https://github.com/u-root/
u-root) is a set of Golang userspace 
tools and bootloader. It is used as the 
initramfs for the Linux kernel from 
LinuxBoot.

By being open source, this new firm-
ware stack helps improve the visibil-
ity into many of the components that 

˲˲ Ring –2—System management 
mode (SMM), unified extensible firm-
ware interface (UEFI) kernel. This is 
proprietary code that controls all CPU 
resources (more on this later).

˲˲ Ring –3—Management engine. This 
is proprietary code that runs as long as 
the motherboard is receiving power, 
even if it is off (more on this later).

This summary makes clear that 
rings –1 to 3 have the option to use 
open source software and have a large 
amount of visibility and control over 
the software. The privilege levels under 
ring -1 allow less control, but the situa-
tion is improving with the open source 
firmware community and projects.

It’s counterintuitive that the code 
with the least visibility has the most 
privilege. This is what open source 
firmware is aiming to fix. The ecosys-
tem’s goals are focused on making 
firmware less capable of doing harm 
and making its actions more visible. 

Ring –2. SMM, UEFI kernel. This 
ring controls all CPU resources. SMM 
is invisible to the rest of the stack on 
top of it. It was originally used for power 
management and system hardware 
control. It handles system events such 
as memory or chipset errors.

UEFI is the interface between the 
operating system and the BIOS firm-
ware. EFI, the predecessor of UEFI, 
was made to solve BIOS bit and ad-
dress limitations. Since then, more 
functionality has been added to the 
UEFI spec, including cryptography, 
networking, and authentication. The 
UEFI kernel is extremely complex and 
has millions of lines of code. It con-
sists of boot services and runtime ser-
vices. The specification (https://uefi.
org/specifications) is quite verbose if 
you want to dig in. UEFI applications 
such as the UEFI shell, GRUB, Gummi-
boot, or Windows Boot Manager have 
the option of being active after boot. 

The UEFI kernel is a common vec-
tor for many vulnerabilities since it 
has some of the same proprietary code 
used on many different platforms. 
Bootloaders such as GRUB and Win-
dows Boot Manager are platform spe-
cific. The UEFI kernel is shared on mul-
tiple platforms, making it a great target 
for attackers. 

Additionally, since only UEFI can 
rewrite itself, exploits can be made 
persistent. This is because UEFI lives 

in the processor’s firmware, typically 
stored in the Serial Peripheral Inter-
face (SPI) flash. Even if a user were to 
wipe the entire operating system or in-
stall a new hard drive, an attack would 
persist in the SPI flash.

Ring –3. Management engine. In 
the case of Intel (x86), Ring –3 is the 
Intel Management Engine.7 It can turn 
on nodes and reimage disks invisibly. 
It has a kernel that runs Minix,11 as 
well as a web server and entire net-
working stack. Because of this, Minix 
is the world’s most widely used oper-
ating system. There is a lot of func-
tionality in the Management Engine; 
it could take all day to list it all, but 
many resources are available for dig-
ging into more detail.16

Between Ring –2 and Ring –3 there 
are at least two and a half other ker-
nels in our stack that have many capa-
bilities. Each of these kernels has its 
own networking stacks and web serv-
ers, which is unnecessary and poten-
tially dangerous, especially if you do 
not want these rings reaching out over 
the network to update themselves. The 
code can also modify itself and per-
sist across power cycles and reinstalls. 
There is very little visibility into what 
the code in these rings is actually do-
ing, which is horrifying, considering 
these rings have the most privileges.

They all have exploits. It should be 
of no surprise to anyone that Rings –2 
and –3 have their fair share of vulner-
abilities. Exploits here have a huge 
impact radius when they happen. For 
example, there was a bug in the Web 
server of the Intel Management En-
gine.14 No one realized the bug existed 
for seven years.

How can we make it better?

Firmware Projects
Firmware projects are typically stored 
in SPI flash.

u-boot (https://www.chromium.org/ 
developers/u-boot) and coreboot 
(https://www.coreboot.org/) are open 
source firmware. They handle sili-
con and DRAM initialization. Google 
Chromebooks use both: coreboot on 
x86 and u-boot for the rest. This is one 
part of how Google verifies boot.2 Veri-
fied boot reduces the risk of malware, 
permits safe software updates, and en-
sures the integrity of the software on 
the device.

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fdoc.coreboot.org
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fwww.linuxboot.org%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Ftrmm.net%2FNERF
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=http%3A%2F%2Fosresearch.net%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Ftrmm.net%2FThunderstrike_2
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fgithub.com%2Fu-root%2Fu-root
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fuefi.org%2Fspecifications
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fwww.chromium.org%2Fdevelopers%2Fu-boot
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fwww.coreboot.org%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fwww.chromium.org%2Fdevelopers%2Fu-boot
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fwww.linuxboot.org%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Ftrmm.net%2FThunderstrike
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Ftrmm.net%2FThunderstrike
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fuefi.org%2Fspecifications
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=36&exitLink=https%3A%2F%2Fgithub.com%2Fu-root%2Fu-root


OCTOBER 2019  |   VOL.  62  |   NO.  10  |   COMMUNICATIONS OF THE ACM     37

practice

were previously very proprietary. Using 
LinuxBoot makes boot times 20 times 
faster.12 Booting an open compute 
node to a Linux shell went from 8 min-
utes to 17 seconds, a speed improve-
ment of 32 times. 

What About All  
the Other Firmware?
Open source firmware is needed for a 
plethora of other devices, too. These 
include the following:

˲˲ EC (embedded controller)/SIO (su-
per I/O). This is for mobile devices and 
desk-based platforms. It controls key-
boards, temperature monitoring, etc.

˲˲ TPM (trusted platform module). 
This is a secure home for cryptographic 
keys.

˲˲ BMC (baseboard management 
controller)/ME (management engine). 
A BMC is associated with server plat-
forms while an ME is typically associ-
ated with client platforms. For an open 
source BMC, there are two projects: 
OpenBMC (https://github.com/open-
bmc/openbmc) and u-bmc (https://
github.com/u-root/u-bmc). me_cleaner 
(https://github.com/corna/me_cleaner) 
is the project used to clean the Intel 
Management Engine to the smallest 
necessary capabilities. 

˲˲ NIC (network interface controller). 
Work is being done in the open compute 
project on NIC 3.0,13 a spec for a NIC.

˲˲ GPU (graphics processing unit).
˲˲ HDD/SSD.
˲˲ eMMC (embedded MultiMedia-

Card (eMMC)/UFS (universal flash 
storage). Storage devices for mobile 
systems.

˲˲ Power supply.
˲˲ CPLDs (complex programmable 

logic devices), FPGAs (field-program-
mable gate arrays). The programmable 
logic components.

˲˲ Fans. 
Open source firmware is necessary 

not only to provide visibility into the 
stack, but also to verify the state of soft-
ware on a machine.

Intel’s Boot Guard
Boot Guard is supposed to verify the 
firmware signatures for the processor. 
The problem with this, in the case of 
Intel processors, is that only Intel has 
the keys for signing firmware pack-
ages. This makes it impossible to use 
coreboot and LinuxBoot or their equiv-

alents as firmware on those processors. 
If you tried, the firmware would not be 
signed with Intel’s key, and the failed 
attempt to boot would brick the board. 

A post by Matthew Garrett about 
Boot Guard highlights the importance 
of user freedom when it comes to firm-
ware.1 The owner of the hardware has 
a right to own the firmware as well. 
Boot Guard prevents this. In the secu-
rity keynote at the 2018 Open Source 
Firmware Conference,5 Trammel Hud-
son described how he found a vulner-
ability to bypass Boot Guard (http://bit.
ly/2S6oGrd); the bugzilla details can 
be found at http://bit.ly/2XVdAKU. The 
bug allows an attacker to use unsigned 
firmware and boot normally, complete-
ly negating the purpose of Boot Guard.

Root of trust. The goal of the root of 
trust should be to verify that the soft-
ware installed in every component of 
the hardware is the software that was 
intended. This way you can know with-
out a doubt and verify if hardware has 
been hacked. Since you have little to 
no visibility into the code running in a 
lot of places in your hardware, it is cur-
rently difficult to do this. How do you 
really know the firmware in a compo-
nent is not vulnerable or that it doesn’t 
have any backdoors? You cannot know 
without a firm root of trust.

Every cloud and vendor seem to have 
its own way of implementing a root of 
trust. Microsoft has Cerberus,15 Google 
has Titan,18 and Amazon has Nitro.4 

Paul McMillan and Matt King gave a 
presentation in 2018 on securing hard-
ware at scale.8 It covers in great detail 
how to secure bare metal, while also 
giving customers access to the bare 
metal. When customers return hard-
ware to them, they need to ensure with 
consistency and reliability that noth-
ing from the customer is hiding in any 
component of the hardware.

All clouds must ensure the hard-
ware they are running has not been 
compromised after a customer has 
used compute resources.

Platform firmware resiliency. Hip 
vendors are investing in platform firm-
ware resiliency (PFR) based on NIST 
guidelines.17 These guidelines focus 
on ensuring the firmware remains in 
a state of integrity, detecting when it 
has been corrupted, and recovering 
the pieces of firmware back to a state 
of integrity.

Open source 
firmware can help 
bring computing  
to a more secure 
place by making  
the actions of 
firmware more 
visible and less 
likely to do harm.
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Vendors have been building fea-
tures around the NIST guidelines for 
PFR. Intel6 and Lattice semiconduc-
tors10 each have a version. The Open 
Compute Project (OCP) talk on Intel’s 
firmware innovations9 states that In-
tel is using PFR to deliver Microsoft’s 
Cerberus’ attestation principles. 

Challenges
One challenge of open source firm-
ware involves the threat model. 
Whether you have a root of trust, and 
how that root of trust operates, de-
pends on the threat model. Let’s dive 
in a bit with an example. If you are 
an enterprise with your own cloud, 
your threat model would prevent you 
from using any firmware that might 
contain vulnerabilities or backdoors 
that would threaten your business or 
customer data. In this case, you would 
ideally want an entirely open source 
root of trust, as well as open source 
firmware for each of the devices in 
your server or laptop, with reproduc-
ible builds to ensure integrity. This 
would give you the most visibility into 
the firmware that is running and the 
logic it is composed of.

Another challenge is writing the 
firmware for all the devices. There 
are a lot of device options for vendors 
to use in their systems, so supporting 
many of those will be difficult with-
out the device vendors helping out. 
For example, consider that many dif-
ferent vendors manufacture DRAM 
or SSDs.

How to help. The goal of this ar-
ticle is to provide some insight into 
what is being built with open source 
firmware and why making firmware 
open source is so important. To help 
with this effort, please help spread 
the word. Try to use platforms that 
value open source firmware compo-
nents. Chromebooks are a great ex-
ample of this, as are Purism (https://
puri.sm/) computers. Ask your pro-
viders what they are doing to further 
the cause of open source firmware 
or ensuring hardware security with 
roots of trust. 
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All clouds must 
ensure the 
hardware they are 
running has not 
been compromised 
after a customer 
has used compute 
resources.

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=http%3A%2F%2Fqueue.acm.org
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D3190610
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D2354406
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D1017002
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fmjg59.dreamwidth.org%2F33981.html
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fstatic.googleusercontent.com%2Fmedia%2Fresearch.google.com%2Fen%2F%2Fpubs%2Farchive%2F42038.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fstatic.googleusercontent.com%2Fmedia%2Fresearch.google.com%2Fen%2F%2Fpubs%2Farchive%2F42038.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Farstechnica.com%2Finformation-technology%2F2019%2F02%2Fsupermicro-hardware-weaknesses-let-researchers-backdoor-an-ibm-cloud-server%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fperspectives.mvdirona.com%2F2019%2F02%2Faws-nitro-system%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Ftrmm.net%2FOSFC_2018_Security_keynote%23Boot_Guard
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.intel.com%2Fcontent%2Fdam%2Fwww%2Fpublic%2Fus%2Fen%2Fdocuments%2Fsolution-briefs%2Ffirmware-resilience-blocks-solution-brief.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.intel.com%2Fcontent%2Fwww%2Fus%2Fen%2Fsupport%2Farticles%2F000008927%2Fsoftware%2Fchipset-software.html
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.intel.com%2Fcontent%2Fwww%2Fus%2Fen%2Fsupport%2Farticles%2F000008927%2Fsoftware%2Fchipset-software.html
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DPEVVRkd-wPM
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.opencompute.org%2Ffiles%2FIntel-System-Firmware-InnovationsMohanKumar-OCP18.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=http%3A%2F%2Fwww.latticesemi.com%2Fen%2FSolutions%2FSolutions%2FSolutionsDetails02%2FPFR
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fschd.ws%2Fhosted_files%2Fosseu17%2F84%2FReplace%2520UEFI%2520with%2520Linux.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.opencompute.org%2Fwiki%2FServer%2FMezz
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.wired.com%2F2017%2F05%2Fhack-brief-intel-fixes-critical-bug-lingered-7-dang-years%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fgithub.com%2Fopencomputeproject%2FProject_Olympus%2Ftree%2Fmaster%2FProject_Cerberus
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Ffiles.bitkeks.eu%2Fdocs%2Fintelme-report.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fnvlpubs.nist.gov%2Fnistpubs%2FSpecialPublications%2FNIST.SP.800-193.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fcloud.google.com%2Fblog%2Fproducts%2Fgcp%2Ftitan-in-depth-security-in-plaintext
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fpuri.sm%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fpuri.sm%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Farstechnica.com%2Finformation-technology%2F2019%2F02%2Fsupermicro-hardware-weaknesses-let-researchers-backdoor-an-ibm-cloud-server%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Farstechnica.com%2Finformation-technology%2F2019%2F02%2Fsupermicro-hardware-weaknesses-let-researchers-backdoor-an-ibm-cloud-server%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fperspectives.mvdirona.com%2F2019%2F02%2Faws-nitro-system%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Ftrmm.net%2FOSFC_2018_Security_keynote%23Boot_Guard
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.intel.com%2Fcontent%2Fdam%2Fwww%2Fpublic%2Fus%2Fen%2Fdocuments%2Fsolution-briefs%2Ffirmware-resilience-blocks-solution-brief.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.intel.com%2Fcontent%2Fdam%2Fwww%2Fpublic%2Fus%2Fen%2Fdocuments%2Fsolution-briefs%2Ffirmware-resilience-blocks-solution-brief.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DPEVVRkd-wPM
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.opencompute.org%2Ffiles%2FIntel-System-Firmware-InnovationsMohanKumar-OCP18.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=http%3A%2F%2Fwww.latticesemi.com%2Fen%2FSolutions%2FSolutions%2FSolutionsDetails02%2FPFR
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=http%3A%2F%2Fwww.latticesemi.com%2Fen%2FSolutions%2FSolutions%2FSolutionsDetails02%2FPFR
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fitsfoss.com%2Ffact-intel-minix-case%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fitsfoss.com%2Ffact-intel-minix-case%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fschd.ws%2Fhosted_files%2Fosseu17%2F84%2FReplace%2520UEFI%2520with%2520Linux.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.opencompute.org%2Fwiki%2FServer%2FMezz
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.wired.com%2F2017%2F05%2Fhack-brief-intel-fixes-critical-bug-lingered-7-dang-years%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fwww.wired.com%2F2017%2F05%2Fhack-brief-intel-fixes-critical-bug-lingered-7-dang-years%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fgithub.com%2Fopencomputeproject%2FProject_Olympus%2Ftree%2Fmaster%2FProject_Cerberus
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Ffiles.bitkeks.eu%2Fdocs%2Fintelme-report.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fnvlpubs.nist.gov%2Fnistpubs%2FSpecialPublications%2FNIST.SP.800-193.pdf
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=38&exitLink=https%3A%2F%2Fcloud.google.com%2Fblog%2Fproducts%2Fgcp%2Ftitan-in-depth-security-in-plaintext


OCTOBER 2019  |   VOL.  62  |   NO.  10  |   COMMUNICATIONS OF THE ACM     39

Demo 
Data  
as Code

DOI:10.1145/3343052

	� Article development led by  
queue.acm.org

Automation helps collaboration.

BY THOMAS A. LIMONCELLI

ENGINEERS ARE OFTEN asked to generate demo data for 
various reasons. It may seem like a one-time task that 
can be done manually and forgotten. Automating the 
process, however, has many benefits, and supports the 
inevitable need for iteration, collaboration, and future 
updates. When data is treated as code, you can leverage 

techniques from modern software en-
gineering practices.

Many years ago I was at a company 
that needed to produce a demo ver-
sion of its software. The demo would 
essentially be the company’s soft-
ware preloaded with fictional data. 
Salespeople would follow a script that 
would walk the customer through the 
features of the product. The script in-
volved finding various problems and 
resolving them with the ease that only 
this product could provide.

Marketing would create the script, 
and engineering would create a data-
set that would support the story.

Using live customer data in the 
demo was not an option because that 
would be a privacy violation. Even so, 
no one customer dataset could sup-
port the entire demo script.

This project had many red flags. 
Engineers were expected to work on 
it “in their spare time.” That misun-
derstands and devalues engineering 
work. When nontechnical managers 
don’t understand something, they of-
ten assume it is easy to do and, thus, 
obviously should not take very long.

More worrisome was the fact this 
“spare time” theory was supported 
by the incorrect assumption that the 

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=39&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3343052
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=39&exitLink=http%3A%2F%2Fqueue.acm.org
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New features were added on demand, 
adding functions as needed.

Because the demo data was be-
ing generated this way, it was easy to 
regenerate and iterate. For example, 
the marketing manager would come 
to us and say, “More cowbell!” and 
we could add a statement such as 
GenerateAndInject(cowbell). The next 
day we would be told, “The cowbell 
looks too blue. Can it be red instead?” 
and we would add code to turn it red. 
Rerun the code and we were ready to 
show the next iteration.

Anonymization is particularly dif-
ficult to get right on the first try. Peo-
ple are very bad at anonymizing data. 
Algorithms are not always that much 
better. There will be many attempts to 
get this right. Once it is deemed “good 
enough,” invariably the source data 
will change. Having the process auto-
mated is a blessing. 

Notice the example code includes 
comments to record the provenance 
of the data and various approvals. We 
will be very glad these were recorded if 
there are ever questions, complaints, 
audits, or legal issues.

This was so much better than hand-
editing the data.

This approach really paid off a 
few months later when it was time to 
update the demo. Version 2.0 of the 
software was about to ship, and the 
marketing managers wanted three 
changes. First, they wanted data that 
was more up to date. That was no prob-
lem. We added a function that moved 
all dates in the data forward by three 
months, thus providing a fresher look. 
Next, the script now included a story 
arc to show off a new feature, and we 
needed to supply data to accomplish 
that. That was easy, too, as we could 
generate appropriate data and inte-
grate it into the database. Lastly, the 
new demo needed to use the newest 
version of the software, which had a 
different database schema. The code 
was updated as appropriate.

Oh, and it still needed to do all the 
things the old demo did.

If the demo data had been hand-
crafted, these changes would have 
been nearly impossible. We would 
have had to reproduce every single 
manual change and update. Who 
the heck could remember every little 
change?

project was a one-time thing. That is, 
the data would be generated once and 
be perfect on the first try; the engi-
neers could then wash their hands of 
it and return to their regularly sched-
uled work.

This assumption was intended to 
be a compliment to the engineers, 
but, “Oh, please, this will just take an 
afternoon!” is not a tenet of good proj-
ect management.

I don’t know about you, but I have 
never produced something for mar-
keting without being asked for at least 
one revision or adjustment. This is a 
creative collaboration between two 
groups of people. Any such project 
requires many iterations and experi-
ments before the results are good or 
good enough.

Marketing believed that by keep-
ing the requirements vague, it would 
be easier for the engineers to produce 
the perfect dataset on the first try. This 
is the opposite of reality. By doing this, 
marketing unknowingly requested a 
waterfall approach, thinking that a 
one-and-done approach would be less 
wasteful of the engineers’ time. The 
reality is that a big-bang, get-it-all-
right-the-first-time approach always 
fails.

The primary engineer assigned 
to the project quickly spotted these 
red flags and realized that to make 

this project a success, he needed an 
approach that would allow for itera-
tion now and provide the ability to 
efficiently update the project months 
later when version 2.0 of the software 
would necessitate an updated demo.

To fix this, the engineer created 
a system to generate the demo data 
from other data. It would program-
matically modify the data as needed. 
Thus, future updates could simply 
regenerate the data from scratch, 
with slightly different operations per-
formed on the data.

The system he created was basi-
cally a tiny language for extracting and 
modifying data in a repeatable way. 
Some of the features included:

˲˲ The ability to import data from 
various sources.

˲˲ The ability to insert predefined 
(static) data examples.

˲˲ Functions to extract data from 
one database, with or without clipping 
or filtering.

˲˲ Synthesizing fake data by calling 
function f.

˲˲ Transforming data using function 
g.

˲˲ Various anonymization methods.
The data was generated with a “pro-

gram” illustrated in the accompany-
ing figure.

This is not so much a new language 
as it is a library of reusable functions. 

Pseudo-code for generating the demo data.

# Salespeople need to be able to show “problem X”.

# We found this data in customer1’s dataset, but we

# only need the first 200 rows:

AnonymizeAndInject(“customer1.data”, 200)

# NB: Approval to use customer1’s data is in ticket #12345.

# NB: Anonymization technique signed-off in ticket #45678.

# The next thing sales will demonstrate is what it

# looks like when Problem X is fixed.

# Function X generates data that looks that way.

# It bases this off dataset2.data, provided by marketing.

GenerateAndInject(X, “dataset2.data”)

# There is a requirement that at least one “problem Y”

# will be seen in the data. We hand-created that data.

Include(“problem-y.csv”)
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code and other source materials in a 
version-control system such as Git, 
you get the benefit of change history 
and collaboration through pull re-
quests (PRs). Modern CI/CD (continu-
ous integration/continuous delivery) 
systems can be used to provide data 
that is always fresh and relevant.

Ideally the demo data should be 
part of the release cycle, not an after-
thought. Feature requests would in-
clude the sales narrative and support-
ing sample data. The feature and the 
corresponding demo elements would 
be developed concurrently and deliv-
ered at the same time.

Conclusion
A casual request for a demo dataset 
may seem like a one-time thing that 
does not need to be automated, but 
the reality is this is a collaborative pro-
cess requiring multiple iterations and 
experimentation. There will undoubt-
edly be requests for revisions big and 
small, the need to match changing 
software, and to support new and re-
vised demo stories. All of this makes 
automating the process worthwhile. 
Modern scripting languages make it 
easy to create ad hoc functions that 
act like a little language. A repeatable 
process helps collaboration, enables 
delegation, and saves time now and in 
the future. 
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Luckily, we did not have to remem-
ber. The code told us every decision 
we had made. What about the time 
one data value was cut in half so it dis-
played better? Nobody had to remem-
ber that. There was even a comment in 
the code explaining why we did it. The 
time we changed every data point la-
beled “Boise” to read “Paris?” Nobody 
had to remember that either. Heck, 
the Makefile encoded exactly how the 
raw customer data was extracted and 
cleaned.

We were able to make the requested 
changes easily. Even the change in da-
tabase schema was not a big problem 
because the generator used the same 
library as the product. It just worked.

Yes, we did manually go over the 
sales script and make sure that we did 
not break any of the stories told dur-
ing the demo. We probably could have 
implemented unit tests to make sure 
we did not break or lose them, but in 
this case manual testing was OK.

Creating the little language took 
longer than the initial “just an after-
noon” estimate itself. It may have 
looked like a gratuitous delay to out-
siders. There was pressure to “just get 
it done” and not invest in making a 
reusable framework. However, by re-
sisting that pressure we were able to 
rapidly turn around change requests, 
deliver the final demo on time, and 
save time in the future.

Another benefit of this approach 
was that it distributed the work. Au-
tomation enables delegation. Small 
changes could be done by anyone; 
thus, the primary engineer was not a 
single point of failure for updates and 
revisions. Junior engineers were able 
to build experience by being involved. 

I highly recommend this kind of 
technique any time you need to make 
a synthetic dataset. This is commonly 
needed for sales demos, developer test 
data, functional test data, load testing 
data, and many other situations.

The tools for making such a system 
are much better than they used to be. 
The project described here happened 
many years ago when the available 
tools were Perl, awk, and sed. Mod-
ern tools make this much easier. Py-
thon and Ruby make it easy to create 
little languages. R has many libraries 
specifically for importing, cleaning, 
and manipulating data. By storing the 

Anonymization  
is particularly 
difficult to get right 
on the first try. 
People are very 
bad at anonymizing 
data. Algorithms 
are not always  
that much better.
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I  HAVE BEEN thinking a lot about the different 
transitions I have made as I have been promoted 
to different levels of management, from individual 
contributor to manager to organization leader in 
charge of hundreds of people.

With each step up, the job changes—but not all of 
the changes are obvious. You must shift your mindset 
and focus on building new skills that are often very 
different from the skills that made you successful in 
your previous role.

There are lots of great resources for first-time 
managers, and many books designed for CEOs or 
top-level executives—but there are fewer resources 
specifically for the people in the middle.

Some ideas translate well from the CEO/executive 
content (such as establishing a team culture), but very 
little of the available content translates to running 
technical software teams at scale.

This in-between space is where I have 
spent almost all of my career—some-
where between individual contributor 
(abbreviated as IC here) and CEO. Many 
people (even if they are not yet manag-
ers) might be interested in practical ad-
vice for managing these transitions, so 
I have compiled everything I possibly 
could on the topic for this article.

Individual Contributor  
to Entry-Level Manager
Every time you move up as a leader you 
go through a set of changes. One of the 
biggest transitions occurs when you first 
move from an IC role into a manage-
ment position.

Your impact becomes difficult to 
measure. As an IC you are hands-on 
and doing things yourself. You have a 
direct line between your daily tasks and 
the results: You write code for a feature 
for your team’s product, and you can 
see the feature right before your eyes 
once you are finished. Every time your 
team reaches a milestone, you know ex-
actly what you contributed to that suc-
cess (and you can even quantify these 
contributions if you choose to).

When you move into management, 
you step away from that direct line. It is 
no longer your job to do the work your-
self; instead, your role is to mentor, 
motivate, and guide your team to do the 
work, while you maintain the connec-
tion to the big-picture vision/strategy 
and make it easier for your team to get 
things done.

This can be one of the most difficult 
parts of the job for new managers to 
get used to. They just want to jump in 
and solve problems themselves, but (as 
anyone who has had a manager do this 
knows), this actually tends to do more 
harm than good. Those who try to do 
the work themselves can end up micro-
managing or becoming a bottleneck 
on the project.

Your new job is to solve problems 
by removing roadblocks (including 
yourself), streamlining processes, and 
helping others be productive. You don’t 
solve the problem yourself now; you cre-
ate an environment where other people 
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can solve the problem. This is how you 
add value.

This is a big shift in mindset: how you 
think about yourself and how you define 
your success.

Measurements of success become 
lagging indicators. Unfortunately, 
there are not the same accolades for 
making that shift as there were in your 
previous role as an IC. Streamlining 
processes and mentoring your team are 
essential tasks but less immediately re-
warding; it can sometimes take a while 
for the effects of your work to be truly 
felt and appreciated.

Understanding your impact can be 
elusive when the work is being done by 
others. And when you have a strong team, 
the value that you, as a leader, are bring-
ing to the table can be hard to judge or 
see (this becomes more and more true 
as you go further up the ladder).

It is up to you to define what success 
means to you and your team. You achieve 
this by being the connection between the 
parent organization and your team. 

Communication becomes a prized 
skill. Leadership is based on two-way 
communication (between you and 
your leaders, and then between you 
and your team), whereas before com-
munication was more of a one-way 
street between your manager and you.

You must be in frequent commu-
nication with your own manager and 
leadership in order to understand the 
bigger vision for the organization, and 
then you can drill down on what your 
team needs to accomplish and why. 
You must work closely with your staff 
to make sure the best possible work 
gets done by the best possible people; a 
large part of this is helping them to un-
derstand the big-picture impact of what 
they are doing. 

You must look further into the fu-
ture than you have probably ever be-
fore to see not just the project your 
team is working on today, but how it 
will connect to projects that will be 
done one to two years in the future.

In summary, these are the biggest 

transitions that occur when moving 
from IC to entry-level manager:

˲˲ Let go of the immediate/quick sense 
of gratification that comes from doing/
building/creating. 

˲˲ Accolades and recognition become 
less frequent as you move up. 

˲˲ You derive your sense of accom-
plishment from mentoring, growing, 
and furthering the work of your team 
and those around you.

˲˲ Add value by removing roadblocks, 
streamlining processes, and helping 
others be productive.

˲˲ Think one to two years out for your 
project and roadmap. 

˲˲ Help people connect their work to 
the parent organization or company, 
and help them see their individual im-
pact and value.

Entry-Level Manager  
to Manager of Managers
By the time you are promoted to be-
come a manager of managers, you have 
some established management skills 
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your people, but also in managing your 
team’s work and objectives.

You need to know where you are go-
ing—again, you are looking at a two- to 
three-year time horizon—and then it’s 
your job to set up systems that will al-
low you to get there. When you manage 
so many teams, you need to find ways to 
make it easy to know what is going on:

˲˲ What metrics do you need to mea-
sure and pay attention to? Why? 

˲˲ How do you set up structures for vis-
ibility into progress?

This can be done in a variety of ways, 
from having skip-level meetings (those 
that involve managers and employees 
more than one level apart in the chain 
of command) to setting up reporting 
systems that automatically filter key 
data points up to you. Don’t rely on just 
one method. Be creative, and make sure 
you are not getting a one-sided view.

Finally, how do you communicate 
those key metrics to your leadership? 
How will you communicate about suc-
cess and failure?

Your success as a manager is now 
even harder to define, because what you 
do all day probably just looks like going 
to lots of meetings. There is almost no 
immediate, concrete output. It becomes 
even more critical that you get clarity 
from your leadership on what successful 
outcomes will look like for you and your 
team, and that you do the hard work to-
day for big-picture results tomorrow. 

Here is an overview of the transi-
tions involved in becoming a manager 
of managers:

˲˲ Continue learning to let go of control 
and allow people to make mistakes. Bal-
ance the importance of getting your way 
with the risk of undermining your peo-
ple. Focus on the calls that really matter.

˲˲ People management is still about 
mentoring, but there is a new level of 
transparency with your direct reports 
about the rewards of their work.

˲˲ Your job is to think into the future. 
How do all of your teams fit together? 
How do changes in priorities affect the 
way people and resources are distrib-
uted? It is always better to be the person 
who can do more with less.

˲˲ Succession planning comes into 
play. Make sure you have a solid plan 
to grow your leadership bench and 
maintain successors (or a plan) for all 
critical roles.

˲˲ You are responsible for progress and 

and experience under your belt. This 
means a less shocking transition than 
the one from IC to manager, but there 
are still plenty of changes to adapt to.

For example, you should be well 
practiced at letting go of micromanag-
ing and instead trusting the people on 
your team to do good work (that is, del-
egation). As a manager of managers, 
however, the stakes of the work your 
direct reports are doing increase.

Trusting your leaders. Now, instead 
of your reports writing code that could 
be fixed in a day or two, they are mak-
ing hiring decisions, managing perfor-
mance, and driving strategy. A mistake 
here could have long-range and costly 
consequences, so you must learn how 
to balance trusting your team with 
avoiding a disaster. If you override 
your leads, it can erode trust in your 
team—and you quickly become a mi-
cromanager rather than a boss who 
empowers the team.

This ultimately comes down to know-
ing what calls really matter. Where do 
you need to be right, and where can you 
trust that your reports will make the 
right call or be able to course-correct 
from a bad call? Overriding your direct 
reports can erode their trust in you. 

Knowing what calls matter comes 
from understanding what is most im-
portant, and how these decisions influ-
ence the overall strategy. To put things in 
perspective, zoom out two to three years 
into the future and ask yourself the fol-
lowing questions:

˲˲ How do all of your teams fit together? 
˲˲ How should resources be distributed? 
˲˲ Which projects and people are 

critical to the organization’s most im-
portant goals? 

˲˲ What lessons do you need your 
managers to learn? 

˲˲ Where can you allow them to take 
control and make mistakes? 

˲˲ What areas cannot fail and there-
fore need your oversight?

Once you have criteria for what mat-
ters, the key is implementing the right 
checks and balances so you can feel con-
fident in the decisions being made (and 
have enough time to make adjustments 
when things go astray).

Your most important job becomes 
picking your leads. As the manager 
of one team, it’s still possible to keep 
tabs on every single person. Not only 
do you know their names, but you 

probably have at least a semi-clear 
idea of what they are spending their 
time on day to day.

As a manager of managers, you have 
not only your direct reports but also 
their teams under you. That is a lot to 
keep track of. In fact, it is more than you 
can keep track of.

This is why it becomes critically 
important to get the right people into 
a few key roles. In engineering teams, 
culture can be established at the man-
ager/product level, but it can also come 
in the functional unit. As such, having 
a few really good senior people (tech-
nologists, project managers, prod-
uct managers and UX leads) can help 
you maintain quality, excellence, and 
progress. Connect with those people 
and make sure they know how impor-
tant they are.

The way you manage people will 
also change. The people you are man-
aging in these roles have been work-
ing for a while; they know how the 
game is played. They are there for per-
formance ratings, promotions, and 
compensation. As a result, you can be 
more transparent in your discussions 
with them.

That does not mean you can com-
pletely forget about coaching and men-
toring, though. As a manager, it is still 
your job to help your direct reports 
achieve their career objectives.

Planning for the future. As you move 
up through the ranks at your organiza-
tion, so do the people underneath you. If 
you are an entry-level manager who loses 
an engineer, that won’t sink the ship. As 
the people who report to you take on 
increasingly important and hard-to-re-
place roles, however, you have to prepare 
for succession.

˲˲ What will you do if your best [fill-in-
the-blank] leaves? 

˲˲ What can you do to help make your 
best people want to stay with your team? 

˲˲ Which resources do you need today, 
and what will you need a year from now? 

˲˲ Who is on your team right now who 
could move up in the future? 

˲˲ Which jobs don’t exist today that 
you will need filled in the future?

˲˲ Have any team members outgrown 
their roles, or have any of the roles 
changed enough that they are no longer 
filled by the right people?

You need to be continually looking 
into the future—not only in managing 
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execution. It’s your job to make systems 
that work, track the right metrics, and 
share those results with your leadership.

Manager of Managers  
to Organization Leader
When moving into a role that is several 
layers above the engineers, your role 
changes again. Now you are manag-
ing organizations consisting of unique 
teams that may each have their own 
culture, process, priorities, and mode 
of operation.

You have to decide where the teams 
should have similarities and what most 
benefits the organization as a whole. 
Each structure is different, so it helps to 
understand the principles that hold ev-
erything together: Is it about an aligned 
strategy, decision making, sharing re-
sources, or something else?

Moving from manager to executive is 
a huge shift in your career. Probably the 
biggest change you will deal with is this: 
Your job is no longer the “what.” Your job is 
now the “how.”

This shift will define almost every-
thing you do in this leadership role. 
When you manage hundreds of people, 
you become too far removed from the 
people doing the “what.” Instead, the 
way you add value is by defining and 
streamlining the “how.”

Your job is to make an entire organi-
zation successful. Here are some of the 
strategies that have worked well for me 
in practice.

Establishing your team culture. Give 
up now on the idea that you will be able 
to stay aware of everything going on 
within the teams you manage. If you try 
to make that part of your job, you will be-
come the thing that holds back the tal-
ented people you have in place—which 
is no way to retain top talent.

Instead, it is your job to establish a 
culture for your organization. Once you 
have the right people in the right places, 
you need to step back and let them do 
the work.

What does it mean to establish a 
culture and values? Ask yourself these 
questions:

˲˲ What does it mean to be in [team 
name]? 

˲˲ What do you stand for? 
˲˲ How should decisions be made? 
˲˲ How should issues be escalated?
˲˲ What are the principles used to 

make tough calls?

Start by defining the values that you 
feel are most important to your orga-
nization. This will inform everything 
else. You want to start at the heart of 
the matter—what does it mean to be 
on this team and what do we stand 
for?—and that will inform the rest of 
your decisions.

For example, an Amazon manager 
told me he never does pre-reads for the 
meetings he runs. Instead, he sets aside 
the first few minutes of every meeting 
for all participants to read whatever doc-
ument is being discussed in this meet-
ing. In his view, very few people pre-read, 
and this ensures the remaining meeting 
time is effective. 

This might seem like a small detail, 
but it is indicative of someone who has 
a clear understanding of his own values 
and how he translates those values to 
his team. It is one small way that he ex-
ecutes his vision for his team culture.

You will find that a large part of your 
role is creating and maintaining a struc-
ture for work to be done within and com-
municated about. Which meetings need 
to happen every week? Which happen 
monthly, quarterly, and so on? How of-
ten do you meet with the entire organi-
zation? How do you share the roadmap, 
and how often?

It is also critical to identify the cul-
ture-keepers in your organization. Are 
they the managers? Your senior engi-
neers? Make sure you know who they 
are, but also that they know who they are. 
Show them you understand their value. 
Help them see themselves as leaders 
and mentors.

Every decision you make at this level 
must be deliberate and reflect your orga-
nizational values. Once you make a deci-
sion, be open to reviewing it. If it’s not 
working, iterate until it does.

Growth, mentoring, and people 
management. How do you connect 
with your team when there are too 
many people to count?

The answer is, you try different things 
until you see what works best. And then 
you keep trying new things to avoid fall-
ing into a rut.

Here are a few ways to make yourself 
available to connect with the people who 
report to you:

˲˲ Office hours
˲˲ Group lunches with different teams, 

randomly selected groups, and so on
˲˲ Sporadic one-on-ones

Every time  
you move up  
as a leader  
you go through  
a set of changes.  
One of the biggest 
transitions occurs 
when you first move 
from an individual 
contributor role 
into a management 
position.
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day, but you can set up systems that al-
low you to keep in touch with the work 
being done on your team so you can 
communicate effectively with your peers 
and your leadership.

If you work with a manager over time 
and don’t feel that sense of trust, it is 
critical to get that person out of that role 
or into another position as soon as pos-
sible. Your job just doesn’t work without 
being able to trust your key leads.

Oversight and project reporting. Your 
managers are essentially acting as “you” 
(and, in turn, the organization) when 
they speak to their teams. You need 
managers in place who are in line with 
your vision and who will accurately pres-
ent to their teams what you tell them.

If there is dissonance between what 
you say and what the managers say, this 
will gro w into a bad situation. Likewise, 
if what you say is different from what 
your peers or CEO say, that is also an op-
portunity to breed mistrust.

If there are managers who are not 
representing you accurately, then you 
need to correct them or replace them as 
soon as possible. 

You should be upfront and clear with 
your managers about your expectations: 
What is their job? What is your job?

Their job is to deeply understand the 
company goals, and how their team fits 
within those goals, and to communicate 
to you where things are working well and 
where they need help.

Your job is to support their decisions 
(which is possible when you know you 
have managers who innately under-
stand the company goals) and to com-
municate clearly on behalf of the com-
pany’s leadership.

With so many people and projects 
in your purview, it is important you get 
regular status reports that are presented 
in the language of your organization (for 
example, OKRs at Google, Red/Yellow/
Green at Nordstrom, and others). This 
will enable you to share progress upward 
as efficiently as possible.

These reports, however, will give you 
only the simplest view of the work being 
done. To truly understand what is hap-
pening on your teams, you must main-
tain high-quality communication with 
the managers working for you.

One trick another executive told me 
about was to select several projects to 
review (not exactly a deep dive but devot-
ing more time than just reading a report) 

˲˲ Skip-level meetings
˲˲ Large-group all-hands meetings
˲˲ Regular outbound communication 

via email, videos, among others.
You now manage more people than 

you could ever possibly keep track of in 
your head. You may work with teams 
distributed around the country or 
around the world. Does it matter if every 
single engineer working on a team with-
in a team that you manage feels like he 
or she knows you? That might feel like 
an impossible challenge if you are man-
aging hundreds of people. But do not 
forget, your role is to be the organization 
at this level. You represent the company 
and its goals.

Feeling a connection with you is a 
way for the people on your team to feel 
connected with the company they work 
for. No, you won’t be friends or even on 
a first-name basis with everyone under 
you but making an effort to be accessi-
ble will help people want to follow your 
lead over time. Based on my experience, 
the more people spend time with you 
and get to know you, the more effective 
you can be as a leader.

The name of the game now is trust. 
Your people need to trust you, and you 
need to trust your people.

Trust, but verify. But there is a caveat 
to that trust: You must also audit. Yes, 
you trust your managers, but you also do 
the work to check in.

This can take a number of forms; for 
example, you might do a really deep dive 
into one or two programs on some regu-
lar cadence. You will get a presentation 
from the key players and have time to ask 
questions about the work, timeline, and 
goals. You will get the chance to review 
architecture, call out red flags, and con-
firm that progress is what is expected.

Just as startups have board meetings, 
you can also set up monthly updates or 
quarterly business reviews. My favorite 
format involves having highlights, low-
lights, and sections for special topics.

These forums are a chance for you 
to answer questions for the people do-
ing (or, more likely, leading) the work, 
clarify your vision or goals for the proj-
ect, and make sure your team is aligned. 
This is a much more sustainable way 
to work than just assuming you know 
what’s going well and what’s not, based 
on a bunch of status reports.

You cannot keep your eye on every 
single project and person every single 

You must look 
further into the 
future than you 
have probably ever 
before to see not 
just the project your 
team is working 
on today, but how 
it will connect to 
projects that will 
be done one to two 
years in the future.
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every week. Look at key metrics, mile-
stones, deadlines, and overall status. 
This is a good way to quickly and ran-
domly audit the work being done, but it 
is an even better way to get insight into 
early red flags: Are there risks? Depen-
dencies? Changes that need to be made?

Create a spreadsheet or other struc-
tured format for reviewing projects, so 
that each one can be judged and dis-
cussed using the same language. 

Talent review. You are now manag-
ing high-level people in important roles. 
It is now even more important to think 
about the future of those people and 
those roles, and to have a plan should 
someone need to be replaced.

Make a point of identifying the high-
potential people on your team. Who are 
they? Are they getting what they need? 
What will their path forward be? You can 
ask your managers for their recommen-
dations, but it is likely some standouts 
will be clear to you even from your rela-
tive distance.

You should also identify people who 
are critical—perhaps too critical—to the 
team’s success. There should never be 
a single point of failure. If you would be 
in danger if a key person left, then you 
are in a really bad position that needs to 
be fixed right now. Find ways to create 
backups and have redundancy for your 
most critical people.

Ensure you are involved in the hir-
ing and evaluation process for your 
teams, even being part of interview 
loops for certain positions. Sit in and 
hear how your managers are giving 
feedback to employees and how man-
agers are interviewing potential new 
hires. This could teach you a lot about 
your team and how the culture is being 
broadcast. It’s an opportunity to catch 
big red flags that could have really 
long-term results.

When people do leave, always take 
the time to do exit interviews. Uncover-
ing the flaws in your people-manage-
ment system is just as important as 
finding the flaws in your programs and 
projects. There is always a push and a 
pull when someone leaves, so try to un-
cover both and identify a way to improve.

One friend told me, always look for 
and check in with the smartest and most 
dissatisfied people on your team. They 
will alert you to problems within the 
team that might be small now but will be 
big problems for you in the future.

Managing your own time and re-
sources. In this executive role, the work 
never stops. There will always be more 
than you can do. It is up to you to decide 
what is the most valuable use of your 
time and get out of the way of everything 
else. Hire people you trust who will help 
you be more effective by keeping the 
wheels turning while you focus on your 
most important tasks.

One important way you can do this 
is to make sure you have an exceptional 
assistant or other support staff. This 
should be someone who can read and 
respond to your email, because you will 
have a lot and most of it will not be worth 
your time. Get someone who is really in-
vested in the job and who you can spend 
significant time with, allowing this per-
son to understand how to make your life 
easier and more efficient.

You could hire a chief of staff who 
acts as your number two and can speak 
on your behalf to make decisions for 
the team when you are not available. 
This is a person who you will spend a 
lot of time with, working through ideas 
and making sure you are always on the 
same page. This can be a formal or in-
formal role, but it is essential to have 
someone you can count on in this role. 

Talk to your CEO about the best uses 
of your time. Talk about this with your 
peers, too. How do they spend their 
time? What do they delegate?

Make sure that, even as you delegate 
many tasks, you continue to put a prior-
ity on time with your customers. With all 
the internal work you do, it can be easy 
to forget about the people outside of 
your organization who really matter. If 
you lose touch with your customers, you 
lose touch with your goals. You cannot 
lead your team effectively without know-
ing your customers, so it is worth your 
while to carve out regular time in your 
schedule to get in tune with customers.

Working on a five-plus-year time-
line. When you think about concerns, 
you should be thinking further out. It is 
not uncommon to be focused on prob-
lems two to five years in the future. It 
can be a distraction to get mired in the 
details and tactical work, but when you 
can, you should delegate that to your 
very capable leads.

One way to help this process is simply 
to write it all down. Create a living docu-
ment that defines your priorities and 
high-level goals. Write out your aspira-

tional timeline and outline your strategy 
for achieving it. Update your document 
every year and refer to it often. This will 
be your guide.

Maintain an open communication 
loop from your team, to you, to your 
CEO, then back to you, and then your 
team. You are the in-between, and 
you will learn how to be successful  
by listening.

Make sure you stay knowledgeable 
about your industry. You are no longer 
solving the problem in front of you; 
you are looking years into the future. 
Where is your industry going? What is 
your competition working toward? Is 
your company on track to fundraise, 
go public, multiply in size, completely 
change direction … ?

Set goals that are continually grow-
ing. Make sure every person on your 
team has goals. Some should be stretch 
goals, and some should be practical. 
Create a culture that places value on 
doing work that matters and gets the 
team’s goals done, not on being the 
busiest or smartest or loudest person 
in the room.

Finally, create a roadmap and share 
it. You do not have to share every detail 
of what the next five years are going to 
look like, but do share the vision of what 
you have been working on with your 
team and with your CEO. Get people on 
board with your vision and with you, so 
you will have their trust and enthusiasm 
on the journey.

This job isn’t easy, but the rewards of 
executing amazing work on such a huge 
scale are some of the best you will ever 
experience. 	
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T H E R E  I S  A  growing consensus among policymakers 
that bringing high-quality evidence to bear on 
public policy decisions is essential to supporting 
the effective and efficient government their 
constituencies want and need. At the U.S. federal 
level, this view is reflected in a recent Congressional 
report by the Commission on Evidence-Based 
Policymaking, which recommends creating a data 
infrastructure that enables “a future in which 
rigorous evidence is created efficiently, as a routine 
part of government operations, and used to construct 
effective public policy.”4

This article describes a new approach to data 
infrastructure for fact-based policy, developed 
through a partnership between our interdisciplinary 

organization Research Improving 
People’s Livesa and the State of Rhode 
Island.13 Together, we constructed 
RI 360, an anonymized database that 
integrates administrative records 
from siloed databases across nearly 
every Rhode Island state agency. The 
comprehensive scope of RI 360 has 
enabled new insights across a wide 
range of policy areas, and supports 
ongoing research into improving 
policies to alleviate poverty and in-
crease economic opportunity for all 
Rhode Island residents (see the side-
bar “Policy Areas in which RI 360 Has 
Contributed Insights”). Our approach 
can guide other policymakers and re-
searchers seeking to similarly trans-
form and integrate administrative 
data to guide and improve policy.

The role of administrative data in 
policymaking. Administrative data 
can be collected from the computer 
systems used by government agen-
cies to run their programs. When 
transformed into databases that are 
more suitable for insights, these ano-
nymized records provide new sources 
of facts for policymakers to bench-
mark goals and measure the suc-
cesses and shortcomings of existing 
and future programs. Often classified 

a	 https://ripl.org

Unlocking 
Data to 
Improve 
Public Policy 

DOI:10.1145/3335150

When properly secured, anonymized,  
and optimized for research, administrative 
data can be put to work to help government 
programs better serve those in need.

BY JUSTINE S. HASTINGS, MARK HOWISON, TED LAWLESS,  
JOHN UCLES, AND PRESTON WHITE

 key insights
˽˽ Fact-based policymaking—the practice 

of using data and research to guide 
policy decisions—is a promising solution 
to improving the effectiveness and 
efficiency of government programs.

˽˽ Administrative data can provide 
new facts to guide policymakers. 
However, understanding the quality of 
administrative records, and integrating, 
transforming, and optimizing them for 
policy insights present many challenges.

˽˽ To overcome these challenges, we 
developed an integrated database of 
administrative records from multiple 
Rhode Island state agencies with over 800 
tables and 2.7 billion records related to 
over 4 million anonymous individuals. This 
data supports econometric and machine-
learning research into policies with 
promise to deliver higher impact per dollar 
and better serve Rhode Island families.

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=48&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3335150
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as “big data”10 due to their volume, 
variety, and availability, administra-
tive records are also an increasingly 
valuable source for empirical social 
science research.5 Research with ad-
ministrative records can contribute 
new data-driven insights to inform im-
portant policy decisions (see the side-
bar “Recent Data-Driven Insights from 
Administrative Records”), and add 
objectivity and scientific rigor to mea-
suring program impact and designing 
effective program changes. Moreover, 
scientists can inform how data from 
administrative systems, which are pri-
marily designed around operational 
needs and often not suitable for analy-
sis, can be transformed effectively to 
support research and insights.

Although the idea of guiding policy 

with data dates back to the 1970s and 
1980s, early studies only considered 
isolated data sources and come from 
a time when data was scarce. It was 
not until recently that advances in 
data collection, storage, and scale 
provided the opportunity to inte-
grate data across nearly every facet of 
government. Early case studies and 
survey studies highlight how the pro-
cess of data modeling can facilitate 
negotiation and consensus-building 
among policymakers,8 but also how 
the unmet promises of new informa-
tion technologies prompted frustra-
tion among government leaders at 
that time.9

An important lesson is to engage 
policymakers and leaders to fully un-
derstand their needs, which is why 

we formed extensive partnerships 
with state government leaders while 
building RI 360. Integrated admin-
istrative data can support not only 
academic research, but also the ana-
lytics requirements of government 
itself. Like researchers, government 
analysts need access to data that has 
been transformed to provide insights 
and integrated across programs that 
serve what are often overlapping pop-
ulations. For these reasons, RI 360 was 
selected as the primary data source 
for the Rhode Island Executive Office 
of Health and Human Service’s Data 
Ecosystem project, to empower its 
data analysts and partners with data 
optimized for insights.

An example policy for low-birth-
weight newborns. Throughout this 
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Programs to support these infants and 
mothers may increase equity of op-
portunity and reduce state and federal 
expenditures for support programs 
and anti-poverty programs later in life. 
Currently, the threshold for additional 
resources is set at 1,500 grams.1 We use 
this threshold to measure the causal 
impact of these additional resources to 
determine if increasing this threshold 
could be a low-cost, high-return policy 
change that could improve lives, in-
crease equity of opportunity, and save 
state and federal funds in the long run. 

Using integrated data from RI 360, 
we can examine a wide range of out-
comes, including educational test 
scores, college enrollment, use of 
social programs and Medicaid, and 
maternal care and stress. The data 
allows for a holistic view of policy im-
pact; measuring gains to education 
and well-being from the immediate to 
the longer-term, and also measuring 
expenditure savings to government-
funded social safety-net programs 
from early-life investments so that 
government can incorporate concepts 
of return on investment when consid-
ering how to get the most impact per 
dollar spent.

Our study finds that newborns just 
below the threshold who receive addi-
tional medical care fare significantly 
better later in life compared to those just 
above the threshold. Crossing the 
threshold is associated with increases 
in standardized test scores in elementary 
and middle school of 0.34 standard de-
viations, increases in college enrollment 
rates by 17.1 percentage points of a base 
rate of 53.6%, and decreases in social 
program expenditures of $27,291 by 
age 10 and $66,997 by age 14. Because 
the average cost of the additional medi-
cal services provided in the hospital 
at birth is approximately $4,000,1 
this study provides new facts to help 
policymakers evaluate the educational 
impact and potential financial returns 
of adjusting the threshold. We con-
clude that moving the threshold is a 
potential low-cost, high-impact poli-
cy lever for helping children at the 
margin to achieve better outcomes 
later in life.

To conduct this comprehensive 
study of outcomes for low-birthweight 
newborns, we access data in RI 360 
that originates from several Rhode Is-
land agencies. Three decades of birth 
records from the RI Department of 
Health define the study population of 
newborns with low birthweight. The 
RI Department of Education provides 
test scores from third-, fifth-, and 
eighth-grade standardized tests, the 
PSAT, the SAT, and Advanced Place-
ment exams; records of grade repeti-
tion, Individualized Education Pro-
grams, and disciplinary actions; and 
college enrollment records from the 
National Student Clearinghouse. The 
RI Department of Human Services 

article, we will describe our process 
for building RI 360 in the context of a 
specific policy: determining the op-
timal weight threshold for providing 
additional medical care and resources 
to low-birthweight newborns and their 
mothers.3 Children born with low birth-
weight tend to have more health diffi-
culties and worse outcomes later in life 
compared to their peers. They also tend 
to be at higher risk, coming from dis-
advantaged backgrounds where moth-
ers are more likely to be teen mothers 
or have reported alcohol or drug abuse. 

˲˲ Lowering non-urgent emergency health care costs
˲˲ Curbing the opioid epidemic
˲˲ Improving worker training programs
˲˲ Creating tools to connect dislocated workers to benefits
˲˲ Helping families become more food secure
˲˲ Optimizing energy policy for low-income families
˲˲ Helping children reach proficiency on reading and math tests
˲˲ Closing the college achievement gap

Policy Areas in which RI 360 
Has Contributed Insights

˲˲ �Records from the New York City criminal justice system show how judges  
often mispredict risk when making bail decisions.15 Judges identify and release 
many defendants who have a low flight risk, but also release nearly half of 
the defendants with the highest flight risk. In simulations, replacing judges’ 
decisions with a machine learning prediction can reduce either crime rates  
(at a fixed jailing rate) or jailing rates (at a fixed crime rate), and in both cases  
can reduce racial disparities in outcomes.

˲˲ �Transaction data from a private grocery retailer and data from the Supplemental 
Nutrition Assistance Program in Rhode Island show that households treat their 
nutrition benefits as if they were earmarked for food expenses, even when they 
could be substituted for cash.14 This finding contradicts traditional economics 
theory that predicts nutrition benefits should be fungible (that is, substitutable 
for cash), and instead supports an alternative economics hypothesis called 
mental accounting. Results suggest that Supplemental Nutrition Assistance 
Program impact on spending and nutrition can be influenced by policies 
governing when and how benefits are distributed. 

˲˲ �Federal income tax records show there are growing inequalities in life expectancy in 
the U.S. across socioeconomic factors.2 The breadth and scale of this administrative 
data (with over 1.4 billion person-year observations) reveals that geographic factors 
like government expenditure and fraction of immigrants and college graduates are 
positively correlated with life expectancy at the bottom of the income distribution.

˲˲ �Randomized field experiments in Chicago combined school and unemployment 
insurance records with arrest records to evaluate the impact of a summer job 
support program for youth.6 By using this integrated administrative data, the 
study found the program caused declines in violent-crime arrests even though 
there were no significant effects on school or employment outcomes, which are 
the more typically studied effects of youth job programs.

Recent Data-Driven  
Insights from 
Administrative Records
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similar data enclaves using best prac-
tices for security and compliance. An 
additional benefit of a cloud solution 
is that government can own and oper-
ate the enclave, retain possession of 
the administrative data, and directly 
manage researchers’ access, which re-
moves the need for data transfers and 
data sharing agreements.

As an additional security measure, 
we restrict access to the encrypted 
tank using a two-party password, 
known only by senior leadership. A 
two-party password means two people 
each know a different half of the pass-
word, and both of the senior parties 
must be present and consent to access 
the encrypted tank. This ensures no 
individual researcher can access data 
that may reveal personally identifiable 
information.

Once the original data has been 
successfully transferred into the en-
crypted tank, we run an automated 
pipeline to separate out personally 
identifiable information (Figure 1b). 
Sensitive identification numbers—
such as Social Security numbers or 
other identifiers deemed sensitive 

provides enrollment and benefit pay-
ment records for Supplemental Secu-
rity Income, the Supplemental Nutri-
tion Assistance Program, Medicaid, 
and Temporary Assistance for Needy 
Families. The RI Department of La-
bor and Training provides quarterly 
wage records that measure maternal 
employment rates and earnings fol-
lowing birth. The Centers for Disease 
Control provide survey responses 
from the Pregnancy Risk Assessment 
Monitoring System that measure ma-
ternal attitudes and experiences fol-
lowing birth.

Securing the data. Figure 1 sum-
marizes our approach and highlights 
the first challenge when working with 
administrative records: deploying se-
curity controls that protect the data. 
Security is our first and foremost con-
cern because the risks of improperly 
securing administrative data is great. 
Unauthorized access or data leak-
age have the potential for invasions 
of individual’s privacy, identity theft, 
financial fraud, or even interference 
with our democratic institutions, 
including elections. Moreover, irre-

sponsible handling of data can have 
spillover effects that hinder scientific 
progress and policy improvement, as 
data owners perceive great risks of 
using data and partnering with scien-
tists, even if the uses and partnerships 
are legitimate and secure.

We mitigate these risks by isolat-
ing all data ingest and processing 
within an encrypted tank (Figure 1a) 
inside a secure computing environ-
ment called a data enclave.16 The en-
clave’s key features are that it is phys-
ically secure and isolated from the 
Internet, data transfers in and out are 
restricted and subject to a document-
ed approval process, all access is 
comprehensively audited, and access 
is granted to only a limited group of 
approved researchers. These security 
controls protect against unauthor-
ized access and ensure researchers 
access the data in compliance with 
the data-sharing agreements govern-
ing its use.

Our implementation of the data 
enclave uses a locally hosted system. 
However, modern cloud computing 
can help governments implement 

Figure 1. Overview of the processing steps to secure, integrate, and conduct anonymized research with administrative data.

Agencies securely transfer data extracts to an encrypted tank inside the data enclave (a). This data is  
split (b) into personally identifiable information and de-identified data (c). Personally identifiable 
information is used to construct an anonymized global identified (d) and to geocode home addresses  
to construct an anonymized neighborhood identifier (e). De-identified data is used to construct research 
versions of the RI 360 database (f), which can be accessed by approved researchers from inside the data 
enclave. Research findings can be exported from the data enclave through a documented review process (g).
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ry higher costs for computation and 
manual curation, as well as a higher 
likelihood of false-matches.12

Integrating the data. We receive 
data extracts from administrative 
systems in various formats. The raw 
records used in the birthweight 
study arrive in the encrypted tank 
as comma-separated text (with vary-
ing delimiters and quoting conven-
tions), fixed-width text, XML, and 
Excel files. Our approach has been 
to meet government data partners 
where they are, and to accommodate 
data extracts in the format they can 
most easily produce. Most agencies 
have perpetual operational demands 
on their administrative systems, and 
they are not resourced to support ad-
ditional development for data ware-
housing or analytics.

Since there is no universal format 
or data dictionary across agencies, 
we normalize the data into a consis-
tent format and typing structure with 
a lightweight and open source inte-
gration tool called Secure Infrastruc-
ture for Research with Administrative 
Data. We developed this tool using an 
agile approach to meet the evolving 
needs of researchers and analysts as 
we built RI 360. Our GitHub reposi-
toryb provides additional technical 
detail about our integration methods, 
as well as a worked example based on 
simulated data. 

We chose an Extract Load Trans-
form approach over the more typical 
Extract Transform Load approach.7 In 
practice, this means the de-identified 
data is loaded into RI 360 in as close to 
its original format as possible. The 
majority of transformations are added 
later after researchers have a chance 
to perform preliminary analyses to as-
sess data quality and understand the 
data-generating processes underlying 
the administrative systems.

As an example, birthweight is an es-
sential variable for defining our study 
population. However, it has been mea-
sured in different units (grams and 
ounces) over the three decades of birth 
records. Therefore, we construct a birth 
derived table that normalizes weight, as 
well as several other categorical vari-
ables measured at birth that switch 
from using numeric to character codes 

b	 https://github.com/ripl-org/sirad-example

by the agency—are flagged ahead of 
time and automatically replaced with 
irreversible hashes, a technique that 
is widely used for protecting pass-
words.11 Following this separation, 
the remaining data contains no per-
sonally identifiable information and 
is de-identified (Figure 1c). 

Anonymizing the data. Once the 
data is secured, the next challenge is 
developing a method for identifying 
the same individual across datasets, 
while also preserving their anonym-
ity so researchers cannot discover 
their identity, even inadvertently. 
Although many of the data sources 
for the birthweight study identify re-
cords by Social Security number, an 
exception is the RI Department of Ed-
ucation, which identifies students by 
name and an internal identification 
number. Therefore, we require an 
automated method to find matches 
among individual records based on 
hashed Social Security number when 
available, or else based on other 
fields like name and date of birth—
all without revealing these fields to 
the researcher. 

Our solution is to assign a global 
anonymous identifier (Figure 1d) to 
records right after separating out per-
sonally identifiable information. An 
automated script identifies matches 
among all hashed social security 
numbers, phonetic representations 
of names (using the Soundex algo-
rithm18), and dates of birth. Using the 
global identifier, we can join informa-
tion on outcomes to low-birthweight 
newborns and their parents in the 
birth records without knowing any 
personally identifiable information 
for any of the individuals.

Our deterministic algorithm is 
designed to minimize false matches 
(incorrectly matching two different 
individuals) at the expense of hav-
ing more missed-matches (in which 
two records of the same individual 
are not matched). Some records are 
missing too many fields and are con-
sidered too ambiguous to assign a 
global identifier, but this occurs for 
only 3.9% of records. As an alterna-
tive to the deterministic approach, 
the identifier could be constructed 
with probabilistic record-linkage 
methods that would likely have fewer 
missed-matches, but would also car-

Integrated 
administrative 
data can support 
not only academic 
research, but 
also the analytics 
requirements of 
government itself.

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=52&exitLink=https%3A%2F%2Fgithub.com%2Fripl-org%2Fsirad-example
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in the records over time. A derived ta-
ble is a materialized view that aggre-
gates, normalizes, and/or combines 
data from multiple original tables in 
RI 360 into a single table that facili-
tates a specific analysis need—in this 
case, determining birthweight in a 
consistent way for all births. 

A more complex example in RI 
360 is the Supplemental Nutrition 
Assistance Program-derived table. It 
combines records on applications, 
eligibility, benefit payments, and 
household structure to determine all 
individuals enrolled in the program 
at a given month and their household-
level benefits.

At the highest level, we roll up all 
the derived tables into a single RI 
360 summary table, which spans 20 
years of history for the state’s most 
important programs and outcomes, 
as well as demographic information 
about anonymized individuals (for ex-
ample, age, race, ethnicity, and sex). 
Most of the outcomes in the birth-
weight study, including educational 
outcomes and benefit payments, are 
found in the RI 360 summary table, 
which reduced the effort needed to 
launch the study. Creating derived 
tables also ensures all studies using 
RI 360 draw from common variable 
constructions and definitions that are 
robust and reproducible.

Supporting research integrity. A 
fundamental requirement of scien-
tific findings is that they can be inde-
pendently replicated by other investi-
gators.17 Similarly, fact-based policy 
should be based on robust findings 
that are peer-reviewed and replicable. 
To facilitate future replication, we 
update and snapshot RI 360 approxi-
mately three times a year, creating 
what we call a research version. (Figure 
1f). The research versions are de-iden-
tified data and become the permanent 
archive of RI 360. We have generated 
11 such versions. Once a research ver-
sion has been validated, the encrypted 
original data used to create that ver-
sion is wiped from the encrypted tank 
and destroyed. Every analysis is tied 
to a fixed research version of the da-
tabase, and can be rerun against the 
research version at a later time to rep-
licate the results. Additionally, to en-
courage reproducibility, analysis proj-
ects use a common project template 

to organize code and research results 
in a standardized way.c

Even through RI 360 has been de-
identified, our data-sharing agreements 
restrict all research with anonymized 
individual-level records to the data en-
clave. Only aggregated or statistical 
results such as summary tables, plots, 
and regression coefficients can be ex-
ported from the enclave. All statistics 
must be aggregated such that they rep-
resent 11 or more distinct individuals. 
To ensure compliance with these agree-
ments, no individual researcher has the 
ability to export files from the enclave. 
Copy and paste functionality has also 
been disabled within the enclave’s user 
interface. Exports are subject to review 
and documentation to ensure exported 
results conform to usage agreements 
(Figure 1g), and they trigger real-time 
alerting to senior leadership. A read-
only snapshot of each export is archived 
in the enclave to facilitate future audits.

Conclusion
The insights gained from research 
with administrative data have the po-
tential to transform the way policy-
makers approach some of society’s 
most important policy decisions. 
Robust evidence on previous policy 
outcomes and predictive modeling 
of future outcomes can guide poli-
cymakers to smarter policies with 
greater benefits at lower cost. We have 
described a comprehensive approach 
to overcoming the many challenges 
faced when integrating siloed state-
wide databases into a data infrastruc-
ture for fact-based policy, which is the 
first system of its kind in the U.S. In 
the future, we hope more systems of 
this kind will provide policymakers at 
all levels of government—and in many 
countries across the world—with a 
rich ecosystem and evidence base for 
the important decisions they make on 
behalf of their constituents.
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IN  R ECENT YEARS,  robots play an active role in everyday 
life: medical robots assist in complex surgeries; 
search-and-rescue robots are employed in mining 
accidents; and low-cost commercial robots clean 
houses. There is a growing need for sophisticated 
algorithmic tools enabling stronger capabilities for 
these robots. One fundamental problem that robotic 
researchers grapple with is motion planning—which 
deals with planning a collision-free path for a moving 
system in an environment cluttered with obstacles.13,29 

TO A LAYMAN, it may seem the wide use of robots in 
modern life implies that the motion-planning problem 
has already been solved. This is far from true. There is 
little to no autonomy in surgical robots and every owner 
of a house-cleaning robot has experienced the highly 
simplistic (and often puzzling) routes taken by the robot.

Roughly speaking, the complexitya 
of a motion-planning problem is pri-
marily governed by two factors: The 
dimension of the configuration space 
(C-space)—a space defined by the pa-
rameters needed to describe the robot’s 
position and orientation, and the tight-
ness of the environment—informally, 
an environment is said to be tight if the 
robot is required to move with little or 
no clearanceb from the obstacles.

State-of-the-art motion-planning 
algorithms can efficiently construct 
paths for low-complexity problems 
(that is, either problems whose C-space 
is low-dimensional or problems that 
do not contain narrow passages). How-
ever, as the complexity increases, their 
running time may grow in an exponen-
tial fashion (exponential in the dimen-
sion of the C-space or in the clearance 
of the path that the robot needs to 
move along13,25).

Moreover, algorithms that pro-
duce high-quality pathsc with optimal-
ity guarantees21 require additional over-
head both in terms of running time and 
memory consumption when compared 
to the basic version of these algorithms.

In this article, I provide insight on 
why planning (high-quality) paths for 
complex robotic systems is compu-
tationally challenging. Specifically, 
after providing algorithmic back-
ground, we examine general com-
putational challenges that arise in 
motion planning. This is done by ex-
amining sampling-based methods, 
a common approach to address the 

a	 Here, the term “complexity” is used loosely 
to describe where state-of-the-art planners 
struggle—the PSPACE-Hardness proof of the 
motion-planning problem13 actually argues 
about the complexity of obstacles. However, 
in practice, we can deal with a large number of 
obstacles using efficient data structures.

b	 The clearance of the robot is its distance from 
the nearest obstacle. The clearance of a ro-
bot’s path is the minimal distance attained 
over all points along the path.

c	 In motion-planning applications, the quality 
of a path can be measured in terms of, for ex-
ample, path length, clearance, smoothness or 
energy consumption along the path, to men-
tion a few criteria.
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motion-planning problem, and con-
sidering the different algorithmic 
building blocks that are used to de-
sign such planners and their unique 
computational challenges. This ar-
ticle focuses on the simple problem 
of rigid-body planning, but highlights 
challenges and approaches that occur 
when extending such algorithms to 
more complex settings.

There have been several earlier 
overviews of the robot motion-plan-
ning problem (for example, LaVal-
le26). However, these were written 
before the seminal work of Karaman 
and Frazzoli on asymptotically opti-
mal motion planning.21 While there 
are some overlaps between this article 
and the aforementioned papers, there 
is a large focus on the implications of 
asymptotical-optimal motion plan-
ning to fundamental computational 

questions. In this article, I highlight 
new problems (such as those intro-
duced by human-robot interaction) 
as well as reach out to other commu-
nities (such as the machine learning 
community and the computer-hard-
ware community) for potential ways 
to revolutionize the field.

Algorithmic Background
Problem statement. In its basic form, 
the motion-planning problem is to 
find a collision-free path for a robot 
or a moving object R in a workspace 
W cluttered with static obstacles. The 
spatial pose of R, or the configuration 
of R, is uniquely defined by some set 
of parameters, the degrees of free-
dom (DOFs) of R. The set of all robot 
configurations X is termed the C-
space of the robot, and decomposes 
into the disjoint sets of free and for-

bidden configurations, namely Xfree 
and Xforb, respectively. It is common to 
rephrase the motion-planning prob-
lem as the problem of moving R from 
a start configuration to a target con-
figuration in a path fully contained 
within Xfree.

To better understand the notion of 
C-spaces, consider a polygonal robot 
moving in the plane. If the robot is 
only allowed to translate, then it suf-
fices to use a two-dimensional refer-
ence point to describe the location of 
the robot. Thus, both the workspace 
W and the C-space X are subsets of 
R2 . If we allow the robot to rotate as 
well, then we need to add another pa-
rameter to describe the orientation of 
the robot. In this case we have that W 
⊂ R2 while X ⊂ R2 × [0, 2π ) (see Fig-
ure 1). The dimension of the C-space 
(namely the number of DOFs) may be 
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Sampling-based methods. One rea-
son why the motion-planning prob-
lem is computationally hard is due 
to the complexity of computing ob-
stacles in C- space. However, testing if 
one specific configuration is collision-
free or not, an operation referred to 
as “collision detection,” is a relatively 
straightforward task that can be an-
swered efficiently in the workspace. 
Using collision detection allows sepa-
rating the motion-planning problem 
from the particular geometric and 
kinematic models of the robot. Fur-
thermore, while the general motion-
planning problem is computationally 
hard, computing a local path connect-
ing two close-by configurations and 
then validating if this path is colli-
sion-free is, relatively speaking, a 
straightforward task. Following these 
key insights, sampling-based motion-
planning algorithms abstract the ro-
bot as a point in the C-space X and 
plan a path in this space. The struc-
ture of X is then studied by construct-
ing a graph G, called a roadmap that 
approximates the connectivity of Xfree. 
Roughly speaking, nodes of the graph 
are collision-free configurations and 
two (nearby) nodes are connected by 
an edge if the local path connecting 
their respective configurations is col-
lision free as well.

These algorithms consist of a road-
map-construction phase and a road-
map-traversal phase. These two phases 
can be separate, where G is first con-
structed (explicitly or implicitly) and 

only then searched for a (collision-free) 
path connecting the start and target 
configurations. Alternatively, the two 
phases can be interleaved where G is 
incrementally constructed and the 
search algorithm is dynamically updated 
as vertices and edges are added to G.

Generally speaking, there are two 
different flavors of the aforemen-
tioned approach—sampling-based 
methods and search-based methods. In 
the former, which is the focus of this 
article, vertices are added to G by ran-
domly sampling X while in the latter 
G is defined implicitly by describing 
a predefined set of actions, or lo-
cal paths called “motion primitives” 
that a robot can perform at any given 
configuration. Both flavors can be 
used to solve single-query problems, 
where start and target configurations 
are provided to the planner or multi-
query problems where the setting is 
preprocessed to efficiently answer 
multiple queries.

Such motion-planning algorithms 
are implemented using two primitive 
operations: Collision detection (CD), 
which is used to assess if a configura-
tion is collision-free or not, and nearest 
neighbor (NN) search, which is used 
to efficiently return the neighbor (or 
neighbors) of a given configuration. CD 
is also used to test if, given two configu-
rations q, q′, a path π (q, q′) connecting 
the two configurations lies in Xfree—a 
procedure referred to as local planning.

Arguably, the best-known and con-
ceptually simplest sampling-based 

arbitrarily high. Consider, for exam-
ple, a robot, which is comprised of n 
spatial links, where a rotational joint 
connects each two consecutive links. 
Here, we need a three-dimensional 
point to describe the position of one 
of the robot’s endpoints and n − 1 two-
dimensional parameters to describe 
the angle formed between each two 
consecutive links.

The configuration-space formal-
ism was introduced in the late 1970s. 
Soon after, the first general algorithm 
for solving the motion-planning prob-
lem was proposed, with running time 
that is doubly exponential in the num-
ber of DOFs. Singly exponential-time 
algorithms have followed, but are 
generally considered too complicated 
to be implemented in practice Unfor-
tunately, there is little hope to asymp-
totically reduce the exponential run-
ning times of these algorithms as the 
general problem was already shown 
by Reif to be PSPACE-Hard in the late 
1970s. Additional hardness results 
have followed for different versions of 
the problem (for a complete descrip-
tion of exact methods and hardness 
results, see Halperin et al.13 and refer-
ences within).

Facing the aforementioned hard-
ness results, the community has 
mostly considered approaching the 
general problem with heuristic and ap-
proximate schemes.25,29 Arguably, the 
most widely used approach to address 
the motion-planning problem is via 
sampling-based methods.

Figure 1. (a) Translating and rotating polygonal robot R (blue) and one polygonal obstacle (light red). (b) Corresponding configuration (yellow 
point) and obstacle in the C-space R2 x [0, 2π).

(a) (b)

R

y

x



OCTOBER 2019  |   VOL.  62  |   NO.  10  |   COMMUNICATIONS OF THE ACM     57

contributed articles

and their many variants may be unac-
ceptable. This may be due, for example, 
to certification and reproducibility re-
quirements for safety-critical applica-
tions. An additional, computational 
reason to avoid probabilistic algorithms 
is the desire to use offline computation 
to improve online performance.

One approach is to replace proba-
bilistic sequences with deterministic 
ones in sampling-based algorithms.25,27 
This raises the question regarding the 
theoretical guarantees and practical 
performance that could be obtained by 
using such sequences. In a recent work, 
Janson et al.19 show that using (low-dis-
persion) deterministic sampling strat-
egies can provide substantial benefits 
when compared to probabilistic ones. 
These benefits are both with respect 
to reduced computational complexity 
(for a given number of samples) and 
superior empirical performance on a 
wide range of problems. Their work 
opens the door to using determinis-
tic sampling in optimal kino-dynamic 
motion planning, anytime algorithms 
such as RRT, designing new algorithms 
that explicitly leverage the structure of 
low-dispersion sequences and more. A 
key question here is how to employ de-
terministic sampling sequences when 
we are only interested in samples that 
lie in the informed set Xinf.

An alternative approach that avoids 
probabilistic algorithms, mentioned 
previously, is using search-based algo-
rithms that systematically search over 
an implicit graph G.

algorithms are the Probabilistic Road-
map Method (PRM) and the Rapidly Ex-
ploring Random Tree (RRT), which are 
examples of multi-query and single-
query motion-planning algorithms, 
respectively.25 For a visualization illus-
trating the way the PRM algorithm con-
structs a roadmap in the preprocessing 
phase and computes a collision-free 
roadmap in the query stage, as illus-
trated in Figure 2.

General Computational Challenges 
in Motion Planning
The high-level description of sam-
pling-based planners provided earlier 
leaves many questions that must be 
addressed. Here, several of these ques-
tions are listed together with the com-
putational challenges they introduce. 
While the focus here is on sampling-
based planners, many of these ques-
tions and challenges arise in search-
based planning algorithms as well, but 
a detailed analysis of such algorithms 
is out of the scope of this article.

How to efficiently and effectively 
sample X? A key question in sam-
pling-based algorithms that must be 
addressed is how to choose the set of 
configurations that will serve as verti-
ces in G. Intuitively, we want to cover 
the entire C-space (exploration) while 
using previous information to bias 
where new samples are placed (exploi-
tation). The simplest approach that 
works well in practice is to sample 
points uniformly from the C-space. 
Many heuristics were suggested in 

order to speed up the probability of 
finding a solution. Examples include 
sampling near the obstacles, on the 
medial axis, and more.25 Recent work 
has also used learning to accelerate 
the planning in order to devise non-
uniform sampling strategies that favor 
sampling in those regions where an 
optimal solution might lie (for exam-
ple, Ichter et al.18).

Once an initial solution is found 
only configurations that can provide a 
better solution should be considered. 
Considering only this set of configura-
tions, termed the informed set Xinf , can 
dramatically improve the performance 
of asymptotically optimal motion plan-
ners such as RRT*.10 When the C-space 
is Euclidean, Xinf is a pro-late hyper-
ellipsoid10 and it is possible to directly 
sample Xinf Several heuristic approaches 
attempt to generalize this result to 
non-Euclidean C-spaces (for example, 
see Kunz et al.24), however efficiently 
sampling Xinf for general C-spaces re-
mains an open challenge.

From a computational point of view, 
sampling uniformly from the C-space 
can be done in O (1) time. This constant 
is inversely proportional to the ratio 
of the volume of Xfree and X and may 
be extremely large in certain settings. 
Sampling in the informed set Xinf for 
Euclidean spaces, can still be done in O 
(1) time, however, it is not clear that this 
is the case for more complex C-spaces.

Deterministic vs. probabilistic planning. 
In certain domains, applying probabi-
listic algorithms such as the PRM, RRT 

Figure 2. A PRM example. 

In the preprocessing phase, (a) a roadmap G is constructed by sampling n configura-
tions, or milestones, and (b) adding them as vertices to G if they are collision free.  
(c) If the path connecting two close-by configurations (computed using a local 
planner) is collision free, then an edge between the two respective vertices is added 
to G. (d) In the query phase, start and target configurations (green and red circles, 
respectively) are provided to the planner. Using the local planner, local paths con-
necting these configurations to G are computed. If these local paths are collision 
free, then any graph-search algorithm can be used to assess if a path exists between 
the start and goal configurations in the roadmap.

(a) PRM-sampled milestone (c) PRM roadmap (d) Query using roadmap(b) PRM-valued milestones
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such distances is discussed using NN 
data structures.

The first question to ask is what is 
the computational role of NN search 
in motion planning? Asymptotically, 
the computational complexity of NN 
search dominates the running time of 
many sampling-based motion-plan-
ning algorithms. However, in practical 
settings the main computational bot-
tleneck is often considered to be the 
local-planning phase.25 Having said 
that, this may not always be the case. 
In many settings, called NN-sensitive, 
the (computational) role of NN search 
after a finite time in many sampling-
based algorithms is far from negli-
gible and merits the use of advanced 
data structures.23 NN-sensitive set-
tings may be due to: planners that al-
gorithmically shift the computational 
weight of the algorithm to NN search; 
scenarios in which certain planners 
perform mostly NN search; and fine-
tuned parameters for which certain 
planners resort to performing many 
NN queries. Thus, specifically tailored 
NN techniques for motion planning 
were suggested that exploit the spe-
cific queries of the motion-planning 
algorithm or the specific topology of 
X (for example, see Ichnowski and Al-
terovitz16 and Figure 3).

Using the aforementioned methods 
allows to significantly improve the run-
ning time of many search algorithms 
in many settings when compared to 
using standard NN approaches. How-
ever, they are typically not suitable for 
the general type of C-spaces that are en-
countered in motion planning.

How to connect close-by configu-
rations? In the simplistic description 
provided earlier, we assumed that con-
necting two close-by configurations is 
a relatively straightforward task. This 
corresponds to solving the so-called 
two-point boundary value problem 
(BVP).25 For systems with dynamics it is 
difficult, and sometimes impractical, 
to generate an exact BVP solver.

One approach would be to use re-
cent advances in optimization and opti-
mal control to exactly connect close-by 
nodes,39 however, this step, performed 
online, may be computationally com-
plex and introduces an additional non-
trivial overhead. Another approach is to 
forego the requirement to exactly con-
nect close-by configurations and build 

What metric should be used to eval-
uate distances in X? Recall that once a 
set of configurations is sampled, close-
by configurations are connected by 
edges in G. Thus, we must define a dis-
tance metric in X. Amato et al. were the 
first to study the effect of a metric on 
sampling-based planners. Specifically, 
they study the PRM algorithm and com-
pare the effectiveness of some variants 
of the Euclidean metric when the C-
space is SE(3) (see LaValle25). Extensive 
research has been carried out in order 
to find suitable metrics for other set-
tings of motion planning, such as ro-
bots with differential constraints.6

In a recent work, Ekenna et al. em-
ploy machine learning to develop 
metrics tailored to the specific mo-
tion-planning problem at hand.9 A key 
insight from their work is that a set of 
metrics, each suitable for a different 
setting, can be combined in order to 
solve more diverse settings that con-
sist of smaller, specific, (sub)settings. 
Choosing the right metric(s) for a spe-
cific problem that both captures the 
notion of “similar” configurations and 
is efficient to compute is still far from 
being solved.

Part of the reason that choosing the 
right metric is such a challenge is due to 
the so-called “curse of dimensionality” 
or the “surprising behavior of distance 
metrics in high dimensional space.”2 
Roughly speaking, in high-dimension-
al spaces data becomes sparse, and 
nearest-neighbors (NN) algorithms 
fail both from an efficiency and from 
effectiveness perspective. Indeed, it 
has been shown that in high-dimen-
sional spaces the concept of proxim-
ity, distance or nearest neighbor may 
not even be qualitatively meaningful. 
Complementing this analysis, Plaku 
and Kavraki32 empirically demonstrate 
that after a critical dimension (be-
tween 15 and 30), exact NN algorithms 
examine almost all the samples. This 
implies that exact NN algorithms be-
come impractical for sampling-based 
motion planners when a considerably 
large number of samples need to be 
generated. The impracticality of exact 
NN algorithms motivates the use of ap-
proximate algorithms, which trade off 
accuracy for efficiency and motivates 
our next computational challenge.

How to efficiently compute nearest-
neighbors? Here, efficiently computing 

Analyzing sampling-
based, motion-
planning algorithms 
is typically done 
by considering 
their asymptotic 
behavior.
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implementations of these algorithms 
will not produce the optimal path. By 
modifying the connection scheme of a 
new sample to the existing data struc-
ture, they propose the PRM* and the 
RRT* algorithms (variants of the PRM 
and RRT algorithms, respectively) all 
of which are shown to be asymptoti-
cally optimal. Namely, as the number of 
samples tends to infinity, the solution 
obtained by these algorithms converges 
to the optimal solution with probability 
one. To ensure asymptotic optimality, 
the number of nodes each new sample 
is connected to is proportional to log(n) 
and the overall running time of these 
algorithms is O(n log n), where the big-
O notation hides an exponential depen-
dency on the dimension d. Recent work 
showed that in certain cases the con-
nection radius can be further reduced 
and asymptotic (near-)optimality can 
be achieved when each sample is con-
nected to only Θ(1) neighbors.35

Interestingly, roadmaps construct-
ed by many sampling-based algo-
rithms such as PRM and RRT coincide, 
in the absence of obstacles, with stan-
dard models of random geometric 
graphs (RGGs). Indeed, Karaman and 
Frazzoli21 conjectured that a sampling-
based planner has a certain property if 

a tree-like structure by forward simulat-
ing the system’s dynamics.28

How to efficiently and effectively 
search a given roadmap? In many set-
tings, the computational cost of evalu-
ating whether an edge of G is collision-
free or not dominates the running 
time of motion-planning algorithms. 
Thus, when the environment can be 
preprocessed a common approach is 
to (implicitly) construct the roadmap 
G without evaluating if edges are colli-
sion free or not—an approach referred 
to as lazy construction.d Subsequently, 
standard path-planning algorithm 
such as A* can be used to traverse G 
while evaluating edges as they are be-
ing considered. However, this may 
lead to large planning times because 
these search algorithms are typically 
designed to minimize node expansion 
and not edge evaluation.

While it may seem logical to em-
ploy algorithms that minimize the 
number of edge evaluations,12 what 
we actually want is a method to mini-
mize the total planning time by bal-
ancing edge evaluations and graph 
operations. This can be done using 
advanced graph search30 or by employ-
ing Bayesian active learning.7

How to analyze sampling-based 
methods? Analyzing sampling-based, 
motion-planning algorithms is typical-
ly done by considering their asymptotic 
behavior. Namely, does a property hold 
with high probability as the number of 
samples tends to infinity.

Recall that one fundamental in-
sight that inspired roadmap-based 
algorithms was using local paths to 
connect nearby configurations. The 
longer the distance is between two 
configurations q and q′, the higher the 
probability that the local path π(q,q′) 
connecting q and q′ will intersect an 
obstacle. Furthermore, in many imple-
mentations, the time to verify that a 
path is collision free is proportional 
to its length, which further motivates 
only connecting close-by configura-
tions. Thus, a key challenge here is 
understanding what is the minimal 
threshold r that is required to connect 

d	 In practice, the roadmap is typically prepro-
cessed to include only edges that may be col-
lision free and edges that correspond to self-
collision, unstable configurations, and so on, 
are removed.

any two vertices in G in order to satisfy 
a certain property?

The most fundamental property re-
quired from a sampling-based motion-
planning algorithm is probabilistic 
completeness. Namely, the probability 
that the algorithm finds a solution, if 
one exists, tends to 1 as the number of 
samples n tends to infinity. 

The PRM algorithm was first shown 
to be probabilistic complete for the 
case that there is an edge between every 
two vertices in G.25 This leads to a graph 
of size O (n2), which is computationally 
inefficient both with respect to the run-
ning time of the algorithm and with 
respect to the storage required. Later 
analysis (for example, Karaman and 
Frazzoli21 and Solovey et al.36) showed 
that connecting two vertices whose 
distance is at most r = O ((log n/n)1/d) 
suffices to ensure probabilistic com-
pleteness (here, d is the dimension of 
X) leading to a graph of size O(n log n).

This discussion is concerned with 
finding a path. In practice, we wish to 
find a high-quality path (given some 
optimization criteria). In their seminal 
work, Karaman and Frazzoli21 give a 
rigorous analysis of the performance of 
the RRT and PRM algorithms. They show 
that with probability one, common 

Figure 3. Computing NN in C-spaces that arise in motion-planning problems. 

Here, Ichnowski and Alterovitz16 adapt kd-trees for the case that X = SE (3), namely,  
the six-dimensional space that represents rotations and translations in three dimensions. 
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finite-time properties of these algo-
rithms—namely, what guarantees can 
we provide given a fixed, predefined 
budget of samples and / or connections 
(for example, see Janson et al.19).

How to characterize paths and C-
spaces? Intuitively speaking, the suc-
cess of roadmap-based methods is 
due to the fact the structure of C-space 
is typically not “pathological” every-
where. Indeed, Hsu et al.15 attempt to 
attribute the success of PRM-like plan-
ners to favorable “visibility” properties 
of the C-space. Other approaches for 
analyzing sampling-based, motion-
planning algorithms typically reasons 
about the clearance of a path21,25 and 
some global properties of X such as 

ε-goodness or expansiveness.25

Recently, it has been noticed that 
more refined models can help in bet-
ter capturing attributes of the C-space. 
Salzman et al.33 observed that their 
planner performs well even in the pres-
ence of narrow passages. Further inves-
tigation revealed this occurs because 
only a small subset of the robot’s de-
grees of freedom were simultaneously 
constrained (see Figure 4.) This led to 
a set of definitions that attempt to si-
multaneously grasp the “narrowness” 
of a passage as well as its “dimension.” 
Although intuition may suggest that 
narrow passages are tunnel-shaped, a 
one-dimensional tunnel in a high-di-
mensional C-space would correspond 
to a simultaneous coupling of all pa-
rameters, which is a rarity.

Yet another example is recent work 
on multi-robot motion planning.1 

Here, efficient algorithms were devised 
by requiring a limited amount of spac-
ing, called separability, among robots 
in their initial and final placements 
(see Figure 5). This notion of separabil-
ity is dramatically different than that 
of clearance—in the latter the assump-
tion is that a solution path has suffi-
cient clearance in the C-space through-
out the entire path. In the former, only 
separability of the robots in their initial 
and final placements is assumed: No 
assumptions are made regarding the 
clearance of the robots from the obsta-
cles, or about clearance or separability 
along the path. 

Following this discussion, there is 
a need for realistic models that cap-
ture non-pathological motion-plan-
ning C-spaces. Such models should 
allow for analyzing existing algorithms 
and to suggest efficient new ones. For 
example, such a model could encom-
pass the minimal distance between 
obstacles (notice this is not identical to 
the notion of clearance, which is typi-
cally defined with respect to a path). 
Indeed, researchers have attempted to 
take structure in the C-space into ac-
count (for example, see Vernaza and 
Lee38). However, there is still much 
work needed on data structures and 
algorithms that efficiently exploit the 
structure of C-spaces. Note that a sim-
ilar problem of realistic models has 
been widely addressed in the compu-
tational geometry literature and used 
for devising efficient motion-plan-

the underlying RGG has this property 
as well. This conjecture was settled by 
Solovey et al.36 who suggested a frame-
work that allows to easily transfer argu-
ments regarding properties of RGGs 
in the free unit-hypercube to spaces 
punctured by obstacles, which are 
geometrically and topologically much 
more complex. However, their frame-
work holds only for Euclidean C-spaces 
and the standard Euclidean distance.

Extending this analysis to non-
Euclidean spaces remains an ongo-
ing challenge. In addition, asymptotic 
properties are, in fact, quite weak and 
are of little use in practical settings. A 
more interesting challenge, that is only 
partially answered, is arguing about 

Figure 5. Example of a well-separated scenario for a set of identical unit discs.

The start and target positions are depicted in dark green and purple (respectively). The light 
green and purple circles represent discs of radius 2 placed at start and targets. Note that 
no two such discs intersect, which implies that every two start or target positions are at 
distance at least 4.

Figure 4. Narrow passages in three-dimensional C-spaces.

Both passages (yellow) have a volume of ε2, thus when using uniform point samples,  
the probability of sampling in either passage is identical. However, the left passage  
can be characterized as “two-dimensional” while the right passage as “one-dimensional.” 
Figure taken from Salman et al.,33 which also includes additional information.



OCTOBER 2019  |   VOL.  62  |   NO.  10  |   COMMUNICATIONS OF THE ACM     61

contributed articles

domain. Combining insights gained 
from analyzing the theoretical proper-
ties while addressing the specific chal-
lenges mentioned into an algorithmic 
framework is highly non-trivial. This is 
especially true when computing high-
quality paths.

After Karaman and Frazzoli21 intro-
duced the first asymptotically optimal 
sampling-based motion algorithms 
many variants followed. These algo-
rithms used techniques such as relax-
ation methods,4 lazy computation,20 
heuristics,11 and relaxing optimality to 
near optimally28,e to improve the practi-
cal convergence rate while maintaining 
the desired theoretic guarantees on con-
vergence to (near) optimal solutions.

One important, yet often over-
looked, problem is parameter tuning. 
There are a myriad of motion-planning 
algorithms, each with their own suit 
of parameters. Better characterizing 
C-spaces, would allow us to map a C-
space to the optimal choice of param-
eters for a given algorithm. While this 
seems extremely challenging, recent 
developments in machine learning 
may serve as a valuable tool in approxi-
mating such a mapping.

Taking it all apart—Are we solving 
the right problem? Sampling-based 
methods revolutionized the field of 
motion planning. In contrast to exact 
algorithms, which are too complex to 
implement in practice, these methods 
are typically easy to implement and 
could be deployed on physical robots. 
They served as a paradigm shift by 
only approximating the structure of X 
instead of computing an explicit rep-
resentation of it. The challenges dis-
cussed in the previous sections suggest 
that perhaps the community is in need 
for a new paradigm shift.

One question that comes to mind 
is do we care about computing a 
collision-free path? When humans 
compute a plan to a destination they 
don’t verify that it can be executed, 
but typically plan paths that can be 
executed with high probability. While 
interleaving planning and execution 
has been studied, doing so while pro-

e	 An algorithm ALG is said to be asymptotically 
near-optimal if, given an approximation factor 
ε ≥ 0, the solution obtained by ALG converges 
to within a factor of (1 + ε) of the optimal so-
lution with probability one, as the number of 
samples tends to infinity.

ning algorithms (for example, van 
der Stappem et al.37). However, it is 
not obvious they are relevant to high 
dimensional realistic C-spaces when 
one uses roadmap-based motion-plan-
ning algorithms.

How does the cost function affect 
the computational complexity? Up until 
now, we ignored the specific cost func-
tion for which we want to compute an 
(asymptotically) optimal path. Most 
analyses of sampling-based plan-
ners20,21 assume the cost function is Eu-
clidean and computed in the C-space. 
Janson et al.20 showed that the guar-
antees regarding asymptotic optimal-
ity of many planners can be extended 
to other cost functions such as metric 
costs, line-integral costs with optimal-
path connections and line-integral 
costs with straight-line connections. 
This requires computing the volume of 
the unit cost-ball, which may be highly 
non-trivial for complex C-spaces.23

In practical applications that in-
volve human-robot interaction (HRI), 
we are interested in optimizing paths 
over complex cost functions that take 
the interaction with humans into ac-
count. One such example is legibility 
and predictability where we would like 
to generate motions that are intent 
expressive. Currently such problems 
have only been solved using locally 
optimal optimization based methods8 
and it is not clear if (asymptotically) 
optimal paths can be computed for 
such settings. Another example that 
arises from HRI is following tasks gen-
erated by an expert such as a surgeon 
in robot-assisted surgery. To accurate-
ly follow such paths, the Fréchet met-
ric was employed14 to compare paths 
in Task space—the space of positions 
and orientations of the robot’s end 
effector. While the authors present a 
proof that their sampling-based algo-
rithm is asymptotically optimal, this 
is done using a restricting set of as-
sumptions and a more general proof 
is needed.

Putting it all together—How to ef-
ficiently compute high-quality paths? 
Previously, we detailed different com-
putational challenges in roadmap-
based planning algorithms and pro-
vided some insights on why general 
computer-science tools such as NN 
and graph search must be revisited 
in order to be better suited for this 

In practical 
applications that 
involve human-
robot interaction, 
we are interested 
in optimizing paths 
over complex cost 
functions that take 
the interaction 
with humans into 
account.
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planning for robot systems, with a 
focus on the foundational algorith-
mic challenges prevalent even for 
relatively simple domains. In a nut-
shell, all these challenges arise be-
cause the underlying planning prob-
lem resides in a high-dimensional, 
topologically complex, continuous 
C-space cluttered (non-uniformly) 
with obstacles. Motion-planning 
algorithms use operations such as 
collision detection and graph search 
that reside in low-dimensional, pos-
sibly discrete, spaces to gain insight 
on the true structure of the C-space. 
These operations are computationally 
expensive and often only approximate 
certain properties of the underlying 
C-space (recall the role of metrics in 
roadmap-based algorithms).

In practical settings, in addition to 
the challenges mentioned here, there 
is a high degree of uncertainty that 
must modeled and addressed. This un-
certainty can be due to imperfect infor-
mation regarding the robot model, the 
environment (noisy sensor data), the 
robot’s dynamics, and more. Account-
ing for uncertainty may require plan-
ning in infinite-dimensional belief 
spaces instead of finite-dimensional C-
spaces, tight integration with percep-
tion, interleaving planning with execu-
tion, and more.

Similarly, almost all the research 
mentioned in this article assumes one 
perfect given model of the environ-
ment. Even if sensing and perception 
can obtain such a model, is it all need-
ed? A key computational challenge is 
understanding what is the minimal 
model of the environment that is re-
quired to complete a motion planning 
task? Should all the objects be mod-
eled using the same resolution? Does 
the planning algorithm need to reason 
on physical properties of the environ-
ment (speed of moving objects, the 
articulation or deformability of objects 
in the environment, and so on).

Furthermore, real-world applica-
tions often require fast and accurate 
physics simulation for planning with 
dynamics or for manipulation. Ac-
counting for the computational cost of 
such simulators and for their inaccura-
cies is required for these planners to be 
effective in practice.

An orthogonal approach that could 
dramatically improve motion-plan-

viding formal guarantees is far from 
being answered. Another question 
relates to the underlying assumption 
of roadmap-based methods where the 
high-level motion-planning problem 
can be solved effectively by reducing 
it to solving multiple local-planning 
problems by connecting close-by 
configurations. Effective metrics are 
difficult to define and distances are 
hard to compute in high-dimensional 
spaces. Can we define and analyze 
practical motion-planning algo-
rithms that forego this requirement? 
Furthermore, C-spaces tend to con-
tain large, open regions where plan-
ners could make use of long edges 
(which are currently approximated 
using a sequence of small edges). Is 
the search for the minimal connec-
tion radius the right approach? 

A third question is can we shift the 
burden of planning from the algo-
rithm to either the robot design or the 
environment design? If we understand 
what makes a motion-planning prob-
lem easy, can we design robots or envi-
ronments that do not require advanced 
motion-planning capabilities? Can we 
effectively manipulate the environ-
ment or the robot (offline or online) 
to simplify the motion-planning prob-
lem? These types of questions have 
raised some attention in the previous 
years (for example, see Schulz et al.34) 
but merit a deeper investigation.

Finally, a key drawback of sampling-
based algorithms is that they do not 
know how to terminate when there 
is no free path. While generally solv-
ing this problem seems intractable, a 
possible approach would be to use the 
concept of resolution exact (or ε-exact) 
planners.40 Such planners accept as an 
input a resolution parameter ε and an 
accuracy constant K such that if there 
is a path of clearance Kε, it will output a 
path and if there is no path of clearance 
ε/K, it will correctly output that no path 
exists. While such planners have been 
proposed (see Zhou et al.40 and refer-
ences within), they are applicable for 
only a small set of robot systems and it 
would be interesting to see if more gen-
eral planners with similar guarantees 
can be suggested.

Discussion and Future Directions
This article described several of the al-
gorithmic challenges that arise when 

Sampling-
based methods 
revolutionized  
the field of motion 
planning. In 
contrast to exact 
algorithms, which 
are too complex 
to implement in 
practice, these 
methods are 
typically easy to 
implement and 
could be deployed 
on physical robots.
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ning algorithms is looking at the prob-
lem from the hardware perspective. 
Indeed, recent work suggested mini-
mizing collision detection time by ag-
gressively preprocessing a given sce-
nario for a given robot. This required 
designing robot-specific circuitry31 and 
it is interesting to see if this approach 
can be generalized to non-static en-
vironments. Another avenue where 
hardware can be exploited is parallel-
ization—motion-planning implemen-
tations tend to be highly sequential 
and any advances in effective parallel-
ization or amenability to highly paral-
lel paradigms would also help the field 
(also see Ichnowski and Alterovitz17 
and references within). Finally, recent 
advances in cloud-based computa-
tion could be highly beneficial and has 
raised some initial attention from the 
motion-planning community.22

From the application point of view, 
robots are leaving the cages of the in-
dustrial manufacturing production 
lines and the safety of research labs, and 
moving into the unstructured environ-
ments of everyday life. From human-
in-the-way to human-in-the-loop, mod-
ern robotic problems typically involve 
robot interactions with and around 
humans. Solving such problems re-
quires research in complementary 
areas: algorithmic robotics, such as 
motion planning and human-robot in-
teraction, such as cognitive modeling, 
intention recognition, and activity pre-
diction. Accounting for humans in the 
planning domain adds a multitude of 
algorithmic constraints—from model-
ing human behavior to computing con-
sistent, predictable, and safe paths. 
However, they also allow for additional 
flexibility.

Finally, as robots are being de-
ployed, the robotics community is 
collectively gathering experience 
and data. Leveraging this experience 
and data to improve the efficiency of 
planning algorithms is an ongoing 
challenge—from incorporating pre-
computed paths in roadmap-based 
algorithms to applying advances in 
machine learning to understand when 
and how to apply existing tools, or to 
develop new tools altogether.

One should not see learning as an 
alternative to algorithmic, roadmap-
based planning, but as a complemen-
tary tool—organized search can act 

as scaffolding for machine learning 
algorithms. While machine learning 
exploits correlations between similar 
problem instances, search exploits 
the structure within a problem. Thus, 
the two are quite complementary. 
Furthermore, machine learning algo-
rithms are typically data hungry and in 
robotics there is often limited access 
to huge amounts of real-world data. 
For an overview of additional chal-
lenges and opportunities for robot 
planning, see Alterovitz et al.3

To truly impact our world, robot-
planning capabilities must be en-
hanced. To do so, robotic researchers 
need to harness tools from other com-
munities and revisit existing, tradition-
al algorithmic tools in order to make 
them suitable for the unique, subtle 
challenges that arise in this domain.	
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P ICTURE YOURSELF AT the recital of a 10-year-old boy, 
Wilbur (Figure 1 and featured on next page). Wilbur 
plays the cello beautifully. Like many of his peers,  
as he grows he needs to move to a larger instrument. 
However, unlike his peers, he also needs a new device 
with which to hold his cello bow. Wilbur is limb 
different, with a bow arm that ends just past  
his elbow. His family has worked hard to provide 
access to the best resources available: he has  
physical and occupational therapists and summer 
camp staff who are skilled at creating custom 
adaptations for him. However, creating an adaptation 

that works for Wilbur and his bow is 
difficult to do with existing prosthet-
ics, which were designed for general 
tasks. His first cello-holding arm was 
patched together with rubber bands 
from a prosthetic. It was a start, but 
one he quickly outgrew. However, the 
best alternative specific to a stringed 
instrument was hinged in all the 
wrong places because it was designed 
for a violin.

Consider now a community of vol-
unteers with 3D printers that can print 
complex, three-dimensional physical 
forms, with 3D modeling experience, 
and with an enormous capacity to do-
nate their time and effort. This real-
world grassroots community—e-NABLE 
(http://enablingthefuture.org) — consists 
of a diverse swath of people, from Boy 
and Girl Scout troops to university re-
searchers, scattered across the world. 
e-NABLE innovators have 3D printed 
thousands of prosthetic hands for chil-
dren. Two e-NABLErs, Drew Murray 
and Stephen Davies, created the first  
e-NABLE arm for children without a 
wrist. They collaborated with the au-
thors to create a solution for Wilbur.

The power and potential of com-
putational fabrication technologies 
to change the world is evident in this 
example and the many other solutions  
e-NABLErs have created for children 
and adults of all abilities. In fact, we 
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 key insights
˽˽ Digital fabrication and craft enable 

people with disabilities to create assistive 
devices that meet their unique needs. 
This is valuable as a tool for co-design 
between researchers and people with 
disabilities and as a means toward  
a more accessible world for all.

˽˽ The creation of assistive technology  
is a multidisciplinary and collaborative 
effort. Beyond people with disabilities,  
we must support professional and 
personal caregivers who create and  
co-create assistive technology.

˽˽ Assistive technologies involve intimate 
devices often attached to the body or 
embedded in a personal environment.  
To match that value, digital fabrication 
must support a wider variety of materials, 
such as soft fabrics and strong metals.
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are on the cusp of a radical change in 
the economy that is being driven by the 
advent of consumer-grade fabrication 
technologies. Just as content creation 
has progressed from languages such 
as HTML to advanced and easily used 
graphical user interfaces for website 
creation, so fabrication technologies 
will progress from today’s complicated 
hobbyist technologies to user-friendly 
and ubiquitous techniques that alter 
daily life.

The progress toward consumer-
grade manufacturing offers likely and 
still unforeseeable applications. Here, 
we are interested in its utility for chang-
ing who can access and produce assis-
tive technology worldwide. We use the 

term assistive technology to reference 
devices that can increase the function-
al capacity of people with disabilities. 
While the etiology of disability varies 
greatly, its occurrence is constant, and 
the likelihood of experiencing a dis-
ability increases with age.

While disability need not be a barrier 
to employment, it significantly affects 
employability. As of 2016, only 17.5% 
of people with disabilities were in the 
U.S. workforce.10 While many barriers 
faced by the disabled are sociological, 
others are structural or individual and 
have been addressed through design 
and computation. Studies have shown 
that website accessibility continues to 
be a significant challenge.4

Just as software automation can 
help to address some of online chal-
lenges, consumer-grade fabrication 
technologies can dramatically extend 
the power of non-experts to address 
structural issues in the physical world. 
For example, they can let fabricators 
create: tactile interfaces to digital22 and 
physical objects,12 maps of physical 
spaces,40 and children’s books.38 They 
also help inexperienced designers build 
and customize their assistive tech-
nology,5,15 increasing adoption and 
reducing costs.19

In this article, we first discuss appli-
cations of fabrication in the domain of 
assistive technology (AT) to highlight 
its potential value. We also review some 
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or no, mechanism or computation. 
The cello bow holder Wilbur uses is a 
fabricatable example that epitomizes 
many of these solutions in its high im-
pact and relative simplicity.

While grassroots efforts have been 
effective, one of the most compelling 
aspects of fabrication technologies is 
the opportunity to further enhance AT 
production and use by leveraging com-
putational power. Computation can 
enhance the set of things that can be 
created and broaden participation to 
include a wider set of producers.

Fabrication for computer access. 
One important opportunity for fabri-
cation technology lies in making com-
puters more accessible to blind users. 
While GUIs offered a paradigm shift 
for sighted users that enormously im-
proved their interactive experience, 
they have made interaction more dif-
ficult for blind users. Even relatively 
simple tasks, such as Web browsing, 
which generally do not require mas-
tering an entire windowing system, 
can take more than twice as long as 
they do for sighted interactions.4 An 
alternative is to embody information 
in tangible form. This has proven 
valuable for spatial information22 and 
contextual information.37,38

For example, we created a tangi-
ble scrollbar to convey information 
about content as blind users move 
its thumbs; its software updates the 
scrollbar as context switches.2 We also 
embodied context in physical icons as-
sociated with a physical task switcher 
(see Figure 3). Together, these two tech-
niques reduced task completion times 
in a simplified e-commerce task by over 
50%.2 Other tangible techniques, such 
as access overlays, also significantly cut 
task completion times.22

A growing research space explores 
how 3D printing can move both phys-
ical and audible information into a 
3D-tactile space, offering new access 
conduits to blind users. Stangl et al.38 
used 3D printing as an artistic con-
duit for creating tactile picture books 
for blind children. Taylor et al.40 ap-
plies 3D printing to the design and 
generation of tactile maps for blind 
navigation. Shi et al.37 focuses more 
generally on how blind users interact 
with fabrication technology with re-
spect to labeling models and creating 
them, respectively.

challenges to the vision of consumer 
production of AT, such as the lack of 
a clinical perspective. While these are 
important problems, their resolution 
would be insufficient for the creation of 
fabricated AT without advances in fab-
rication research, as well. Our studies 
show that even the advent of low-cost, 
consumer-grade fabrication machines 
will not simplify the process of produc-
ing useful and usable AT artifacts.

While the vision of consumer-
grade fabrication is intriguing, many 
challenges remain before it can be ful-
ly realized. Good design still requires 
engineering knowledge; the hardware 
used for fabrication is limited and 
difficult to operate; and the materi-
als available are limited. Currently, 
rapid prototyping and personal scale 
fabrication are the domains of crafts-
people and makers, but we expect this 
technology to democratize,39 expand-
ing the domain of fabrication from ex-
perts and enthusiasts to consumers. 
From maker spaces where consum-
ers can gain expertise to 3D-printing 
firms that will manage the hardware 
for you, solutions are beginning to ap-
pear. However, our studies show that 
empowering consumers will require 
better tools, as well.

We discuss these challenges and ap-
proaches to overcome them. We con-

Figure 1. Wilbur at his recital.

clude by defining barriers to 3D mod-
eling that must be addressed for end 
users to produce practical, efficient ob-
jects. Framing consumer-grade fabrica-
tion technologies as tools for enabling 
accessibility presents unique and diffi-
cult technical challenges in terms of de-
veloping new materials, manufacturing 
processes, and design tools.

Fabricating Accessible Solutions 
Assistive technology research has tra-
ditionally focused on two problem 
areas for people with disabilities: 
improving computer access, and im-
proving access to the world through 
ubiquitous and now Internet of 
Things (IoT) technologies. However, 
as a field, it has only recently begun 
to assess the potential of fabrication 
technologies. Consumer-grade fab-
rication technologies can create a 
paradigm shift that will significantly 
improve both of these traditional do-
mains. Grassroots efforts to use fabri-
cation for these purposes have already 
appeared on the most popular 3D 
model sharing sites (Figure 2).5 This 
is not surprising given the importance 
of self-made AT historically in the dis-
ability community, as described in 
Chen et al.9 Most of these devices, 
however, were designed to interact 
with everyday objects with minimal, 
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Figure 3. A tangible scrollbar and task switcher.2

Figure 2. Example objects that address accessibility (http://Thingiverse.com).5We challenge the research commu-
nity to further explore interaction alter-
natives and use them to develop tools 
that will improve access to desktop, 
Web, and mobile computing not just 
for the blind, but for those with other 
disabilities, as well. To do so, advances 
in underlying technologies for parsing, 
error correcting, and representing ap-
plications and their accessibility infor-
mation are sorely needed.

Using 3D printing to create tactile 
representations of digital information 
benefits consumers of online content, 
but little existing research tackles the 
production of accessible physical con-
tent. We envision two avenues for re-
search in this space. The first focuses 
on automatically converting existing 
content into tangible, accessible con-
tent in the vein of TactileMaps.net, 
used to generate portable physical 
representations of geographic data.40 
The second avenue for research focus-
es on fabrication of authoring tools 
that let producers design accessible 
physical content specifically for these 
modalities, as with physical augmen-
tations that trigger audio playback.37

Fabricating access to the world. 
Much of the accessibility work now 
shared online focuses on improving 
access to the physical world rather 
than improving computer access.5 In-
deed, a long history of grassroots and 
craft-based creation of AT is summa-
rized in Robitaille.34

When computation joins fabrica-
tion, powerful forms of customiza-
tion become possible. For example, 
the advent of inexpensive touch-
screen technology has led to at in-
terface panels on appliances, reduc-
ing accessibility for the blind. While 
braille stickers are an option, not all 
blind people read braille, and such 
stickers can obscure labels for sight-
ed people who share appliance use. 
The Facade application12 uses a crowd-
sourcing pipeline to produce custom, 
semi-transparent tactile overlays for 
appliances. A Facade user first places 
a fiducial marker (a dollar bill) on the 
appliance near the control buttons 
and photographs it (using software de-
signed to support photography by the 
blind). Next, crowd workers are asked 
to label the appliance buttons. Mul-
tiplexing this task among multiple 
crowd workers speeds completion 
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Figure 5. Clinicians, academics, and e-NABLErs working together to understand varied 
perspectives.13

perspectives, they lacked the techni-
cal expertise needed to turn them into 
a solution.

Related to expertise is the difficulty 
of designing new devices. The tradition-
al solution has been to create a single, 
high-cost generalist design that meets 
most needs and thus can be reused. 
This approach fails in cases such as Wil-
bur’s specialized need (holding a cello 
bow). In addition, Wilbur has no inter-
est in generalist devices since he usually 
chooses not to wear a prosthetic.

The notion that consumer-digital 
fabrication technologies will democ-
ratize the means of production has 
been explored and criticized from 
many perspectives. Tannenbaum et 
al. examine the overlap between  
“hedonistic technologies” and prac-
tical technologies in the context of 
3D printing, suggesting that consum-
er-fabrication can benefit the fabrica-
tor from both emotional and eco-
nomic perspectives.39 Ames et al. 
criticize this framing, reflecting on 
how, in Western culture, corporate 
interests related to consumer-grade 
fabrication privilege certain stake-
holders over others.1 Lindtner et al. 
note that it is the design of CAD tools, 
primarily informed by HCI research, 
that can encourage a wider range of 
stakeholders to participate in con-
sumer-grade fabrication.25

To bring these efforts to the AT 
space, specific tools and communities 
must be supported. Buehler et al.’s ex-
plorations of AT in the context of dis-
ability lays much of the groundwork 
for democratizing assistive technol-
ogy design in disability-related con-
texts. Buehler et al. explored the 3D 
printed AT practices of nondomain ex-
perts on Thingiverse,5 which highlights 
the gap between nonprofessional AT 
fabrication and traditional AT design 
spaces (such as educational and clini-
cal practice). Buehler et al. developed 
recommendations for special-educa-
tion maker spaces and their potential 
uses.6,7 McDonald et al. used a similar 
approach to develop recommenda-
tions for physical therapists interest-
ed in adopting 3D printing into their 
clinical practice.27 However, general-
purpose CAD tools have not yet adapt-
ed to effectively support AT design.

The e-NABLE community could in 
principle address such issues. In prac-

Figure 4. Appliance façades.12

times. Finally, Facade generates a 
custom 3D model with either braille 
or symbolic/text labels based in part 
on user-specified preferences. A 
home printer or commercial service 
can produce the final overlay, which 
can then be attached to the appli-
ance (Figure 4). It is notable that the 
crowd workers in this process are not 
professionals or makers; they and 
the end user are not expected to have 
manufacturing skills, a true example 
of consumer-grade fabrication.

Broadening Participation  
in Production
The preceding examples demonstrate 
the value of fabrication in solving AT 
problems. Less visible, however, is the 
degree of expertise necessary to pro-
duce working solutions. Expertise may 
reside in a variety of stakeholders. For 
example, when trying to design a bow 
holder, Wilbur’s family, teachers, and 
clinicians worked together at differ-
ent times to try to solve his problem.15 
Although they all contributed valuable 
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tice, the difficulty of designing new 
devices creates a bottleneck for poten-
tial recipients. Only a few community 
members can design, as opposed to 
make or deliver, new devices.30 Access 
to the few who can design ultimately 
helped to provide key parts of what Wil-
bur needed.

Design is difficult at many levels. 
For example, challenging design vari-
ables for those who attempted to create 
solutions for Wilbur’s cello bow includ-
ed: the optimal length of the holder (the 
total distance from shoulder to holder), 
the correct angle of the bow in its holder, 
the direction of the bow in its holder, 
the fit to Wilbur’s arm, the degree of 
give in various directions, the ease of 
removing and replacing the bow, the 
ability to easily store the bow in his 
cello case (with something attached to 
it), and the materiality and durability 
of the bow holder. These are but a sub-
set of all problems encountered when 
trying to understand or invent the best 
solution for Wilbur.

How do we ensure appropriate 
forms of stakeholder expertise are so-
licited? A workshop with clinicians 
and e-NABLE community members 
surfaced serious tensions between the 
clinical culture of do no harm and the 
e-NABLE culture of help where you 
can (Figure 5).13 These tensions point 
to opportunities for collaboration, de-
sign process improvements among 
amateurs (including better follow-up 
and data collection), and new deploy-
ment models that include both clinical 
and community effort. Many clinicians 
push back on the inclusion of ama-
teurs in the creation of AT, specifically 
prosthetic-like devices, because they 
fear that amateurs are unable to iden-
tify potential harms, let alone coun-
teract them. Conversely, volunteer AT 
creators point out the harm of limiting 
access to devices when a clinician’s 
time is expensive and scarce. Wilbur 
would not have access to a cello bow 
without help from the many stakehold-
ers involved in creating his bow holder, 
but this is a notably minimal risk task, 
and the design process that worked in 
this scenario may not be generalizable.

Equally challenging is how to de-
termine the level of expertise needed 
to express a solution using today’s 
tools. Basic design capabilities taken 
for granted in computer science, such 

as reuse and modularity, are not sup-
ported. In addition, tools that stream-
line the engineering process, such as 
version control, are lacking. Finally, 
tools that empower non-experts are ex-
tremely limited, in part because of the 
lack of supporting capabilities such as 
those just described. In practice, creat-
ing models is so difficult that many end 
users are limited to 3D-printing mod-
els created by others.

These difficulties represent un-
derlying challenges that are ripe for 
research and product advances. Here, 
we detail a few such opportunities, fo-
cusing in particular on the variety of 
materials and design tools available 
to fabricators.

Fabrication Materials and Machines
A wide variety of materials are available 
to end users for fabrication if we define 
‘materials’ broadly to include crafting. 
For example, fiber arts—including knit-
ting, crochet, felting, weaving, and sew-
ing—are hugely popular, as evidenced 
by sites such as http://ravelry.com. Most 
use a range of natural and synthetic fi-
bers. However, hobbyist crafting ex-
tends far beyond fiber arts; it includes 
a wide array of materials, from wood to 
metals to glass to ceramics, used to cre-
ate beautiful, practical, and desirable 
objects of different sizes and types and 
increasingly leverages digital tools for 
some aspects of the process.

In contrast, consumer-grade printing 
is typically limited to about 200x200x-
200mm (or less) and is primarily asso-
ciated with two plastics: acrylonitrile 
butadiene styrene (ABS) and polylactic 
acid (PLA). Although the range of avail-
able materials is rapidly increasing (for 
example, flexible polymers and conduc-
tive materials), the basic method of con-
struction used by most consumer-grade 
3D printers requires having something 
that will melt, has the right viscosity 
when melted, will cool quickly, and will 
hold its form.

Thus, to truly broaden the range of 
materials, we must consider new ways 
of printing. Commercial alternatives, 
such as resin- or paste-based printing, 
are available to consumers. However, 
compared to the range of materials that 
most people associate with quality prod-
ucts and choose to touch and interact 
with daily (such as wood, silk, cotton, 
and stone), available 3D-printing mate-

To truly broaden  
the range of 
materials, we  
must consider new 
ways of printing. 

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=69&exitLink=http%3A%2F%2Fravelry.com
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However, improving the accessibility 
and viability of consumer-grade print-
ing for additional materials remains an 
open problem. Metals, wood, glass and 
ceramics are all materials that consum-
ers might like to use for printing. Each 
poses a challenge to automation.

Additionally, better consumer-
grade production pipelines are needed. 
For example, to fully leverage knitting 
machines, a pipeline might encom-
pass pattern design or selection, modi-
fication based on scanned or measured 
properties of a real-world object (such 
as the shape of a body or a limb differ-
ence), verification of printability, and 
production. As we describe next, such 
pipelines will require changes not only 
in the manufacturing technologies 
available to consumers, but in the de-
sign software available to them as well.

Fabrication Design Tools
The design tools available to today’s 
home hobbyists are fairly basic. They 
consist most often of a pen, pencil, and 
deep knowledge of a craft, sometimes 
supplemented by easily available de-
signs that can be reused or modified. 
In contrast, extremely powerful de-
sign software is available for creating 
the input files used by 3D printers. 
However, we maintain this software is 
not well suited to the needs or abilities 
of the types of people who might use 
consumer-grade fabrication technolo-
gies. Further, this software is not well 
suited for many of the stakeholders 
who create AT: clinicians, teachers, 
peers, and family.

This section focuses on problems 
that home hobbyists (including do-it-
yourself AT creators) encounter, none 
of which is streamlined by existing 
software. These problems generally 
stem from the fact that functional ob-
jects must engage in some way with the 
real world. Further, the design process, 
which extends from conception to as-
sembly, requires study to identify and 
understand where and how end users 
encounter difficulties. Some examples 
of unexpected end user challenges in 
the design of functional objects in-
clude measurement (and its potential 
for error), attachment or interface with 
the world, modification or adaptation 
(particularly important for building 
AT). Finally, to be effective on a large 
scale, we believe that designs must en-

rials are limited. Having a variety of ma-
terials is especially critical in the design 
of AT. These materials must be: durable, 
to withstand daily use over years; com-
fortable and wearable when touching 
the user’s skin; and sufficiently strong to 
withstand the weight or strength of the 
user. 3D-printable filaments fall short 
on all of these criteria, limiting the scope 
of existing 3D-printed AT.

The next steps in consumer-grade 
material production do not necessarily 
require the wholesale redesign of 3D 
printers, though that may be part of the 
solution. For example, if we consider 
attempts to use fiber-based materials 
(such as cloth or yarn) in 3D printing, 
we can point to a range of solutions as 
exemplars, described here and illus-
trated in Figure 6.

New types of manufacturing tech-
nologies can be used (Figure 6a). For 
example, knitting machines are com-
mercially available but not easily pro-
grammable. By making their capabili-
ties more accessible, we would enable 
a new form of manufacturing to reach 
consumers. Doing so would require an 
underlying language and compiler that 
describes knittable objects in terms 
of shapes (sheets and tubes) instead 
of low-level knitting machine instruc-
tions.26 Having such capabilities for AT 
could enable the construction of cus-
tomized fabrics embeddable in cloth-
ing for people with disabilities.

The printer itself could be rede-
signed. For example, it is possible to 
print in laser-cut layers of cloth (Figure 
6b).31 In this design, a roll of cloth is 
placed just below a surface to which it 
is held by suction. The partially printed 

form is laser cut out of the cloth. The 
print bed (with the partially printed 
object on it) is then raised and the suc-
tion released. When the print bed is 
lowered, a hot iron adheres the new 
layer to the one below it; the cloth must 
be prepared with appropriate glue on 
its under-side. Alternatively, the print 
head of a standard 3D printer could 
be modified to take a radical new ap-
proach (Figure 6d). For example, a 
consumer-grade 3D printer could feed 
wool yarn, instead of plastic, through 
a special print head that would adhere 
it to the print using a felting needle.16 
This would permit the creation of en-
tirely fiber-based, printed soft objects, 
but it could also accommodate other 
materials.16 By combining soft and 
hard, for example, we could potentially 
create an orthotic with soft materials 
where it touches the body, but hard 
materials for interacting with physical 
world objects.

Cloth could also be incorporated 
into a standard desktop 3D printer 
(Figure 6c).33 For example, the printer 
could be paused to add a layer of cloth, 
or cloth could be adhered to the print 
bed and 3D printed upon. This would 
make larger scale 3D-printed objects 
possible, allow the creation of custom 
sensor shapes, and enable rapid proto-
typing, among other benefits.33 In the 
AT space, printing cloth has numerous 
applications, from creating soft- and 
large-scale mechanisms to advancing 
the mixed material properties of tactile 
aids, such as picture books.38

This series of examples illustrates a 
range of approaches for expanding the 
set of consumer-fabricatable materials. 

Figure 6. Four examples of cloth combined with fabrication. 

(a) A knitting machine compiler is used to make clothing for a teddy bear.26 (b) A rabbit is printed in 
layers of cloth.31 (c) A desktop 3D printer is used to print on cloth to create new types of objects, such 
as this lampshade.33 (d) A desktop printer is modified to print using felt.16

(a) (b) (c) (d)
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Figure 9. Some examples of objects designed for measurement uncertainty.

Figure 7. Some examples of inaccurate measurement practices.23 

(a) The tick mark on the paper is not aligned with the end of the phone for measuring phone length.  
(b) A ruler is not an ideal way to measure angles accurately. (c) The width of the light bulb’s base  
is difficult to estimate, and the task is ill defined (that is, should the outside or the inside of the threads 
be measured?).

(a) This tripod’s angle can be adjusted. (b) Part of this handle can be replaced to resize it. (c) This cup 
holder has buffers in it. For most of these objects, flexibility in the face of error also affords new flex-
ibility in use (for example, the cup holder can fit many cups).23

(a) (b) (c)

code information specific to reuse to 
be easily modified for new contexts. We 
discuss each challenge.

Measurement. When a model must 
conform to a specific real-world goal 
after it is 3D printed, it is important 
that the goal be precisely specified. 
However, measurement errors pose a 
significant yet often overlooked chal-
lenge for end users, as determined by 
a systematic study of the sources and 
types of such errors.23

Kim et al. found that user error 
(such as misaligning instruments and 
misreading units), measurement in-
strument precision, and even task 
definition made measurement error 
common.23 Figure 7 depicts some ex-
amples of faulty measurements from 
the study. Compounding these errors 
is the fact that 3D printing itself is not 
perfectly precise. For example, some 
materials shrink slightly as they cool. 
Thus, measurements are at best ap-
proximations that contain some degree 
of uncertainty. A model robust to this 
uncertainty will be less likely to fail.

Measurement error can be ad-
dressed at the prototyping stage using 
mixed design approaches that incor-
porate simple materials such as foam 
or Lego Bricks.®28 This same approach 
has been successful at facilitating ex-
perimentation and iteration in AT de-
sign.15 An example is our iterative de-
sign of the cello bow using Lego Bricks 
to estimate length (Figure 8).

Design strategies can accommo-
date measurement error, as illustrated 
in Figure 9. For example, by inserting 
a flexible buffer around an uncertain 
real-world object, small differences 
would no longer require reprinting. A 
related (and synergistic) strategy could 
support the replacement of small areas 
of a 3D-printed object likely to have er-
rors. This would reduce cost and waste 
because that region could be reprinted 
and then connected with a snap joint, 
adhesive, or other method. Innovation 
is needed to further expand this set 
of methods and develop robust auto-
matic tools for applying them in a wide 
range of contexts.

Attachment. For functional ob-
jects to be useful, they must typically 
interact in some way with real-world 
objects (people or items to be ex-
tended, manipulated, or repaired). 
Interaction, in turn, typically requires 

attachment, the temporary or perma-
nent connection of two or more ob-
jects. Thus, the problem of attaching 
3D-printed object to a real world one 
must be addressed.

Attachment has been explored ex-
tensively outside the domain of 3D 
printing. Material properties, strength, 
usability, and aesthetics must all be 
considered when attaching objects.

The issue is sufficiently complex to 
support websites such as ThisToThat 
(Glue Advice),a which help answer 
questions about how to connect two 
objects with glue.

In the domain of 3D printing, incor-
porating existing objects is also impor-
tant. Incorporating Lego Bricks can 

a	 http://www.thistothat.com/

Figure 8. Prototyping the length of a cello bow holder (inset shows final result). This length 
was challenging to determine due to the lack of a physical object to measure and physiological 
subtleties in finding the right length for the dynamic activity of cello playing.15

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=71&exitLink=http%3A%2F%2Fwww.thistothat.com%2F
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models. One approach to this problem 
is to make 3D printing more portable.35 
Another challenge is rethinking CAD 
in an object-centric fashion, meaning 
that models would be designed with 
respect to an existing object.

While attachment is a basic capabil-
ity needed for many 3D printed objects 
to be functional, it is only the first step. 
For an end user, the design of the func-
tion is at least as difficult as the design 
of the attachment. Sample tools that 
address this problem include Grafter,35 
RetroFab,32 and Reprise9 (Figure 12).

Adaptation and reuse. Bridging the 
gap between geometry and function 
presents a substantial challenge, even 
for experienced users. A powerful way 
to bridge this gap permits the work 
of experienced designers to be easily 
adapted and reused by others. Many re-
sources for 3D-printable designs have 
been extensively studied; they show 
that adaptation of existing designs is 
often trivial but rarely improves on the 
original designs.29 However, CAD tools 
and the models they produce, while 
general and powerful, are not neces-
sarily designed with reuse in mind. 
Functional information implicit in 
an object’s geometric form is never 
expressed explicitly; hence, it is inac-
cessible to anyone who is not also suf-
ficiently skilled to recognize the under-
lying mechanical rationale.

Modelers would benefit from the 
equivalent of an end user program-
ming tool and a set of abstractions for 
encoding design information in an in-
teractively accessible way. This is what 
the Parameterized Abstractions of 
Reusable Things (PARTs) framework 
provides; it puts advanced methods 
for capturing 3D modeling design 
intent into the hands of non-expert 
modelers.14 Doing so supports reuse, 
experimentation, and sharing.

speed up a print by reducing the 
amount of printed material.28 To im-
prove 3D printing interactivity, a way 
to design for embedded electronics 
is needed.36 Jones et al. approached 
this by combining sculpting and 
modular interaction toolkits to proto-
type interactive sculptures.21 Alterna-
tively, 3D printers could produce a 
new facade supporting alternative in-
teractions for existing physical inter-
faces (for example, Ramakers et al.32).

These examples do not specifically 
address or provide control over how the 
3D-printed object should be attached 
to the real-world object it is modify-
ing. A set of attachment methods could 
provide a basis for exploring and modi-
fying alternatives. Several challenges 
arise when attaching objects:

Collision. If an object is on the print 
bed (to be printed on or through), the 
design of the attachment must ensure 
no collisions occur between the print 
head and object. A design tool can de-
tect and visualize potential collisions 
to help the user determine a viable po-
sition for the attached component. 

Insertion. Specifically when print-
ing through an object, there must be 
a viable insertion path for the object. 
Such a path can be estimated using a 
reverse gravity model (that is, if the 
object can easily fall out when in-
verted, it can easily be placed when in 
normal orientation).

Figure 11. The Reprise workflow assumes the existence of a model of the object to be adapted. 

Durability. Strength or durability of 
the attachment can be influenced by 
the size of the connection (a very small 
footprint connecting two objects is less 
secure), the object’s flatness, and the 
direction and area of force applied to 
the attached object.

Semantics. At a higher level, the in-
tended use can influence the effective-
ness of an attachment. For example, 
balance, direction of hold (for a handle) 
and cost might be concerns that influ-
ence an effective attachment technique.

Automated tools such as Autocon-
nect24 help address these challenges by 
creating customized connectors, 
which take into account the posi-
tion and weight of the objects being 
connected. Interactive tools such as 
Encore system8 can support explora-
tion of potential attachment tech-
niques and visualize the effectiveness 
of attachment over a possible set of 
metrics (Figure 10). Further research 
is needed to determine the best 
metrics, and the best way to express 
those metrics computationally.

An open area for future investiga-
tion is how to develop tools that func-
tion in real-world settings where an 
object to be modified may not portable 
or is too large to be brought into a scan-
ner or 3D printer. This requires the 
high-quality, low-cost capture of real-
world object models and ideally the 
ability to convert them to high-quality 

Figure 10. Encore visualizes attachment goodness using a heat map.8 

Three different metrics are shown: (left) Viability for printing; (center) Likely durability based on curva-
ture; (right) Estimated usability based on the assumption that balance will be better in areas near to the 
center of mass (This assumes the forces applied have the same direction as the surface normals).

It starts with a specification of the type of action to be supported. Each action has a set of associated adaptations, from which the user picks. Reprise 
generates an appropriate model adaptation. Parameters of the adaptation can then be adjusted. Finally, an attachment method is selected.9
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Figure 13. 3D printed assistive technologies designed by Physical Therapy graduate 
students using clay that was later 3D scanned and printed.27 These include a wrist brace 
(left) hand spreader (center) and pencil grip (right).

Figure 12. Some examples of objects generated using Reprise and the original designs  
from our survey that inspired them (shown in insets). Clockwise from top left: a wrapper  
for a fork; a lever for controlling a spray bottle; an anchor for using a tool with one hand;  
a handle for a key.

PARTs’ basic abstraction is func-
tional geometry. Functional geometry 
incorporates the modern program-
ming concept of classes, which encap-
sulate data and functionality, making 
it easier to validate and mutate data, 
manage complexity, and support 
modularity. Specifically, it includes 
assertions that test whether a model is 
used correctly and integrators that mu-
tate the larger design context. These 
abstractions are available in an inter-
active graphical form and increase 
model usability and reusability.

The PARTs framework can flexibly 
address a wide variety of 3D model-
ing challenges for non-experts. It sup-
ports many tasks in-situ that are nor-
mally handled in separate dialogues or 
tools that non-experts may not find or 
understand how to use. While PARTs 
intentionally uses simple concepts, 
many model-specific design goals can 
be encapsulated using its assertions 
and integrators.

One of the benefits of PARTs is its 
generality. Reprise and Encore repre-
sent tools that provide specific, care-
fully constructed solutions to impor-
tant problems. However, they were 
each created outside the traditional 
3D-modeling context (CAD tools). 
In contrast, PARTs is integrated into 
the professional Autodesk Fusion360 
CAD tool.

Discussion and Future Work
The body of work we described in 
this article outlines the beginning of 
a path for empowering end users to 
design pleasing and functional assis-
tive technologies to share with others. 
Despite the many opportunities for 
consumer-grade, desktop 3D printers 
to solve accessibility challenges, we 
have observed few examples of end us-
ers adopting these solutions. This slow 
adoption is troubling, and we must 
delve deeper to understand the impact 
of fabrication on assistive technology. 
Here, we discuss the stakeholders cur-
rently engaged in AT production and 
the barriers they face in adopting fabri-
cation technology. We then discuss the 
importance of understanding use and 
abandonment of AT that has been 3D 
printed. Finally, we examine potential 
models for the sustainable production 
and personalization of digitally fabri-
cating assistive technology.

Stakeholders. To fully understand 
the potential for new fabrication 
technologies to transform AT use, we 
must understand the stakeholders 
involved in the design, production, 
and use of do-it-yourself (DIY) AT. 
Most existing research in this area fo-
cuses on the design of the AT, DIY-AT 
end users, and volunteers who help 
with fabrication. Studies have ex-
plored AT’s efficacy3,19 and the poten-
tial for people with disabilities to 
participate more directly in AT fabri-
cation.15,18 The volunteer communi-
ties that supports DIY-AT have also 
been thoroughly studied, both by re-
viewing the artifacts they produce5,9 
and by interviewing members of com-
munities such as e-NABLE.30 These 
communities tend to be dominated 
by people with strong STEM back-
grounds and education. This lack of 
diversity reveals opportunities to ex-
pand who can be a maker, particu-
larly in the AT context.

In contrast, many of the stakehold-
ers involved in the more traditional AT 
ecosystem do not have a STEM back-
ground. These may include educators, 
clinicians, family, and students (for 
example, Buchler et al.6,7) and physi-
cal therapists (for example, Hofmann 
et al.13 and McDonald et al.27). Further 
study is needed to explore how best to 
support these stakeholders.

Our own plans include teaching 
physical therapists to use fabrication 
tools, expanding on the methodolo-
gies developed by McDonald et al.27 
and Buehler et al.,6 who had therapists 
design assistive technology using clay 
that is later 3D scanned. Figure 13 de-
picts custom AT recently co-designed 
by older adults and physical therapy 
graduate students.

In contrast to DIY-AT communi-
ties, much less is known about AT 
making in medical settings. Clini-
cians are using fabrication for more 
than just assistive technology. For 
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tive technology. For example, it is pos-
sible to embed sensing capabilities 
during printing.20 Inexpensive, reliable 
sensing represents an unparalleled op-
portunity to collect usage data at scale, 
and to study the varied circumstances 
under which AT can be successful. 
Further, real-time data collection to 
support volunteers and clinicians by 
providing alerts when abandonment is 
predicted, or help provide information 
that can be used to support discussion 
of what is working and what is not.

Production and personalization. 
As a result of improved understand-
ing of AT abandonment or accep-
tance and the many stakeholders in 
assistive technology creation, we can 
improve the production and person-
alization of AT with consumer-grade 
fabrication techniques.

One key consideration for using 
consumer-grade fabrication to pro-
duce AT is who actually runs the printer 
and where is the printer situated. Vol-
unteer AT models situate the printer 
in the home of a volunteer or a person 
with a disability; the printing is done 
by the volunteer or rarely the person 
with a disability. However, this model 
excludes many potential AT users who 
may not have access to maker technol-
ogies or a skilled volunteer.

Instead, with improved under-
standing of the stakeholders in the 
traditional healthcare system, people 
with disabilities could access custom-
ized AT through healthcare providers, 
assuming an effective infrastructure 
is in place. This raises new questions: 
Which types of clinicians should use 
3D printing? What educational re-
sources need to be available to cli-
nicians to start fabricating? Should 
clinicians run the printers? Perhaps 
fabrication technicians, situated in 
a pharmacy setting, should fill AT 
“prescriptions” instead. Alternatively, 
should medical maker spaces be built 
into clinics and hospitals?

As the demand for 3D-printed AT 
grows, so does the potential to create 
new technical jobs in digital fabrica-
tion design and fabrication. Given 
the wide scope of design tools, 3D-
printer technologies, and materials 
there are opportunities for high-tech 
careers and many entry-level techni-
cal jobs. We think a sustainable and 
cost-effective solution for the de-

example, MakerNurseb is an organi-
zation that supports nurses who fab-
ricate technology to improve patient 
care. Similarly, the U.S. Veteran’s Ad-
ministration (VA) has been fostering 
multiple internal efforts to use 3D-
printing technologies.c

It is unclear whether the current 
state of consumer-grade fabrication is 
fit to meet the needs of these new clini-
cal stakeholders. Perhaps more impor-
tantly, we do not know exactly what the 
needs of these stakeholders will be. 
More research into a culture of medi-
cal making is needed, beginning with 
studies of existing clinical practice and 
the perspectives of those clinicians. Re-
search should focus on understanding 
existing clinical practice around “mak-
ing,” how this is currently taught, and 
the perspectives of clinicians toward 
digital fabrication tools.

Abandonment and adoption. Aban-
donment rates for assistive technol-
ogy are very high.19 Consumer-grade 
fabrication technologies may reduce 
AT abandonment. Hurst and Tobias19 
note that AT users find it empowering 
to create their own AT, which makes 
them more likely to continue using 
it. However, communities such as e-
NABLE that are deploying 3D-printed 
assistive technology lack sufficient in-
formation. It is unclear whether or not 
the devices produced by e-NABLE meet 
U.S. medical device standards.3

Perhaps one AT issue with long-
term success is that its creation is not 
a complete solution to any problem. 
Things break and needs change, yet 
follow up is not baked into the system 
when we leave the clinic. Worse, vol-
unteers may move on, or otherwise be 
unavailable when follow up is request-
ed. To better understand these chal-
lenges, we are interviewing e-NABLE 
device recipients about topics such as 
knowledge transfer across volunteers. 
We predict that careful documentation 
and knowledge transfer will continue 
to be a challenge in volunteer commu-
nities and may also be a challenge for 
clinics and clinicians who experience 
high turnover or limited availability. 

One advantage of 3D-printed AT is 
the potential to support a more data-
driven process than traditional assis-

b	 http://makernurse.com/
c	 https://www.innovation.va.gov/

One advantage of 
3D-printed AT is  
the potential to 
support a more 
data-driven 
process than 
traditional assistive 
technology. 

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=74&exitLink=http%3A%2F%2Fmakernurse.com%2F
http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=74&exitLink=https%3A%2F%2Fwww.innovation.va.gov%2F
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ployment of 3D-printed AT may be to 
outsource the fabrication. In our re-
search with physical therapy graduate 
students (Figure 13), the 3D scanning 
and printing was performed by local 
high school students who were work-
ing in a nearby 3D print shop.11,17 In 
addition to efficiently fabricating the 
assistive technologies, this was a valu-
able and meaningful experience for 
these young adults who were working 
in their first technical job.

Conclusion
The promise of 3D printing and other 
digital fabrication technology lies in 
its ability to create custom, relevant 
solutions to real-world problems. The 
ability to produce customized objects 
offers transformative potential for 
new assistive technology that must be 
customized to meet an individual’s 
current abilities. In order to reach this 
potential we must create powerful, flex-
ible, and inclusive design tools. When 
these tools meet the needs of the va-
riety of stakeholders impacted by the 
production of assistive technology, we 
will have the potential to empower and 
increase participation for all.	
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PROTEINS ARE A class of large molecules that are 
involved in the vast majority of biological functions, 
from cell replication to photosynthesis to cognition. 
The chemical structure of proteins is very systematic5—
they consist of a chain of atoms known as the backbone, 
which consists of three-atom (nitrogen-carbon-carbon) 
repeats known as residues, each of which features a 
sidechain of atoms emanating from the first carbon. In 
general, there are 20 different options for sidechains, 
and a residue with a particular type of sidechain is 
known as an amino acid (so there are also 20 different 
amino acid types). For billions of years, the process of 
evolution has optimized the sequence of amino acids 
that make up naturally occurring proteins to suit the 
needs of the organisms that make them. So we ask: Can 
we use computation to design non-naturally occurring 
proteins that suit our biomedical and industrial needs?

This question is a combinatorial optimization 
problem, because the output of a protein design 

computation is a sequence of amino 
acids. Due to the vast diversity of natu-
rally occurring proteins, it is possible—
and very useful—to begin a protein 
design computation with a naturally 
occurring protein and then to modify 
it to achieve the desired function. In 
this article, we focus on protein design 
algorithms that perform this optimiza-
tion using detailed modeling of the 3D 
structure of the protein.5,8 Thus, they 
will begin with a starting structure, a 3D 
structure of a (typically naturally occur-
ring) protein we wish to modify.

To illustrate this concept, imagine 
we wish to perform a simple example 
modification to a protein to make it 
more stable, so it can still function at 
higher temperatures. In this case, we 
must minimize the protein’s energy 
with respect to its sequence of amino 
acids. In structure-based design, energy 
is typically estimated using energy func-
tions, which map the 3D geometry of a 
molecule to its energy, so the optimiza-
tion becomes slightly more complex: 
we minimize the energy with respect to 
both the sequence (of amino acids) and 
the conformation (the 3D geometry of 
the protein, that is, the locations of all 
its atoms in space). While the sequence 
is a discrete variable, the conformation 
is a continuous one because coordi-
nates in R3 are continuous variables. 
There are some physical (for example, 
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holonomic) constraints on how atoms 
can move relative to each other, and 
thus the conformational space can 
be represented most effectively using 
internal coordinates, resulting in the 
joint angle configuration space famil-
iar in robotics and motion planning 
in computer science. Nevertheless, the 
full conformational space of a protein 
is too vast to search exhaustively, espe-
cially with a simultaneous search over 
sequence space.

Computational structure-based pro-
tein design arose as a response to this 
difficulty. Its initial goal was to overcome 
certain combinatorial obstructions to 
designing with a discretized version of 
the conformational space. Hence, in 
order to study protein design, it is first 

necessary to understand the structure 
of this simpler (but still non-trivial) 
discrete optimization problem. To this 
end, we first give a flavor for the issues 
that arise in discrete optimization. We 
examine a very special case—the case 
of discrete rotamers and a simple Mar-
kov random field (MRF)-like energy 
function. Next, we carefully define a 
mixed discrete-continuous optimiza-
tion problem that gives sidechains and 
then backbones continuous flexibility 
within a conformational voxel. Then, 
we present algorithms that provably 
approximate partition functions over 
many states, analogously to well-known 
statistical inference and machine learn-
ing computations, and that exploit im-
proved, more realistic energy functions.

It is also often useful in protein de-
sign to optimize objectives other than 
simply the energy of a protein. Howev-
er, many useful design objectives can 
still often be posed in terms of the en-
ergies of multiple biophysical states of 
a protein—for example, states where it 
is bound to particular other molecules. 
Thus, the problem of multistate design, 
which we will formalize, is appropriate 
for tasks like optimizing the binding 
of one protein to another molecule, or 
even specific binding to a second mole-
cule while excluding binding to a third 
molecule. Together with some novel 
types of objective functions, multistate 
design is a more general tool to opti-
mize the desired function of a protein 
with respect to sequence.
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ize the protein design problem in this 
simple pairwise discrete model as

We will refer to the solution of Eq. (2) 
as the global minimum-energy conforma-
tion, or GMEC. This problem is equiva-
lent to finding the maximum-likeli-
hood solution for a Markov random 
field with only pairwise couplings.5,7

Finding the GMEC is unfortunately 
NP-hard,27 even to approximate.1 But 
much algorithmic and development 
work has attacked it, and most bio-
physically relevant cases of the prob-
lem can be solved efficiently in practice 
with provable guarantees of accuracy. 
We now review some of this work.

Work on this problem using heu-
ristic protocols such as simulated an-
nealing, Monte Carlo simulation, and 
genetic algorithms is surveyed com-
prehensively in Donald5 and Gainza 
et al.8 Moreover, Monte Carlo simu-
lation in this context is often not er-
godic, rendering it less reliable than 
mathematical methods like Monte 
Carlo integration that can obtain ac-
curate error bars based on the vari-
ance of an ergodic simulation. As a 
result, estimates of the GMEC even 
from a highly optimized Monte Carlo/
simulated annealing protocol exhibit 
empirically significant deviations 
from the true optimum.31 Similar em-
pirical deviations have been found in 
several other areas of structural biol-
ogy requiring global minimizers, as 
reviewed in Gainza et al.8 For these 
reasons, in this article we concentrate 
on provable algorithms that may be 
of greater interest to computer scien-
tists.

Approaches to the problem: The clas-
sic DEE/A* framework. The first break-
through toward solving Eq. (2) was the 
DEE algorithm4 (with refinements due 
to Goldstein), which eliminates rotam-
ers that cannot be part of the GMEC. 
It works by comparing two rotamers 
ir and it for the same residue. ir can be 
pruned if every conformation r contain-
ing ir is higher in energy than the corre-
sponding conformation in which ir has 
been replaced by it, that is, if

We will highlight provable compu-
tational techniques employed for each 
of these problems. These include tech-
niques from combinatorial optimiza-
tion, constraint satisfaction, machine 
learning, and other areas. For the rela-
tively simple protein design problems 
addressed in this article, we find that 
algorithms with a beautiful mathemat-
ical structure suffice. This permits us 
to illustrate by specific examples the 
situation confronting practical protein 
designers in academic or biopharma-
ceutical laboratories. Throughout the 
article, we review algorithms of intrin-
sic mathematical interest and with the 
potential for high impact on the engi-
neering of new molecular therapies for 
human disease.

In addition to this review of core al-
gorithmic work, we will briefly discuss 
methods to accelerate protein design 
computations using GPU hardware, as 
well as some cases in which proteins 
designed using provable algorithms 
have performed well in experimental 
tests. Protein design with provable al-
gorithms has already had success in 
the design of novel enzymes and pro-
teins with therapeutic applications. 
As the field matures and significant er-
rors are eliminated from more steps of 
the protein design process, we expect 
to see even more successes from this 
promising technique.

The Pairwise Discrete Model
Problem definition. We will now for-
malize this problem of stabilizing a 
protein using some simplifying as-
sumptions, which will yield the most 
commonly used mathematical formu-
lation of the protein design problem. 
We will present several algorithms to 
attack this problem as well as enhance-
ments to the formulation with more 
sophisticated objectives and/or model-
ing assumptions.

Changing the sequence of a pro-
tein—that is, mutating it—does not 
alter the chemical structure of its 
backbone,a and the largest conforma-
tional changes are typically found in 
sidechains near the site of the muta-

a	 Actually, there is one amino acid—pro-
line—whose sidechain bonds to the back-
bone in two places, but it does not alter the 
repeating nitrogen-carbon-carbon pattern 
of backbone atoms.

tions (we will designate these residues 
as flexible, that is, we will consider it 
necessary to search their conforma-
tional space). Thus, we will assume 
the backbone conformation (and pos-
sibly some of the sidechain confor-
mations for residues farther from the 
site of mutations) is the same as in the 
starting structure. Moreover, analyses 
of sidechain conformational space 
have found sidechain conformations 
for each amino-acid type to occur in 
clusters known as rotamers. We will 
refer to the modal sidechain confor-
mation in each cluster as an ideal ro-
tamer. Then, for the sidechains with 
respect to whose amino-acid type and 
conformation we wish to optimize, we 
will assume the sidechain conforma-
tions will be ideal rotamers, meaning 
we need only optimize over a discrete 
set of (sequence, conformation) pairs 
in which each residue must be as-
signed an amino-acid type and one 
of the ideal rotamers for that amino-
acid type.

Let r be a list of rotamers (which 
may be of any amino-acid type) for the 
residues that we are treating as flexible 
and/or mutable. If we use only ideal ro-
tamers, r fully defines a sequence and 
conformation for the protein, so our 
energy function gives us a well-defined 
energy E(r), and our optimization prob-
lem becomes simply finding arg min 
E(r). However, one more simplifying 
assumption is often applied: that we 
are using a pairwise energy function, 
which is a sum of terms that each de-
pend on the amino-acid types and con-
formations of at most two residues. In 
this case, we can expand 

where i and j are residues, and ir is the 
rotamer that r assigns to residue i (we 
place the residue position in the sub-
script, following the convention of the 
field). The pairwise energy function 
gives us a well-defined 1-body energy 
E(ir) and 2-body energy E(ir, js) for any 
rotamers ir and js, and indeed these en-
ergies can be precomputed (generating 
an energy matrix) before the process of 
optimization begins, allowing the opti-
mization to simply operate on the ener-
gy matrix rather than calling the energy 
function directly. Thus, we can formal-



OCTOBER 2019  |   VOL.  62  |   NO.  10  |   COMMUNICATIONS OF THE ACM     79

review articles

Evaluating Eq. (3) is as difficult as 
finding the GMEC directly. But the sum 
of minima is always a lower bound for 
the minimum of a sum, so we obtain the 
following sufficient condition for Eq. (3), 
which can be evaluated in time linear 
in the number of residues:

We call Eq. (4) the DEE criterion. 
By evaluating it for each residue i and 
each pair of rotamers ir and it that are 
available at i, we can greatly prune the 
space of rotamers that may be part of 
the GMEC. This pruning step is poly-
nomial-time.5 Thus, the combinato-
rial bottleneck must occur later, in the 
enumeration step. 

DEE is an efficient algorithm, but it 
still may leave multiple possible rotam-
ers for some or all of the residues. This 
problem has been solved by deploying 
the A* algorithm from artificial intel-
ligence to find the GMEC using only 
the rotamers remaining, that is, using 
DEE/A*.22 Briefly, the A* algorithm in 
this context builds a priority queue of 
nodes that represent a partially defined 
conformation q, which consists of rota-
mer assignments for only a subset S(q) 
of the residues. The score of a node is a 
lower bound on the energy of any con-
formation containing all the rotamers 
in q (that is,  E(r)). We repeat-
edly extract the lowest-scoring node 
from the queue and expand it by cre-
ating nodes for which one more resi-
due has a defined rotamer. Eventually 
the lowest-scoring node will be a fully 
defined conformation. Since all con-
formations in other nodes must have 
higher energies (based on the nodes’ 
lower bounds), this fully defined con-
formation must be the GMEC.

This shows that it is possible to find 
the GMEC with guaranteed accuracy, 
and indeed to do so significantly faster 
(in practice) than exhaustive enumera-
tion of conformations. We will now 
discuss even more sophisticated and 
efficient algorithms for this problem.

Algorithms from weighted con-
straint-satisfaction problems. One 
source of such improved algorithms is 
from the field of weighted constraint-
satisfaction problems (WCSPs), of 
which the pairwise discrete protein 
design problem (Eq. 2) can be seen as 

a special case. To use these techniques, 
the energy matrix is encoded as a cost 
function network (CFN), which in-
cludes the same type of 1- and 2-body 
terms as an energy matrix from pro-
tein design.33 The most efficient prov-
ably accurate algorithms for WCSPs 
perform a tree search like A*, but 
with much more refined heuristics 
to guide the search (including both 
upper and lower bounds). They also 
usually employ a depth-first branch-
and-bound approach rather than a 
best-first search like A*. As a result, far 
less memory is required in practice. 
A large set of empirical benchmarks 
in Traoré et al.32 showed the Toulbar 
package for WCSPs significantly im-
proved the state-of-the-art efficiency 
for protein design in the discrete pair-
wise model. Moreover, this increase in 
efficiency allowed direct comparison 
of the true GMEC (computed by WCSP 
algorithms) to estimated GMECs from 
the popular but non-provable simu-
lated annealing algorithm, as imple-
mented in the Rosetta software, for 
very large protein design problems. 
Significant discrepancies were found,31 
and indeed the error in simulated an-
nealing’s estimates increased with pro-
tein size. This highlights the need for 
algorithms with provable guarantees 
for protein design.

A related and also provable ap-
proach is to reduce Eq. (2) to an integer 
linear programming problem.21

Algorithms making sparsity as-
sumptions. Although protein design as 

expressed in Eq. (2) is NP-hard even to 
approximate,1 it is possible to add addi-
tional assumptions that make it solvable 
in polynomial time. Suppose we assume 
that some pairs of residues have uni-
formly zero interaction energies, such 
that the graph whose nodes are resi-
dues and whose edges denote residue 
pairs with nonzero 2-body energies is 
sparse, making it a sparse residue in-
teraction graph (SPRIG, see Figure 1). 
The TreePack algorithm36 can find the 
GMEC in polynomial time when the 
SPRIG has constant tree width. More-
over, the BWM* algorithm can find the 
GMEC in polynomial time and also effi-
ciently enumerate the k best conforma-
tions in gap-free order when the SPRIG 
has constant branch width (where k is 
requested by the user).

Improved Models 
The pairwise discrete model (Eq. 2) 
captures the most essential aspects 
of computational protein design, but 
it falls short for many practical ap-
plications. Despite the prevalence of 
rotameric conformations of protein 
sidechains, real proteins do have sig-
nificant continuous flexibility in the 
neighborhood of each ideal rotamer. 
Backbone motions due to mutations 
are often non-negligible as well. More-
over, the energy model in Eq. (2) falls 
short in two ways: the most accurate 
energy functions are not explicitly pair-
wise, and the behavior of a protein is ac-
tually determined by its free energy—a 
quantity based on the distribution of 

Figure 1. Pairwise energy functions. 
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(a) Pairwise energy functions compute 
energies between pairs of mutable residues 
(colored) in a protein design problem, but 
in practice many pairs have very small 
interaction energies (marked with Xs).  

(b) A sparse residue interaction graph 
(SPRIG) has mutable residues as nodes; 
edges with small interaction energies can 
be deleted, enabling highly efficient protein 
design computations. Figure adapted with 
permission from Jou et al.20
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of voxels r represents a region in confor-
mational space rather than a single con-
formation, then its energy (Eq. 1) may 
not be well defined per se, but a lower 
bound on its energy can be expressed 
in the form of Eq. (1), simply by mini-
mizing each of the 1- and 2-body energy 
terms over the voxel. Discrete protein 
design algorithms can then be used to 
enumerate conformations in order of 
lower bound. Once these conformations 
have been continuously minimized, ad-
ditional conformations can be pruned 
based on their lower bounds as well, 
allowing provable computation of the 
minGMEC. This approach has been de-
veloped effectively by Gainza et al.9 and 
Georgiev,12 who adapt the entire DEE/A* 
framework to be minimization-aware.

Other discrete algorithms also fit 
well into the framework of minimi-
zation-awareness based on bounds. 
For example, both belief propagation 
(BP) and the self-consistent mean field 
method (SCMF) are usually employed 
to estimate a GMEC, with no proofs 
of closeness to the optimal solution. 
However, SCMF can generate a prov-
ably correct lower bound on the GMEC 
energy, while tree-weighted belief 
propagation can generate a provably 
correct upper bound. Thus, by operat-
ing on bounds, both algorithms be-
come provable. This contrasts with the 
exact rigid energies used with methods 
from weighted constraint satisfaction 
and integer linear programming.

Reducing the continuous problem to 
a discrete one. A more recent approach 
to minimization-aware protein design 
is based on machine learning and re-
ducing the continuous protein design 
problem to a discrete one, without 
significantly compromising accuracy. 
Although the energy of a voxel r is not 
explicitly in the form required for discrete 
protein design algorithms (Eq. 1), there 
is a well-defined energy E(r) (generally 
the continuously minimized energy) 
that we want to optimize, and we can fit 
it to the form of Eq. (1) using machine 
learning. This approach is very efficient 
as implemented in the LUTE algo-
rithm,17 and also accommodates other 
improvements in biophysical model-
ingb because the user can choose the 

b	 Such as non-pairwise energy functions, in-
cluding those modeling solvation effects, 
quantum chemistry, and continuous entropy.

its conformations’ energies—rather 
than on the single minimum-energy 
conformation. Finally, as mentioned 
earlier, it is often useful to have a 
more sophisticated objective func-
tion than simply minimizing the en-
ergy of a single biophysical state of a 
protein. Here, we review algorithms 
to address these five shortcomings 
(vide supra) of the discrete pairwise 
model of protein design.

Continuous flexibility: Defining the 
problem. The problem of continuous-
ly flexible protein design differs from 
Eq. (2) in that each rotamer is no longer 
a single conformation of its residue. 
Rather, each rotamer is a set of confor-
mations, which we can model as a voxel 
in the form of bounds on each of sev-
eral continuous internal coordinates. 
Sidechain flexibility in proteins occurs 
mainly in the form of changes in dihe-
dral angles, and thus the conforma-
tion space of a protein can be modeled 
accurately as a union of voxels in dihe-
dral angle space. For example, in Geor-
giev et al.,12 each voxel is centered at an 
ideal rotamer, and allows up to ±9° of 
flexibility in each dihedral angle in ei-
ther direction from the ideal rotamer’s 
dihedral angle. The problem is then to 
find the list of rotamer assignments r 
whose voxel contains the lowest-energy 
conformation—the minGMEC.

This problem has both discrete and 
continuous components, much like AI 
planning, where there are discrete steps 
like STRIPS or TWEAK and continuous 
steps like motion planning. Like robust 

optimization, its aim is to prevent er-
ror due to insufficiently fine sampling 
of conformational space—we wish to 
avoid eliminating a rotamer merely 
because its ideal rotameric conforma-
tion appears unfavorable, since a small 
continuous adjustment may turn out to 
make it optimal. Indeed, it is relatively 
common for ideal rotamers to be physi-
cally infeasible due to a clash (a pair of 
atoms too close to each other), but for a 
small continuous adjustment to suffice 
to find a favorable conformation9,10,12 (as 
illustrated in Figure 2). Moreover, the op-
timal sequence is often significantly dif-
ferent, and more biophysically realistic, 
when continuous flexibility is taken into 
account than when it is neglected.9,10

Notably, no benefit in design is ob-
tained by simply performing a discrete 
optimization and then continuously 
minimizing the energy of the discrete 
GMEC post hoc: such minimization 
does not change the optimal sequence 
that is selected. Rather, to obtain the 
full benefits of continuous flexibility, 
one must perform minimization-aware 
design that finds the minGMEC with 
guarantees of accuracy by taking con-
tinuous flexibility into account from the 
beginning. There are two general ap-
proaches to minimization awareness.

Adapting discrete algorithms to bound 
the continuous problem. Algorithms for 
discrete protein design can be adapted 
to be minimization-aware by having 
them prune using bounds on confor-
mational energies rather than using 
conformational energies directly. If a list 

Figure 2. Favorable conformation.

(a) Without minimization (b) With minimization

(a) A conformation modeled using ideal rotamers may have steric 
clashes—atom pairs that are unphysically close together—even 
when (b) continuous minimization of the conformation’s energy, 
without changing the rotamers of any residues, results in a very 
favorable energy. This underscores the need to account for 
continuous flexibility throughout sequence and conformational 
search for protein design. 
 
Figure adapted with permission from Gainza et al.9
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function E(r) that is taken as input. The 
implementation of LUTE described in 
Hallen et al.17 also incorporates some 
elements of the bound-based approach 
to continuous flexibility, because it 
uses iMinDEE,9 a minimization-aware 
version of DEE, as a preprocessing step, 
resulting in a critical improvement in 
its training and test error.

Backbone flexibility. Continuous 
sidechain flexibility handles discrep-
ancies between ideal rotamers and 
the actual sidechain conformation. 
But an additional type of continuous 
flexibility—backbone flexibility—is 
necessary to handle discrepancies 
between the starting structure’s back-
bone conformation (experimentally 
observed for the original sequence) 
and the backbone conformation that 
is optimal for each mutant sequence. 
Like continuous sidechain flexibility, 
backbone flexibility can be handled 
using voxels, which can bound the 
backbone’s continuous internal co-
ordinates in a neighborhood around 
the starting structure’s backbone. The 
main difference is that the choice of 
internal coordinates is less straight-
forward—one must find coordinates 
that adequately represent the bio-
physically important backbone flex-
ibility in the vicinity of the mutations 
without obtaining an intractably 
large conformational space to search. 
These are properties that are satisfied 
by sidechain dihedrals, whose locality 
makes them the obvious choice of in-
ternal coordinates for sidechains. But 
they are not satisfied by the standard 
backbone dihedrals φ and ψ, because 
local changes in the backbone dihe-
drals will propagate throughout the 
protein, disrupting its large-scale struc-
ture unless the changes are very small. 

The DEEPer algorithm18 addresses 
this problem by using only backbone 
motions based on experimental ob-
servations, such as the backrub mo-
tion observed in crystallographic alter-
nates. The CATS algorithm16 allows a 
larger degree of continuous motion by 
constructing a new type of backbone 
internal coordinates that can model 
the local motion of a contiguous seg-
ment of the protein backbone in all 
biophysically feasible directions (Fig-
ure 3). Both algorithms can be used 
in conjunction with continuous side-
chain flexibility modeling and design.

Multistate design. Defining the mul-
tistate problem. Protein design soft-
ware is already quite effective at sta-
bilizing proteins, but we must pursue 
other objectives if it is truly to meet the 
full range of biomedical and bioengi-
neering needs for modified proteins. 
Most of the important objectives in-
volve binding—for example, binding 
to a protein in the human body that 
is involved with disease, and also not 
binding to other, possibly similar, pro-
teins that are essential to normal func-
tioning of the body. These objectives 
can be modeled in terms of multiple 
biophysical states—states in which the 
protein being designed is unbound, 
bound to a particular desired target, or 
bound to a particular undesired target, 
and so on. Each state a has an energy 
Ea(s), which we can approximate as the 
energy of the lowest energy conforma-
tion for the state (as a function of se-
quence s). We want favored states to be 
low in energy and unfavored states to 
be high in energy, since this will cause 
the protein to adopt the favored states 
in preference to the unfavored ones.

Thus, following Hallen and Donald,15 
we can pose the problem of multistate 
design as a kind of linear programming 
on protein state energies. We will de-
fine linear multistate energies (LMEs), 
which are functions of sequence s, in 
the form

where the coefficients c are chosen by 
the user. For example, to make an LME 
representing the binding energy be-
tween the protein we are designing and 
another molecule, we would set cb = 1 
and cu = −1 where b is the bound state 
and u is the unbound state. We then 
wish to minimize not a single state’s 
energy, but an LME, with respect to 
sequence. We may also wish to con-
strain other LMEs to have values above 
or below a user-specified threshold—
for example, we may wish to keep the 
binding energy to an undesired target 
higher than the observed binding en-
ergy of the unmutated protein to that 
undesired target.

Algorithms for multistate design. 
The formulation in the previous sec-
tion comes from Hallen and Donald,15 
who also present the first provable al-
gorithm to solve this problem without 
exhaustive enumeration of sequences. 
This algorithm, COMETS, builds an A* 
tree with nodes representing partial 
sequences. Conformational search is 
handled with a combination of bound-
ing techniques and construction of a 
“tree within a tree” for each promis-
ing sequence. The main tree is thus 
responsible for sequence search, while 
the inner trees each correspond to a 
single node of the main tree and per-
form conformational search for the 
sequence corresponding to that node.

DEE itself has also been adapted for 
multistate design. Specifically, within 
each sequence and biophysical state, 

Figure 3. Backbone flexibility.

(left) Mutating residue 54 of the anti-HIV 
antibody VRC07 to the amino-acid tryptophan 
(W) improves its function in experimental 
tests,30 but rigid-backbone modeling of this 
mutation shows unavoidable steric clashes 
(purple conformation). 

(right) CATS finds a non-clashing conformation 
(green), resolving this conundrum, while 
DEEPer (blue) alleviates the clashes partially. 
Figure adapted with permission from Hallen 
and Donald.16
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BBK* achieves high efficiency while 
approximating free energy with con-
tinuous flexibility.

Improved energy functions. We have 
not yet addressed one very important 
question: How do we accurately esti-
mate E(c) for a conformation c? The 
most commonly used energy func-
tions in protein design,5 like AMBER, 
EEF1, and the Rosetta energy func-
tion, make many approximations 
due to their prioritization of speed 
over accuracy. More accurate energy 
functions based on induced electric 
multipoles, quantum chemistry, and 
Poisson-Boltzmann solvation theory 
are available, but they are expensive, 
and they violate a key assumption of 
the discrete pairwise model of pro-
tein design: they are not explicitly a 
sum of terms depending on at most 
2, or indeed on any small number of 
residues’ conformations.

One approach to these problems is to 
use discrete rotamers and precompute 
pairwise energies by choosing a “refer-
ence” conformation, perturbing it by 1 
or a few rotamers at each position, and 
using the differences in energy between 
the perturbed and reference conforma-
tions as 1-, 2-, and sometimes 3-body 
energies. This approach yields relatively 
accurate energies for many systems, us-
ing either the Poisson-Boltzmann solva-
tion model35 or the AMOEBA forcefield 
(featuring induced multipoles)24 as the 
energy function.

A second approach is to learn a rep-
resentation of the energy suitable for 
protein design, from a training set 
that can be generated with any energy 
function. This approach has the ad-
vantages of accommodating continu-
ous flexibility and not requiring all 
the 1- through 2- or 3-body perturbed 
conformations from the reference 
conformation to be physically realiz-
able (this can be an issue in the case 
of backbone flexibility). Two algo-
rithms in the OSPREY19 protein de-
sign software exploit this approach: 
the EPIC algorithm learns a polyno-
mial approximation of the continu-
ous energy surface within a voxel, and 
the LUTE algorithm17 directly learns 
a pairwise energy matrix (possibly 
augmented by triples) from sampled 
single-voxel minimized energies. Both 
EPIC and LUTE have been shown to 
achieve small residuals, while calling 

multistate design (as defined previously) 
is simply computing a GMEC, and as a 
result it is provably accurate to perform 
DEE pruning within each biophysical 
state as long as only competitor and can-
didate rotamers of the same amino-acid 
type are considered.37 This technique is 
known as type-dependent DEE. The mul-
tistate design problem has also been ad-
dressed using belief propagation.7

As in the case of continuous flex-
ibility, machine learning has yielded a 
novel and very promising technique for 
multistate design. The cluster expansion 
technique14 calculates energies for a 
training set of sequences (for each state) 
and then learns an energy function that 
is a sum of terms dependent only on 1 or 
a few residues’ amino acid types. In this 
formulation, multistate design becomes 
mathematically equivalent to discrete 
single-state design, although combina-
torially easier because there are fewer 
amino acid types than possible rotam-
ers. This technique has yielded designer 
peptides with high selectivity for their 
desired target in experimental tests.13

Finally, other formulations of multi-
state design besides that discussed ear-
lier have been used quite fruitfully. The 
paradigm of meta-multistate design,3 
which accounts for protein dynamics, 
has yielded designed proteins known 
as DANCERS (Dynamic And Native 
Conformational ExchangeRs), which 
not only exchange between specified 
conformational states, but do so on the 
timescale of milliseconds.

Improved energy modeling. We 
have so far taken the energy function as 
an input to the algorithm, and assumed 
that given a sequence and a biophysi-
cal state, a protein will necessarily be 
found in the lowest-energy conforma-
tion. However, to correctly model real-
ity, we must dig deeper.

Free energy. Physically, we must de-
fine the energy of a conformation c as 
a quantity proportional to −T ln P (c), 
where P (c ) is the probability of find-
ing the molecule in conformation c 
and T is the temperature. Without loss 
of generality, we will choose a propor-
tionality constant R (this defines units 
for the energy); R is the universal gas 
constant. Since different biophysical 
states are ultimately just different re-
gions of conformational space, this no-
tion of energy suffices to perform any 
single- or multistate design: we simply 

wish to maximize the probability of the 
molecule being in the state we desire. 
The probability of a biophysical state 
s is the sum (or integral) of the prob-
abilities of each of its conformations c 
∈ C (s), and is thus proportional to the 
partition function qs, where

It is often useful to work not with 
the partition function directly, but 
with the free energy Gs = −RT ln qs of the 
state. Then, we simply design to reduce 
the free energy of desired states and 
increase the free energy of undesired 
states. Importantly, as the temperature 
goes to 0, Gs becomes simply the energy 
of the state’s lowest-energy conforma-
tion, and thus we arrive at the more ap-
proximate formulation of multistate 
design presented previously. But this 
approximation introduces error at 
nonzero temperature, and algorithms 
have been developed to actually use Gs 
at physiological temperatures and thus 
account for the distribution of energies 
across conformational space.

Computing the partition function is 
unfortunately #P-hard, analogously to 
similar calculations in statistics. How-
ever, the partition function can be ef-
ficiently approximated in practice for 
a particular sequence and biophysical 
state, while modeling continuous flex-
ibility, using the K* algorithm.5,23,29 The 
K* algorithm builds on DEE/A* to model 
a thermodynamic ensemble of low-
energy conformations for the bound 
and unbound biophysical states of a 
protein the user wishes to design for 
binding. Moreover, design based only 
on GMECs has been shown not to re-
capitulate sequences designed with K* 
that performed well empirically.29

More efficient provable algorithms 
have also been developed for this 
problem. A partition function approx-
imator similar to K* but accelerated 
by WCSP techniques has achieved high 
efficiency,34 albeit neglecting continu-
ous flexibility, which has been shown 
to compromise accuracy in the K* con-
text.10 The BBK* algorithm25 uses an A* 
tree with nodes from many sequences 
to compute the same top sequences as 
K*, and thus provide the same guaran-
tees of accuracy as K*, in time sublin-
ear in the number of sequences. Thus 
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the energy function just enough to ob-
tain an accurate characterization of 
the energy costs of design decisions. 
Thus, they greatly accelerate design 
using quantum chemistry- and Pois-
son-Boltzmann-derived energies.17

“Exotic” Objective Functions
Not all protein design algorithms opti-
mize energy with respect to sequence; 
we now review two other approaches.

No matter how tightly a designed 
protein therapeutic binds its desired 
target, a strong reaction by the hu-
man immune system against this new 
protein may prevent it from remain-
ing in the body for long, rendering it 
ineffective in the clinic. The EpiSweep 
algorithm26 addresses this problem by 
finding sequences on the Pareto fron-
tier between an OSPREY-based2,10,19 sta-
bility design, and an objective function 
based on avoiding an immune reaction.

It is also sometimes useful, even 
when optimizing binding, to search 
the space of known protein backbone 
conformations to find one that will 
place sidechains in a desired pose, as 
in the Rosetta-Match,38 SEEDER,11 and 
MASTER39 algorithms.

Protein Design on  
Graphics Processing Units
In the past decade, graphics pro-
cessing unit (GPU) computation has 
transformed nearly every area of com-
putational science, from molecular 
dynamics to computer vision to quan-
tum chemistry. For suitably structured 
computations, GPUs can perform ap-
proximately 1,000 times more FLOPS 
per dollar spent on hardware.

In the past few years, the compu-
tational tasks that are bottlenecks 
in protein design computation have 
been implemented for GPUs. For the 
pairwise discrete model, the bottle-
neck is combinatorial optimization, 
which the gOSPREY software40 ac-
celerates on GPUs. For continuously 
flexible protein design, continuous 
energy minimization within a voxel 
is the bottleneck. Thus, the OSPREY 
software, which pioneered minimi-
zation-aware protein design, allows 
continuous energy minimization on 
GPUs as of its version 3.0, achieving >10x 
speedups.19 This compares favorably 
with the previous flagship application 
of GPUs in computational structural 

biology, which is molecular dynamics 
(MD) simulations of proteins (temporal 
simulation of proteins using the classi-
cal mechanical potential defined by an 
energy function).

GPUs can exploit two types of par-
allelism in order to accelerate the 
biomolecular energy computations 
central to MD and protein design: (a) 
processing different conformations 
of a protein in parallel, and (b) pro-
cessing different parts of the molecule 
in parallel. MD is better positioned to 
exploit (b) than protein design is, be-
cause MD evaluates energies for the 
entire molecule rather than merely 
the region around the mutations. On 
the other hand, continuously flexible 
protein design can minimize ener-
gies for a huge number of conforma-
tions in parallel, while MD must pro-
ceed through different conformations 
(such as, timesteps) in sequence. This 
type (a) parallelism in protein design 
applies both to conformations enu-
merated in order of lower bound, as 
in iMinDEE,9 and to conformations 
sampled for the purpose of learning 
a discrete model of the continuously 
minimized energy, as in LUTE.17

Thus, the success of GPUs in acceler-
ating MD computations and the favor-
able parallelizability of protein design 
compared to MD bode well for the pros-
pect of very efficient continuously flex-
ible protein design on GPUs, which is al-
ready quite impressive in OSPREY 3.0.19

Successful Applications  
of Computational Protein Design 
with Provable Algorithms
Provable computational protein de-
sign algorithms have already pro-
duced many designs that perform well 
in experimental tests.5,8,10 They have 
engineered a shift in substrate speci-
ficity from one “molecular operand” 
(input molecule) to another,2 and they 
can predict bacterial mutations in 
enzyme-coding genes that make the 
bacterial enzymes resistant to particu-
lar antibiotics (Figure 4)— predictions 
that have been confirmed both in vi-
tro6 and in vivo.28

Finally, and perhaps most impor-
tantly, proteins designed using prov-
able algorithms have shown promise in 
the design of therapeutics. Using the 
techniques reviewed in this paper (in 
particular, the K* algorithm30 in OS-
PREY19), we collaborated with the NIH 
Vaccine Research Center to design a 
broadly neutralizing antibody against 
HIV with unprecedented breadth and 
potency (that is, stronger activity 
against a broader range of HIV strains) 
that is now in clinical trials (Clinical 
Trial Identifier: NCT030151817 and 
six others). The OSPREY/K* algorithm 
has also produced peptides that inhib-
it a protein involved in cystic fibrosis.29 
In addition to such direct design of 
therapeutics, computational predic-
tion of resistance mutations to drug 
candidates6,28 will help combat resis-

Figure 4. Computational prediction of antibiotic resistance.

(a) the bacterial (Staphyoloccus aureus) enzyme dihydrofolate reductase 
binds a drug candidate (“Cpd 1”) tightly, inhibiting the enzyme’s function, 
but (b) mutating position 31 of the enzyme from amino-acid type valine to 
leucine causes steric clashes that impeded binding, allowing the bacteria 
to resist the antibiotic. This predicted resistance mutation was observed 
experimentally after being predicted by the K* algorithm as implemented in 
the OSPREY software.19 Figure adapted with permission from Reeve et al.28
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tance against new drugs (especially an-
tibiotics) entering the clinic.

Conclusion
Provable computational protein design 
algorithms have advanced significantly 
in the last decade. Algorithms for the 
pairwise discrete approximations have 
matured, and significant progress is 
being made with improved biophysical 
models and for the design of clinically 
relevant proteins and peptides. Pro-
teins, especially antibodies, are attract-
ing increasing attention from the phar-
maceutical industry as drug candidates. 
These algorithms also have the poten-
tial to be transformative in the design 
of non-protein drugs, because unlike 
most drug design algorithms, they can 
search a large space of drug candidates 
in time sublinear in the size of the space 
and still guarantee to find the best can-
didates as if searching one by one.

To achieve the full potential of pro-
tein design, it is necessary to further 
improve the accuracy of the biophysi-
cal model. More accurate energy func-
tions, improved modeling of protein-
water interactions, and modeling of 
broader conformational spaces (both 
for search and for entropy computa-
tions) are likely to be important here. 
Provable guarantees are essential in 
this endeavor, as they ensure modeling 
error is the only error in protein design 
calculations, both allowing new mod-
els to be evaluated accurately and pre-
venting design calculations based on 
accurate models from nonetheless fail-
ing due to algorithmic error. As work 
continues on these important prob-
lems, the future of computational pro-
tein design with provable algorithms 
looks bright.
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In this paper, the authors describe 
what it takes to extend the methodol-
ogy to concurrency.

With multithreading, module A 
(the context) can interface to module 
B not only through function calls, but 
by acquiring and releasing locks and 
then reading and writing the shared 
memory locations controlled by those 
locks. This gives a more complicated 
notion of “behaves the same”—it’s 
not just the arguments and return-
values of procedure calls. With mul-
ticore, contextual refinement de-
scribes, in each thread individually, 
the relation between a synchroniza-
tion trace of the functional specifica-
tion and of the C program.

What we all know about software 
is that it never stays still. It would do 
no good to verify correctness of an op-
erating system, if next week when we 
commit a change to the source-code 
repository, we would have to throw 
away the proof and start over. Proofs 
about programs must be highly mod-
ular, just like the programs them-
selves. The CertiKOS team shows how 
to design contextual refinements 
that are module-by-module, even in 
the presence of concurrency. That 
means, when you commit a change to 
the implementation of one module, 
you just need to adjust the proof of 
that module alone.

To make their proofs so modular, 
the CertiKOS team has had to pay 
careful attention to abstraction inter-
faces. As a result, the C program is ex-
tremely well structured, layered, and 
modular. This has benefits even for 
those who read the C program with-
out ever looking at the proofs.	

Andrew W. Appel is the Eugene Higgins Professor of 
Computer Science at Princeton University, Princeton, 
NJ, USA.
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F O R  M O D E R AT E - S I Z E  S E Q U E N T I A L  pro-
grams, formal verification works—we 
can build a formal machine-check-
able proof that a program is correct, 
with respect to a formal specification 
in logic. Machine-checked formal 
verifications of functional correct-
ness have already been demonstrated 
for operating-system microkernels, 
optimizing compilers, cryptographic 
primitives and protocols, and so on.

But suppose we want to verify a 
high-performance hypervisor ker-
nel programmed in C, that runs on 
a real (x86) machine, that is capable 
of booting up Linux in each of its (hy-
pervisor) guest partitions? Real ma-
chines these days are multicore—the 
hypervisor should provide multicore 
partitions that can host multicore 
guests, all protected from each other, 
but interacting via shared memory 
synchronized by locks. Furthermore, 
the operating system itself should be 
multicore, with fine-grain synchro-
nization—we do not want one global 
lock guarding all the system calls by 
all the cores and threads.

The authors of the following paper 
illustrate that formal verification can 
scale up to a moderate-size program 
(6,500 lines of C) that has substantial 
shared-memory concurrency. They 
succeed by a ruthless and disciplined 
use of modularity and contextual re-
finement: each module of the C pro-
gram behaves “the same” as its func-
tional specification in any context; and 
each module compiles to assembly 
language that behaves “the same” as 
the C program in any context. They 
certify this with machine-checkable 
proofs. Therefore, they call the ap-
proach Certified Abstraction Layers.

Here’s an example of contextual 
refinement: Suppose module A inter-
faces to module B using the principle 
of Abstract Data Types (also known 
as “representation hiding”): Module 
B has private variables with public 
interface methods. Module A never 

reads and writes B’s variables directly 
but calls upon B’s methods to do it. 
We can say that module A is the con-
text for running module B. What can 
A observe about B? Only the data val-
ues passed to, and returned from, B’s 
interface methods. We can substi-
tute a different implementation for 
B that “behaves the same” from B’s 
point of view. In particular, we could 
write a functional specification for B 
written in a functional programming 
language or written in mathematical 
logic; then we could write a C program 
implementing module B. Module A 
cannot tell the difference between 
the functional specification and the 
C-language implementation. Then, 
use a proved-correct C compiler, and 
module A cannot tell the difference 
between the C program and the as-
sembly-language program.

That explanation works well for 
single-threaded programs where the 
modules are connected at function-
call interfaces. The CertiKOS team has 
previously demonstrated their Certi-
fied Abstraction Layer methodology to 
prove the correctness of a single-core 
version of CertiKOS.

Technical Perspective
The Scalability  
of CertiKOS 
By Andrew W. Appel

The authors  
illustrate that  
formal verification  
can scale up  
to a moderate-size 
program that  
has substantial 
shared-memory 
concurrency.

To view the accompanying paper,  
visit doi.acm.org/10.1145/3356903 rh
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Abstract
Operating system (OS) kernels form the backbone of sys-
tem software. They can have a significant impact on the 
resilience and security of today’s computers. Recent efforts 
have demonstrated the feasibility of formally verifying 
simple general-purpose kernels, but they have ignored the 
important issues of concurrency, which include not just 
user and I/O concurrency on a single core, but also multi-
core parallelism with fine-grained locking. In this work, 
we present CertiKOS, a novel compositional framework 
for building verified concurrent OS kernels. Concurrency 
allows interleaved execution of programs belonging to dif-
ferent abstraction layers and running on different CPUs/
threads. Each such layer can have a different set of observ-
able events. In CertiKOS, these layers and their observable 
events can be formally specified, and each module can then 
be verified at the abstraction level it belongs to. To link all 
the verified pieces together, CertiKOS enforces a so-called 
contextual refinement property for every such piece, which 
states that the implementation will behave like its specifi-
cation under any concurrent context with any valid inter-
leaving. Using CertiKOS, we have successfully developed a 
practical concurrent OS kernel, called mC2, and built the 
formal proofs of its correctness in Coq. The mC2 kernel 
is written in 6500 lines of C and x86 assembly and runs on 
stock x86 multicore machines. To our knowledge, this is the 
first correctness proof of a general-purpose concurrent OS 
kernel with fine-grained locking.

1. INTRODUCTION
Operating system (OS) kernels and hypervisors form the 
backbone of safety-critical software systems. Hence, it 
is highly desirable to verify the correctness of these pro-
grams formally. Recent efforts5, 6, 10, 13, 17 have shown that it 
is feasible to formally prove the functional correctness of 
simple general-purpose kernels, file systems, and device 
drivers. However, none of these systems have addressed 
the important issues of concurrency,2 such as not only 
user and I/O concurrency on a single CPU but also multi-
core parallelism with fine-grained locking. This severely 
limits the applicability of today’s formally verified sys-
tem software.

What makes the verification of concurrent OS kernels 
so challenging? First, concurrent kernels allow interleaved 
execution of kernel/user modules belonging to different 
abstraction layers; they contain many interdependent com-
ponents that are difficult to untangle. Several researchers22, 23  
believe that the combination of fine-grained concurrency 
and the kernels’ functional complexity makes formal 

The original version of this paper is entitled “CertiKOS: An 
Extensible Architecture for Building Certified Concurrent 
OS Kernels” and was published in the Proceedings of 
12th USENIX Symposium on Operating System Design and 
Implementation, 2016, 653–669

verification intractable, and even if it is possible, its cost 
would far exceed that of verifying a sequential kernel.

Second, concurrent kernels need to make all three types 
of concurrency (i.e., user, I/O, and multicore) coherently 
work together. User and I/O concurrency are difficult to rea-
son about because they rely on thread yield/sleep/wakeup 
primitives or interrupts to switch control and support syn-
chronization but still provide the illusion that each user pro-
cess is executed uninterruptedly and sequentially. Multicore 
concurrency with fine-grained locking may utilize sophisti-
cated spinlock implementations such as MCS locks21 that 
are also hard to verify.

Third, concurrent kernels may also require that some 
of their system calls eventually return, but this depends on 
the progress of the concurrent primitives used in the ker-
nels. Formally proving starvation-freedom15 for concurrent 
objects only became possible recently.20 Standard Mesa-
style condition variables (CV)18 do not enforce starvation-
freedom; this can be fixed by storing CVs in a FIFO queue. 
But the solution is not trivial, and even the popular, most 
up-to-date OS textbook,2 has gotten it wrong.

Fourth, given the high cost of building certified con-
current kernels, it is important that these kernels can be 
quickly adapted to support new hardware platforms and 
applications.3 However, if we are unable to model the 
interference among different components in an extensi-
ble way, even a small change to the kernel could incur a 
huv       ge reverification overhead.

In this paper, we present CertiKOS, a compositional 
framework that tackles all these challenges. We believe that, 
to control the complexity of concurrent kernels and to prove 
a strong support of extensibility, we must first have a compo-
sitional specification that can untangle all the kernel interde-
pendencies and encapsulate interference among different 
kernel objects. Because the very purpose of an OS kernel is to 
build layers of abstraction over bare machines, we insist on 
uncovering and specifying these layers, and then verifying 
each kernel module at the abstraction level it belongs to.

The functional correctness of an OS kernel is often stated 
as a refinement—that is, the behavior of the C/assembly 
implementation of a kernel K is fully captured by its abstract 
functional specification S. Of course, the ultimate goal  
of having a certified kernel is to reason about programs 
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running on top of (or along with) the kernel. It is thus impor-
tant to ensure that given any kernel extension or user pro-
gram P, the combined code K ⊕ P also refines S ⊕ P. If this 
fails to hold, the kernel is functionally incorrect as P can 
observe some behavior of K that does not satisfy S.

In the concurrent setting, such a contextual refinement 
property must hold not only for any context program P but 
also for any environment context ε. When focusing on some 
thread set, each ε defines a specific instance on how other 
threads/CPUs respond to this thread set. With shared-memory 
concurrency, interference between ε and the focused thread 
set is both necessary and common.

In CertiKOS, we introduce certified concurrent abstraction 
layers to state such contextual refinement properties (see 
Figure 1). Each abstraction layer, parameterized over some 
specific ε, is an assembly-level machine extended with a par-
ticular set of abstract objects, that is, abstract states plus 
atomic primitives. These layers enable modular verification 
and can be composed in several manners. Later in Section 
3, we show how the use of ε at each layer allows us to verify 
concurrent programs using standard techniques for verify-
ing sequential programs. Indeed, most of our kernel com-
ponents are written in a variant of C (called ClightX10) and 
verified at the C level. These certified C layers can be com-
piled and linked together into certified assembly layers using 
CompCertX10, 12—a thread-safe version of the CompCert 
compiler.19 Thus, under CertiKOS, an otherwise prohibitive 
verification task can be decomposed into many simple and 
easily automatable ones, and proven global properties can 
be propagated down to the assembly level.

Using CertiKOS, we have successfully developed a fully certi-
fied concurrent OS kernel mC2 in the Coq proof assistant. The 
mC2 kernel consists of 6500 lines of C and x86 assembly, sup-
ports both fine-grained locking and thread yield/sleep/wakeup 
primitives, and can run on stock x86 multicore machines. mC2 
can also double as a hypervisor and boot multiple instances 
of Linux in guest virtual machines (VM) running on different 
CPUs. It guarantees not only functional correctness, that is, the 
mC2 kernel implementation satisfies its system-call specifi-
cation, but also liveness property, that is, all system calls will 
eventually return. The entire proof effort for supporting con-
currency took less than two person-years. To the best of our 
knowledge, mC2 is the first fully verified general-purpose con-
current OS kernel with fine-grained locking.

2. OVERVIEW OF OUR APPROACH
In this section, to illustrate our layered techniques, we will 
walk through a small example (see Figure 1) that uses a lock 
to protect a critical section. In this example, client program P 
has two threads running on two different CPUs; each thread 
makes one call to primitive foo provided by concurrent layer 
interface L2. Interface L2 is implemented by concurrent mod-
ule M2, which in turn is built on top of interface L1. Method 
foo calls two primitives f and g in a critical section protected 
by a lock. The lock is implemented over interface L0 using 
the ticket lock algorithm21 in module M1. The lock maintains 
two integer variables n (the “now serving” ticket number) 
and t (the “next” ticket number). Lock-acquire method acq 
fetches and increments the next ticket number (by FAI_t) 
and spins until the fetched number is served. Lock-release 

Figure 1. The certified (concurrent) abstraction layer, L0R1
 Macq: Lacq, is a predicate plus its mechanized proof object showing that the 

implementation of the ticket lock acquire Macq running on the underlay interface L0 indeed faithfully implements the desirable overlay 
interface Lacq. The implementation Macq is written in C, whereas the interfaces L0 and Lacq are written in Coq. The implementation relation is 
denoted as R1. This layer can be (1) horizontally composed with another layer (e.g., the lock release operation) if they have identical state 
views (i.e., with the same R1) and are based on the same underlay interface L0. The composed layer can also be (2) vertically composed with 
another layer that relies on its overlay interface. Certified C layers can be compiled into certified assembly layers using our (3) CompCertX 
compiler. In the concurrent setting, these layers can also be (4) composed in parallel.
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method rel simply increments the “now serving” ticket num-
ber by inc_n. These primitives are provided by L0 and imple-
mented using x86 atomic instructions. Interface L0 also 
provides primitives f and g that are later passed on to L1, as 
well as ghost primitives pull and push that logically mark the 
acquisition and release of locks. Such ghost primitives only 
help the verification process and are not needed for the pro-
gram to execute.

Here, the concurrent layer interface (e.g., L0) provides a 
set of primitives that can be invoked at this level and uses 
events to capture primitives’ effects that are visible to other 
CPUs/threads. For example, event  represents the 
invocation of FAI_t by CPU 1. In this way, one execution of 
a concurrent program running on a layer machine can be 
specified by a sequence of events, which we call a logical log. 
For example, if two CPUs are executed in the order 1–2–2–1–
1–2–1–2–1–1–1–2–2, running program P (see Figure 1) over 
the layer machine of L0 generates the log:

� (2.1)

Thus, a concurrent module M over L can be specified by 
how M produces events (provided by L). M can then be 
verified by building a certified abstraction layer, : L′, 
stating that the events generated by M over L are fully cap-
tured by the desirable interface L′. Note that the events 
provided by L and L′ might not be exactly the same, and 
the relation between events at different layers is denoted 
as R.

Take the lock-acquire implementation M
acq

 in Figure 1 as 
an example. The goal is to prove that L0 id M

acq
 : L

acq
 holds 

with an identical relation id (between events at two layers), 
where the events generated by L

acq
 (on behalf of thread t) sat-

isfy the pattern:

Events generated by other threads (or CPUs) are omitted here.
To achieve modular verification, we parameterize each 

layer interface L with an active thread set A, and then care-
fully define its set of valid environment contexts, denoted as 
EC(L, A). Each environment context ε captures a specific 
instance—from a particular run—of the list of events that 
other threads or CPUs (not in A) return when responding 
to the events generated by threads in A. We can then define 
a new thread-modular machine ΠL(A)(P, ε) that will operate 
like the usual assembly machine when P switches control to 
threads in A, but will only obtain the list of events from the 
environment context ε when P switches control to threads 
outside A. Here, we use L(A) to denote the layer interface with 
an active thread set A that consists the same set of abstract 
objects with L.

Note that if A is a singleton, for each ε, ΠL(A) behaves like 
a sequential machine: it first queries ε for the events gener-
ated by other threads, and then executes the next instruc-
tion of the active thread. We use  to denote a query to ε. The 
lock-acquire function, on behalf of thread t, can be specified 
in L

acq
({t}) as:

� (2.2)

In this model, other threads’ behaviors and the potential 
interleaving are encapsulated into those queries to ε. We can 
then verify module M

acq
 as it were sequential:

L0 ({t}) id M
acq

 : L
acq

 ({t})

By verifying that the lock-release function M
rel

 also meets its 
specification L

rel
, we can apply the horizontal composition rule to 

obtain the composed layer (where we use L′1 to denote L
acq

 ⊕ L
rel

):

L0 ({t}) id M
acq

 ⊕ M
rel

 : L′1 ({t})� (2.3)

If every valid environment context  guaran-
tees that the loop of get_n in thread t terminates, we can lift  
   to a higher level layer interface L1 ({t}), which speci-
fies the lock-acquire as . We use R1 to denote the rela-
tion between the events of L′1({t}) and L1({t}), for example, 

 is mapped to the event sequence in (2.2). We can prove 
the following certified layer:

� (2.4)

where Ø states that no code is involved at this step. By 
applying the vertical composition rule to (2.3) and (2.4), we 
have that:

L0 ({t}) id°R1
 M

acq
 ⊕ M

rel
 : L1 ({t})

With our new compositional layer semantics, these “per-
thread” certified layers can be soundly composed in parallel 
when their rely conditions (i.e., the constraints to environ-
mental interference) are compatible with each other. For 
example, we can also derive the certified layer for the ticket 
lock on behalf of some thread t′(≠ t). By showing that the 
events generated by t′ belong to EC(L1, {t}) and vice versa, we 
can apply the parallel composition rule to derive:

L0 ({t, t′}) id°R1
 M

acq
 ⊕ M

rel
 : L1 ({t, t′})

Any observable behavior of running P with M
acq

 ⊕ M
rel

 (denoted 
as M1 in Figure 1) over L0({1, 2}) can be captured by running P 
directly on top of L1({1, 2}). For example, the behavior in (2.1) 
can be captured by the following log over L1({1, 2}):

Based on the layer interface L1({t}), we can continue 
verifying that the module M2 satisfies a higher level inter-
face L2({t}), where foo is specified as . The relation 
between these two layer interfaces maps the event  of 
L2({t}) into the event sequence  of L1({t}). 
As the primitive foo is specified by a single event, we call it 
an atomic object. The observable behaviors of running P 
over the layer machine L2({1, 2}) consist of only two logs: 

 
In this way, we can decompose our mC2 kernel K into 

many modules and verify them at the layer interfaces they 
belong to, as if there were only a single active, sequen-
tial thread. These per-thread layers (whose topmost layer 
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interface is LmC2) can be composed into per-CPU layers and 
then further combined into a single multicore machine 
(see Section 3 and Figure 5). We use x86mc to denote this 
assembly-level multicore machine,  to denote the 
whole-machine semantics for x86mc, and  to denote 
the machine semantics equipped with the topmost layer 
interface. The composed certified layers imply the contex-
tual refinement property:

which says that, for any context user program P, the observ-
able behaviors of running P together with K over the multi-
core machine x86mc are fully captured by running P directly 
over LmC2 (see Figure 2). We call LmC2 a deep specification10 of  
K over x86mc, because there is no need to ever look at K 
again; any property about K over x86mc can be proved using 
LmC2 alone.

Overview of the mC2 kernel. Figure 3 shows the system 
architecture of mC2. The mC2 system was initially devel-
oped in the context of a large DARPA-funded research proj-
ect. It is a concurrent OS kernel that can also double as a 
hypervisor. It runs on an unmanned ground vehicle (UGV) 

with a multicore Intel Core i7 machine. On top of mC2, we 
run three Ubuntu Linux systems as guests (one each on the 
first three cores). Each virtual machine runs several robot 
architecture definition language (RADL) nodes that have 
fixed hardware capabilities such as access to GPS, radar, etc. 
The kernel also contains a few simple device drivers (e.g., 
interrupt controllers, serial and keyboard devices). More 
complex devices are either supported at the user level, or 
passed through (via IOMMU) to various guest Linux VMs. By 
running different RADL nodes in different VMs, mC2 pro-
vides strong isolation so that even if attackers take control of 
one VM, they still cannot break into other VMs and compro-
mise the overall mission of the UGV.

What have we proved? Using CertiKOS, we have success-
fully built a fully certified version of the mC2 kernel and 
proved its contextual refinement property with respect to a 
high-level deep specification for mC2. This functional cor-
rectness property implies that all system calls and traps will 
always strictly follow high-level specifications, run safely, 
and eventually terminate; there will be no data race, no code 
injection attacks, no buffer overflows, no null pointer access, 
no integer overflow, etc.

More importantly, because for any program P, we have  
   refines , we can also derive the behavior 
equivalence property for P, that is, whatever behavior a user 
can deduce about P based on the high-level specification for 
the mC2 kernel K, the actual linked system K ⊕ P running on 
the concrete x86mc machine would indeed behave exactly 
as expected. All global properties proven at the system-call 
specification level can be propagated down to the lowest 
assembly machine.

Assumptions and limitations. The mC2 kernel is not 
as comprehensive as real-world kernels such as Linux. For 
example, mC2 currently lacks a certified storage system. The 
main goal of this work is to show that it is feasible to build 
certified concurrent kernels with fine-grained locking. We 

Figure 2. The contextual refinement property that has been proved 
for mC2.
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did not try to incorporate all the latest advances for multicore 
kernels into mC2.

Regarding specification, there are 450 lines of Coq code 
(LOC) to specify the system calls (the topmost layer inter-
face; see Table 1) and 943 LOC to specify the x86 hardware 
machine model (the bottommost layer interface). These are 
in our trusted computing base. We keep them small to limit 
the room for errors and ease the review process.

Our assembly machine assumes strong sequential con-
sistency for all atomic instructions. We believe our proof 
should remain valid for the x86 TSO model because (1) all 
our concurrent layers guarantee that nonatomic memory 
accesses are properly synchronized; and (2) the TSO order 
guarantees that all atomic synchronization operations are 
properly ordered. Nevertheless, more formalization work 
is needed to turn our proofs over sequential-consistent 
machines into those over the TSO machines.23

Also, our machine model only covers a small portion of 
the x86 hardware features and cannot be used to verify some 
kernel components, such as a bootloader, a PreInit module 
(which initializes the CPUs and the devices), an ELF loader, 
and some device drivers (e.g., disk driver). Their verification 
is left for future work.

We also trust the Coq proof checker and the CompCertX 
assembler for converting assembly into machine code.

3. CONCURRENT LAYER MACHINES
In this section, we explain the concurrent layer design prin-
ciples, and show how to introduce per-CPU layer interfaces, 
based on a multicore hardware machine model.
Πx86mc multicore hardware model allows arbitrary inter-

leavings at the level of assembly instructions. At each step, the 
hardware nondeterministically picks one CPU and executes 
the next assembly instruction on that CPU. Each assembly 

instruction is classified as atomic, shared, or private, depend-
ing on the memory it accesses. One interleaving of an exam-
ple program running on two CPUs is:

CPU0

CPU1
switch

atom1 shared1 shared1

private2atom2private1

The memory locations are logically categorized into two 
kinds: the ones private to a single CPU/thread and the ones 
shared by multiple CPUs/threads. Private memory accesses 
do not need to be synchronized, whereas nonatomic shared 
memory accesses need to be protected by some synchroni-
zation mechanisms (e.g., locks), which are normally imple-
mented using atomic instructions (e.g., fetch-and-add). 
With proper protection, each shared memory operation can 
be viewed as if it were atomic.

The atomic object is an abstraction of some segment of 
well-synchronized shared memory, combined with opera-
tions that can be performed over that segment. It consists 
of a set of primitives, an initial state, and a logical log con-
taining the entire history of the operations that were per-
formed on the object during an execution schedule. Each 
primitive invocation records a single corresponding event 
in the log. For example, the above interleaving produces the 
logical log  We require that these events con-
tain enough information so we can derive the current state 
of each atomic object by replaying the entire log over the 
object’s initial state.

As shown in Figure 4, a concurrent layer interface contains 
both private objects (e.g., Oi) and atomic objects (e.g., Oj), 
along with some invariants imposed on them. These objects 
are verified by building certified concurrent layers via for-
ward simulations, which imply strong contextual refinement 
relations:

Definition 1 (Contextual Refinement). We say that 
machine  contextually refines machine  (written as 

 ), if, and only if, for any P that does not get 
stuck on , we also have that (1) P does not get stuck on ;  
and (2) any observable behavior of P on  is also observed  
on .

However, proving such contextual refinements directly on 
a multicore, nondeterministic hardware model is difficult 

Table 1. Verified system calls of the mC2 hypervisor kernel.

kernel_init, get_quota, send, recv, rz_spawn, spawn, sleep, yield, 
wakeup, kill, getc, putc, get_tsc_per_ms, get_curid, vm_exit_info, 
vm_mmap, vm_set_seg, vm_get_reg, vm_set_reg, vm_get_next_eip, 
vm_inject_event, vm_check_int_shadow, vm_run, vm_check_pending_
event, vm_intercept_int_window, vm_get_tsc_offset, vm_set_tsc_offset, 
vm_rdmsr, vm_wrmsr

Figure 4. The overlay interface L2 is a more abstract interface, built on top of the underlay interface L1, and implemented by private module Mi 
and shared module Mj. Private objects in L2 only access the private memory of L1. Atomic objects are implemented by shared modules (e.g., 
Macq in Figure 1) that may access lower-level atomic objects (e.g., FAI_t), private objects, and shared memory. Memory regions of L1 accessed 
by the layer implementation are hidden and replaced by newly introduced objects of L2. The simulation relation R is defined between these 
memory regions and objects, for example, R1 in Section 2. Then, the certified concurrent layer L1R Mi ⊕ Mj : L2 can be built by proving the 
forward simulation: whenever two states s1, s2 are related by R, and running any P over the layer machine based on L2 takes s2 to s2′ in one 
step, then there exists s1′ such that running P ⊕ Mi ⊕ Mj over L1 takes s1 to s1′ in multiple steps, and s1′ and s2′ are also related by R.
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The shared memory updates of the previous example can 
be simulated on Πlcm as follows:

CPU0

local
block 1

shared
block 1

invalid

invalid invalid invalid

invalid

push1shared1shared1pull1atom1

z

zyx

x

pull

operation to local copy

push

Among each shared memory block and all of its local 
copies, only one can be valid at any moment of the machine 
execution. Therefore, for any program P with a potential 
data race, there exists a hardware scheduler such that P gets 
stuck on Πlcm. By showing that a program P is safe (never gets 
stuck) on Πlcm for all possible hardware schedulers, we guar-
antee that P is data-race free.

We have shown (in Coq) that Πlcm is correct with respect to 
the previous machine model Πhs with the EChs:

Lemma 2 (Correctness of Πlcm). 

Πpt: partial machine with environment context. To achieve 
local reasoning, we introduce a partial machine model Πpt that 
can be used to reason about the programs running on a subset of 
CPUs, by parametrizing the model over the behaviors of an envi-
ronment context, that is, the rest of the CPUs.

We call a given local subset of CPUs the active CPU set 
(denoted as A). The partial machine model is configured 
with an active CPU set and it queries the environment con-
text whenever it reaches a switch point that attempts to 
switch to a CPU outside the active set.

The set of environment contexts for A in this machine model is 
denoted as EC(pt, A). Each environment context εpt(A) ∈ EC(pt, A) 
is a response function, which takes the current log and returns a 
list of events from the context programs, that is, those outside of 
A. The response function simulates the observable behavior of 
the context CPUs and imposes some invariants over the con-
text. The hardware scheduler is also a part of the environment 
context. In other words, the events returned by the response 
function also include switch events. The execution of CPU 0 in 
the previous example can be simulated with an εpt({0}) function:

CPU0

({0})

0 0 0 0 0 1, 1 1, 1 1, 1.atom2, 1 0 0 0 0 0
returned
events

atom1 pull1 shared1 shared1 push1

ptE

For example, at the third switch point, εpt({0}) returns the 
event list 

Suppose we have verified that two programs, separately 
running with two disjoint active CPU sets A and B, produce 
event lists satisfying invariants INVA and INVB, respectively. If 
INVA is consistent with the environment-context invariant of 
B, and INVB is consistent with the environment-context invari-
ant of A, then we can compose the two separate programs 
into a single program with active set A ∪ B. This combined 
program is guaranteed to produce event lists satisfying the 
combined invariant INVA ∧ INVB. Using the machine seman-
tics as a set of produced logs, this composition can then be 
defined as a contextual refinement:

because we must consider all possible interleavings. In the 
rest of this section, we show how to gradually refine this 
hardware model into a more abstract one that is suitable for 
reasoning about concurrent code in a CPU-local fashion.
Πhs: machine model with hardware scheduler. By param-

eterized with a hardware scheduler εhs that specifies a partic-
ular interleaving for an execution, the machine model Πhs 
becomes deterministic. To take a program from Πx86mc and 
run it on top of Πhs, we insert a logical switch point, denoted 
as , before each assembly instruction. At each switch point, 
the machine first queries εhs and gets the CPU ID that will exe-
cute next. All the switch decisions made by εhs are stored in the 
logical log state as switch events, for example,  denotes a 
switch event from CPU i to j. The previous example on Πx86mc 
can then be simulated on Πhs by the following εhs:

CPU0 atom1

0
hsE

0 0 1

1 1 1 1

1 0 0 0 0 1

switch
event

private1 atom2

shared1

private2CPU1

shared1

The log recorded by this execution is as follows:

The behavior of running a program P over this machine 
with a particular εhs is the generated log denoted as Πhs(P, εhs). 
We write EChs to represent the set of all possible hardware 
schedulers. Then, the whole-machine semantics can be 
defined as a set of logs:

To ensure the correctness of this machine model, we prove 
that it is contextually refined by the hardware model Πx86mc:

Lemma 1 (Correctness of Πhs). 

Πlcm: machine with local copies of the shared memory. To 
enforce that shared memory accesses are well synchronized, 
we introduce a new machine model (Πlcm) that equips each 
CPU with local copies of shared memory blocks along with 
valid bits. The relation between CPU’s local copies and the 
global shared memory is maintained through two new ghost 
primitives, pull and push.

The pull operation over a particular CompCert-style mem-
ory block19 updates a CPU’s local copy of that block to be 
equal to the one in the shared memory, marking the local 
block as valid and the shared version as invalid. Conversely, 
the push operation updates the shared version to be equal to 
the local block, marking the shared version as valid and the 
local block as invalid.

If a program tries to pull an invalid shared memory block 
or push/access an invalid local block, the program gets stuck. 
We make sure that every shared memory access is always per-
formed on its valid local copy, thus systematically enforcing 
valid accesses to the shared memory. Note that all of these 
constructions are completely logical and do not introduce 
any performance overhead.

http://mags.acm.org/communications/october_2019/TrackLink.action?pageName=94&exitLink=http%3A%2F%2F1.at
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We introduce and verify the mC2 kernel on top of the CPU-
local machine model Πloc. The refinement proof guarantees 
that the proven properties can be propagated down to the 
multicore hardware model Πx86mc.

All our proofs (such as every step in Figure 5) are imple-
mented, composed, and machine-checked in Coq. Each 
refinement step is implemented as a CompCert-style upward-
forward simulation from one layer machine to another. 
Each machine contains the usual (CPU-local) abstract state, 
a logical global log (for shared state), and an environment 
context. The simulation relation is defined over these two 
machine states, and matches the informal intuitions given 
in this and next sections.

4. CERTIFYING THE mC2 KERNEL
Based on the CPU-local layer machine model Πloc, the cer-
tified mC2 kernel can be built by introducing a series of 
logical abstraction layers and decomposing the otherwise 
complex verification tasks into a large number of small trac-
table ones.

In the mC2 kernel, the preinitialization module forms 
the bottom layer machine that connects to Πloc, instantiated 
with a particular active CPU c. The trap handler forms the top 
layer machine that provides system call interface and serves 
as a specification to the whole kernel, instantiated with a 
particular active thread running on that active CPU c. Our 
main theorem states that any global properties proved at the 
topmost layer machine can be propagated down to the low-
est hardware machine. In this section, we explain selected 
components in more detail.

The preinitialization layer machine defines some x86 
hardware behaviors, such as page walking upon memory 
load (when paging is turned on), saving and restoring the 
trap frame in the case of interrupts and exceptions (e.g., page 
fault), and exchanging data between devices and memory. 
The hardware memory management unit (MMU) is modeled 
in a way that mirrors the paging hardware (see Figure 6a). 
When paging is enabled, memory accesses made by both 

Lemma 3 (Composition of partial machines).

After composing the programs on all CPUs, the context 
CPU set becomes empty and the composed invariant holds 
on the whole machine. As there is no context CPU, the envi-
ronment context is reduced to the hardware scheduler, 
which only generates the switch events. In other words, let-
ting C be the entire CPU set, we have that EC(pt, C) = EChs. 
Thus, we can show that this composed machine with the 
entire CPU set C is refined by Πlcm:

Lemma 4 (Correctness of Πpt). 

Πloc: CPU-local machine model. If we focus on a single 
active CPU i, the partial machine model provides a sequen-
tial-like interface configured with an environment context 
representing all other CPUs. However, in this model, there 
is a switch point before each instruction, so program veri-
fication still needs to handle many unnecessary interleav-
ings, for example, those between private operations. Thus, 
we introduce a CPU-local machine model (denoted as Πloc) 
for a CPU i, in which switch points only appear before atomic 
or push/pull operations. The switch points before shared or 
private operations are removed via two steps: shuffling and 
merging.

Every switch point before a shared or private operation 
can be shuffled to the front of the next atomic operation 
by introducing a log cache. For such switch points, query 
results from the environment context are stored in the log 
cache. The cached events are applied to the logical log just 
before the next atomic or push/pull operations. This is sound 
because a shared operation can only be performed when the 
current local copy of shared memory is valid, meaning that 
no other context program can interfere with the operation.

Once the switch points are shuffled properly, we merge all 
the adjacent switch points together. When we merge switch 
points, we also need to merge the switch events generated by 
the environment context. For example, the change of switch 
points for the previous example on CPU-local machine is as 
follows:

CPU0

({0})ptE

CPU0

({0})ptE

CPU0

({0})Eloc

atom1

atom1

atom1

pull1

pull1

pull1

shared1

shared1

shuffle

merge adjacent

shared1

shared1

shared1 shared1 push1

push1

push1

Lemma 5 (Correctness of Πloc).

Finally, we obtain the refinement relation from the multicore 
hardware model to the CPU-local machine model by com-
posing all of the refinement relations together (see Figure 5). 

Figure 5. Contextual refinement between concurrent layer machines.

user
programs

threadi0 threadj0 threadj1

EC(loc, {i})

EC(pt, {i}) EC(pt, { j})

EC(loc, {i})

pt,({ j})

loc({ j})

CPUi CPUj

Πloc

EChsΠpt

EChs

EChs

Πhs

Πhs

Πx86mc

Πpt

Πloc

Πpt

threadi1

LmC2

Lk+1

Lk

loc({i})

pt({i})

Lemma3

Lemma4

Lemma2

Lemma1

pt

lcm

hs

x86mc



research highlights 

 

96    COMMUNICATIONS OF THE ACM    |   OCTOBER 2019  |   VOL.  62  |   NO.  10

release the lock within m steps. By enforcing INV
lock

, we can 
prove that the while-loop in acq (line 15) terminates in n × m 
× #CPU iterations on a CPU-local machine.

After showing the above two properties, we can build a 
certified CPU-local layer, whose overlay interface contains 
an atomic specification (L

acq
) that simply generates an 

event . These per-CPU certified layers can be com-
posed in parallel as long as INV

lock
 holds on each CPU’s local 

execution.
This event-based specification for the spinlock is also 

general enough to capture other implementations such 
as the MCS Lock. In mC2, we have also implemented a ver-
sion of MCS locks.16 The starvation-freedom proof is simi-
lar to that of the ticket lock. The difference is that the MCS 
lock-release operation waits in a loop until the next waiting 
thread (if it exists) has added itself to a linked list, so we 
need similar proofs for both acquisition and release.

Shared memory management provides a protocol to share 
physical pages among different user processes. A physical 
page can be mapped into multiple processes’ page maps. 
For each page, we maintain a logical owner set. For example, a 
user process k1 can share its private physical page i to another 
process k2 and the logical owner set of page i is changed 
from {k1} to {k1, k2}. A shared page can only be freed when 
its owner set is a singleton.

Shared queue library abstracts the queues implemented 
as doubly linked lists into abstract queue states (i.e., Coq 
lists). Local enqueue and dequeue operations are specified 
over the abstract lists. Shared queue operations are protected 
by spinlocks and are specified by queue events  and 

. These events can be replayed (with the function 
Rqueue) to construct the queue state. For example, if the cur-
rent log of the i-th shared queue is [ ], and the event list 
returned by ε is [ ], then the resulting log 
of calling deQ is:

By replaying the log, the queue state is [3;5] and deQ returns 2.
Thread management introduces the thread control block 

and manages the resources of dynamically spawned threads 
(e.g., via quotas) and their metadata (e.g., children, thread 
state). For each thread, one page (4KB) is allocated for its 
kernel stack. We use an external tool4 to show that the stack 
usage of our compiled kernel is less than 4KB, so stack over-
flows cannot occur inside the kernel.

Thread control switches are implemented by the context 
switch function. This assembly function saves the regis-
ter set of the current thread and restores the register set of 
another thread on the same CPU. As the instruction pointer 

the kernel and the user programs are translated using the 
page map pointed to by the register CR3. When page faults 
occur, the fault information is stored in CR2 and the page 
fault handler is triggered.

Spinlock module provides fine-grained lock objects as the 
base of synchronization mechanisms. Figure 1 shows one 
spinlock implementation using the ticket lock algorithm. It 
depends on an atomic ticket object consisting of two fields: 
next ticket number t and now-serving ticket number n. In 
mC2, we introduce an array of ticket objects; each of them 
(identified by a specific lock index i) can be used to protect 
a segment of shared memory. The ticket objects can only be 
manipulated via atomic primitives that generate events. For 
example, fetch-and-increment operation (FAI_t) to the i-th t 
done by CPU c generates an event . Note that FAI_t is 
implemented using instruction xaddl with the lock prefix 
in x86.

The lock implementation generates a list of events; 
for example, when CPU c acquires the lock i, it continu-
ously generates the event  (line 15) until the latest 
n is increased to the ticket value returned by the event 

 (line 14), and then followed by the event  
(line 16):

(my_t, i.n) (9,5) (9,6) (9,8) (9,9) (9,9)

CPUt FAI_t i get_n i get_n i get_n i pull i

loc ({t})E

Verifying the linearizability and starvation-freedom 
of the ticket lock is equivalent to proving that under a fair 
hardware scheduler εhs, the ticket lock implementation is 
a termination-sensitive contextual refinement of its atomic 
specification.20 There are two main proof obligations: (1) the 
lock guarantees mutual exclusion, and (2) the acq operation 
eventually succeeds.

The mutual exclusion property relies on the fact that, at 
any time, only the thread whose ticket t is equal to the current 
serving ticket (i.e., n) can hold the lock, and each thread’s 
ticket t is unique. Here, we must also handle potential inte-
ger overflows for t and n. As long as the total number of CPUs 
(i.e., #CPU) in the machine is less than 232 (determined 
by the uint type), this uniqueness property can be ensured. 
Then, it is safe to pull the shared memory associated with 
the lock i to the local copy at line 16. Before releasing the 
lock, the local copy is pushed back to the shared memory 
at line 19.

The starvation-freedom property relies on the fairness of 
the scheduler, that is, any CPU can be scheduled within n 
steps for some n. We define invariant INV

lock
 over the environ-

ment context to say that environmental lock-holders will 

(a) physical
memory

CR3

… … … …

dir# pt# offset 32-bit virtual address

(b) PMapi

… … … …

… …
virtual

address
space i

physical
memory hidden hidden

Figure 6. (a) Hardware MMU using two-level page map; (b) virtual address space i set up by page map .
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register (EIP) and stack pointer register (ESP) are saved and 
restored in this procedure, this kernel context switch func-
tion does not satisfy the C calling convention and has to be 
verified at the assembly level. Based on this context switch 
function and the shared queue library, we can verify three 
scheduling primitives: yield, sleep, and wakeup (see Figure 7).

Thread-local machine models can be built based on the 
thread management layers. The first step is to extend the 
environment context with a software scheduler (i.e., abstract-
ing the concrete scheduling procedure), resulting in a new 
environment context εss. The scheduling primitives gener-
ate the  and  events. εss responds  
with the next thread ID to execute. The second step is to 
introduce the active thread set to represent the active threads 
on the active CPU, and extend εss with the context threads, 
that is, the rest of the threads running on the active CPU. 
The composition structure is similar to the one of Lemma 3. 
In this way, higher layers can be built upon a thread-local 
machine with a single active thread on the active CPU (see 
Figure 5).

Condition variable (CV) is a synchronization object 
that enables a thread to wait for a change to be made to a 
shared state. Standard Mesa-style CVs18 do not guaran-
tee starvation-freedom: a thread waiting on a CV may not 
be signaled within a bounded number of execution steps. 
We have implemented a starvation-free CV using condi-
tion queues as shown by the popular, most up-to-date OS 
textbook.2 However, we have found a bug in the FIFOBBQ 
implementation as shown in that textbook. Their system 
can get stuck in two cases: (1) when the destroyed CV is kept 
inside the remove queue (rmvQ), which will block the insert 
call to wake up the proper waiter; (2) when multiple CVs are 
woken up within a short period and the lock-holding CV 
thread is not the head of rmvQ, that thread will be removed 
from rmvQ and return to sleep, but will never be woken up 
again. We fixed this issue by postponing the removal of the 
CV thread from rmvQ, until woken thread that is allowed 
to proceed finishes its work; this thread is now responsible 
for removing itself from rmvQ, as well as waking up the next 
thread in rmvQ.

5. EVALUATION
5.1. Proof effort and cost of change
Overall, our certified mC2 kernel consists of 6500 lines of C 
and x86 assembly. The concurrency extensions were com-
pleted in about two person-years. The new concurrency 
framework (to specify, build, and link certified concurrent 
abstraction layers) took about one person-year to develop. 
We extended the certified sequential mCertiKOS kernel5, 8, 10  
(which took another two person-years to develop in total) 
with various features, such as dynamic memory manage-
ment, container support for controlling resource consump-
tion, Intel hardware virtualization support, shared memory 
IPC, two-copy synchronous IPC, ticket and MCS locks, new 
schedulers, condition variables, etc. Some of these features 
were initially added in the sequential setting but later ported 
to the concurrent setting. The verification of these features 
was completed around one person-year. During this develop-
ment process, many of our certified layers underwent many 
modifications and extensions. The CertiKOS framework 
allows such incremental development to take place much 
more smoothly. For example, certified layers in the sequen-
tial kernel can be directly ported to the concurrent setting if 
they only access private state. We have also adapted the work 
by Chen et al.5 on interruptible kernels with device drivers to 
our multicore model.

Regarding the proof effort, there are 5249 lines of addi-
tional specifications for the various kernel functions, and 
about 40K LOC used to define auxiliary definitions, lemmas, 
theorems, and invariants. Additionally, there are 50K lines 
of proof scripts for proving the newly added concurrency 
features.

5.2. Bugs found
Other than the FIFOBBQ bug, we have also found a few other 
bugs during verification. Our initial ticket-lock implementa-
tion contains a particularly subtle bug: the spinning loop body 
(line 15 in Figure 1) was implemented as while(get_n() < my_t). 
This passed all our tests, but during the verification, we found 
that it did not satisfy the atomic specification as the ticket 
field might overflow. For example, if the next ticket number t 
is (232−1), an overflow will occur in acq (line 14 in Figure 1) and 
the returned ticket my_t will equal to 0. In this case, current-
serving number n is not less than my_t and acq gets the lock 
immediately, violating the mutual exclusion property.

5.3. Performance evaluation
Although performance is not the main emphasis of this 
work, we have run a number of micro and macro bench-
marks to measure the speedup and overhead of mC2, and to 
compare mC2 with existing systems such as KVM and seL4. 
All experiments have been performed on a machine with 
one Intel Xeon CPU with four cores running at 2.8 GHz. As 
the power control code has not been verified, we disabled 
the turbo boost and power management features of the 
hardware during experiments.

5.4. Concurrency overhead
The runtime overhead introduced by concurrency in mC2 
mainly comes from the latency of spinlocks.

sleep / yield2

sleep

wakeup by
CPU0

wakeup by
CPU1

SleepQs

PendQ

ReadyQ

Running ThreadCPU0 1

1

1

1

3 yield

yield

2

Figure 7. Each CPU has a private ready queue ReadyQ and a shared 
pending queue PendQ. The environmental CPUs can insert threads 
to the current CPU’s PendQ. The mC2 kernel also provides a set of 
shared sleeping queues SleepQs. The yield primitive moves a thread 
from PendQ to ReadyQ and then switches to the next ready thread. 
The sleep primitive simply adds the running thread to a SleepQ 
and runs the next ready thread. The wakeup primitive contains two 
cases. If the thread to be woken up belongs to the current CPU, it 
will be added to the corresponding ReadyQ. Otherwise, the thread is 
added to PendQ of the CPU it belongs to.
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6. RELATED WORK
Dijkstra9 proposed to “realize” a complex program by 
decomposing it into a hierarchy of linearly ordered abstract 
machines. Based on this idea, Gu et al.10 developed new 
languages and tools for building certified abstraction lay-
ers with deep specifications, and showed how to apply the 
layered methodology to construct certified (sequential) OS 
kernels in Coq. Costanzo et al.8 showed how to prove secu-
rity properties over a deep specification of a certified OS 
kernel, and then propagate these properties from the speci-
fication level to its correct assembly-level implementation. 
Chen et al.5 extended the layer methodology to build certi-
fied kernels and device drivers running on multiple logi-
cal CPUs. They treated the driver stack for each device as if 
it were running on a logical CPU dedicated to that device. 
Logical CPUs do not share any memory, and are all eventu-
ally mapped onto a single physical CPU. None of these sys-
tems, however, can support shared-memory concurrency 
with fine-grained locking.

The seL4 team17 was the first to verify the functional cor-
rectness and security properties of a high-performance 
L4-family microkernel. The seL4 microkernel, however, does 
not support multicore concurrency with fine-grained lock-
ing. Peters et al.22 and von Tessin23 argued that for an seL4-
like microkernel, concurrent data accesses across multiple 
CPUs can be reduced to a minimum, so a single big kernel 
lock (BKL) might be good enough for achieving good perfor-
mance on multicore machines. von Tessin23 further showed 
how to convert the single-core seL4 proofs into proofs for a 
BKL-based clustered multikernel.

The Verisoft team1 applied the VCC framework7 to for-
mally verify Hyper-V, which is a widely deployed multipro-
cessor hypervisor consisting of 100 kLOC of C code and 5 
kLOC of assembly. However, only 20% of the code is veri-
fied7; it is also only verified for function contracts and type 
invariants, rather than the full functional correctness prop-
erty. CIVL14 uses the state-machine approach with support 
for atomic actions and movers to reduce the proof burden 
for concurrent programs. It is implemented as an exten-
sion to Boogie and has been used to verify a concurrent 
garbage collector. However, CIVL can only be used to rea-
son about safety rather than liveness. There is a large body of 
other work6, 13, 24 showing how to build verified OS kernels, 

The mC2 kernel provides two kinds of spinlocks: ticket 
lock and MCS lock. They have the same interface and thus 
are interchangeable. In order to measure their performance, 
we put an empty critical section (payload) under the pro-
tection of a single lock. The latency is measured by taking 
a sample of 10000 consecutive lock acquires and releases 
(transactions) on each round.

Figure 8a shows the results of our latency measurement. 
In the single-core case, ticket locks impose 34 cycles of 
overhead, whereas MCS locks impose 74 cycles as shown 
in the line chart. As the number of cores grows, the latency 
increases rapidly. As the slowdown should be proportional to 
the number of cores, to show the actual efficiency of the lock 
implementations, we normalize the latency against the base-
line (single core) multiplied by the number of cores (n*t1/tn). As 
can be seen from the bar chart, efficiency remains about the 
same for MCS locks, but decreases for ticket locks.

Now that we have compared MCS locks with ticket locks, 
we present the remaining evaluations in this section using 
only the ticket lock implementation of mC2.

5.5. Hypervisor performance
To evaluate mC2 as a hypervisor, we measured the perfor-
mance of some macro benchmarks on Ubuntu 12.04.2 LTS 
running as a guest. We ran the benchmarks on Linux as 
guest in both KVM and mC2, as well as on the bare metal. 
The guest Ubuntu is installed on an internal SSD drive. KVM 
and mC2 are installed on a USB stick. We use the standard 
4KB pages in every setting—huge pages are not used.

Figure 8b contains a compilation of standard macro 
benchmarks: unpacking a Linux 4.0-rc4 kernel archive, 
compiling the Linux 4.0-rc4 kernel source, running Apache 
HTTPerf on loopback, and the DaCaPo Benchmark 9.12. We 
normalize the running times of the benchmarks using the 
bare metal performance as a baseline (100%). The overhead 
of mC2 is moderate and comparable to KVM. In some cases, 
mC2 performs better than KVM; we suspect this is because 
KVM has a Linux host and thus has a larger cache footprint. 
For benchmarks with a large number of file operations, such 
as Uncompress Linux source and Tomcat, mC2 performs 
worse. This is because mC2 exposes the raw disk interface 
to the guest via VirtIO (instead of passing it through), and its 
disk driver does not provide good buffering support.
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hypervisors, file systems, device drivers, and distributed 
systems, but they do not address the issues of shared mem-
ory concurrency.

7. CONCLUSION
We have presented a novel extensible architecture for 
building certified concurrent OS kernels that not only have 
an efficient assembly implementation, but also machine-
checkable contextual correctness proofs. OS kernels devel-
oped using our layered methodology also come with a 
clean, rigorous, and layered specification of all kernel com-
ponents. We show that building certified concurrent ker-
nels is not only feasible but also quite practical. Our layered 
approach to certified concurrent kernels replaces the hard-
ware-enforced “red line” with a large number of abstrac-
tion layers enforced via formal specification and proofs. We 
believe this will open up a whole new dimension of research 
efforts toward building truly reliable, secure, and extensi-
ble system software.
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Nash equilibrium is the central solution concept in Game Theory. Since Nash’s 
original paper in 1951, it has found countless applications in modeling strategic 
behavior of traders in markets, (human) drivers and (electronic) routers in 
congested networks, nations in nuclear disarmament negotiations, and more. A 
decade ago, the relevance of this solution concept was called into question by 
computer scientists, who proved (under appropriate complexity assumptions) 
that computing a Nash equilibrium is an intractable problem. And if centralized, 
specially designed algorithms cannot find Nash equilibria, why should we expect 
distributed, selfish agents to converge to one? The remaining hope was that at 
least approximate Nash equilibria can be efficiently computed.

Understanding whether there is an efficient algorithm for approximate Nash 
equilibrium has been the central open problem in this field for the past decade. 
In this book, we provide strong evidence that even finding an approximate Nash 
equilibrium is intractable. We prove several intractability theorems for different 
settings (two-player games and many-player games) and models (computational 
complexity, query complexity, and communication complexity). In particular, our 
main result is that under a plausible 
and natural complexity assumption 
(“Exponential Time Hypothesis for 
PPAD”), there is no polynomial-time 
algorithm for finding an approximate 
Nash equilibrium in two-player games.
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CAREERS

California State University, San 
Bernardino 
Tenure-Track Positions at the Assistant 
Professor Level

The School of Computer Science and Engineer-
ing at California State University, San Bernardino 
invites applications for TWO (2) tenure-track po-
sitions at the Assistant Professor level, beginning 
August 2020. All areas of Computer Science will 
be considered, including software engineering, 
parallel computing, algorithms, theory of compu-
tation, networking, and databases.

The School of CSE offers the programs of B.S. 
in Computer Science (ABET accredited), B.S. in 
Computer Engineering (ABET accredited), B.S. in 
Bioinformatics, B.A. in Computer Systems, and 
M.S. in Computer Science. 

California State University, San Bernardino 
(CSUSB) is located in San Bernardino in the In-
land Empire, 60 miles east of Los Angeles and op-
erates a satellite campus in Palm Desert located 
in Coachella Valley. CSUSB serves approximately 
20,000 students, of which 81% are first-genera-
tion college students, and graduates about 5,000 
students annually. As a designated Hispanic 
Serving Institution, CSUSB reflects the dynamic 
diversity of the region and has one of the most di-
verse student populations of any university in the 
Inland Empire, and the second highest Hispanic 
enrollment of all public universities in California. 
CSUSB employs 467 full-time faculty and offers 
48 undergraduate, 35 graduate, and 1 doctoral 
degree programs and 14 academic programs with 
national accreditation.

At CSUSB, diversity, equity and inclusion are val-
ues central to our mission. We recognize that diversi-
ty and inclusion in all its forms are necessary for our 
institutional success. By fully leveraging our diverse 
experiences, backgrounds and insights, we inspire 
innovation, challenge the status quo and create bet-
ter outcomes for our students and community. As 
part of CSUSB’s commitment to hire, develop and 
retain a diverse faculty, we offer a variety of network-
ing, mentoring and development programs for our 
junior faculty. We are committed to building and 
sustaining a CSUSB community that is supportive 
and inclusive of all individuals. Qualified applicants 
with experience in ethnically diverse settings and/or 
who demonstrate a commitment to serving diverse 
student populations are strongly encouraged to ap-
ply. We also strongly encourage women and mem-
bers of other underrepresented groups to apply.

Typical Activities
The two positions are to support the B.S. and M.S. 
programs in Computer Science. The candidate 
must display potential for excellence in teaching 
and scholarly work. The candidate is expected 
to supervise student research at both the under-
graduate and graduate levels, and to actively par-
ticipate in other types of academic student advis-
ing. The candidate will actively contribute to the 
School’s curriculum development. The candidate 
will serve the School, College and University, as 
well as the community and the profession.

and addresses of three or more individuals who 
will provide letters of recommendation. Letter 
writers should submit their letters directly to 
MIT, preferably on the website or by mailing to 
the address below. Complete applications should 
be received by December 1, 2019. Applications 
will be considered complete only when both the 
applicant materials and at least three letters of 
recommendation are received.

It is the responsibility of the candidate to ar-
range reference letters to be uploaded at https://
school-of-engineering-faculty-search.mit.edu/
eecs/ by December 1, 2019.

Send all materials not submitted on the web-
site to: 

Professor Asu Ozdaglar
Department Head, Electrical Engineering 

and Computer Science 
Massachusetts Institute of Technology 
Room 38-403 
77 Massachusetts Avenue 
Cambridge, MA 02139 

M.I.T. is an equal opportunity/affirmative ac-
tion employer.

Oregon State University
College of Engineering 
Faculty Positions in Artificial Intelligence

The School of Electrical Engineering and Com-
puter Science at Oregon State University invites 
applications for full-time, nine-month, tenure-
track faculty positions in Artificial Intelligence 
to begin in Fall 2020. Candidates with a strong 
research record in any areas of Artificial Intel-
ligence including Natural Language Processing, 
Computer Vision, Machine Learning, and Auto-
mated Planning will be considered. 

Appointment is anticipated at the Assistant 
Professor rank, but candidates with exceptional 
qualifications may be considered for appoint-
ment at the rank of Associate or Full Professor. 
Applicants must hold a doctorate degree in Arti-
ficial Intelligence, Machine Learning, Computer 
Science, or a closely related field by the start of 
employment. Applicants should demonstrate a 
strong commitment and capacity to initiate new 
funded research as well as to expand, comple-
ment, and collaborate with existing research 
programs in the OSU College of Engineering and 
beyond. As part of the position, applicants have 
to regularly perform graduate and undergraduate 
teaching duties, including developing new cours-
es related to their research expertise. Applicants 
are expected to mentor students and promote eq-
uitable outcomes among learners of diverse and 
underrepresented identity groups.

The university is located in Corvallis, at the 
heart of Oregon’s Willamette Valley and close to 
Portland’s Silicon Forest with numerous collabo-
ration opportunities. The College of Engineer-
ing (CoE) boasts of strong graduate programs in 
Robotics and AI and a newly established Collab-
orative Robotics and Intelligent Systems Institute 

Minimum Qualifications
A Ph.D. in Computer Science or a closely related 
field is required by time of appointment

APPLICATION PROCESS: 
Please submit the following documents at 
https://www.schooljobs.com/careers/csusb/
jobs/2535257. 

Formal review of applications will begin Nov 
1st, 2019 and continue until the position is filled.
1) �Curriculum Vitae
2) �Cover Letter that includes:

a. �A statement of your teaching philosophy.
b. �A description of your research interests.
c. �A statement of how you might contribute to 

CSUSB’s Strategic Plan (available at https://
www.csusb.edu/strategic-plan).

3) �If available, evidence of teaching effectiveness 
such as teaching portfolios, reports on teach-
ing observations, and/or student evaluations 
of teaching.

4) �Unofficial copies of all postsecondary degree 
transcripts (official transcripts will be required 
prior to appointment).

5) �Reference List - names, telephone numbers, 
and email addresses of three (3) referees whom 
we may contact to obtain letters of recommen-
dation.

6) �A Diversity Statement, which may include your 
interpretation of diversity, equity, and inclu-
sion, and must include specific examples of 
how your background and your educational 
and/or professional experiences have prepared 
you for this role at California State University, 
San Bernardino (maximum 1,000 words).

Questions about this position can be directed 
to Dr. Haiyan Qiao, Director of School of Comput-
er Science and Engineering, at hqiao@csusb.edu. 

Massachusetts Institute of Technology
Faculty Positions

The Massachusetts Institute of Technology (MIT) 
Department of Electrical Engineering and Com-
puter Science (EECS) seeks candidates for faculty 
positions starting in July 1, 2020, or on a mutually 
agreed date thereafter. Appointment will be at the 
assistant or untenured associate professor level. 
In special cases, a senior faculty appointment may 
be possible. Faculty duties include teaching at 
the undergraduate and graduate levels, research, 
and supervision of student research. Candidates 
should hold a Ph.D. in electrical engineering and 
computer science or a related field by the start of 
employment. We will consider candidates with 
research and teaching interests in any area of elec-
trical engineering and computer science.

Candidates must register with the EECS 
search website at https://school-of-engineering-
faculty-search.mit.edu/eecs/, and must submit 
application materials electronically to this web-
site. Candidate applications should include a 
description of professional interests and goals 
in both teaching and research. Each application 
should include a curriculum vitae and the names 
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CAREERS

(CoRIS). Corvallis has been ranked # 1 on a list of 
“Best Places for Work-Life Balance” and is within 
easy reach of the Cascade Mountains and the Or-
egon Coast.

Oregon State University has a strong insti-
tutional commitment to diversity and multicul-
turalism, and provides a welcoming atmosphere 
with unique professional opportunities for 
leaders from underrepresented groups. We are 
an Affirmative Action/Equal Opportunity em-
ployer, and particularly encourage applications 
from members of historically underrepresented 
racial/ethnic groups, women, individuals with 
disabilities, veterans, LGBTQ community mem-
bers, and others who share our vision of an in-
clusive community. 

Apply online at http://jobs.oregonstate.edu/
postings/79556 (Posting #: P03142UF) with the 
following documents: A letter of interest; vita; a 
two-page statement of research interests; a one-
page statement of teaching interests; a one-page 
statement on efforts towards equity and inclu-
sion; and names and contact information for at 
least three references.

To be assured full consideration, applications 
must be received by December 1, 2019.

Oregon State University
College of Engineering
Multiple Faculty Positions in Cybersecurity

The School of Electrical Engineering and Com-
puter Science at Oregon State University invites 
applications for two or more full-time, nine-
month, tenure-track faculty positions in any 
area of cybersecurity including but not limited to 
systems security (operating systems, distributed 
systems, networked systems, embedded systems, 
real-time systems, cyber-physical systems, and 
energy delivery systems), hardware security, soft-
ware security, privacy, cryptography and usable 
security. Appointment will start in Fall 2020 and 
is anticipated at the Assistant Professor rank, but 
candidates with exceptional qualifications may 
be considered for appointment at the rank of As-
sociate or Full Professor. Applicants must hold 
a Ph.D. degree in Computer Science, Electrical 
and Computer Engineering, or closely related 
discipline, and should demonstrate a strong 
commitment and capacity to initiate new funded 
research as well as to expand, complement, and 
collaborate with existing research programs in 
the OSU College of Engineering and beyond. 
Furthermore, applicants should demonstrate a 
strong commitment to undergraduate and gradu-
ate teaching, including developing new courses 
related to their research expertise. Applicants are 
also expected to mentor students and promote 
equitable outcomes among learners of diverse 
and underrepresented identity groups.

Corvallis has been ranked #1 on a list of “Best 
Places for Work-Life Balance”, and is within easy 
reach of Portland, Eugene, the Cascade mountain 
range, and the Oregon Coast. Oregon State Uni-
versity has a strong institutional commitment to 
diversity and multiculturalism, and provides a 
welcoming atmosphere with unique professional 
opportunities for leaders from underrepresented 
groups. OSU seeks diversity as a source of enrich-
ment for our university community. We are an 
Affirmative Action/Equal Opportunity employer, 
and particularly encourage applications from 

rank will commensurate with qualifications and 
experience. More information can be found at 
http://talent.sustc.edu.cn/en.

We provide some of the best start-up pack-
ages in the sector to our faculty members, includ-
ing one PhD studentship per year, in addition to a 
significant amount of start-up funding (which can 
be used to fund additional PhD students and post-
docs, research travels, and research equipments).

To apply, please provide a cover letter iden-
tifying the primary area of research, curriculum 
vitae, and research and teaching statements, and 
forward them to cshire@sustc.edu.cn.

University of Minnesota
Two Tenure-Track Faculty Positions

The Department of Industrial and Systems Engi-
neering at the University of Minnesota invites ap-
plications for two full-time, tenure-track faculty 
positions starting in fall 2020. Applicants at all 
ranks will be considered. 

We seek candidates with a strong method-
ological foundation in Operations Research 
(OR) and Industrial Engineering (IE). Individu-
als whose interests and backgrounds are at the 
intersection of OR/IE with other fields such as 
Computer Science, Statistics, and Economics, are 
encouraged to apply. Applicants should have a 
demonstrated interest in applications including, 
but not limited to: business analytics, energy sys-
tems and the environment, the sharing economy 
and digital marketplaces, healthcare delivery and 
medical decision making, smart transportation 
and connected cities, logistics, supply chains and 
manufacturing operations, data-driven decision 
making, and data science. 

Applicants should hold or expect to complete 
by fall 2020 a Ph.D. in Industrial Engineering, Op-
erations Research, Operations Management, or 
a related discipline and have demonstrated the 
potential to conduct a vigorous and significant re-
search program as evidenced by their publication 
record and supporting letters from recognized 
leaders in the field. The candidate’s expertise 
and documented research activities must dem-
onstrate a strong potential to enhance both the 
department’s research and teaching missions. 
Successful candidates are expected to build 
strong, externally funded, highly visible research 
programs and to become recognized leaders in 
their field.

The University of Minnesota is located in the 
heart of the vibrant Minneapolis-St. Paul metro-
politan area, which is consistently rated as one of 
America’s best places to live and is home to many 
leading companies. The Department of Indus-
trial and Systems Engineering is within the Col-
lege of Science and Engineering at the University 
of Minnesota.

Applicants are encouraged to apply by No-
vember 1, 2019 Review of applications will begin 
immediately and will continue until the position 
is filled. Additional information and application 
instructions can be found at http://www.isye.
umn.edu. We particularly welcome applications 
from candidates from diverse cultures and com-
munities because we believe that diversity helps 
broaden perspectives and enriches classroom 
and research experiences within the department 
and University. The University of Minnesota is an 
equal opportunity educator and employer.

members of historically underrepresented racial/
ethnic groups, women, individuals with disabili-
ties, veterans, LGBTQ community members, and 
others who share our vision of an inclusive com-
munity. The College of Engineering ranks high 
nationally in terms of the percentage of women 
faculty, and the university supports dual-career 
applications.

Apply online at https://jobs.oregonstate.edu/
postings/80403 (posting #P03157UF) with the 
following documents: A letter of interest; vita; a 
two-page statement of research interests; a one-
page statement of teaching interests; a one-page 
statement on efforts towards equity and inclu-
sion; and names and contact information for at 
least three references. To be assured full consid-
eration, applications must be received by Novem-
ber 15, 2019. 

Southern University of Science and 
Technology (SUSTech)
Faculty Positions in Computer Science and 
Engineering

The Department of Computer Science and Engi-
neering (CSE, http://cse.sustc.edu.cn/en/), South-
ern University of Science and Technology (SUS-
Tech) has multiple Tenure-track faculty openings 
at all ranks, including Professor/Associate Profes-
sor/Assistant Professor. We are looking for out-
standing candidates with demonstrated research 
achievements and keen interest in teaching, in 
the following areas (but are not restricted to):

˲˲ Data Science
˲˲ Artificial Intelligence
˲˲ Computer Systems (including Networks, Cloud 

Computing, IoT, Software Engineering, etc.)
˲˲ Cognitive Robotics and Autonomous Systems
˲˲ Cybersecurity (including Cryptography)

Applicants should have an earned Ph.D. de-
gree and demonstrated achievements in both 
research and teaching. The teaching language at 
SUSTech is bilingual, either English or Putong-
hua. It is perfectly acceptable to use English in all 
lectures, assignments, exams. In fact, our exist-
ing faculty members include several non-Chinese 
speaking professors.

As a State-level innovative city, Shenzhen has 
identified innovation as the key strategy for its 
development. It is home to some of China’s most 
successful high-tech companies, such as Huawei 
and Tencent. SUSTech considers entrepreneur-
ship as one of the main directions of the univer-
sity. Strong supports will be provided to possible 
new initiatives. SUSTech encourages candidates 
with experience in entrepreneurship to apply.

The Department of Computer Science and 
Engineering at SUSTech was founded in 2016. 
It has 33 professors, all of whom hold doctoral 
degrees or have years of experience in overseas 
universities. Among them, three are IEEE fellows; 
one IET fellow. The department is expected to 
grow to 50 tenure track faculty members eventu-
ally, in addition to teaching-only professors and 
research-only professors. 

SUSTech is committed to increase the diver-
sity of its faculty and has a range of family-friendly 
policies in place. The university offers competi-
tive salaries and fringe benefits including medi-
cal insurance, retirement and housing subsidy, 
which are among the best in China. Salary and 
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last byte 

If Marie takes 
A1, then Joan gets all of B or 1 1/3 ki-
lograms. If Marie declines to choose, 
then Joan gets all 2/3 from A and then 
Joan divides B equally into 2/3 kilogram 
for B1 and 2/3 kilogram for B2. This sec-
ond case yields 2/3 + 2/3 for Joan or 1 1/3 
kilograms. Of course, 1 1/3 > 1 1/4, so 
Joan is better off with this division.

Question: Prove this is optimal for 
Joan.

Solution: To see this is optimal for 
Joan, suppose A weighed less than 
2/3 of a kilogram. In that case, Marie 
could decline to choose among A1 and 
A2 and then get half of pile B. Pile B 
would weigh more than 4/3 kilograms, 
so Marie would end up with more than 
2/3 kilograms, leaving Joan with less 
than 1 1/3.

Now suppose A weighs w = 2/3 + e ki-
lograms. In that case, if either A1 or A2 
weighed more than 2/3 of a kilogram, 
Marie would take it, leaving Joan with 
less than 1 1/3. If both A1 and A2 weigh 
less than 2/3 of a kilogram, then Marie 
would decline to choose and would re-
ceive some portion we will call w2. Then 
Marie would receive w2 plus at least half 
of B. Because B weighs 2 - w, this comes 
out to w2 + 1/2 (2 - w). Joan then receives 
(w - w2) + 1/2 (2 - w). Now, we know that 
w = 2/3 + e, where e is a positive weight 
and we know that w - w2 <= 2/3 (because 
otherwise Marie would have chosen the 
subpile weighing more than 2/3). So, w - 
w2 = 2/3 + e - w2 <= 2/3. Rewriting, we get 
e <= w2. Now let’s look at Joan’s inheri-
tance (w - w2) + 1/2 (2 - w) = (2/3 + e - w2) 
+ 1 - (1/3 + e/2) = 1 1/3 + e/2 - w2. Because 
w2 >= e, w2 > e/2 and so the expression 
e/2 - w2 is negative. Thus, Joan receives 
less than 1 1/3. Let’s check this with the 
case where e = 1/3 (so the two piles are 
equal). Joan would receive 1 1/3 + 1/6 - 
1/4 = 1 1/2 - 1/4 = 1 1/4.

Upstart: How does this generalize 
to k kilograms and k piles where Marie 
gets to choose (a) 1 time, (b) k–1 times, 
or (c) 1 < m < k–1 times?

All are invited to submit their solutions to 
upstartpuzzles@cacm.acm.org; solutions to upstarts and 
discussion will be posted at http://cs.nyu.edu/cs/faculty/
shasha/papers/cacmpuzzles.html 

Dennis Shasha (dennisshasha@yahoo.com) is a professor 
of computer science in the Computer Science Department 
of the Courant Institute at New York University, New 
York, USA, as well as the chronicler of his good friend the 
omniheurist Dr. Ecco. 

Copyright held by author.
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ACM Journal of Data and 
Information Quality
Providing Research and Tools for Better Data

ACM Journal of Data and Information Quality (JDIQ) is a 
multi-disciplinary journal that attracts papers ranging from 
theoretical research to algorithmic solutions to empirical 
research to experiential evaluations. Its mission is to 
publish high impact articles contributing to the field of 
data and information quality (IQ). Research contributions 
can range from modeling and measurement of quality, to 
improvement of quality with data cleansing methods, to 
organizational management of quality, to evaluations of 
quality in real scenarios. Given the diversity of disciplines 
and author interests, we also welcome experience papers, 
typically submitted by a practitioner or industrial researcher 
who has a compelling application, interesting dataset or 
valuable teaching tool, to share with our readers. Finally, we 
are accepting two-page vision papers that describe a major 
research challenge to the JDIQ community.

JDIQ welcomes high-quality research 
contributions from the following 
areas, but not limited to:
 
•  Concepts, Methods and Tools
•  Organizations and IQ
•  Measurement, Improvement and   
   Assurance of IQ
•  Information Quality for Specialized 
   Domains and Applications

For further information or to submit your manuscript, 
visit jdiq.acm.org

Subscribe at www.acm.org/subscribe

CACM_VERT_ADS_2017.indd   1 12/5/17   1:26 PM
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are accepting two-page vision papers that describe a major 
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JDIQ welcomes high-quality research 
contributions from the following 
areas, but not limited to:
 
•  Concepts, Methods and Tools
•  Organizations and IQ
•  Measurement, Improvement and   
   Assurance of IQ
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   Domains and Applications
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take the larger portion). So, Joan would 
accumulate only 5/8 + 1/2 = 9/8 = 1 1/8. 

Joan realizes she is not obligated to 
divide up the two kilograms into two 
equal piles. Clearly, she does not want 
them to be too unequal. For example, 
if A were tiny, then Marie would simply 
not choose between A1 and A2 and get 
1/2 of B yielding her nearly 1 kilogram. 
That would leave Joan with approxi-
mately the same amount of gold dust.

Question: Can she do better by di-
viding them in some other way?

Solution: However, suppose Joan di-
vides the two so that A is 2/3 kilograms 
and B is 4/3 (or 1 1/3) kilograms. Then 
Joan divides A into A1 consisting of all 
2/3 kilograms and A2 consisting of one 
piece of dust. 

pile B into B1 consisting of 1/2 kilo-
gram and B2 also consisting of 1/2 
kilogram. No matter which one Marie 
chooses, Marie will get 1/4 +1/2, leav-
ing Joan with 1 1/4. 

Question: Prove Joan cannot do any 
better if the two piles are equal.

Solution: To see intuitively that Joan 
cannot do any better, suppose she 
divides up pile A into more unequal 
portions, say 7/8 in A1 and 1/8 in A2. 
In that case, Marie takes A1 and Joan 
receives only 1 1/8 in total. Suppose 
Joan divides pile A into less unequal 
portions, say 5/8 in A1 and 3/8 in A2. 
In that case, Marie declines to choose 
among A1 and A2. Joan then takes A1 
but now Joan must divide up B into 
equal portions (otherwise Marie will 

WHEN THEIR PARENTS die in a tragic 
accident, daughters Joan and Marie 
read their parents’ Last Will and Testa-
ment. The Will is very short, because 
there is only one asset: two kilograms 
of gold dust.

The Will states that Joan, as the el-
der sister, should divide the dust into 
two piles: we will call those piles A and 
B. Then she is to cut pile A into two 
smaller piles that we will call A1 and 
A2. Marie can decide to choose one of 
A1 or A2 or not. If Marie chooses, then 
Joan takes the other smaller pile and 
all of pile B. If Marie does not choose 
between A1 and A2, then Joan can 
choose one of them (presumably the 
larger one) and give Marie the other 
one and then Joan must cut pile B into 
B1 and B2 and Marie can choose which 
one she wants.

Joan and Marie, though clever math-
ematicians, have never gotten along. 
Each wants as much gold dust as possi-
ble while obeying the rules of the Will.

Warm-Up: Suppose Joan divides 
the two kilograms equally (as depicted 
in the figure), so pile A weighs one ki-
logram as does B. How much can Joan 
be sure to receive as part of her inheri-
tance no matter how clever Marie is?

Solution to Warm-Up: If piles A 
and B each weighs 1 kilogram, then 
Joan can guarantee to get 1 1/4 kilo-
grams of gold dust. Here is how: she 
divides the A pile into subpile A1 con-
sisting of 3/4 kilogram and subpile 
A2 consisting of 1/4 kilogram. If Ma-
rie chooses A1, then Joan gets A2 and 
all of B, thus 1 1/4 kilograms. If Marie 
declines to choose either A1 or A2, 
then Joan gives Marie A2 and divides 

Upstart Puzzles 
Dust Wars
Considering willful approaches to a golden opportunity. 

DOI:10.1145/3356582		  Dennis Shasha 
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How can I  
divide these piles  
to obtain as much  
gold as possible,  

if Marie can choose  
only once?
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Submissions

Computing for Healthcare has emerged as an important and 
growing research area. By using smart devices, the Internet 
of Things for health, mobile computing, machine learning, 
cloud computing and other computing based technologies, 
computing for healthcare can improve the e� ectiveness, 
e�  ciency, privacy, safety, and security of healthcare (e.g., 
personalized healthcare, preventive healthcare, ICU without 
walls, and home hospitals).  

ACM Transactions on Computing for Healthcare (HEALTH) 
is the premier journal for the publication of high-quality 
original research papers, survey papers, and challenge 
papers that have scienti� c and technological results 
pertaining to how computing is improving healthcare. This 
journal is multidisciplinary, intersecting CS, ECE, mechanical 
engineering, bio-medical engineering, behavioral and 
social science, psychology, and the health � eld, in general. 
All submissions must show evidence of their contributions 
to the computing � eld as informed by healthcare. We 
do not publish papers on large pilot studies, diseases, or 
other medical assessments/results that do not have novel 
computing research results. Datasets and other artifacts 
needed to support reproducibility of results are highly 
encouraged. Proposals for special issues are encouraged.

health.acm.org

A multidisciplinary journal for 
high-quality original work on how 

computing is improving healthcare

ACM Transactions on 
Computing for Healthcare (HEALTH)
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