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this book describes how NSF’s programmatic 
activities originated and evolved to become 
the primary source of funding for fundamental 
research in computing and information 
technologies.

The book traces how NSF’s support has 
provided facilities and education for computing 
usage by all scientific disciplines, aided 
in institution and professional community 
building, supported fundamental research in 
computer science and allied disciplines, and 
led the efforts to broaden participation in 
computing by all segments of society.

Today, the research and infrastructure 
facilitated by NSF computing programs are 
significant economic drivers of American society and 
industry. The NSF has advanced the development of 
human capital and ideas for future advances in computing 
and its applications.

This account is the first comprehensive coverage of NSF’s 
role in the extraordinary growth and expansion of modern 
computing and its use. It will appeal to historians of 
computing, policy makers and leaders in government and 
academia, and individuals interested in the history and 
development of computing and the NSF.
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editor’s letter

U
N I V E R S I T I E S  A N D  T H E  in-
terchange of scholars and 
students in international 
collaborations have long 
played an important role in 

knitting a fabric of human relation-
ships and shared understanding. This 
fabric is fraying rapidly.

In recent Communications’ editorials 
(January and September 2019), I called 
out rising political tensions and con-
flict that challenge international open 
collaboration in the university. My ob-
jective was to inspire the computing 
community to come together and ad-
dress these rising challenges.

In the past six months, the situ-
ation has worsened with accelerat-
ing economic decoupling betwixt 
China and the U.S., increasing po-
litical conflict, and the persistent 
reality that China’s political system 
is not evolving toward openness or 
democracy. Instead, China’s grow-
ing economic and military strength 
appears to embolden assertion of 
international power and internal 
crackdowns.a,b,c,d Analysts increasing-
ly opine that China lacks the internal 
civil stability essential to be a good 
global economic partner. The U.S. 
has moved to restrict technology flow 
and investment from allies to China. 
Directly, a growing strategic consensus 
believes competition between U.S. and 

a I. Ali. Pentagon says China missile test in South 
China Sea ‘disturbing.’ Reuters, July 2, 2019.

b C. Buckley and C. Horton. Xi Jinping warns 
Taiwan that unification is the goal and force is 
an option. New York Times, Jan. 1, 2019.

c L. Beachum. Uighurs and their supporters 
decry Chinese ‘concentration camps,’ ‘geno-
cide’ after Xinjiang documents leaked. Wash-
ington Post, Nov. 17, 2019.

d J. Griffiths, R. Wright, B. Westcott and H. Re-
gan. Protesters try to escape Hong Kong uni-
versity after violent night. CNN, Nov. 18, 2019.

China is shaping the world into two 
Internets, separated by a new “Berlin 
wall.”e These two models for the In-
ternet differ in control (government 
control vs. open), companies (Baidu/
Tencent/Alibaba vs. Google/Facebook/
Amazon), and increasingly on their 
technology base.f

What Are the Implications?
U.S. government actions to restrict 
technology flow (export control) are 
reducing the ability of universities to 
collaborate with some foreign corpo-
rations and organizations. Programs 
instituted to combat intellectual prop-
erty theft create new reporting require-
ments. Funded research by corpora-
tions on the “entity list” is prohibited, 
causing Huawei to disband its U.S. 
research organization.g Collectively, 
these actions have a chilling impact on 
collaboration and create rising anxi-
ety. China’s government-rhetoric and 
action against its own citizens in Xinji-
ang and Hong Kong reminds the world 
the government maintains power by 
force within China and through intim-
idation campaigns abroad. The result-
ing tensions produce covert and overt 
suppression of open communication 
and learning.h,i,j

e T.J. Friedman. The world-shaking news that 
you’re missing: The U.S.-China divide isn’t just 
about trade. New York Times, Nov. 26, 2019.

f J. Bernstein. The American Internet sucks. 
The alternative Is China. Buzzfeed News,  
Nov. 17, 2019.

g Huawei’s U.S. research arm slashes more 
than 70% of workforce. The Straits Times, July 
23, 2019.

h I. Kwai. What Chinese students abroad really 
think about Hong Kong’s protests. New York 
Times, Sept. 17, 2019.

i Hong Kong protests: Sheffield university 
students clash. BBC News, Oct. 2, 2019.

j M. Melia. Tensions over Hong Kong unrest 
flare on US college campuses. AP, Oct. 2, 2019.

There is surprising growth of Inter-
net application bubbles that feed Chi-
nese students abroad a steady stream 
of censored facts and spin from behind 
the “Great Firewall”; see, for example, 
“College Daily.”k

How Can We Protect Collaboration?
In a peacefully integrated and global-
ized world, nationality need not be 
apparent. In a world with national 
military and “no rules” economic 
competition, nationality takes on 
critical importance in technologies of 
direct military and economic impor-
tance—such as many dimensions of 
computing (AI, cybersecurity, HPC). 
In such a world, we must do three 
things to protect open collaboration: 
1) Community members must be 
open and transparent about nation-
ality (citizenship) so others can fulfill 
their responsibilities; 2) all must rec-
ognize that nationality (citizenship) 
confers responsibilities that should 
be respected by the community; and 
3) communities should talk about sen-
sitive areas and design policies/struc-
tures that are inclusive where pos-
sible, but draw clearly defined and 
understood boundaries where neces-
sary. If we do not address these prob-
lems, solutions will be imposed upon 
us. Without these steps, the risk is 
that distrust will grow, undermining 
the relationships and trust that make 
open collaboration so fruitful.

k H. Zhang. The ‘post-truth’ publication where 
Chinese students in America get their news. 
New Yorker, Aug. 19, 2019.
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vardi’s insights

O
V E R THE  PAST decade I have 
penned several columns 
that were critical of the cur-
rent computing-research 
publication system, with 

its heavy reliance on conference pub-
lishing. These columns were widely 
read, and the feedback I received was 
generally quite positive, but they had 
zero impact on how we go about pub-
lishing our research. Conferences still 
provide the main vehicle for dissemi-
nation of curated computing research.  
What did I miss?

I believe the main advantage that 
conferences have over journals is that 
of predictability. Conferences have 
clear dates for submission, author 
feedback, and notification. Journals, 
in general, have none of these. Such 
predictability is both a powerful moti-
vating factor and a source of comfort. 
In spite of their flaws, conference 
publishing dominates because of the 
predictability it provides.

Yet the dominance of conference 
publication comes at a cost. As pub-
lishing one’s paper at a prestigious 
conference has become the standard 
way to build professional credentials, 
expectations with respect to quality 
have risen. Reviewers expect papers 
to be of polished archival quality, 
and often reject papers—even ones 
that present innovative, interest-
ing research—that fail to meet their 
standards for such quality. Rejected 
papers are then revised and submit-
ted to another conference, but will 
be judged by another set of review-
ers, with somewhat differing expecta-
tions. Good papers can bounce from 
conference to conference, imposing 
a huge cost on the research commu-
nity in terms of the reviewing effort. 
Viewed from this perspective, the pre-
dictability of conference publishing 
is rather illusory.

A simple remedy to this problem 
is for conferences to adopt a stan-
dard element of journal publishing, 
which is the revision. Some confer-
ences have already adopted this prac-
tice and allow a submission cycle to 
include two rounds of reviewing, to 
enable authors to revise their papers. 
This practice should be adopted by all 
computing-research conferences, I 
would argue.

But the much bigger issue is that a 
computing-research conference is “a 
journal that meets in a hotel.” Every 
paper accepted to a conference re-
quires one or more authors to travel 
up to halfway around the world in or-
der to present the paper in an oral or 
poster presentation. The conference 
publication system is, therefore, a 
major source of air travel. For exam-
ple, over the past 20 years I have air 
traveled more than two million miles. 
I used to think of that as a profession-
al status symbol.

But as every passenger of a trans-
ocean flight contributes about 1.8 tons 
of CO2 to the atmosphere, it is fair to 
estimate that a participant in a confer-
ence contributes on the average one 
ton of CO2 to the atmosphere (also tak-
ing into account hotel and conference 
rooms air-conditioning and the like). 
The conference-publication system thus 
adds to the atmosphere annually tens of 
thousands of tons of CO2. As the reality 
of human-caused climate change is get-
ting clearer by the day, the contribution 
of our profession to the approaching “cli-
mate apocalypse” cannot be ignored. My 
professional “badge of honor” is turning 
into a badge of shame, I am afraid.

Of course, conferences are more 
than a paper-publishing system. First 
and foremost, they are vehicles for in-
formation sharing, community build-
ing, and networking. But these can be 
decoupled from research publishing, 

and other disciplines are able to achieve 
them with much less travel, usually 
with one major conference per year. 
Can we reduce the carbon footprint of 
computing-research publishing?

While ACM has instituted the Car-
bon Offset Program,a I believe we need 
to go further. I propose that ACM (and 
other professional computing asso-
ciations) establish a sweeping policy 
change that would apply immediately 
to all its conferences, requiring that 
authors of accepted papers that must 
fly to participate in a conference may 
opt out from in-person involvement 
and contribute instead by video.  This 
will not only reduce air travel but will 
also broaden participation in comput-
ing-research conferences by enabling 
authors with disabilities or with fam-
ily constraints to partake as well. An au-
thor who elects to participate remotely 
should pay a reduced registration fee to 
cover conference expenses. Once we al-
low authors to attend conferences virtu-
ally, we should allow the same option to 
other conference participants. We will 
then be able to observe the value of in-
person conference participation to our 
community. My suspicion is that it is 
much less valuable than we would like 
to believe.

I believe that ACM should take a 
leadership role, as it did when ACM 
Council adopted the Policy Against Ha-
rassment at ACM Activities, in recog-
nizing the climate emergency we face 
and in doing its share to reduce its en-
vironmental footprint.

Follow me on Facebook and Twitter. 

a http://bit.ly/2QRgz3c
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by numerous experimental studies.
This article contributes no new con-

cept since McConnell’s Chapter 20 says 
all there is to say about the topic; my aim 
is simply to make the Shortest Possible 
Schedule Theorem better known, in par-
ticular to practitioners.

The myth about shortening project 
times begins with an observation clearly 
correct. Everyone understands if our proj-
ect has been evaluated through accepted 
cost-estimation techniques, to require 
three developers over a year, we cannot 
hire 36 people to complete it in a month. 
Productivity does not always scale up.

Yet neither does common sense. Too 
often the conclusion from the preceding 
trivial observation takes the form of an 
old saw, “Brooks’ Law”: adding people 
to a late project delays it further. The ex-
planation is that newcomers cost more 
through communication overhead than 
they bring through actual contributions. 
While a few other sayings of Brooks’ 
Mythical Man-Month have stood the test 
of time, this one has always struck me 
as describing, rather than any actual 
law, a definition of bad management. 
Of course if you keep haplessly throwing 
people at deadlines, you are going to add 

communication problems and make 
things worse. But if you are a competent 
manager, expanding team size is one of 
the tools at your disposal to improve the 
state of a project, and it would be fool-
ish to deprive yourself of it. A definitive 
refutation of the supposed law, also by 
McConnell, was published 20 years ago.3

For all the criticism it deserves, 
Brooks’ pronouncement was limited 
in its scope: it addressed adding staff 
to a project already late. It is even more 
wrong to apply it to the more general 
issue of cost-estimating and staffing 
software projects at any stage of their 
progress. Forty-year-old platitudes have 
even less weight here. As McConnell’s 
book shows, cost estimation is no lon-
ger a black art. It is not an exact science 
either, but techniques exist to produce 
solid estimates.

The Shortest Possible Schedule theo-
rem is one of the most interesting re-
sults. It is much more interesting than 
Brooks’s purported law, because it is 
backed by empirical studies (rather than 
asking us to believe a pithy pronounce-
ment), and instead of a general negative 
view, it provides a positive result com-
plemented by a limitation of that result, 
and both are expressed quantitatively.

Figure 1 gives the general idea of the 
SPS theorem. Figure 2 provides a more 
precise view.

The “nominal project” is the result of 
a cost and schedule estimation yielding 
the optimum point. The figure and the 
theorem give project managers both a 
reason to rejoice and a reason to despair:

 ˲ Rejoice: by putting in more money, 
that is, more people (in software engi-

Bertrand Meyer 
The Shortest Possible 
Schedule Theorem: Yes, 
You Can Throw Money 
at Software Deadlines
http://bit.ly/36tYxcX

October 27, 2019
Some folk wisdom going around in soft-
ware engineering, often repeated for de-
cades, is just wrong. It can be particular-
ly damaging when it affects key aspects 
of software development and is contra-
dicted by solid scientific evidence. The 
present discussion covers a question 
that meets both of these conditions: 
whether it makes sense to add staff to a 
project to shorten its delivery time.

My aim is to popularize a result that 
is well known in the software engineer-
ing literature, going back to the early 
work of Barry Boehm,1 and explained 
with great clarity by Steve McConnell in 
his 2006 book on software cost estima-
tion Shortest Possible Schedule.2 While an 
empirical rather than a logical result, I 
believe it deserves to be called a theorem 
(McConnell stays shy of using the term) 
because it is as close as we have in the 
area of software engineering manage-
ment to a universal property, confirmed 
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the Shortest  
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Bertrand Meyer considers how to speed up software engineering.
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neering, project costs are people costs),a 
you can bring code to fruition faster.

 ˲ Despair: there is a firm limit to the 
time you can gain: 25%. It seems a uni-
versal constant of software engineering.

The “despair” typically gets the most 
attention at first, since it sets an abso-
lute value on how much money can buy 
(so to speak) in software: try as hard as 
you like, you will never get below 75% of 
the nominal (optimal) value. The “im-
possible zone” in Figure 1 expresses the 
fundamental limitation. This negative 
result is the reasoned, precise modern 
replacement for the older folk “law.”

The positive part is just as important. 
A 75%-empty glass is also 25% full. It may 
be disappointing for a project manager 
to realize no amount of extra manpower 
will make it possible to guarantee more 
than a 25% reduction in time. But it is 
just as important to know such a reduc-
tion, not at all insignificant, is reachable 
given the right funding, people, tools, 
and management skills. The last point is 
critical: money by itself does not suffice, 
you need management; Brooks’ Law, as 
noted, is mostly an observation of the ef-
fects of bad management.

Figure 1 only carries the essential 
idea, and is not meant to provide precise 
numerical values. Figure 2, the original 
figure from McConnell’s book, plots ef-
fort against time rather than the reverse 
but, more importantly, it shows several 
curves, each corresponding to a pub-
lished empirical study or cost model 
surveyed by the book.

On the left of the nominal point, the 
curves show how, according to each 
study, increased cost leads to decreased 
time. They differ on the details: how 
much the project needs to spend, and 
which maximal reduction it can achieve. 
They all agree on the basic Shortest Pos-
sible Schedule result: spending can de-
crease time, and the maximal reduction 
will not exceed 25%.

The figure also provides an answer, 
although a disappointing one, to another 
question. So far this discussion has as-
sumed time was the critical resource and 
we were prepared to spend more to get a 
product out sooner. But sometimes it is 
the other way around: the critical resource 
is cost or, concretely, the number of devel-

a This is the accepted view, even though one 
might wish the industry paid more attention 
to investment in tools in addition to people.

opers. Assume nominal analysis tells us 
the project will take four developers a year 
and, correspondingly, cost 600K (choose 
your currency). We have a budget of 400K. 
Can we spend less by hiring fewer devel-
opers, accepting it will take longer?

On that side, right of the nominal 
point in Figure 2, McConnell’s survey 
of surveys shows no consensus. Some 
studies and models do lead to decreased 
costs, others suggest that with the in-
crease in time, the cost will increase, too.

(Here is my interpretation, based on 
my experience rather than on any sys-
tematic study: you can achieve the origi-
nal goal with a somewhat smaller team 
over a longer period, but the effect on 
the final cost can vary. If the new time 
is t’= t + T and the new team size s’= s - 
S, t and s being the nominal values, the 
cost difference is proportional to Ts - t’S. 
It can be positive as well as negative, de-

pending on the values of the original t 
and s and the precise effect of reduced 
team size on project duration.)

The firm result, however, is the left 
part of the figure. The Shortest Possible 
Schedule theorem confirms what good 
project managers know: you can, within 
limits, shorten delivery times by bring-
ing all hands on deck. The precise ver-
sion deserves to be widely known. 
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Figure 1. General view of the Shortest Possible Schedule theorem.
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A 
PA P E R  P O S T E D  O N L I N E  in 
March 2019 presents what 
may be essentially the 
fastest possible algorithm 
for one of the oldest prob-

lems in mathematics: whole number 
multiplication. The new algorithm, 
which can multiply two n-digit num-
bers in approximately n(logn) steps, 
breaks all previous records and reach-
es what mathematicians conjectured 
decades ago should be the fundamen-
tal speed limit for any multiplication 
procedure.

“This problem has been around 
since antiquity,” said Joshua Cooper of 
the University of South Carolina in Co-
lumbia. “It’s extraordinary to see the 
state of the art reach what people be-
lieve is the truth” about how fast mul-
tiplication can be carried out.

The new algorithm outstrips other 
algorithms only for extremely large 
numbers, so for now its practical ap-
plications are limited. Its theoretical 
implications, however, are vast. Multi-
plication lies at the core of nearly ev-
ery mathematical operation: its speed 
is as central to arithmetical complex-
ity theory as the speed of light is to 
physics, said Joris van der Hoeven of 
the French National Center for Sci-

entific Research in Paris, who created 
the new algorithm along with David 
Harvey of Australia’s University of 
New South Wales in Sydney.

The new paper immediately implies, 
for example, that it is possible to calcu-
late the first n digits of the reciprocal 
or square root of a number in approxi-
mately n(logn) steps, and the first n dig-
its of transcendental constants such as 
π and e in roughly n(log2n) steps.

Multiplication Hits 
the Speed Limit
A problem “around since antiquity” may have been 
resolved by a new algorithm.

Science | DOI:10.1145/3371387 Erica Klarreich

David Harvey, above, demonstrating how standard multiplication is impractical when 
multiplying astronomically large numbers together. Below, Joris van der Hoeven, who 
worked with Harvey on the new algorithm to speed multiplication of such numbers.
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“Now we know that all these algo-
rithms that depend on multiplica-
tion are the time complexity that we 
thought they were,” Cooper said.

Too Many Logs
The standard multiplication algorithm 
children learn in elementary school 
takes approximately n2 steps, since 
every digit of the first number must be 
multiplied by every digit of the second 
number. For millennia, no one knew 
any significantly faster multiplication 
procedure than this simple method. 
In 1960, Andrey Kolmogorov—one of 
the preeminent mathematicians of 
the 20th century—challenged attend-
ees of a seminar at Moscow State Uni-
versity to prove there is no multiplica-
tion algorithm that runs in fewer than 
about n2 steps.

Anatoly Karatsuba, a 23-year-old 
student attending the seminar, set 
out to meet this challenge, but in-
stead proved the opposite. Karatsuba 
came up with a clever but elemen-
tary way to combine the digits of two 
numbers to compute their product in 
approximately n1.58 steps.

“It’s one of these incredible things 
that seems so simple once you see it, 
but no one saw it until Karatsuba did,” 
Harvey said.

Other mathematicians quickly 
found improvements to Karatsuba’s 
algorithm. Then in 1971, Arnold 
Schönhage and Volker Strassen made 
another huge leap, devising an algo-
rithm whose running time is about 
n(logn)(log(logn))—vastly more ef-
ficient than n1.58 for large values of n. 
A streamlined version of Schönhage 
and Strassen’s algorithm lies at the 
heart of the GNU Multiple Precision 
Arithmetic Library used by all the 
standard arithmetic software pack-
ages (although for numbers smaller 
than a few hundred thousand digits, 
the library uses other approaches, in-
cluding Karatsuba’s algorithm).

Schönhage and Strassen’s algo-
rithm, which laid the groundwork for 
the new algorithm announced this 
past March, leverages the fast Fourier 
transform, a procedure for sampling 
and reconstructing polynomials that 
is used widely in signal processing. It 
is easy to translate an integer multipli-
cation problem into a problem about 
polynomials: Simply use the digits of 

the two numbers as the coefficients of 
two polynomials. So, for example, if you 
want to multiply 635 and 258, you can 
convert the two numbers into the poly-
nomials 6x2+3x+5 and 2x2+5x+8. Mul-
tiplying these two polynomials gives 
12x4+36x3+73x2+49x+40, and if we plug 
in the value x=10, the polynomial out-
puts the product of 635 and 258, namely 
163,830.

If you calculate the polynomial 
product by multiplying the two poly-
nomials term by term, as students 
learn to do in algebra class, this trans-
lation doesn’t achieve any speedup 
over the n2 integer multiplication al-
gorithm. Yet there is a way to vastly 
speed up polynomial multiplication. 
Any polynomial whose highest expo-
nent is k is completely determined by 
its values at k+1 different inputs. So in 
the example above, the product poly-
nomial, whose highest exponent is 4, 
is uniquely determined by its values at 
any five inputs. That means that if we 
choose our five favorite x values, eval-
uate 6x2+3x+5 and 2x2+5x+8 at those 
five values and then multiply the cor-
responding outputs, those five mul-
tiplications already give us enough 
information to reconstruct the prod-
uct polynomial (compared with nine 
multiplications if we multiply the two 
polynomials term by term).

What this analysis sweeps under the 
rug, though, is the cost of first evaluat-
ing 6x2+3x+5 and 2x2+5x+8 at the five 
inputs, and then reconstructing the 
product polynomial at the end of the 

procedure. That’s where the fast Fou-
rier transform comes in: It provides 
a speedy way to do such polynomial 
evaluations and reconstructions, pro-
vided the five input values are chosen 
carefully (specifically, they should be 
the five complex numbers whose fifth 
powers equal 1).

Using the fast Fourier transform, 
combined with a more sophisticated 
way of converting numbers into poly-
nomials than the naïve digit-by-digit 
translation above, Schönhage and 
Strassen were able to achieve their 
n(logn)(log(logn)) algorithm. For more 
than three decades after their work, no 
one could come up with anything sig-
nificantly faster.

Yet computer scientists found the 
n(logn)(log(logn)) running time dis-
turbingly inelegant. For that reason, 
Schönhage and Strassen’s algorithm 
didn’t seem like the final word on 
the subject.

No one thought it would be pos-
sible to bring the running time of inte-
ger multiplication all the way down to 
roughly n steps, which would put mul-
tiplication on a par with addition. How-
ever, Schönhage and Strassen, along 
with many others, suspected the true 
complexity of multiplication—the run-
ning time of the fastest possible algo-
rithm—should be n(logn), not n(logn)
(log(logn)).

“Everybody feels like multiplication 
is more complicated than addition,” 
said Martin Fürer of Pennsylvania State 
University in University Park. “But 
everyone thought the log(logn) term 
should not be necessary. From an aes-
thetic point of view, it doesn’t look nice. 
Such a fundamental task as multiplica-
tion should have a nice complexity.”

The End of the Story
In 2007, Fürer finally managed to 
whittle down the log(logn) term in 
Schönhage and Strassen’s algorithm 
to something slightly smaller. Fürer’s 
algorithm was impractical for any mul-
tiplications people might want to carry 
out in real life, but the theoretical ad-
vance electrified Harvey and van der 
Hoeven. Over the past five years, they 
have collaborated on a series of about 
10 papers further improving Fürer’s 
bound. “There were twice as many 
papers that never got written, and al-
gorithms that never saw the light of 

No one thought it 
would be possible 
to bring the running 
time of integer 
multiplication down 
to roughly n steps, 
which would put 
multiplication on  
a par with addition.
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numbers. What they are unlikely to do, 
many researchers agree, is come up 
with any algorithm qualitatively faster 
than n(logn). No one knows how to 
prove this—as a rule, establishing  there 
are no algorithms faster than some 
bound is much harder than coming up 
with a new fast algorithm.

Nevertheless, “It would really sur-
prise us if it is possible to do better than 
n(logn),” van der Hoeven said. “We feel 
that the story for integer multiplication 
ends here.” 

Further Reading

Fürer, M.
Faster Integer Multiplication. SIAM J. 
Comput., Volume 39 Issue 3, 2009, pages 
979-1005  
http://bit.ly/2CFvmG6

Harvey, D. and van der Hoeven, J.
Integer Multiplication in Time O(nlogn).
http://bit.ly/2QcOrr6

Karatsuba, A.
The Complexity of Computations. 
Proceedings of the Steklov Institute  
of Mathematics, Volume 211, 1995,  
pages 169-183
http://bit.ly/32M1oed

Schönhage, A. and Strassen, V.
Schnelle Multiplikation grosser Zahlen. 
Computing, Volume 7, Issue 3-4,  
September 1971, pages 281–292.  
https://link.springer.com/article/10.1007/
BF02242355

Erica Klarreich is a mathematics and science journalist 
based in Berkeley, CA, USA.
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day because they were superseded by 
something else,” Harvey said.

Finally, in March 2019 the pair 
figured out how to eliminate the 
log(logn) term completely. Their new 
algorithm uses a higher-dimensional 
version of the fast Fourier transform, 
combined with a method they devised 
for increasing the number of sam-
pling points to take advantage of ad-
ditional speedups when the number 
of sampling points is a power of two. 
“It’s definitely the hardest paper I 
ever worked on,” Harvey said.

The algorithm entails rounding 
off the complex numbers involved in 
the fast Fourier transform to achieve 
a balance of speed and precision that 
is “kind of amazing,” Cooper said. 
“They’re performing exact integer 
multiplication, but in the process 
they’re passing into this other world 
using complex numbers and poly-
nomials and doing an approximate 
computation, then coming back and 
getting an exact answer.”

The n(logn) bound means Harvey 
and van der Hoeven’s algorithm is 
faster than Schönhage and Strassen’s 
algorithm, or Fürer’s algorithm, or any 
other known multiplication algorithm, 
provided n is sufficiently large. For 
now, “sufficiently large” means almost 
unfathomably large: Harvey and van 
der Hoeven’s algorithm doesn’t even 
kick in until the number of bits in the 
two numbers being multiplied is great-
er than 2 raised to the 172912 power. (By 
comparison, the number of particles in 
the observable Universe is commonly 
put at about 2270.)

Harvey and van der Hoeven made 
no efforts to optimize their algo-
rithm. This was partly because they 
were focused on the theoretical ad-
vance, and partly because they were 
tickled when their back-of-the-en-
velope calculations led them to the 
number 1729, which, in a famous 
anecdote, the mathematician Srini-
vasa Ramanujan called a “very in-
teresting” number (because it is the 
smallest number that can be written 
as a sum of two cubes in two different 
ways). “When I saw this, I burst out 
laughing,” Harvey recalled.

Other researchers will likely find 
ways to tweak Harvey and van der Ho-
even’s algorithm so it outperforms 
other algorithms at smaller and smaller 

The algorithm  
entails rounding off 
the complex numbers 
in the fast Fourier 
transform to achieve 
a balance of speed 
and precision that  
is “kind of amazing,” 
Cooper said. 

Milestones

ACM  
Recognizes  
Distinguished  
Members 
ACM recently inducted 62 
Distinguished Members for 
their outstanding contributions 
to the field. 

The 2019 inductees are 
long-standing ACM members 
selected by their peers for a 
range of accomplishments 
that have contributed to 
technologies that underpin how 
we live, work, and play.

“Each year, it is our 
honor to select a new class 
of Distinguished Members,” 
explains ACM president Cherri 
M. Pancake. “In everything we 
do, our overarching goal is to 
build a community wherein 
computing professionals can 
grow professionally and, in 
turn, contribute to the field 
and the broader society. We 
are delighted to recognize 
these individuals for their 
contributions to computing, 
and we hope that the careers of 
the 2019 ACM Distinguished 
Members will continue 
to prosper through their 
participation with ACM.”

The 2019 ACM Distinguished 
Members have made 
contributions in a wide range 
of technical areas, including 
artificial intelligence, human-
computer interaction, computer 
engineering, computer science 
education, cybersecurity, 
graphics, and networking.

The ACM Distinguished 
Member program recognizes 
up to 10% of ACM worldwide 
membership based on 
professional experience and 
significant achievement in the 
computing field. Candidates 
must have at least 15 years 
of professional experience 
in computing, five years of 
continuous professional 
ACM membership, and 
have achieved a significant 
level of accomplishment or 
made a significant impact in 
computing, computer science, 
and/or information technology.

Distinguished Members 
serve as mentors and role 
models, guiding technical 
career development and 
contributing to the field 
beyond the norm.

The list of new Distinguished 
Members can be viewed at 
http://bit.ly/2CBLJDB.

http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=13&exitLink=http%3A%2F%2Fbit.ly%2F2CFvmG6
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http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=13&exitLink=http%3A%2F%2Fbit.ly%2F2CBLJDB
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partially owned by Microsoft, Amazon, 
and Facebook. It transmits data at 160 
terabits per second, which is “16 mil-
lion times faster than the average home 
Internet connection,” says Microsoft. 
The Marea cable has enough capacity 
to “stream 71 million high-definition 
videos simultaneously,” according to 
the company.

Despite this ongoing change in 
cable dominance, undersea cables of-
ten force traditional telecoms and the 
new guard of tech giants to play nice.

The Marea cable is the result of a 
partnership between Microsoft, Face-
book, Amazon, and Telxius, a spinoff 
that manages telecom infrastructure 
for multinational telecom Telefoni-
ca. That is because advanced cables 
like Marea are critical to meeting ris-
ing demand from the consumers and 
businesses both telecoms and tech gi-
ants serve.

“Marea comes at a critical time,” 
says Microsoft president Brad Smith. 
“Submarine cables in the Atlantic 
already carry 55% more data than 
transPacific routes, and 40% more 
data than between the U.S. and Latin 

U
NDERSEA CABLES ARE re-
sponsible for moving data 
between countries and conti-
nents at high speeds, making 
everything from photo shar-

ing to financial transactions possible. 
These cables use fiber optics to move 
data at high speeds to land, where the 
data is then conveyed via fiber optics to 
homes and businesses.

Yet, despite the billions of people 
relying on the data moved by under-
sea cables, there are only about 380 
of them worldwide as of 2019, ac-
cording to CNN estimates, though 
they span more than 745,000 miles—
or more than three times the dis-
tance to the moon.

Given the sheer scope of under-
sea cables, which often span entire 
oceans, The New York Times estimates 
an individual undersea cable proj-
ect can cost up to $350 million. That 
is why these cables have historically 
been laid by global telecommunica-
tions firms with the deep pockets and 
technical expertise necessary to un-
dertake these projects. However, tech 
companies are increasingly dominat-
ing both the use and implementation 
of undersea cables.

“Some of the main investors in new 
cables now are Google and Facebook,” 
says Alan Maudlin, research director 
at TeleGeography, a telecommunica-
tions research firm, because tech gi-
ants are increasingly the ones using 
all that undersea bandwidth.

When it comes to global bandwidth 
usage, just a handful of services ac-
count for more than a third of all band-
width, according to research from net-
work intelligence company Sandvine. 
The company’s Global Intenet Phe-
nomena Report identifies Web-based 
media streaming, Netflix, and You-
Tube as the top three users of global 
traffic, comprising 34.1% of traffic as 

of September 2019. Facebook is also in 
the top 10.

Tech giants like Google (which owns 
YouTube) and Facebook “have sur-
passed Internet backbone providers—
the traditional telecom carriers—as the 
largest users of international capacity,” 
according to TeleGeography. The firm 
estimates the amount of international 
capacity deployed by tech companies 
grew eight times from 2014 to 2018.

These undersea cables connect 
almost the entire globe. Google is 
a part or sole owner of 15 different 
undersea cables, with end points 
terminating in places that include 
Chile and France. Facebook is a ma-
jor capacity buyer or part owner of 10 
cables with end points in Singapore, 
China, and the U.S. (among other 
countries). Amazon is part owner or 
a major capacity buyer of five cables, 
with end points in countries that 
include Malaysia. Microsoft is part 
owner or a major capacity buyer of 
four different cables, with end points 
in countries that include Spain.

One of the fastest undersea cables 
in operation today is the Marea cable, 

How the Internet  
Spans the Globe
The modern Internet is made possible by  
hundreds of thousands of miles of undersea cables.

Technology  |  DOI:10.1145/3371411 Logan Kugler

There are more than 745,000 miles of submarine cables supporting the billions of people 
who rely on the Internet.

http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=14&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3371411
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America.” Smith says there is “no 
question” demand for transAtlantic 
data flows will increase.

“Only Google has built/funded 
cables themselves, but even these ca-
bles are used by other parties besides 
Google,” says Maudlin. “For exam-
ple, the new Dunant cable [owned by 
Google] between the U.S. and France 
will have a fiber pair used by the 
French carrier Orange.”

Tech giants may battle each other 
for Internet dominance, all while re-
placing old guard telecoms, but when 
it comes to laying undersea cable, 
playing nice seems to be the order of 
the day.

More Fibers in More Places
Companies may collaborate to build 
undersea cable networks, but they 
still must defend these networks from 
threats. Damage to a single cable can 
cause widespread disruption. In fact, 
the potential for cable outages was ac-
tually the reason Microsoft helped to 
create the super-fast Marea cable.

In 2012, Hurricane Sandy (also 
known as Superstorm Sandy) hit 
the east coast of the U.S., inflicting 
nearly $70 billion in damage to the 
infrastructure of New York and New 
Jersey. In addition to the homes and 
businesses damaged, the storm also 
damaged the places where undersea 
cables came ashore, causing service 
disruptions. Microsoft learned the 
hard way that New York and New Jer-
sey were home to an unnaturally high 
convergence of undersea cables mak-
ing landfall.

That made Microsoft think differ-
ently about potential dangers to un-
dersea cables, both below the surface 
and on land. Today, the Marea cable 
makes landfall in the U.S. much fur-
ther south, in Virginia Beach, VA, to 
avoid disruption if New York or New 
Jersey ever get hit by a storm of San-
dy’s magnitude again.

Being more strategic about where 
cables make landfall certainly helps. 
So does building the cables to with-
stand physical damage and destruc-
tion. The fiber optics of undersea 
cables are wrapped in protective ma-
terial to withstand harsh underwater 
environments, natural disasters like 
submarine earthquakes, and man-made 
damage from fishing boats and anchors.

Typically, “the fibers are wrapped 
in urethane and wrapped in copper 
and wrapped again in urethane,” said 
Byron Clatterbuck, CEO of interna-
tional telecom company Seacom. The 
urethane protects the optical fibers, 
and the copper conducts electricity 
that powers repeaters designed to re-
generate the signal regularly through 
the cable. Depending on the environ-
ment, cables may also be sheathed in 
extra protective material, such as iron 
or steel.

The number of undersea cables 
being laid is increasing to meet de-
mand, but cables still take years and 
millions of dollars to lay, which puts 
a ceiling on how many companies can 
lay cable at a time to expand global 
bandwidth. That fact has companies 
exploring ways to get more out of each 
cable laid.

“One key development is space-
division multiplexing,” says Maudlin. 
“It’s basically a method to increase the 
number of [spatially distinct] channels 
that can be put in a single fiber. Google 
is using this in their new Dunant cable 
between France and the U.S.”

Dunant, which Google says is 
scheduled to go live this year, will use 
space-division multiplexing to pro-
vide transmission capacity of 250 tera-
bits of data per second. The search gi-
ant says that is enough bandwidth to 
“transmit the entire digitized Library 
of Congress three times every second.”

ACM 
Member 
News
SOLVING REAL-WORLD 
PROBLEMS WITH MATH

“I love 
problem-
solving, 
mathematics, 
and the 
practical 
application of 

math to solve interesting, 
real-world problems,” says 
Wendi Heinzelman, a 
professor of electrical and 
computer engineering, and 
dean of the Hajim School of 
Engineering and Applied 
Sciences, at the University of 
Rochester in New York.

Heinzelman’s father was an 
electrical engineer who worked 
on voice-recognition systems at 
AT&T Bell Laboratories; his work 
spurred her interest in the field.

She received her 
undergraduate degree in 
electrical engineering from 
Cornell University, and both her 
M.S. and Ph.D. degrees from 
the Massachusetts Institute of 
Technology in both electrical 
engineering and computer 
science. On completing her 
doctorate, Heinzelman joined 
the faculty of the University of 
Rochester in the department 
of electrical and computer 
engineering, where she has been 
ever since.

Her research interests lie 
in wireless communications, 
networking, and mobile systems. 
“Recently, I’ve been working on 
mobile ad hoc networks through 
the use of existing protocols, and 
a standard called Wi-Fi Direct,” 
Heinzelman says.

 “The Wi-Fi Direct standard 
typically is used where a user 
is required to set up an ad hoc 
connection,” she explains, “and 
I am trying to make it automatic 
so that large-scale networks 
can be developed using this 
protocol.”

Heinzelman also has 
been exploring mobile health 
applications beyond simply 
using mobile phones for their 
sensors. The possibility of 
creating user-friendly, online 
mobile-type applications has 
captured her interest.

“I think there’s going to be 
a lot of interesting research 
questions in how to do that,” 
she says.

—John Delaney

The number  
of undersea cables 
being laid  
is increasing  
to meet demand,  
but each cable  
still requires  
multiple years  
and millions  
of dollars to lay.
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In the case of Dunant, which 
Google is building in tandem with 
telecom SubCom LLC, the companies 
are using an approach to space-divi-
sion multiplexing in which the cable 
doubles the fiber pairs used from six 
pairs to 12. The power transmitted 
across the original six pairs would 
now be split, resulting in a “two-thirds 
capacity increase,” according to Georg 
Mohs, CTO of SubCom LLC.

The technologies incorporated into 
newer cables like Dunant will make 
older cables look like dinosaurs—and 
cause them to go extinct.

“New cables have higher potential 
capacities than older cables,” says 
Maudlin. “Eventually older cables, 
especially those built pre-2003, will 
be decommissioned as they become 
economically obsolete  compared to  
higher-capacity cables.”

However, older cables do not al-
ways make it to a peaceful retirement. 
Natural and man-made events can 
damage or destroy undersea cables.

“Cables routinely have faults all 
over the world each week,” says Maud-
lin. He cites some of the primary 
causes of damage as fishing and an-
chors. Underwater earthquakes and 
landslides also can destroy or disrupt 
undersea cables, he says.

Cable disruption also can affect 
military operations, as occurred in 
2008, when three of the world’s larg-
est undersea cables, in the Medi-
terranean Sea, were severed by ac-
cident. The incident was described 
in a report by U.K. think tank Policy 
Exchange that observed, “In a matter 
of hours, disruptions to regional con-
nectivity had knocked out 80% of the 
connectivity between Europe and the 
Middle East,” including communica-
tions for American and British mili-
tary forces in Iraq that were enabled 
by these cables.

That incident suggests another po-
tential danger to undersea cables: in-
tentional sabotage. Coordinated cable 
destruction, notes Policy Exchange, 
could cause major disruptions that tar-
get specific nations. For example, cut-
ting just three cables would cause India 
to lose 70% of its data traffic with Eu-
rope. “Cables are not only easily cut, but 
maps providing the exact locations of 
all the world’s commercial cabling are 
freely available in the public domain.”

In mid-2019, a fire broke out on a 
Russian AS-12 nuclear-powered sub-
marine, killing 14 sailors. It was a trag-
edy, to be sure. However, the incident 
also put U.S. officials on edge; they 
claimed the submarine’s real mission 
before the fire broke out was to cut un-
dersea cables to disrupt or intercept 
communications.

According to the BBC, the tele-
vision channel of Russia’s defense 
ministry confirmed the country could 
both cut undersea cables and scan 
their data, back in 2015. Somewhat 
discomfortingly, the channel said, 
“Such an attack on underwater com-
munications is possible only in the 
event of active hostilities.”

One thing is certain. In wartime and 
peacetime, the undersea cables that 
power the Internet are too big to fail. 
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not real,” says Siwei Lyu, professor of 
computer science and director of the 
Computer Vision and Machine Learn-
ing Lab (CVML) of the University at 
Albany, which is part of the State Uni-
versity of New York. As a result, re-
searchers in digital media forensics, 
computer scientists, and others are 
now examining ways to better iden-
tify fake videos, authenticate content, 
and build frameworks to help thwart 
the rapid spread of deepfakes on so-
cial media.

“It’s a problem that isn’t going to go 
away,” Lyu says.

Deep Trouble
Deepfake technology bubbled to gener-
al public awareness in early 2018, when 
former U.S. president Barack Obama 
spoke out about the growing dangers 
of false news and videos. “We are enter-
ing an era when our enemies can make 
it look like anyone is saying anything at 
any point in time,” he stated in a video 
clip. Except it was not Obama actually 
making the video appearance; it was a 
deepfake created by comedian Jordan 

I
T HA S B E E N  said that the cam-
era doesn’t lie. However, in the 
digital age, it is also becoming 
abundantly clear that it doesn’t 
necessarily depict the truth. 

Increasingly sophisticated machine 
learning combined with inexpensive 
and easy-to-use video editing software 
are allowing more and more people 
to generate so-called deepfake videos. 
These clips, which feature fabricated 
footage of people and things, are a 
growing concern in both politics and 
personal life.

“It’s a technology that is easily wea-
ponized,” observes Hany Farid, a pro-
fessor at the University of California, 
Berkeley.

Not only can deepfakes be used to 
depict a political candidate or celebrity 
saying or doing something he or she 
never said or did, they can depict false 
news events in an attempt to sway pub-
lic opinion. And then there are the dis-
turbing issues of blackmail and porn, 
including revenge porn. A number of 
deepfake videos have surfaced show-
ing a person’s ex-partner nude or en-

gaged in sex acts he or she did not com-
mit. The person creating the deepfake 
video simply transposes the victim’s 
face onto the body of another person, 
such as a porn star.

“Today’s deep neural nets and AI 
algorithms are becoming better and 
better at creating images and video 
of people that are convincing but 

Will Deepfakes  
Do Deep Damage?
The ability to produce fake videos that appear amazingly real is here. 
Researchers are now developing ways to detect and prevent them.

Society  |  DOI:10.1145/3371409 Samuel Greengard

“Today’s deep  
neural nets  
and AI algorithms  
are becoming  
better and better  
at creating images 
and video of people 
that are convincing 
and not real.”

Paul Scharre of the Center for a New American Security views a deepfake video made by BuzzFeed, which changed what was said by former 
U.S. president Barack Obama to what is spoken by filmmaker Jordan Peele (right on screen).

http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=17&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3371409
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Peele in conjunction with online pub-
lication Buzzfeed. The goal was to help 
educate the public about the potential 
dangers of deepfakes.

Other examples abound. Parkland 
shooting survivor Emma González 
was depicted tearing up a copy of the 
U.S. Constitution, instead of a shoot-
ing range target. Celebrities such 
as Gal Gadot, Emma Watson, Hil-
ary Duff, and Jennifer Lawrence have 
been inserted into porn scenes. A 
political party in Belgium depicted 
Donald Trump taunting Belgium for 
remaining in the Paris Climate Agree-
ment. In India, a journalist who re-
ported corruption in Hindu national 
politics found her image inserted into 
a fake porn video along with her home 
address and telephone number; she 
received numerous death and rape 
threats. 

Deepfakes also can incorporate au-
dio. For instance, crooks recently im-
personated the voice of a U.K.-based 
energy company’s CEO in order to con-
vince workers to wire $243,000 cash to 
their account.

Although photo, video, and audio 
manipulation techniques have been 
around for years (evolving from dodg-
ing and burning photos in the dark-
room to using photo editing software 
to alter digital images), computer-al-
tered video raises the stakes to a new 
level. “Advances in artificial intelli-
gence technology have allowed for the 
creation of fake audiovisual materi-
als that are almost indistinguishable 
from authentic content, especially to 
ordinary human senses,” said Jeffrey 
Westling, a Technology and Innova-
tion Policy Fellow with the non-profit, 
non-partisan R Street Institute, at a 
U.S. House of Representatives hearing 
in June 2019.

Westling is not the only person 
sounding alarms. Says Matt Turek, 
program manager in the Information 
Innovation Office of the U.S. Defense 
Advanced Research Projects Agency 
(DARPA), “This can affect the political 
process, law enforcement, commerce 
and more. There are broad impacts if 
people can easily manipulate images 
and video … and significantly reduce 
society’s trust in visual media.”

Yet it is not only fake news that is the 
problem. Trust in real news and videos 
is diminished as well when there is a 

high degree of uncertainty about what 
constitutes reality.

Concerns are especially high as 
the 2020 U.S. presidential election ap-
proaches. The rapid spread of false 
news on social media—such as a May 
2019 doctored video of Nancy Pelosi 
that made the House Speaker appear 
intoxicated and slurring her words—
have demonstrated the power of fake 
images and social media. The Pelosi 
video, which was viewed more than 2.5 
million times on Facebook and shared 
many times by prominent political lead-
ers, was actually dubbed a “cheapfake” 
video because the sound was simply 
slowed to about three-quarters speed.

Image Is Everything
Deepfakes potentially represent the 
next frontier in propaganda wars. 
They could depict fake murders or 
frame a person for a crime he or she 
did not commit, they could provide 
falsified evidence of a weapons system 
that does not exist, and they could be 
used to stage news events that never 
happened, such as immigrants rioting 
in order to sow discord. They could 
also be used to falsify evidence in a 
automobile crash and other events. 
“Right now, deepfakes tend to be 
around people, but many other possi-
bilities are plausible,” Turek says.

Driving deepfake videos is a growing 
array of easily downloaded programs 
with names like AI Deepfake and Deep-
Nude, that allow users to plug in images 
and synthesize fake content. This in-
cludes face-swapping, lip-syncing, and 
a technique called puppet-master that 
allows a person to manipulate a video 
with their own movements and expres-

sions. The computer maps the targeted 
area, say the face, and transposes that 
face onto another person’s head. A 
generative adversarial network (GAN) 
compares the two sets of images or 
video—the system synthesizing content 
attempts to fool a second system that’s 
inspecting it. The second machine 
learning system indicates when it meets 
a threshold of appearing real. It’s then a 
matter of syncing audio and video. “You 
provide the images and the machine 
does the heavy lifting,” Farid says.

Over the last few years, computer 
scientists have fed more and more im-
ages into these GANs, so they are able 
to produce increasingly ultrarealistic 
fake images. Powerful image manipu-
lation techniques that were once solely 
the province of movie studios produc-
ing scenes in films like Forrest Gump 
and The Matrix are filtering onto the 
desktop and into apps. Farid points out 
these applications don’t require enor-
mous computing resources to accom-
plish the task. In fact, it often is possi-
ble to focus on a specific portion of the 
body. For example, when Peel created 
the Obama deepfake video, he only 
had to manipulate the area around the 
mouth, and use his voice to imperson-
ate the president’s.

For now, there’s been plenty of 
alarm and, except for some document-
ed cases of revenge porn, more hype 
than reality. However, as Lyu points 
out, “Awareness is a form of inocula-
tion. The goal is not to stifle innova-
tion—there are a number of positive 
and innocuous uses for the technol-
ogy—it’s to create an environment 
where it is not misused and abused.”

Spotting Fakes
It often takes a trained eye to spot ir-
regularities in deepfake videos—and 
human detection is not totally ef-
fective, even among experts. That is 
leading researchers down a path that 
focuses on machine detection, foren-
sics, authentication, and regulation. 
Lyu, a pioneer in deepfake detection 
research, says many approaches, in-
cluding those he has developed, focus 
on a basic reality: “A fake video is gen-
erated by an algorithm, while a real 
video is generated by an actual camera. 
As a result, there are clues and artifacts 
that can usually be detected. In many 
cases, there is image warping, lighting 

“There are broad 
impacts if people  
can easily manipulate 
images and video 
... and significantly 
reduce society’s  
trust in visual media.”
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deepfakes. “They cannot wash their 
hands of all responsibility. When they 
know something is fake—and it has 
been clearly proven—they need to put 
monetization aside and do something 
to curb the spread.”

The Legal Picture
Not surprisingly, deepfakes are also 
testing the legal system and prompt-
ing the U.S. Congress, states, and oth-
er entities to take action. For example, 
the ‘‘Malicious Deep Fake Prohibition 
Act of 2018” (S.3805) would introduce 
penalties for those who create, with in-
tent to distribute, fake videos that “fa-
cilitate criminal or tortious conduct.” 
In September 2019, Texas passed a law 
specifically prohibiting deepfake vid-
eos aimed at harming candidates for 
public office or to influence elections. 
A month later, California had passed 
a ban on sharing deepfake videos 
within two months of an election; the 
state also enacted a separate bill that 
makes it easier to sue over deepfake 
porn videos.

“Laws must be updated to protect 
against clear cases of digital harass-
ment, such as revenge porn, but gov-
ernment entities must avoid legislat-
ing for or against specific features 
because the technology is evolving rap-
idly,” says Albert Fox Cahn, executive 
director of the Surveillance Technology 
Oversight Project at the Urban Justice 
Center, a not-for-profit organization 
that promotes privacy and civil rights.

However, not everyone agrees that 
new laws are needed. Electronic Fron-

inconsistencies, smoothness in areas, 
and unusual pixel formations.”

DARPA also is working to elevate 
detection methods through advanced 
forensics algorithms that are part of 
its Media Forensics (MediFor) pro-
gram. It, too, taps machine learning—
much of its research involves the use 
of GANs. A convolutional neural net-
work (CNN) trains a recurrent neural 
network (RNN) to spot abnormalities 
and anomalies. In practical terms, a 
computer might examine pixels in a 
photo or video and determine wheth-
er the laws of physics were violated in 
the making of the video. “Is lighting 
consistent, are shadows correct, does 
the weather or lighting match the date 
the video was captured?” Turek asks.

Of course, battling deepfake algo-
rithms with detection algorithms us-
ing CNNs, RNNs, and other methods 
ultimately leads to a perpetual ma-
chine-learning cat-and-mouse game. 

Another area of research revolves 
around the use of digital watermarks, 
which could be embedded in news 
content, business videos, and other 
materials where a high level of trust is 
required. However, a big problem with 
visual watermarks, Lyu says, is that 
they can be manipulated easily, and 
veracity is often based on the goodwill 
of the user. “It’s ultimately a voluntary 
system and those creating fake videos 
aren’t likely to use them,” he says.

Researchers also are exploring 
ways to embed more sophisticated 
certificates or tokens into videos to au-
thenticate them using cryptographi-
cally signed hashes that are stored on 
a blockchain. One startup, San Diego-
based Truepic, is now working with chip 
maker Qualcomm to extract a signature 
from an image so it can be verified later. 
Another firm, U.K.-based Serelay, also 
has created a verification process to 
which a number of insurance compa-
nies have signed on already, in order to 
verify claims. Farid, who is a consultant 
for Truepic, says these validation sys-
tems could prove particularly valuable 
for users of social media sites, where 
there currently is minimal oversight 
and high levels of false news circulating 
because it is highly profitable to these 
organizations.

Farid believes social media sites 
also need to do a better job of inhibit-
ing the spread of false news, including 

Battling deepfake 
algorithms with 
detection algorithms 
using CNNs, RNNs, 
and other methods 
ultimately leads  
to a perpetual 
machine-learning  
cat-and-mouse game.

tier Foundation civil liberties director 
David Greene noted in a February 2018 
online post: “If a deepfake is used for 
criminal purposes, then criminal laws 
will apply. This includes harassment 
and extortion … There is no need to 
make new, specific laws about deep-
fakes in either of these situations.” In 
civil cases, he noted, the tort of False 
Light invasion of privacy is applicable. 
“False light claims commonly address 
photo manipulation, embellishment, 
and distortion, as well as deceptive 
uses of non-manipulated photos for il-
lustrative purposes.”

The one thing everyone can agree 
on is that a framework of fairness is 
essential. While it is impossible to 
stamp out every piece of false news 
and every deepfake video, it’s entirely 
possible to rein in the chaos. 

Concludes Cahn: “It’s really diffi-
cult to have meaningful discussions 
and debates as a society when we can’t 
even agree on the underlying facts. 
When you consider that deepfake vid-
eos have the potential to deceive huge 
numbers of people, you wind up in a 
very dark place … a place that could 
significantly disrupt society and cre-
ate a great deal of instability.” 
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W
E KNOW HOW artificial 
intelligence works in 
our lives: it helps in 
picking movies, choos-
ing dates, and cor-

recting misspellings. But what does it 
mean in policing? Is AI replacing tradi-
tional police tasks? Does the police use 
of AI present novel challenges? Should 
increasing police reliance on AI con-
cern us? The answer to these questions 
is “Yes.” In the past decade the increas-
ing reliance by police on artificial in-
telligence tools raises questions about 
how to strike the right balance between 
public safety and civil liberties.

Think of policing and you are like-
ly to imagine a uniformed patrol of-
ficer scanning the environment for 
suspicious activity. The most power-
ful tools an officer once possessed 
were a gun, experience, and train-
ing. But new technologies are chang-
ing the way the police approach the 
streets. Automated license plate 
readers that identify hundreds of 
plates a minute are commonplace. 
The Chicago Police Department uses 

an algorithm that identifies which 
city residents may be at especially 
high risk as perpetrators or victims 
of gun violence.1 The police in Fres-
no, CA, piloted an alert system that 
tells an officer whether the driver the 
police officer just pulled over to the 
side of the road poses a threat.4 To 
this list we can also add facial recog-
nition, suspect profiling, and finan-
cial anomaly detection.

Law and Technology 
Increasing Automation 
in Policing 
Seeking the delicate balance between civil liberties  
and policing public safety. 

DOI:10.1145/3372912 Elizabeth E. Joh

˲ James Grimmelmann, Column Editor 

Policing has  
always relied upon 
large amounts  
of information.  
But the scale  
and speed  
of its processing  
is different.

These technologies are transforming 
the police. There is the sheer amount 
of data now potentially available to the 
police, including all our online activity, 
digitized analog information, and our 
movements through space and time. 
And artificial intelligence transforms 
this data into actionable predictions 
and identifications. Policing has always 
relied upon large amounts of informa-
tion. But the scale and speed of its pro-
cessing today is different, and therefore 
warrants new scrutiny. 

We might say policing is becoming 
increasingly automated.2 The identi-
fication of suspicious activity—a skill 
we typically associate with police offi-
cers—can increasingly be handed off 
to artificial intelligence. Just as compa-
nies use AI to identify bad credit risks 
and good employment prospects, po-
lice departments are using these tools 
to figure out which people and places 
they think deserve scrutiny. Dozens of 
police departments, for instance, use 
PredPol, which uses a machine learn-
ing algorithm to predict those 500-
by-500 foot sections of the city where 

http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=20&exitLink=http%3A%2F%2Fdx.doi.org%2F10.1145%2F3372912
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ed by the Fourth Amendment. For in-
stance, we have no Fourth Amendment 
protection over our physical character-
istics. We know our hair color, eye col-
or, and other features are there for the 
world to see, so we can hardly expect 
special protection for this information. 
The Supreme Court has said the same 
of our movements on the public roads.

In today’s world that legal idea is more 
complicated. Sure: a police officer’s 
quick glance at your face may not raise 
concerns, but what about a hundred of-
ficers, or a thousand officers doing the 
same? What if those thousand officers 
were replaced by cameras equipped with 
facial recognition? Then your knowingly 
exposed self can be mapped in space 
and time: a map that would provide the 
government with all kinds of sensitive 
information, such as your religious af-
filiation or your political leanings. Yet, 
the conventional view is that no matter 
whether the government has taken one 
or a thousand snapshots of your face, 
you have given up your privacy rights.

Closely related to the idea of vol-
untarily exposed information is what 
is known as the third-party doctrine. 

crime is more likely to happen.a We live 
immersed in a world of scores and pre-
dictions—we should not be surprised 
the police do, too.

But when the police turn to artifi-
cial intelligence, we have far different 
concerns. After all, the police can stop 
and question even the unwilling, and 
perform searches and seizures that can 
begin the criminal process. And in a 
democratic society, we expect account-
ability and oversight over these govern-
ment actors who have so much power 
over our lives. In the 20th century, that 
oversight could have been as simple as a 
bystander reporting potentially abusive 
behavior. Even the resource limitations 
of the police themselves once served as 
a potent check; it is impossible for most 
police departments to conduct around-
the-clock surveillance of the population.

Artificial intelligence removes these 
checks. Technological tools powerful 
enough to gather every bit of available 
data around us and to make inferences 
about us as a result do what no human 

a See https://www.predpol.com/how-predictive-
policing-works/

police department could ever do. Every 
purchase, trip, online post, and more 
can be endlessly identified, sorted, and 
combined cheaply. In this sense, artifi-
cial intelligence vastly expands the po-
tential pool of people and activities the 
police can watch.3 

AI also allows policing to be less vis-
ible. The unrelenting collection of in-
formation is made possible because of 
both the digital trails we leave online 
and the sensors that capture all our 
physical world selves. Neither of these 
things requires the presence of the po-
lice. This poses unique challenges for 
how we regulate policing.

In criminal investigations, police 
must abide by the Fourth Amend-
ment’s prohibition on unreasonable 
searches and seizures. The Supreme 
Court has adapted its interpretation 
of the Fourth Amendment as the world 
has changed, but two core concepts 
have shown themselves to be particu-
larly ill-equipped to address the trans-
formations in policing.

First, since the 1960s, the Supreme 
Court has reiterated that what we know-
ingly expose to the public is not protect-

http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=21&exitLink=https%3A%2F%2Fwww.predpol.com%2Fhow-predictive-policing-works%2F
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=21&exitLink=https%3A%2F%2Fwww.predpol.com%2Fhow-predictive-policing-works%2F
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resented a decreasing reliance on hu-
man skill in favor of automation. As 
the Supreme Court itself observed, no 
one in Carpenter’s position—anyone 
with a cellphone—could escape the “in-
escapable and automatic nature of its 
collection.”i This represents a change 
in the scale and scope of policing tasks 
that augment, not just supplement, 
what the police do.

The government’s case against Car-
penter involved plotting points on a lit-
eral map for a jury, but the reasoning of 
the Court’s opinion points to concerns 
that could easily be applied to the police 
use of artificial intelligence. The Court 
was concerned about tools that had ex-
tended beyond “augmenting the senso-
ry faculties bestowed upon [the police] 
at birth.”j Tools that are “remarkably 
easy, cheap, and efficient compared 
to traditional investigative methods”k 
merited new ways of applying the 
Fourth Amendment’s protections.

To be clear: Carpenter is not a case 
explicitly about artificial intelligence. 
And the Supreme Court was adamant 
about trying to limit its decision to the 
collection of cell site location informa-
tion. But that self-conscious restraint 
is not likely to last. In describing those 
changes in policing that called for a 
new Fourth Amendment approach, 
the Court happened to describe some 
of the key features of artificial intel-
ligence tools being adopted by police 
departments: they are cheap, power-
ful, ubiquitous, automated, and inva-
sive of privacy in ways that are novel 
and alarming. Whether the courts will 
embrace this potential approach to ar-
tificial intelligence tools in policing re-
mains to be seen. 

i 138 S. Ct. at 2223 (emphasis added).
j United States v. Knotts, 103 S. Ct. 1081, 1086 (1983).
k 138 S. Ct. at 2219.
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The Supreme Court has long recog-
nized that you lose Fourth Amend-
ment protection in information you 
provide to third parties, such as banks 
and phone companies. In a 1979 deci-
sion, the Court held that the Fourth 
Amendment did not apply when the 
government intercepted the numbers 
dialed out by a suspect by installing a 
pen register at the phone company. 
Once handed over to a third party, that 
information lost the protection that 
would normally have required the po-
lice to a obtain a warrant beforehand.

The phone numbers dialed out by 
landlines in the 1970s are a far cry, 
though, from our relationship to data 
today. It is impossible to live a normal 
life now without providing all kinds of 
information to third parties. Indeed, 
both our heavy reliance on the Internet 
and the Internet of Things means we 
are constantly streaming information to 
third parties. 

Despite the dramatic changes in the 
technologies used by everyone, includ-
ing the police, these legal concepts 
about knowing exposure and third 
parties remain robust parts of Fourth 
Amendment law. What then, can we ex-
pect from the courts as the police rely 
even more on artificial intelligence?

It turns out the U.S. Supreme Court 
has already hinted at how it might 
one day approach the question. These 
hints come from an unlikely source: 
the Court’s 2018 decision in Carpenter 
v. United States.b Carpenter is not a case 
about artificial intelligence. It involves 
the investigation of a string of cell-
phone store robberies in the Midwest. 
Looking for evidence connecting Timo-
thy Carpenter to the crimes, FBI agents 
asked his wireless services providers for 
his phone’s cell-site location informa-
tion during the times of the robberies. 
The FBI eventually received more than 
12,000 location points that showed Car-
penter’s phone—and by implication 
Carpenter himself—near the robberies 
during the times they occurred. 

The Supreme Court ultimately de-
cided in Carpenter’s favor and ruled 
the collection of this location informa-
tion amounted to a “search” under the 
Fourth Amendment. That conclusion 
meant the government should have ob-
tained a warrant before collecting the 

b 138 S. Ct. 2206 (2018).

data. What was remarkable about the 
decision was the Court’s expansion of 
Fourth Amendment protection to in-
formation that was held by Carpenter’s 
wireless carrier, not Carpenter himself. 
Instead, the Court focuses in Carpenter 
on the nature of information sought: 
“the qualitatively different category of 
cell-site records.”c

This much has been commented 
upon widely. But the Court also said 
more in Carpenter that has implica-
tions for artificial intelligence: it also 
focused on three distinctive character-
istics of the policing involved.d First, 
what concerned the Carpenter major-
ity was a policing technology that was 
both superhuman and cheap. Unlike 
the “nosy neighbor who keeps an eye 
on comings and goings,” the technol-
ogy used by the police was “ever alert, 
and [its] memory is nearly infallible.”e 
Few practical limitations exist when 
police can rely on “tireless and absolute 
surveillance methods.”f

Second, the Court noted that with the 
vast amount of data collected all of the 
time, “police need not even know in ad-
vance whether they want to follow a par-
ticular individual or when.”g In Carpen-
ter’s investigation, the government was 
able to “access each carrier’s deep re-
pository of historical location informa-
tion” “[w]ith just the click of a button.”h 
This passive form of surveillance vastly 
expands the power of the police.

Finally, the way the government col-
lected information in Carpenter rep-

c 138 S. Ct. at 2216.
d These observations are adapted from E.E. Joh, 

“Artificial Intelligence and Policing: Hints in 
the Carpenter Decision,” Ohio State J. Crim L. 
16, 281 (2019).

e 138 S. Ct. at 2219.
f 138 S. Ct. at 2218.
g 138 S. Ct. at 2218.
h 138 S. Ct. at 2218.

Artificial intelligence 
vastly expands the 
potential pool of 
people and activities 
the police can watch.
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Apple, Amazon, Alphabet-Google, Face-
book, Alibaba, and Tencent—are all 
“hybrids” that combine transaction and 
innovation platforms. Several colleagues 
and I recently measured their perfor-
mance, comparing the largest 43 pub-
licly listed platform companies to 100 of 
the largest firms in the same businesses 
over a 20-year period. They all had com-
parable annual revenues in 2015 (the 
year we compiled our list) of between 
$4.3 billion and $4.8 billion. But plat-
forms achieved these sales with half the 

U
BER AND LYFT,  as well as 
Airbnb, WeWork (We Co.), 
and other sharing-economy 
startups, offer valuable ser-
vices, albeit with different 

levels of financial success (see “The 
Sharing Economy Meets Reality, Com-
munications, January 2018). What most 
of these ventures have in common is 
they function as transaction platforms. 
That is, they bring together two or more 
market sides to exchange information, 
goods, or services, including adver-
tisements. The businesses can grow 
rapidly through the power of network 
effects whereby one market actor (for 
example, sellers) attracts another side 
(for example, buyers) in a self-reinforc-
ing positive feedback loop. The more 
populated one side becomes, the more 
value and participation we see on the 
other side. Transaction platforms con-
trast with innovation platforms, such as 
Microsoft Windows, Apple iOS, Google 
Android, or the Facebook and WeChat 
APIs. These foundational products or 
technologies generate network effects 
by linking users with third-party provid-
ers of applications and services.5

All platforms connect multiple 
market participants and can get big 
fast if they generate strong network ef-
fects and do not have a lot of digital or 
conventional competition. But there 

are significant differences in business 
models. Microsoft and Apple mostly 
sell products. Google gives away soft-
ware and digital services but then sells 
advertisements. Airbnb matches peo-
ple with rooms for rent to possible 
renters and charges a fee when a 
match occurs. WeWork is really a “one-
sided company platform” in that it 
leases office space and then resells it 
on short-term arrangements.

The most valuable publicly listed 
firms in the world today—Microsoft, 

Technology Strategy  
and Management 
‘Platformizing’ a Bad 
Business Does Not  
Make It a Good Business
Transaction platforms link third-party applications and services providers with users. 
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lion drivers, this meant Uber had to find 
375,000 new drivers every month and re-
place all its drivers every eight months. 
Driver costs before commissions on rides 
were almost $250 million per month or 
nearly $3 billion per year.2 In short, Uber 
has been massively subsidizing both 
sides of its platform—large payments to 
drivers as well as low fares to riders. This 
is a great way to lose a lot of money.

Lyft loses less money ($911 million 
in 2018 on sales of $2.2 billion, and 
$1.14 billion on sales of $776 million in 
the first quarter of 2019, including IPO-
related stock-compensation charges) 
mainly because it is smaller.4 WeWork 
lost $1.9 billion in 2018 on $1.8 billion 
in revenues and postponed its IPO af-
ter losses of $690 million on revenues 
of $1.5 billion in the first six months of 
2019.6 By contrast, Airbnb, which plans 
to go public in 2020, consistently re-
ports profits or at least a positive cash 
flow.9 Why? Because Airbnb can charge 
both sides of its platform. It does not pay 
people to list rooms or to rent real estate 
on its supply side, and it allows renters 
to charge market prices. Uber pays driv-
ers even when they do not have riders. 
WeWork pays for real estate even when 
it does not have renters (and, like Uber, 
it generally has charged well below the 
market price in order to grow quickly).

Why would investors put their money 
into businesses that consistently lose 
money? In the case of Uber, investors 
must be hoping for a “winner take all 
or most” outcome. Once competitors 
have disappeared, then Uber can raise 
prices to riders and reduce payments 
to drivers. But Uber already has 70% of 
the U.S. ride-sharing market and it still 
does not have enough market power or 
operating efficiencies to turn a profit. 
At least in part this is because of high 
driver turnover and the fact that, in 
most cities, there are still too many 
transportation options (including 
people using their own vehicles). Uber 
makes a profit mainly in a few cities 
where taxis and other transport options 
are limited and expensive.

Uber has also attracted investors with 
the promise it will become the “Amazon 
of transportation” and move into nearly 
every transportation segment.1 But ex-
pansion into more “bad” businesses 
simply means the bigger the platform 
gets, the more money it will lose. Ama-
zon took many years to make a profit and 

number of employees, generated nearly 
twice the operating profits, had market 
values more than twice as high, and were 
growing about twice as fast (see the ac-
companying table).

Not surprisingly, investors and en-
trepreneurs keep looking for the next 
blockbuster platform. In fact, we esti-
mate 60% to 70% of the billion-dollar pri-
vate “unicorn” companies are platform 
ventures.5 But “platformizing” (creating 
a platform) in a “bad” business (an in-
dustry with low profit margins due to 
high costs, low entry barriers, or other 
structural factors) does not make it a 
good business. Profits depend on sup-
ply and demand, which impact prices, 
as well as economies of scale and scope 
or other efficiencies, which impact 
costs. Moreover, a business that deliv-
ers a physical good or service is unlikely 
to generate the same high profits as a 
platform that sells digital goods such 
as software, content, or advertisements, 
which have close to zero marginal costs.

Let’s look more carefully at Uber, the 
most valuable sharing-economy plat-
form. It went public in May 2019 and has 
since seen its stock price drop sharply, 
even though Uber remains a compelling 
and convenient service. Uber users can 
summon a ride, usually within minutes, 
track the driver’s progress, and then pay, 
all via a smartphone app. Uber and oth-
er ride-sharing companies also usually 
charge less than taxis to attract riders. 
Each additional driver adds value be-
cause transportation options for riders 
increase. Uber also owns no cars, so its 
capital costs are minimal. Nevertheless, 
Uber lost $4.5 billion in 2017 and $1.8 

billion in 2018 (with income boosted 
from selling some overseas operations). 
For the first six months of 2019, Uber 
reported sales of $6.2 billion and operat-
ing losses of $6.5 billion, including costs 
related to the IPO.12 Uber has been rais-
ing prices and cutting staff, yet operating 
losses in the billions are expected to con-
tinue.3 Why does a company with such a 
valuable service lose so much money?

First, Uber (like Lyft and WeWork) 
is not really a digital business. Only the 
transaction process is digital. Transport-
ing people or goods is a physical service 
with potentially high costs. In this case, 
Uber must pay a lot of money to find 
drivers, and it keeps prices low to attract 
riders. In addition, Uber’s economies of 
scale and scope are primarily local since 
each area needs its own drivers.

Second, a platform rather than a 
traditional product or service compa-
ny should bring together two or more 
market sides, rely on network effects to 
grow, and then charge for a product or 
transaction fee without the expense of 
having the same number of employees 
or large capital investments as a con-
ventional business. Uber’s platform 
works best if the driver side is heavily 
populated so that customers can always 
get a ride quickly when they need one. 
However, Uber drivers frequently quit 
because of long hours and low compen-
sation, with no employee benefits since 
they are independent contractors.

According to data released prior to its 
IPO, Uber drivers were quitting at a rate 
of 12.5% per month and the company 
had to pay approximately $650 to hire 
each new driver. With at least three mil-

Median values for Forbes Global 2000 industry control sample and platforms, 1995–2015.

Variable
Industry  

Control Sample 
Innovation and  

Transaction Platforms

Number of Firms 100 43

Sales (Million$) $4,845 $4,335

Employees 19,000 9,872*

Operating Profit % 12% 21%*

Market Value (Million$) $8,243 $21,726*

Mkt Value-Sales Multiple 1.94 5.35*

Sales Growth vs. Prior Year 9% 18%*

Observations 1,018 374

Source: Michael A. Cusumano, Annabelle Gawer, and David B. Yoffie,  
The Business of Platforms (2019), p.23.
Notes:  
* Differences significant at p < 0.001 for Industry Sample vs. Platforms using  
two-sample Wilcoxon rank-sum (Mann-Whitney) test.
Mkt Value-Sales Multiple = ratio of market value compared to prior year sales.
Average of 13 years of data for 18 innovation platforms and five years for 25 transaction platforms.
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funded much of its growth through cash 
flow from its global online store and then 
a marketplace matching buyers and 
sellers, with high fees for fulfillment ser-
vices and advertising. Still, most of Ama-
zon’s profit (nearly 60% in 2019) comes 
from a highly profitable digital service 
and innovation platform: Amazon Web 
Services (see “The Cloud as an Inno-
vation Platform for Software Develop-
ment,” Communications, October 2019). 
Transporting food is slightly more prof-
itable than transporting people.2 But 
Amazon tried and failed to make money 
in food transport and recently closed 
down Amazon Restaurants.11 Deliveroo 
is the market leader in the U.K. and Eu-
rope but it also has failed to earn a profit 
in food transport.10

Another option for Uber is to get rid 
of drivers (its main cost) by investing in 
driverless vehicles. This strategy may 
work someday in some locations. But 
Uber will most likely run out of cash long 
before driverless vehicles become safe 
and commonplace. Moreover, someone 
still has to own the vehicles. Let’s say 
Uber buys two million vehicles to replace 
its three to four million drivers. Even at 
$50,000 per vehicle, that would be a mas-
sive expense of $100 billion. Then there 
are maintenance, recharging, replace-
ment, or leasing costs. The economics 
may still be better than constantly subsi-
dizing drivers and riders. However, there 
will also likely be more competition. 
Every major automaker in the world, as 
well as Lyft and Google Waymo, are in or 
planning to enter the markets for ride-
sharing and driverless vehicles, with the 
goal of “selling miles, not cars.”7

Uber and Lyft should stay with the 
platform strategy rather than own or 
lease their vehicles, but their ongoing 
losses may force them to get smaller 
before they can get bigger again. Ride-
sharing platforms should focus on the 
few cities where taxis and transporta-
tion options are expensive and in short 
supply, and then expand gradually into 
other geographies and transportation 
segments, such as partnerships with 
public transportation authorities to 
bring people from their homes to mass-
transit facilities. Uber already is explor-
ing such partnerships, and it has sold 
several unprofitable overseas subsid-
iaries. It also seems to be making some 
money matching shippers with truckers 
in a new marketplace venture. However, 

there is nothing to stop more compa-
nies and entrepreneurs from enter-
ing the transportation business. Taxi 
companies can also develop their own 
smartphone apps and expand their op-
erations and partnerships (see “How 
Traditional Firms Must Compete in 
the Sharing Economy,” Communica-
tions, January 2015). As for WeWork, it 
must raise prices much more to cover 
its costs, and that will depress demand. 
Landlords are also now hesitant to lease 
properties to WeWork, putting the whole 
business at risk.8 Meanwhile, Airbnb 
is likely to continue its strong business 
model, although there is nothing to stop 
traditional hotel companies from ag-
gressively entering roomsharing—if it is 
a “good” (that is, profitable) business.13 
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mann found Turing’s work interesting 
as a model of computability but not 
as a source of ideas on computer ar-
chitecture, a formalism with which to 
describe the design of a computer, or 
a way of justifying the construction of 
actual computers by pointing to their 
“universal” capabilities.

Von Neumann and Turing
Between 1943 and 1945, a team work-
ing at the University of Pennsylvania’s 
Moore School of Electrical Engineer-
ing designed and built ENIAC, the first 
programmable electronic computer. 
Before it was finished, they partnered 
with John von Neumann to propose and 
begin to design a successor. By April 
1945, von Neumann had prepared a long 
document outlining a new approach in 
which programs were coded, along with 
the data they manipulated, as numbers 
in a large, addressable, and rewritable 
electronic memory. This “First Draft of 
a Report on the EDVAC” was widely dis-
tributed, as were the notes of a lecture 
series held at the Moore School in 1946 
and reports issued by von Neumann’s 
new team working at the Institute for 
Advanced Studies. These inspired the 
designers of the first generation of mod-

C
O M P U T E R  A RC H I T E C T U R E  A N D 

theoretical computer sci-
ence have different roots. 
Architecture grew out of 
projects begun in the 1940s 

to design high-speed electronic com-
puting machines able to complete 
elaborate sequences of operations 
without human intervention. Its sym-
bolic founding text is John von Neu-
mann’s 1945 “First Draft of a Report 
on the EDVAC,”a though early com-
puter builders relied more directly 
on a series of lectures and reports 
disseminated the next year. Theoreti-
cal computer science grew from an 
academic desire to theorize about 
the fundamental characteristics and 
capabilities of automatic comput-
ing. The theoretical foundation of 
computer science was laid during 
the late-1950s and 1960s using in-
tellectual materials scavenged from 
different fields. Alan Turing’s 1936 
paper, “On Computable Numbers, 
With an Application to the Entsche-
idungsproblem” provided the most 
prominent building block. In it, Tur-
ing introduced a definition of com-

a See http://bit.ly/2LbZtcI

putability based on the operations of 
imaginary automata.

Popular imagination only has room 
for one “great man” per invention, 
and Turing’s prominence in computer 
science has created a market for ar-
guments that he must therefore have 
invented the computer itself. The fact 
that Turing and von Neumann knew 
each other has led to considerable spec-
ulation about the possible influence 
of Turing’s paper on von Neumann’s 
architectural approach. Yet no hard 
evidence has yet come to light showing 
that von Neumann had read or appreci-
ated Turing’s paper during the crucial 
period from early 1945 to mid-1946.

In this column, we present newly 
discovered archival evidence: the text of 
three lectures on “High Speed Comput-
ing” written by von Neumann in 1945.b 
This demonstrates von Neumann was 
well aware of Turing’s work while he 
worked to define modern computer 
architecture. It also suggests von Neu-

b J. von Neumann, “High Speed Computing,” 
n.d. circa 1945, in the Herman Heine Goldstine 
Papers, American Philosophical Society, Phila-
delphia, PA (hereafter HHG-APS), box 49, folder 
“JvN undated #5”.
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solid evidence that von Neumann ever 
credited Turing with having inspired 
the design of EDVAC. Our own posi-
tion was summed up in the title of an 
earlier Communications Historical Re-
flections column, “Actually, Turing Did 
Not Invent the Computer.”8 The EDVAC 
design centered on what is often called 
the “von Neumann architecture” in 
which instructions were retrieved from 
memory, decoded, and executed using a 
single connection to main memory and 
a single arithmetic unit.9,15 We cannot 
point to any important features of this 
architecture that von Neumann might 
have derived only from Turing’s paper.

Neither did the world need to read 
Turing to appreciate the potential of 
automatic computers. Before writing 
the First Draft von Neumann had vis-
ited groups at Harvard, Bell Labs, and 
the University of Pennsylvania that 

ern electronic computers, including 
those at the universities of Manchester 
and Cambridge, and Turing’s own de-
sign for the ACE at the National Physical 
Laboratory. During the 1950s the term 
“stored-program computer” emerged to 
describe what had previously been called 
“EDVAC-like computers.” This term mu-
tated into an abstract “stored program 
concept” taken to characterize the es-
sence of these machines, making it easy 
to assume that modern computers are 
the embodiment of a single novel idea.9

Some have suggested von Neumann 
took this single novel idea from Turing. 
The plausibility of this hinges on the 
philosophical question of what kind 
of innovation the modern computer 
was. Martin Davis asserted that Turing 
devised the “stored program concept” 
in his 1936 paper, implying that the in-
vention of the computer was more than 
anything else an advance in mathemat-
ical thinking. This is clear in the title of 
his book: Engines of Logic: Mathemati-
cians and the Origin of the Computer.6

Such claims have drawn attention 
to the relationship between Turing and 
von Neumann. Although the First Draft 
was (as its name suggests) not a finished 
publication it did include one citation, to 
a 1943 paper by Warren McCulloch and 
Walter Pitts on a connection between 
mathematical logic and neuron nets.13 
That paper in turn cited Turing’s 1936 
paper and referred explicitly to his ma-
chine-based definition of computabil-
ity, raising the question of whether von 
Neumann had read Turing’s paper prior 
to his work on the First Draft. Andrew 
Hodges looked for direct evidence of this 
when researching his landmark biogra-
phy of Turing.10 Von Neumann was in-
disputably aware of Turing, having writ-
ten a reference in 1937 in support of the 
fellowship that allowed Turing to spend 
a year at Princeton University, in close 
proximity to von Neumann’s own base at 
the Institute for Advanced Study. Hodges 
noted that the reference praised Turing’s 
work in two areas of mathematics, but 
not with the 1936 paper. Hodges was able 
to contact one of von Neumann’s Los Ala-
mos collaborators, Stanislaw Ulam, who 
expressed a suspicion that von Neumann 
had read the paper by 1939 but could 
“not answer for sure.”c

c https://www.turing.org.uk/sources/vonneu-
mann.html

Jack Copeland has made the stronger 
assertion that von Neumann himself “re-
peatedly emphasized that the fundamen-
tal conception was Turing’s.” He had 
merely “placed Turing’s concept into the 
hands of American engineers.” Copeland 
quoted a short passage from a November 
1946 letter von Neumann sent to Norbert 
Weiner, the founder of cybernetics, show-
ing awareness of Turing’s demonstra-
tion of a universal machine. He quoted at 
length passages from lectures delivered in 
1948 and 1949 showing von Neumann’s 
admiration for Turing’s paper.d

We do not share Copeland’s inter-
pretation of these sources and see no 

d Copeland has made similar points in several 
venues, but for accessibility we are working 
here from his online publication “Turing, Fa-
ther of the Modern Computer” with Dianne 
Proudfoot, http://www.rutherfordjournal.org/
article040101.html#chapter06.

Figure 1. Von Neumann introduced Turing machines at the start of his third 1945 lecture on 
“high speed computing machines.”
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lectures by von Neumann on “High 
Speed Computing.” They provide a 
more complete and explicit discussion 
of the connection of Turing’s 1936 pa-
per to the design of actual computers 
than the documents historians have 
previously relied upon. We believe they 
predate any prior documented refer-
ence by von Neumann to Turing’s 1936 
paper. Through not dated, from inter-
nal evidence and comparison with oth-
er documents from the period, we con-
clude the text dates from mid-to-late 
1945; we justify that assertion below.

As shown in Figure 1, Lecture 3 be-
gan with the words “The problem of 
developing a computing machine can 
be considered as a problem in logic,” 
which in this context referred to “logical 
control” or the automatic sequencing of 
operations. Von Neumann’s approach 
to computer architecture was deeply 
shaped by his background in logic. His 
plan for EDVAC was a simpler, cleaner, 
and more practical design than any of 
the earlier attempts to build a general-
purpose automatic computer.

The text shows that von Neumann 
knew Turing’s 1936 paper and fully ap-
preciated the significance of the uni-
versal machine described in it. He first 
described Turing’s machine concept 
and its connection to the question of ef-
fective calculability: “We shall consider 
two systems of logic which could be used 
in building a computing machine. The 
first, developed by Turing, is essentially 
a logic machine. Turing considered set-
ting up a mathematical apparatus for the 
decidability of mathematical problems. 
More specifically he was interested in de-
termining when an arithmetic function 
can be constructed. Instead of treating 
problems in the usual fashion of starting 
with a set of assumptions and then prov-
ing theorems, Turing set up a hypotheti-
cal machine to construct the function.

“The Turing machine consists of 
two parts; one is permanent, and the 
other—the recording medium—can 
be changed … It is composed of a long 
paper band with symbols recorded and 
an apparatus to sense these symbols, 
put on new ones, and erase old ones. 
There are a finite number of states of 
the machine. Let the range of the indi-
cation i of those states be i = 1,2, …, N. 
Let the state of a square of tape be j, 
where j = 1, 2, …, M. At every moment 
the machine inspects the tape and then 

had initiated computer-building proj-
ects in complete ignorance of Turing’s 
work. But such claims underline the 
importance of finding out what, if any-
thing, von Neumann felt in 1945 about 
the relevance of Turing machines to 
computer-building projects.

Before proceeding to answer that 
question, we should acknowledge an-
other controversy. Even those historians 
of early electronic computing who see 
the First Draft as a crucial and original 
document have disagreed about whether 
its key ideas should be credited to von 
Neumann or to the original ENIAC 
team. It is common to read claims that 
von Neumann was merely writing up 
ideas formulated by J. Presper Eckert 
and John Mauchly. Those who give full 
credit to the ENIAC design team often 
focus on the computer as a product of 
innovations in electrical engineering. 
Those, including Arthur Burks, an-

other of the ENIAC team, who felt von 
Neumann made a crucial contribution, 
point to his abstraction from engineer-
ing details to produce the first coher-
ent proposed architecture for EDVAC. 
Surviving evidence is inconclusive, but 
in our book ENIAC in Action we did our 
best to plausibly divide credit for differ-
ent aspects of the EDVAC design.9

“High Speed Computing,”  
by John von Neumann
After the completion of ENIAC in Ac-
tion, one of us (Priestley) returned to 
the archive of Herman Goldstine’s 
papers at the American Philosophical 
Society in Philadelphia. Goldstine had 
been von Neumann’s closest collabo-
rator within the ENIAC group, and 
chose to have the First Draft typed up 
and widely distributed.

Hiding in Goldstine’s papers was 
the typescript of a series of three short 

Figure 2. After discussing Turing, von Neumann moved on to explain the use of abstract 
neurons to represent digital switching circuits. 
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spending more than twice as much 
space on neuron networks as he had 
on Turing machines. This reflects von 
Neumann’s deep involvement in the 
establishment of what would soon be 
called cybernetics. In January 1945, von 
Neumann, Howard Aiken, and Nobert 
Wiener convened a meeting of people 
“interested in communication engi-
neering, the engineering of computing 
machines, the engineering of control 
devices, the mathematics of time series 
in statistics, and the communication 
and control aspects of the nervous sys-
tem.” Wiener himself had been work-
ing during the war with electronics, 
trying to produce an automatic control 
unit for anti-aircraft guns able to pre-
dict the trajectory of enemy pilots.7

Historians remember the January 
1945 event as one of several that laid 
the groundwork for the emergence 
of cybernetics a few years later.12 The 
meeting had a strong focus on com-
putation and applied mathematics: as 
well as McCulloch and Pitts and other 
leading brain researchers, invitees 
included mathematicians and statis-
ticians with links to practical and au-
tomated computing, such as Herman 
Goldstine and Leland Cunningham of 
the Ballistics Research Lab. Immedi-
ately afterward, participants were filled 
with excitement for follow up plans for 
collaborative research, including the 
establishment of a Teleological Soci-
ety. Working groups were formed to 
explore the application of automatic 
computers to statistical problems and 
to differential equations.f But when 
plans for a second teleological meet-
ing faded, work shifted to the well-
known series of “Macy Conferences” 
organized by McCulloch and others 
from 1946 onward. Von Neumann re-
mained involved, but the series settled 
down with a mix of participants featur-
ing fewer applied mathematicians and 
more high-profile participants from 
disciplines such as sociology, psychol-
ogy, psychiatry, and anthropology.10 In 
1948, Weiner published Cybernetics: 
Or Control and Communication in the 
Animal and the Machine which pushed 
the new way of thinking onto the pag-
es of newspapers and magazines. 

f J. von Neumann to Aiken et al, Jan 12, 1945, in 
the John von Neumann Papers, Library of Con-
gress, box 7, folder 14.

does something. That is, from every 
state (of machine and tape) (i,j), they 
move to another (i’, j’) and the tape is 
moved right or left by one unit. If we 
think of this in terms of graphs we have 
an arrow from one point to another 
and a sign.”

This description is easier to follow 
than Turing’s own, and von Neumann’s 
description of state transitions in terms 
of a graph anticipates the later develop-
ment of state transition networks as a 
visual model for finite state automata.

Von Neumann was clear on the limit-
ed usefulness of this model of computa-
tion, which had been designed to prove 
a theoretical point about mathematics, 
as a guide to the capabilities of actual 
automatic computers. “Suppose this 
machine is provided with a tape with a fi-
nite number of symbols, the question is 
whether there is a permanent apparatus 
which will solve the problem by the Tur-
ing method. There is a finite number of 
different steps that the machine can do. 
However, the machine can do steps an 
infinite number of times. Hence, a prob-
lem whose solution can be broken down 
into a finite or infinite number of parts, 
but involving only a finite number of 
different steps, can be done on this ma-
chine. Here the analogy to a high-speed 
computing machine breaks down, for 
one cannot wait for the machine to go 
all eternity for his answer.”

Computer builders, von Neumann 
realized, must be concerned more 
with practical than theoretical limits to 
computability.

Universal Machines
Before moving on to the next topic, 
von Neumann then described Turing’s 
universal machine concept: “A Turing 
machine is defined as ‘adequate’ for a 
particular problem if it can be solved 
by means of a suitable tape and ap-
paratus. A ‘universal’ machine is one 
which can construct any arithmetic 
function that can be done by a particu-
lar Turing machine. Common sense 
might say that a universal machine 
is impossible, but Turing proves that 
it is possible. The idea of a universal 
machine is simple and neat. To build 
this machine one decides on a code to 
describe each particular Turing ma-
chine. Then one puts the definition 
of each Turing machine to a tape. The 
new machine reads the definition of a 

Turing machine and then imitates it.”
He proceeded to make the first 

contribution to what later became 
a popular game of identifying the 
smallest number of states and sym-
bols a Universal Turing Machine 
could operate with.

Later popularizers have focused on 
the universal machine as the heart of 
Turing’s paper, to the extent that many 
people believe that a “Turing Machine” 
is necessarily a universal machine. It 
takes a conscious effort to notice how 
unusual this focus was in 1945. Turing’s 
paper had been little cited, and the at-
tention it did receive, most famously a 
short review by Alonzo Church that in-
troduced the phrase “Turing Machine,” 
treated it as a contribution to work on 
decidability and ignored the universal 
machine part of the paper.4 In that con-
text the universal machine was almost 
a diversion, developed in more detail 
than necessary to prove Turing’s math-
ematical argument. We are not aware 
of any earlier recapitulation of the uni-
versal machine concept by any author.e 
Even Martin Davis, who in 1958 was one 
of the first to note the potential of the 
universal machine as a model for what 
could be calculated by real computers, 
nevertheless advised readers that the 
page he devoted to the topic was “a di-
gression and may be omitted without 
disturbing continuity.”5

Neurons and Cybernetics
Von Neumann then moved to the lec-
ture’s main topic, “The Logic of Pitts,” 

e We are deeply grateful to Andrew Hodges for 
his advice on this point. The spread of Turing’s 
ideas in the 1950s is discussed by Lisebeth De 
Mol in https://plato.stanford.edu/entries/tur-
ing-machine/.

Computer builders, 
von Neumann realized, 
must be concerned 
more with practical 
than theoretical limits 
to computability.

http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=29&exitLink=https%3A%2F%2Fplato.stanford.edu%2Fentries%2Fturing-machine%2F
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=29&exitLink=https%3A%2F%2Fplato.stanford.edu%2Fentries%2Fturing-machine%2F
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over to the neuron notation than to 
anything else, and relatively little to 
electronic storage and its organization 
(a major topic in the First Draft).

Dating the Manuscript
The lecture contains several implicit 
references to ENIAC and EDVAC, evi-
dence that von Neumann was writing 
for a broad audience at a time when 
ENIAC remained secret, that is, before 
its February 1946 press launch. As in 
the First Draft, he preserved a deliber-
ate vagueness, presenting as theoreti-
cal possibilities things the ENIAC team 
had already proven experimentally. 
For example, he stated that a “fast” 
machine able to multiply two ten-digit 
numbers in 0.001 second was not yet a 
reality but was achievable with “exist-
ing objects of computing.” Ten decimal 
digits was the size of ENIAC’s standard 
numbers, placing an upper bound for 
the lecture date at some point before 
the full ENIAC’s first successful use in 
December 1945.

Noting the simplicity and general-
ity of the examples in the lecture as 
opposed to the more complex net-
works presented in the First Draft, we 
originally suspected that the lectures 
contained von Neumann’s first experi-
ments in using the neuron notation. A 
plausible venue for their delivery would 
then have been the January 1945 meet-
ing of the nascent Teleological Society 
on the first day of which, according to 
Wiener, “von Neumann spoke on com-
puting machines.”g That would make 
the adder circuit in the lecture, which 
differs significantly from the First Draft 
version, an early, discarded design.

However, we then re-examined a let-
ter in which Herman Goldstine sent 
von Neumann comments on the text of 
the First Draft, including a sketch of the 
design of “an adder that Pres [Eckert] 
and John M[auchly] are patenting.”h 
Von Neumann’s adding circuit in the 
lectures (see Figure 3), closely resem-
bles this sketch. Goldstine also sug-
gested some changes to the notation, 
such as adding arrowheads to the lines 

g Wiener, letter to Rosenblueth, 1945 Jan 24, 
quoted in S. J. Heims, John von Neumann and 
Norbert Weiner: From Mathematics to the Tech-
nologies of Life and Death. MIT Press, Cam-
bridge, MA, 1980, 185–186.

h Goldstine to von Neumann, 15 May 1945 
(HHG-APS box 21).

The interchangeability of organisms 
and mechanisms remained one of the 
central ideas of cybernetics.

Weiner had introduced von Neu-
mann to the 1943 McCulloch and Pitts 
paper we mentioned earlier in this col-
umn. Work by Claude Shannon had 
already established an equivalence be-
tween digital circuits and expressions 
in propositional logic. McCulloch and 
Pitts went further, asserting that their 
“nets” of abstract neurons, coupled 
with “tapes” and suitable “scanners,” 
had equivalent computational capa-
bilities to Turing machines and other 
computational agents: “If any number 
can be computed by an organism, it is 
computable by these definitions, and 
conversely.” Initial interest in “nervous 
nets” was thus quite different from the 
later shift to neural nets in artificial 
intelligence, which was motivated by 
a desire to avoid symbol processing 
and propositional logic rather than to 
implement them.

To the cyberneticians, digital control 
circuits, brains, and logical propositions 
were different ways of expressing the 
same relationships between inputs and 
outputs. The excitement of this idea runs 
through the First Draft, and is reflected 
in von Neumann’s use of biological lan-
guage (EDVAC’s major components 
were called “organs” and its storage 
“memory”) and deployment of an ab-
stract neuron-inspired notation to rep-
resent computing circuits (see Figure 2).

In the lecture von Neumann used the 
same notation to illustrate the applica-
bility of “the logic of Pitts” to computer 
design. His examples showed simple 
configurations, including a chain of 
neurons for memory (“we would like to 
design a circuit which would learn and 
unlearn”), a binary adder, and a coun-
ter. The lecture stops abruptly, without 
getting to the issue of automatic (“logi-
cal”) control which von Neumann had 
earlier suggested was the major un-
solved challenge. More space is given F
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Figure 3. The neuron notation and design of this adder suggests the lecture was written 
after May 1945. 

Figure 4. Calvin Mooers’ notebook records topics covered during his meeting with von 
Neumann on October 28, 1945: Turing’s 1936 paper, Pitts’ mathematical representation of 
neurons, and von Neumann’s work on instruction set design. 
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jumped into an advanced (for us) logi-
cal discussion about the design of a 
computer using, as I recall the Pitts 
and McCulloch symbolism for neural 
connections.” They were not “intel-
lectually ready” for this, because the 
“language and concepts were not from 
electronics and circuits, which we 
might better have assimilated…”14

Mooers’ diary and notebooks docu-
ment several meetings with von Neu-
mann, the earliest on August 29 when 
Mooers learned about ENIAC and plans 
for EDVAC.j On October 28, Mooers and 
other members of the NOL team trav-
eled to Philadelphia to visit ENIAC, and 
then moved on to a meeting at the IAS 
where “von Neumann reviewed some 
work of Turing and Pitts” before he “lec-
tured on his tentative coding scheme 
for the computer.” Mooers’ notebook 
includes the citation for Turing’s paper, 
with the comment “This is on a math 
computing machine to decide certain 
problems in math”; see Figure 4. On 

j “NOL Notebook 2,” in box 27 of the Calvin R. 
Mooers Papers, Charles Babbage Institute, 
Minneapolis, MN. 

linking the neuron symbols. These ap-
pear in the lecture but not in the First 
Draft, the text of which was not altered 
before is was circulated in June.i These 
facts suggest that the lecture was writ-
ten after von Neumann received Gold-
stine’s letter in mid-May 1945 and used 
simple diagrams for pedagogical rea-
sons only. 

Thus we are confident the notes 
date from the summer or fall of 1945. 
This was a crucial period in von Neu-
mann’s work on computing, during 
which he continued to revise his ED-
VAC code and worked on a complex 
sort routine designed to test out the 
potential of the new approach to au-
tomatic computing.15 By the end of the 
year his attention had shifted to the IAS 
computer project, which settled on a 
revised and highly influential version of 
the EDVAC design. Combined with his 
multiple consultancies and contribu-
tions to IBM’s early efforts in electronic 
computing, this reminds us that von 

i Arrow symbols are used in the First Draft on 
some connections to indicate delays. Goldstine 
proposed an alternative notation for this.

Neumann’s contributions to early elec-
tronic computing go far beyond simply 
writing the First Draft, and were made 
possible by his movement between dif-
ferent groups and communities.1

We then combed through what we 
could reconstruct of von Neumann’s 
calendar to identify a possible venue for 
the lectures. He gave a talk with a simi-
lar title, on “High-speed computing 
devices and mathematical analysis,” at 
the Canadian Mathematical Congress 
in June 1945, but Garrett Birkhoff re-
called that the focus of that talk was on 
numerical methods and simulation in 
fluid dynamics.3

Calvin Mooers
The closest match to the lecture we 
found was in a memoir from math-
ematician Calvin Mooers, who was 
part of a computer building project 
at the Naval Ordnance Lab headed by 
John Atanasoff. Von Neumann was an 
initiator of and consultant to that proj-
ect. Mooers recalled that “very early” in 
the project, which he joined in August 
1945, the team met with von Neumann 
who “cordially received us, and then 
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time he was creating and refining his 
abstract design of EDVAC.

More interestingly, the lecture gives 
us a sense of the contexts in which von 
Neumann did, and did not, find Turn-
ing machines relevant. They appear in 
a tutorial role, introducing an abstract 
model of computation to make a point 
about the equivalence of different pos-
sible computers with respect to the 
computations they could perform “giv-
en all eternity.” That resembles the use 
of the concept by modern computer 
science popularizers, though its cou-
pling with discussion of neurons and 
the creation of machines able to learn 
reminds us that for von Neumann, as 
for other founders of cybernetics, en-
thusiasm for theories of computation 
was bound up with much grander vi-
sions. The example of Mooers sug-
gests that von Neumann successfully 
communicated this cluster of ideas to 
at least one recipient.

While Turing machines do not ap-
pear in von Neumann’s work on com-
puter architecture and logical control, 
they are prominent in his later work 
toward a “general and logical theory of 
automata.”2 His lecture at the 1948 Hix-
on symposium showed, in the words of 
historian William Aspray, that he “had 
in mind the McCulloch-Pitts and Tur-
ing contributions as the foundation 
for his new theory.” Von Neumann 
developed these ideas further over the 
next few years, culminating in a major 
work on cellular automata and a series 
of lectures on the computer and the 
brain, both of which remained unfin-
ished at the time of his death.

Von Neumann freely acknowledged 
the contribution of Turing’s 1936 pa-
per to his work on automata theory but 
made no such connections in his dis-
cussion of computer design. Now that 
we know how clearly and concisely von 
Neumann could explain the universal 
Turing machine in 1945, its absence in 
his other reports, lectures, and letters 
of the 1945–1946 period speaks loud-
ly, like the dog that Sherlock Holmes 
realized had failed to bark during the 
night. Von Neumann deployed it in an 
introductory lecture, but not for other 
purposes. He made no reference to any 
feature of the Turing machine in the 
First Draft or his other 1945–1946 de-
tailed writings on computer architec-
ture and instruction sets. Neither did 

he mention Turing’s demonstration 
of universality (or related work by Post 
and Church) in his other speeches and 
letters lobbying for the construction of 
EDVAC-like computers.m In contrast 
the neuron notation and cybernetic 
language did make it into the First 
Draft, though as a convenient way to 
describe digital logic rather than as a 
source of architectural inspiration. The 
abstraction from constraints of space 
and time that eventually made Turing 
machines so useful for computer sci-
entists looking to lay theoretical foun-
dations for their new field made them 
irrelevant to people trying to design the 
first real electronic computers. 

m For example, a lengthy 27 August 1945 report 
to the Navy Ordnance Department on “Com-
puter Services” (HHG-APS, box 9). See Priestley14 
(2018, 92-3) for a discussion of the term JvN used 
instead, namely “all-purpose,” and its differ-
ence from Turing’s notion of “universal.”
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his return to Washington, Mooers re-
quested a photostat copy of Turing’s pa-
per from the library but, unlike the First 
Draft, he never recorded reading it.k

Mooers’ experience of von Neu-
mann spontaneously launching into 
similar material in October builds our 
confidence in a mid-1945 date for prep-
aration of the lecture text. Von Neu-
mann gave many lectures and assisted 
many computing groups, undoubtedly 
recycling material between then. He 
obviously hadn’t prepared the text 
specifically for this occasion, not least 
because it is coy about the details of 
projects he had already discussed with 
Mooers. The material von Neumann 
followed it with on that occasion, de-
scribing his new approach to logical 
control, would have been the obvious 
content for a “lecture 4” to solve the 
problem posed at the start of lecture 3.

Mooers did not reference Turing in 
his efforts to design a computer and 
instruction set. In March 1946, how-
ever, he did track down the work of Mc-
Culloch and Pitts and used the neuron 
notation and cybernetic terminology 
to sketch out plans for a “thinking ma-
chine.” He discussed it with Pitts that 
summer, noting in his diary that he told 
him “how by use of a magnetic edvac 
type machine a device could be made 
which would trace through a nervous 
net. Showed him how a ‘Turing Ma-
chine’ (which it is) can be elaborated 
to do the job.”l Not long after Mooers’ 
boss, John V. Atanasoff, ordered him to 
work on more useful matters. 

Conclusion
Even before learning of the lecture 
notes on “High Speed Computing” we 
believed that von Neumann was almost 
certainly familiar with Turing’s 1936 
paper prior to beginning work on the 
First Draft. His later remarks showed 
that he fully understood its use as an 
abstract model of computation, and 
there was no reason to believe he sud-
denly developed this understanding 
after 1945. The new evidence confirms 
that von Neumann had read and fully 
understood Turing’s paper around the 

k “NOL Notebook 3,” in box 28 of the Calvin R. 
Mooers Papers, Charles Babbage Institute, 
Minneapolis, MN.

l Lengthy extracts from Mooers’ diary are in box 
28 of his papers at CBI.
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centrally via software as cars become 
increasingly automated.

How should we make this trade-
off between mobility and safety? 
What is the right balance? These are 
hard questions about the values that 
we build into self-driving cars. The 
ongoing debate on the ethics of self-

driving cars typically focuses on two 
approaches to answering such ques-
tions: moral philosophy and social 
science. Although each has its place, 
both approaches fall short.

The first approach turns to moral 
theories. For example, a utilitarian 
theory that seeks to maximize overall 

A
S A  D RIVER,  have you ever 
asked yourself whether to 
make left turns? Unpro-
tected left turns, that is, 
left turns with oncoming 

traffic, are among the most difficult 
and dangerous driving maneuvers. Al-
though the risk of each individual left 
turn is negligible, if you are designing 
the behavior of a large fleet of self-driv-
ing cars, small individual risks add up 
to a significant number of expected in-
juries in the aggregate. Whether a fleet 
of cars should make left turns is a ques-
tion that any developer of self-driving 
cars and any designer of mapping and 
routing applications faces today.

A more general issue is at stake 
here: the decision of whether to 
make left turns involves a trade-off 
between safety and mobility (the 
time it takes to get to a destination). 
You gain safety at the expense of mo-
bility by driving around the block and 
thereby avoiding left turns. But you 
gain mobility at the expense of safe-
ty by designing self-driving cars to 
zip through small gaps in oncoming 
traffic. Other situations that exem-
plify this mobility—safety trade-offs 
include merging onto highway lanes, 
driving through crosswalks with lim-
ited visibility, or avoiding detours by 
routing through school zones. Such 
maneuvers are very common, and we 
will soon be able to regulate them 

DOI:10.1145/3339905 Johannes Himmelreich
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happiness would probably recommend 
left turns, assuming that getting to your 
destination quickly creates more hap-
piness than driving around the block 
to avoid left turns. But answering value 
questions purely by deduction from 
moral theories is a bad idea. First of all, 
it is an open question whether one mor-
al theory is correct.a And even if we had 
one correct or uniquely best supported 
moral theory, we still should not rush to 
implement the answer that this theory 
gives. We value human agency and indi-
vidual autonomy. People should be free 
to do what they believe is right even if 
that involves making certain mistakes.6

The second way of answering ethi-
cal questions turns to psychology and 
the social sciences. We could gather 
data on how people in fact make this 
trade-off between mobility and safety. 
We could observe how people drive to-
day; or we could survey people on how 
they think self-driving cars should op-
erate; or we could look to how much 
people value mobility and safety in oth-
er forms of transportation such as air 
travel, and use this value elicitation to 
inform the balance between safety and 
mobility for self-driving cars.

But, although understanding all rel-
evant empirical data is crucial, relying 
exclusively on empirical facts is also a 
bad idea. People often reveal discrimi-
natory or unfair preferences. For ex-
ample, how likely a driver is to yield at 
a crosswalk may differ with a pedestri-
ans’ age, race and gender.2,3,5 Although 
such data is illuminating and infor-
mative, we should be hesitant to build 
such preferences into our design.

Even if people had fair and unbi-
ased preferences, insights from social 
science would still not be sufficient. 
First, although social science is useful 
for surfacing and quantifying disagree-
ments, it provides only limited guid-
ance on resolving disagreements. How 
we should deal with disagreements is 
itself a moral question about which 
people will disagree. Second, people 
are to some extent self-interested, 
which creates a compliance or incen-
tive problem. For example, if you are 
driving in a self-driving car you might 

a This is not to say that any moral theory is as 
good as the next one. You can believe that 
some theories rest on better arguments 
than others.

want the car to protect your own safety 
at the expense of the safety of others.1 
Sometimes you should be allowed to 
prioritize your own interests to some 
extent and not put what you believe is 
morally right for others before what 
you believe is best for yourself. The 
balance between mobility and safety 
needs to be struck in a way that is com-
patible with individuals’ fair pursuit of 
self-interest. This raises the questions: 
To what extent should we control, 
compel or force people to do what they 
themselves believe to be morally cor-
rect? Is the majority endorsement of 
a policy enough to force everyone into 
compliance? We should not answer 
these questions by majority opinion.

In sum, the two approaches of an-
swering questions about the ethics of 
self-driving cars are both lacking. We 
should neither deduce answers from 
individual moral theories nor should 
we expect social science to give us 
complete answers. What further ways 
of addressing ethical questions can 
we draw upon?

I argue that we should turn to 
political philosophy in addition to 
moral philosophy. The issues we face 
are collective decisions that we make 
together rather than individual de-
cisions we make in light of what we 
each have reason to value.9 A basic 
mistake in the ethics of self-driving 
cars is asking only what an individual 
should do. This is the domain of mor-
al philosophy. Whether you should 
eat meat or maintain a vegetarian diet 
is an example of a moral question. 
But in addition to such questions, we 
also need to ask what makes for good 
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ground between the fundamentally 
different values that people hold and 
consider processes of incorporating 
and resolving value conflicts.7

To respect individual agency, we 
should hesitate to replace human 
judgment and decision making. And 
if we make decisions that affect oth-
ers, we should keep their interests in 
mind and try to decide for them as they 
would for themselves.

To respect legitimacy, corporations 
should democratize decisions that af-
fect basic goods such as individuals’ 
liberty, safety, or opportunity. Options 
to democratize corporate decisions can 
involve government regulation, stake-
holder participation, or deliberative in-
put from the public, among others.

How such political concerns bottom 
out in policies in detail is a question 
rife for interdisciplinary cooperation. 
We should no longer overlook political 
philosophy when deliberating about 
the social challenges that arise from 
new technologies but make pluralism, 
agency, and legitimacy central pillars 
of the discussions. 
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policies and institutions. Policies and 
institutions result from collective de-
cisions and form the domain of politi-
cal philosophy.

Political philosophy adds three basic 
concerns to our conceptual toolkit. First, 
political philosophy starts with the idea 
of reasonable pluralism, or the recogni-
tion that people often disagree for good 
reasons.8 Almost all issues are complex, 
and a large amount of considerations 
and evidence can be brought to bear on 
the issues. At the same time, every one 
of us has different life experiences that 
inform our values. We might disagree 
for good reasons—perhaps we should 
cherish such a pluralism of values.

Second, political philosophy needs 
to balance values with a respect for hu-
man agency and individual autonomy. 
Even if everyone agreed that eating 
meat is morally bad, we would still 
need to ask how eating meat should be 
regulated. Within reasonable limits, 
individuals should be free to decide 
for themselves. We should not confuse 
questions on the individual level—
What is wrong with eating meat? How 
should your self-driving car drive?—
with questions on the collective level: 
How should we regulate meat con-
sumption? How should we regulate 
self-driving cars?

Third, political philosophy worries 
about legitimate authority and why 
we are obliged to abide by decisions 
of our political institutions. What is 
regulated, how it is decided and by 
whom makes a difference. For exam-
ple, even if we all agreed that eating 
meat is wrong, we might still hold that 
a private company lacks the authority 
to regulate meat consumption. Maybe 
certain issues need to be left unregu-
lated. Maybe certain things should be 
done only by the government. These 
are all issues of legitimate authority.

These three concerns—reasonable 
pluralism, individual agency, and le-
gitimate authority—are central themes 
in political philosophy. They have so 
far been largely overlooked in the de-
bate on the ethics of self-driving cars. 
To illustrate this idea, think of the 
cases that have captivated the public 
discussion on the ethics of self-driving 
cars.4 These so-called trolley cases ask 
you to imagine that a self-driving car 
needs to choose who has to die. If a car 
has a choice between running over five 

pedestrians or only one, when all pe-
destrians are identical in all relevant 
respects, what should the car do?

A major problem with such trolley 
cases and other such dilemmas is that 
they look at these choices as if they 
were exclusively a moral problem even 
though they raise a distinctively politi-
cal problem. Trolley cases ask: What 
is the right thing to do? What would 
you do? What should the car do? But 
instead we need to think more broadly 
about value pluralism, individual agen-
cy, and political legitimacy when devel-
oping self-driving cars.

Self-driving cars—whether it is 
about trolley cases or left turns—raise 
the question of how we get along as a 
community or people. We now have a 
chance to regulate traffic systems to 
a degree that was just technically im-
possible before. When we think about 
good regulation, we can import con-
cepts from political philosophy to in-
form our collective decision making. 
For example, letting passengers of 
self-driving cars set at least some of the 
driving parameters themselves would 
be one way of achieving greater respect 
for reasonable pluralism, individual 
autonomy, and legitimacy.

This point generalizes to other is-
sues, such as the ethics of artificial in-
telligence. How do recently heralded 
AI ethics principles respect reasonable 
pluralism, individual agency, and le-
gitimate authority? How do corporate 
ethics principles reflect the diversity of 
values in society?

To respect reasonable pluralism, 
our responses to ethical challenges 
of technology should find common 
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Incredibly, the very next day re-
sponses from the authors sharing 
their recollection and historical per-
spective began to appear in Jeff’s 
email inbox. Jackpot!

Bert Raphael was the first to 
respond,a and began with the state-
ment “A* was a quick, easy, and rather 
arbitrary name for the algorithm we 
came up with.”

Raphael continued, recalling: “As I 
remember, Nils called me into his of-
fice (in about 1968) to show me his pro-
posed algorithm for how ‘Shakey the Ro-
bot’ could plan its route through a room 
containing obstacles. For lack of any-
thing better, he called it Algorithm A. I 
suggested a modification of Algorithm 
A that I had a hunch would be more ef-
ficient. Peter then dropped in, looked at 

a B. Raphael, Email communication, February 
7, 2019.

O
R I G I N A L L Y  P U B L I S H E D  I N 

1968 by Hart, Nilsson, and 
Raphael,2 the well-known 
A* search algorithm is a 
foundational pathfinding 

algorithm in computer science and 
artificial intelligence (AI) for travers-
ing trees and graphs. The method pro-
vides the optimal path from the initial 
state to the target goal state, given the 
use of an admissible heuristic (must 
not overestimate the remaining dis-
tance to the goal). The A* algorithm 
is included in nearly all AI textbooks 
and courses worldwide. Given its 
widespread fame, however, there is 
no reliably documented evidence as 
to the origin of the name “A*”: What 
does it really stand for and what does 
it mean? This Communications View-
point answers the question.

At Ohio State University, we offer 
a specialty course on AI designed for 
non-computer science students1 (due 
to the large interest and demand in AI 
from multiple disciplines). During the 
course offering this year while teach-
ing the A* algorithm, a student raised 
his hand and asked: “What does A* 
stand for?”. Out of all my years teach-
ing AI, I have never been asked that 
question! I realized I did not know the 
answer myself, and therefore would 
need to seek the explanation. After an 
exhaustive search online (including 
reading the original publication2) and 
a thorough inspection of the classic 
AI textbooks on my bookshelf, I could 
not find a definitive answer. During 
the next class, I stated the lack of evi-

dence available and therefore put out 
a challenge to the class to see if any-
one could find a credible source for 
the answer.

Jeff Hachtel, an ambitious Man-
agement Information Systems under-
graduate in my course, took that chal-
lenge to heart and began his search. 
One potential source was found 
stating the A* name is based on the 
(plausible) use of Kleene star syntax3 
(uvsed in regular expressions), how-
ever it was not properly verifiable. 
Jeff then boldly decided to take the 
question straight to the authors of A* 
themselves. He found the email ad-
dresses of Hart, Nilsson, and Raphael 
and sent them a brief inquiry asking 
how the name was selected and if it 
was related to Kleene star syntax.3 Giv-
en the paper was published in 1968, 
it was not expected any response(s) 
would be forthcoming.

Viewpoint 
A* Search:  
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A search for algorithmic answers returns unique results. 
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V our proposals, and suggested that the 
modified algorithm was not only better, 
but (under certain conditions) might be 
unique and optimal. Then, for the next 
week or two, we studied and established 
under what conditions the revised al-
gorithm was provably optimal, and we 
called it A* just to distinguish it from any 
simpler algorithm A. That’s about it!”

Nils Nilsson’s initial response to 
Jeff’s email supported a relationship to 
the Kleene star interpretation.b

Peter Hart then gave a detailed replyc 
to everyone, initially saying this may 
be the first time all three of them have 
participated together on this topic, and 
then stated “we seem to have different 
recollections about some details of no-
menclature and notation.”

“Only a few years earlier, I had com-
pleted a Ph.D. dissertation at Stanford 
in the area of nonparametric statisti-
cal decision theory. So when I started 
working on the mathematical proofs 
with Nils and Bert, I adapted some 
standard nomenclature and notation 
I was familiar with from the field of 
mathematical statistics. This comes 
up in several places: ‘Admissibility’ it-
self is a standard concept in statistics 
and statistical decision theory, you 
can easily find lots of examples and ex-
planations. From an intuitive point of 
view, it usually means that something 
has a ‘good’ property. From a math-
ematical point of view, it limits con-
sideration of things (like say decision 
rules) to a ‘good’ class, about which in-
teresting theorems can be proven.

“The circumflex (^) or ‘hat’ notation 
is commonly used in statistics to denote 
an estimate, as of a random variable. 
So, if for example â might be used to 
denote an estimate of a random vari-
able ‘a’. I introduced the hat notation 
for the f, g and h functions in A* to sug-
gest they were estimates of the true, but 
unknown, underlying values (in particu-
lar of the look-ahead function, h). That 
brings us to the asterisk, the ‘star’ in A*. 

b N. Nilsson, Email communication, February 
7, 2019. Sadly, Nils Nilsson passed away soon 
after we submitted this material for publica-
tion in Communications; see https://stanford.
io/333qB3A. We are grateful we had the op-
portunity to correspond with Nils; our sincere 
thanks to Peter Hart and Bert Raphael for their 
participation and historical perspectives con-
tributing to the development of this Viewpoint.

c P. Hart, Email communication, February 7, 2019.

The star notation is probably a bit over-
used in statistics, with different authors 
employing it in different ways. But it 
can mean a special or optimal value of a 
parameter, such as one that minimizes 
some cost or loss. I introduced the A* 
notation with the thought that our al-
gorithm (A*) was better than any other 
algorithm, better than anyone else’s al-
gorithm A, and we’re gonna prove it! So 
from my PoV, the star has nothing what-
soever to do with Kleene star syntax.”

Lastly, Nilsson clarified his position 
to support the statement made by Hart, 
affirming “that’s my understanding 
too”. (Afterward, a Nilsson reference was 
actually found that similarly supports a 
“special property” interpretation.4)

Decades after the A* algorithm was 
initially published we finally have our 
answer(s). Though there remain slight 
differences in opinion behind the true 
meaning and use of the star (distinc-
tion vs. optimality), it has nonetheless 
been an interesting and illuminating 
historical journey through A*. Perhaps 
it is time to update the textbooks. 
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E NTERPRISE RELIABILITY IS  a discipline that ensures 
applications will deliver the required business 
functionality in a consistent, predictable, and cost-
effective manner without compromising core aspects 
such as availability, performance, and maintainability. 

While achieving a high level of reliability is a common 
goal of most enterprises, reliability engineering 
involving third-party applications can be a complex 
landscape. First-party software affords the luxury 
of building a modular and extensible application 
that integrates seamlessly with an enterprise’s IT 
ecosystem. Third-party software does not always have 
the same flexibility. Incorporating an off-the-shelf 
enterprise application within an existing IT ecosystem, 
without compromising functionality and reliability, is 
a classic engineering and philosophical problem the 
CIO’s office has to deal with all the time.

Despite this complexity, enterprises still pursue and 
select third-party software to power their business 
verticals such as human resources (HR), legal, and 

finance, since it makes economic 
sense to pay for an enterprise appli-
cation rather than building the soft-
ware in-house. Enterprises sometimes 
base their buying decisions only on 
the required business functionality, 
however, and tend to overlook the ap-
plication’s overall reliability. This can 
compromise the availability and sup-
portability of the application and in-
crease the cost of managing it in the 
long run. 

This article describes a core set of 
principles and engineering methodol-
ogies that enterprises can apply to help 
them navigate the complex environ-
ment of enterprise reliability and to de-
liver highly reliable and cost-efficient 
applications and that can help them 
navigate the complex environment of 
enterprise reliability.

Reliability axioms are a set of prin-
ciples that emphasize the values and 
behaviors that help foster and main-
tain the culture of enterprise reliability. 

Culture = Reliability Axioms (Values) 
x Reliability Engineering (Behaviors)

These five core axioms define en-
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terprise reliability and form the basis 
of this article: Focus on the custom-
er; select the right vendor; invest in a 
common application platform; engi-
neer reliability to be cost effective; and 
build an engineering-centric support 
organization (or site reliability engi-
neering, SRE).

Focus on the customer. Customer 
objectives determine the reliability of 
an application. Having a well-defined 
set of customer objectives is founda-
tional, as these translate into tangible 
and measurable goals. These goals, 
also known as service-level objectives 
(SLOs), drive the overall reliability pos-
ture of an application such as avail-
ability, performance, data integrity, 
monitoring, and responding to inci-
dents. SLOs ensure an application is 
engineered to meet the precise needs 
of the customer.

Select the right vendor. The choice 
of vendor impacts the reliability of the 
core application. Choosing an enter-
prise application involves much more 
than just buying software that meets 
the business functionality. It involves 

partnering with a vendor that thinks 
and builds software with similar 
principles and values to the enter-
prise (for example, secure by design, 
scalable software components, open 
APIs for extensibility, and ease of sup-
port and maintenance).

Invest in a common platform. The 
overall reliability of an application is 
the sum total of the reliability of the 
business’s core application and all its 
dependencies. Transforming the base-
line dependencies into a common plat-
form can help standardize and bring 
consistency in how an application is 
managed. Using a common platform 
can drastically decrease technical si-
los and increase overall reliability and 
efficiency. A common platform could 
mean having a shared deployment 
manager, CI/CD (continuous integra-
tion/continuous delivery) frameworks, 
or shared service management work-
flows for monitoring, logging, back-
ups, and so on.

Engineer reliability to be cost ef-
fective. Over-engineering reliability 
breaks the ROI (return on investment) 

curve. Reliability is a function of how 
mature an application is and, as a re-
sult, its overall availability. Imagine 
you have a service with a 99.9% SLO. 
Adding an extra nine (99.99%) sublin-
early increases the availability of your 
service, as shown in Figure 1.

While improving the reliability 
of your service from 43.2 minutes of 
downtime per month to 4.32 minutes 
can be tempting, it can represent a sig-
nificant engineering feat with a hefty 
price tag. Therefore, when specifying 
the required availability of a service, 
the decision should be based on the 
business requirements: “How avail-
able (how many nines) does my system 
need to be, in order to meet the busi-
ness objectives?”

Build an engineering-centric sup-
port organization. Application reliabil-
ity is preserved by SREs. Designing a 
perfect application doesn’t guarantee a 
high-quality production experience—
at least not without the support of an 
SRE organization. Both the application 
and the IT ecosystem where its runs 
change constantly—with developers 
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Their approach could be purely busi-
ness driven, and they may expect the 
application never to go down. Likewise, 
the vendor may not entirely understand 
how the IT ecosystem is designed and 
cannot operate independently to deliv-
er the system. The SRE team should be-
come a true partner to bring alignment 
between the customer and vendor and 
develop a shared understanding of the 
overall objective, specific requirements, 
and constraints of the domain. 

Given the nature of third-party do-
mains, it may be difficult to find a 
perfect system that meets 100% of the 
business functionality, as there are 
many variables in the equation (for ex-
ample, third-party software, hardware, 
cost, and vendor). Therefore, working 
closely with the customers in devel-
oping a set of detailed requirements 
and distinguishing core vs. optional 
requirements helps with the trade-off 
analysis—for example, if the applica-
tion has constraints, evaluating their 
impact on business objectives or revis-
iting and adjusting customer require-
ments without compromising the 
business objectives, or finding a new 
vendor altogether. 

Taking customers through this jour-
ney from beginning to end helps them 
better understand the space and weigh 
in on all important considerations, ul-
timately allowing them to make effec-
tive business-driven decisions.

SLOs as a means to customer hap-
piness; solve for SLOs. Solving for 
customer happiness based of objec-
tive goals is key; it is better to cater to 
functionality based on the customers’ 
objectives in a measurable way (SLOs). 
Customers have only one fundamental 
criterion: Is the system able to trans-
late business objectives into business 
functionality in a cost-effective and re-
liable manner? 

Having this objective view creates 
a transparent and blameless culture. 
The key point to remember, however, is 
that SLOs are not fixed for life: As busi-
ness needs evolve, the system SLOs 
need to be revisited. Therefore, having 
a strong discipline of revisiting the SLO 
agreements periodically with the cus-
tomer helps tackle these changes and 
adjust the scope and expectations as 
business needs evolve.

Vendor selection. Enterprise-appli-
cation engineering with a vendor is a 

pushing new code, vendors publishing 
new security patches, or infrastructure 
teams updating the software of the un-
derlying platform.

Reliability is not a “build once 
and forget for life” construct; it is a 
continuous process of maintaining 
and upholding its principles and 
methodologies. Enterprises that rec-
ognize the need and invest in develop-
ing SRE skills stand out from the rest 
because they recognize that without 
these skills, enterprise reliability can-
not be sustained.

Designing Enterprise 
Reliability Engineering
Designing for enterprise reliability is a 
multidimensional problem that spans 
multiple entities: customer, vendor, 
platform engineering, cost, and the SRE 

organization. The rest of this article ex-
pands on these axioms and describes 
the behaviors, principles, and meth-
odologies that influence and shape the 
discipline of enterprise reliability.

Customer objectives. “If you don’t 
understand your customer objectives, 
then you do not need to exist as an org.” 
Whether you are a traditional IT orga-
nization or a mature SRE org, this fun-
damental principle holds true.

Translate customer objectives to 
SLOs. In an enterprise setting, a typi-
cal customer is the owner of a business 
vertical such as legal, finance, or HR 
trying to accomplish a specific busi-
ness goal. Having a well-defined set of 
business objectives lays the founda-
tion for developing concrete function-
al requirements, allowing you to ef-
fectively translate those requirements 
into quantifiable and measurable out-
comes, also known as SLOs. 

Defining SLOs early on leads to a bet-
ter design and implementation of the 
overall system. Arriving at a clear set 
of measurable SLOs, however, is an ex-
haustive process with a lot of consider-
ations (for example, what is technically 
feasible vs. infeasible, expensive vs. cost 
effective, reliable vs. fragile). Closely 
involving the customer and vendor 
throughout this process is crucial, as it 
develops a shared understanding of re-
quirements, constraints, and trade-offs, 
and helps reconcile the gap between as-
pirational and achievable SLOs.

Documenting the SLOs, including a 
strong rationale for the established tar-
gets and thresholds (for example, 99.9 
uptime) is key, as this becomes the con-
tract among all the parties (SRE team, 
software vendor, and customer). This 
rigor also creates a culture of transpar-
ency and openness to inform how the 
system should be designed and how the 
service should operate. For a deep dive 
into engineering SLOs effectively, refer 
to the SLO chapter in the SRE book.1

Empathy toward customer and ven-
dor is key. Customers (business own-
ers) may not always have the same level 
of understanding of the problem space. 

Business owner: The owner or 
person leading a business vertical 
such as legal, finance, or HR; 
business owner and customer are 
used interchangeably. 

Customer: The business owner of 
a business vertical such as legal, 
finance, or HR.

Enterprise applications: Software 
owned by an external company, also 
known as third-party software.

SLO: Service-level objective; 
a quantifiable objective that 
measures the effectiveness of 
business functionality. 

SRE: Site reliability engineering; the 
enterprise’s support organization. 
Some enterprises may not have 
a dedicated SRE team; instead, 
they have support teams such as 
DevOps and system or IT admins. 
The principles and methodologies 
outlined here are generic enough 
that they can be applied to any 
support organization.

User: An employee of an organization  
who represents the consumer  
of an enterprise application.

Vendor: A provider of third-party 
software.

Terminology

Figure 1. Reliability as a function of availability.

Availability Percent Nines Downtime / Month

99.9 3 43.2 minutes

99.99 4 4.32 minutes
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long-term investment that goes beyond 
the application itself. Therefore, it’s 
important to select a vendor that aligns 
with the values and principles of the en-
terprise—for example, software design 
discipline (scale and performance), 
data security and privacy management, 
use of open standards, and ease of op-
erations and maintenance.

To ensure a vendor meets its re-
quirements, an enterprise needs a rig-
orous evaluation and validation pro-
cess. Two distinct sets of evaluations 
determine and shape the reliability of 
an application:

 ˲ Functional evaluation: represents 
the business functionality required by 
the customer.

 ˲ Infrastructure evaluation: repre-
sents the application’s IT requirements.

Functional evaluation. Functional 
requirements are derived directly 
from customer objectives and form 
the basis of the evaluation process. 
Each functional requirement has a set 
of key functional characteristics. The 
goal of the evaluation process is to do 
an in-depth analysis of these charac-
teristics and assess the feasibility of 
third-party software.

To understand this, consider the 
following scenario. Assume your en-
terprise is evaluating a third-party IT 
inventory system to manage your cor-
porate IT asset information. One of 
your business objectives is to predict 
the supply and demand for your inven-
tory in realtime. This could result in a 
requirement for a centralized global 
inventory database that updates in re-
altime every time a checkout happens. 

Based on this scenario, let’s analyze 
the core characteristics that a function-
al evaluation should delve into.

Functional specification. Does the 
vendor understand the functional re-
quirement and the expected outcome? 
In the scenario just described, the 
functional requirement is to maintain 
a global inventory database for all asset 
information. The expected outcome is 
the ability to track asset information 
and update the global inventory data-
base in realtime.

Dependencies and constraints. Does 
the vendor need to be aware of any core 
dependencies or constraints? For ex-
ample, does the global inventory data-
base depend on any external entities? 
Is a centralized database required for 

reads and writes, or is a distributed 
setup required? What are the pros and 
cons of both approaches?

Functional interfaces. Does the ven-
dor understand all the end-to-end 
functional interfaces involved in this 
requirement? For example, does the 
inventory database have any reporting 
interfaces? How does the admin in-
teract with the database? How do the 
users interact with the database when 
they do a checkout? What is the end-to-
end flow?

Geographic requirements. Does the 
enterprise have a presence across the 
globe? Will users access this inventory 
system from different regions? What 
are the specific performance and laten-
cy requirements for these users?

Scale and load requirements. How 
many users are going to use the invento-
ry system, both globally and per region? 
What are the QPS (queries per second) 
or load requirements for these users? 
Are there any peak or off-peak volume 
requirements or considerations?

Security requirements. Does the 
vendor understand the security pos-
ture of the system? Are there any spe-
cific access restrictions based on user 
type (for example, admin vs. normal 
user)? What is the authentication and 
authorization mechanism? Does the 
application depend on a centralized 
authorization service such as LDAP 
(Lightweight Directory Access Proto-
col) or AD (Active Directory)? Is there a 
single sign-on dependency?

Compliance requirements. Does the 
vendor understand and meet the compli-
ance requirements for this application?

Handling requirements. Does the 
vendor understand the key failure 
modes based on the design of the sys-
tem? How does the vendor’s software 
handle exceptions (for example, re-
quest timeouts, retries during write 
failures, and connection resets)?

Release management. What software 
release management discipline does 
the vendor use? What is the release 
cycle? How are changes tested before 
being released to the customer? What 
is the QA/qualification process? 

Testing and validation. Does the ven-
dor have a holistic testing plan that 
covers the end-to-end workflow, and 
does it include all the edge cases? What 
is the testing plan for measuring load 
and performance?

Defining SLOs 
early on leads to a 
better design and 
implementation of 
the overall system. 
Arriving at a clear 
set of measurable 
SLOs, however, is an 
exhaustive process.
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Networking. The vendor must meet 
the authentication and authorization 
requirements of the network—for ex-
ample, LDAP or AD, or single sign-on 
requirements. 

Infrastrucutre security. The vendor 
should understand and meet the enter-
prise’s security policies related to ac-
cess management, perimeter security, 
and data encryption.

Infrastructure sizing. The enterprise 
should derive a concrete sizing plan in-
cluding the number of environments 
and compute and storage require-
ments based on its functional require-
ments, and evaluate the vendor closely 
to ensure its software can scale and 
meet those sizing needs.

High availability and disaster recovery. 
The SRE team should have a clear un-
derstanding of reliability requirements 
based on SLOs and customer objec-
tives. Deciding on the high-availability 
design such as active-active or active-
passive, disaster-recovery requirements 
and strategy,and data recovery (recov-
ery point objective) and restore (restore 
point objective) are all critical when en-
gaging the vendor. The enterprise must 
ensure the vendor’s application can 
meet its requirements, or that the ven-
dor is willing to collaborate with the SRE 
team to provide the needed reliability.

Data management. The vendor 
should have a clear data management 
discipline and methodologies when 
it comes to data integrity, backup, re-
covery, and retention. Does the vendor 
have a strong data security discipline 
such as encryption of data both in tran-
sit and at rest?

Integrations. Make a list of all the 
dependent systems and necessary in-
tegrations that the IT ecosystem re-
quires—for example, authentication 
services such as LDAP or AD; corporate 
mail service and the necessary integra-
tions; and service management work-
flows such as centralized backups, 
monitoring, and logging.

Operability. Ensure the vendor has a 
strong discipline of software updates/
upgrades, clearly defined maintenance 
windows, and so on. 

These requirements provide an over-
view of the core aspects and characteris-
tics you should evaluate when choosing 
an enterprise application. Note this is 
not an exhaustive list, and requirements 
may vary among enterprises. 

Infrastructure evaluation. Infra-
structure requirements create the 
foundation for the whole application. 
Therefore, ensuring the end-to-end re-
liability of this base layer is critical.

Every enterprise is unique and has 
its own set of infrastructure require-
ments and constraints. When evalu-
ating an enterprise application, you 
want to ensure the vendor can comply 
with the requirements of the enter-
prise’s IT ecosystem. For example, 
suppose your enterprise has fully 
adopted virtualization for internal 
efficiencies and other business rea-
sons. In this case, the vendor’s ap-
plication should be compatible with 

and supported on VMware. Other-
wise, the application could become 
a nonstandard model in your IT orga-
nization, driving up costs related to 
infrastructure, licensing, hardware, 
and support. 

Following are a set of key infrastruc-
ture requirements to ensure a vendor’s 
software is compatible with an enter-
prise’s IT ecosystem.

Core infrastructure. The vendor must 
meet an enterprise’s hardware, net-
work, and operating system require-
ments. This includes specific hardware 
models, enterprise databases, software 
and operating systems versions that 
the IT team supports.

Figure 2. Common platform.
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Figure 3. Common platform layout.
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Functional and infrastructure re-
quirements can heavily influence the 
design and delivery of an application. 
Therefore, evaluating the feasibil-
ity of these requirements is a crucial 
step in engineering the reliability of 
an application. 

Common application platform. 
Most enterprises rely on third-party 
software to support the operations 
and needs of their business verticals 
(Figure 2). Running different third-
party applications, however, can lead 
to a large number of disparate systems 
within an enterprise. Not having a 
common baseline across applications 
makes maintaining the reliability and 
efficiency of service more difficult over 
time. This creates a lot of overhead for 
the SRE team and increases the organi-
zation’s operational costs. 

A common platform provides a stan-
dard operating environment in which 
to run all of a system’s applications, 
enhancing the overall reliability and ef-
ficiency of an enterprise. The key prin-
ciple of implementing a common plat-
form is to identify, build, and enforce 
a set of shared modules and standards 
that can be reused across the applica-
tions that support the business verticals. 

On the other side, overengineering a 
common platform can have a negative 
impact. If a platform has many stan-
dards in place or becomes too rigid, 
an enterprise’s delivery and execution 
speed can decrease significantly.

The goal is to develop a strategy that 
allows enterprises to find the right bal-
ance between optimizing for reliabil-
ity and maintaining the development 
speed needed to deliver and support 
business functionality. Finding this 
balance requires a careful analysis of 
the trade-offs and net benefits.

Common platform layout. An ap-
plication platform consists of a set 
of modules that can be grouped into 
three main categories (Figure 3):

 ˲ Infrastructure deployment modules.
 ˲ Application management modules.
 ˲ Common service modules.

Infrastructure deployment modules 
provide intent-based deployment of 
an end-to-end application environ-
ment based on a set of resource re-
quirements such as CPU, memory, 
operating systems, and the number of 
instances. This mechanism is highly 
efficient since the workflows only need 

to be configured once and can be trig-
gered as needed. It also provides a 
standardized, consistent, and predict-
able environment, which improves 
overall reliability. 

Many enterprises are already em-
bracing open-source technologies 
to help them manage the underlying 
infrastructure of their applications. 
Tools such as Terraform provide ab-
stractions to handle the provisioning 
and deployment of end-to-end envi-
ronments agnostic to the underlying 
platform (for example, on premises 
vs. cloud).

Application management modules 
handle critical workflows during the 
life of an application. A few examples 
of these workflows include:

 ˲ Configuration management work-
flows to deploy application configu-
ration.

 ˲ Release management workflows to 
manage software releases and rollbacks.

 ˲ Security management workflows to 
manage secrets and certification de-
ployments.

Software solutions such as Puppet, 
Chef, and Ansible provide frame-
works and solutions for enterprises to 
orchestrate these workflows across 
their applications.

Common service modules manage 
the standardized workflows that can 
be shared across all applications, such 
as logging, monitoring, and reporting. 
This layer can also include custom ser-
vice modules for the specific needs of 
an enterprise, such as a custom web 
front end or a single sign-on service. 

Some examples of common service 
modules include:

 ˲ Monitoring module to collect 
and publish metrics for reporting 
and alerting.

 ˲ Backup module to execute back-
ups, retention, and recovery.

 ˲ Log collection module to securely 
ship logs to a centralized log service.

 ˲ Custom Weblogic/Tomcat as a ser-

vice offering middleware capabilities.
 ˲ Managed DBaaS (database as a 

service) module to manage database 
workflows.

Combining infrastructure deploy-
ment, application management, and 
common service modules creates a plat-
form that enables enterprises to move 
away from managing monolithic appli-
cations and into a new realm of modular, 
extensible, and reusable applications.

Cost engineering. When enterprises 
opt for third-party software, they are 
making a cost- and ROI-based decision 
to use a “reliable” enterprise applica-
tion that delivers the business func-
tionality in a cost-effective manner. De-
termining the right reliability-to-cost 
trade-off that sustains the ROI curve is 
the crux of cost engineering.

Reliability-to-cost trade-off. Figure 4 
illustrates how reliability (the number 
of nines) directly influences the overall 
availability or reduction in downtime. 
The reduction with each additional 
nine is sublinear. While it is extremely 
tempting to add a nine, it is important 
to recognize that engineering an ad-
ditional nine can be expensive, and 
overengineering reliability produces 
diminishing ROI. To understand this, 
let’s look at the following scenario. 

Enterprise ABC is looking for a 
third-party sales application that can 
provide market analysis and insights. 
The sales team predicts they can gen-
erate an average of $600/hour of rev-
enue by leveraging those insights. 
Their revenue target per quarter is ap-
proximately $1.2 million. What is the 
required uptime (availability SLO) for 
this application?

If the application was available 
100% of the time, the maximum rev-
enue would be:

Net revenue = hours in a quarter (3 
months x 30 days x 24 hours = 2,190) * 
earnings per hour ($600)

$1,296,000 (~$1.29M) = 2,160 hours 
in a quarter * $600 per hour

Figure 4. Availability and reliability.

Percent Nines Downtime / Qtr Downtime / Month

 90 1 nine 9 days 3 days

 99 2 nines 21.6 hours 7.2 hours

 99.9 3 nines 2.16 hours 43.2 minutes

 99.99 4 nines 12.96 minutes 4.32 minutes

 99.999 5 nines 1.30 minutes 25.9 seconds
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tion. One of the challenges of enter-
prise applications is there is no agree-
ment or consensus among vendors on 
common standards around software 
technologies, operating systems, 
and workflow orchestration method-
ologies, such as release management 
and patch management. Each vendor 
provides its own flavor.

The role of SRE is to publish com-
mon standards for the portfolio of 
tools and technology they support (the 
base operating system, release man-
agement, and configuration frame-
works) and the minimum operational 
maturity they expect from the vendor 
(for example, automated installs and 
seamless patching workflows). 

Mature enterprises that rely on 
multiple software vendors recognize 
the importance of having a baseline 
ecosystem and strong operational 
maturity. They not only consider busi-
ness functionality, but also account for 
ecosystem maturity when looking for 
third-party applications. 

Change management. Change is 
powerful. You can build a highly reli-
able system, but one small change (a 
bad config push or a software bug) 
can compromise the reliability of the 
entire system. Preserving reliability 
comes from having a change-manage-
ment rigor with a set of checks and 
balances that can detect, prevent, or 
minimize the impact pf problems. 
SRE should be responsible for main-
taining this rigor. Consider the follow-
ing checks and balances.

Measure, monitor, and alert. Mea-
sure, monitor, and introduce thresh-
olds to alert for everything that is on 
the critical path of your SLO. This pro-
vides the ability to proactively detect 
and fix issues.

Streamline change. Require all 
changes to go through validation and 
regression testing. This should be en-

The net revenue (~$1.29 million) 
clearly exceeds the target revenue of 
$1.2 million, but 100% availability is 
infeasible. Figure 5 illustrates how to 
choose the perfect availability SLO that 
meets the ROI.

Here are the key conclusions 
reached in this scenario:

1. A 90% availability SLO generates 
~$1.16 million in revenue, which falls 
short of the target revenue of $1.2 mil-
lion. This SLO is not feasible.

2. A 95% availability SLO generates 
~$1.23 million in revenue, which com-
fortably meets (slightly exceeds) the 
revenue objective of $1.2 million. This 
SLO is feasible.

3. A 99% availability SLO generates 
~$1.28 million in revenue, which far 
exceeds the revenue objective of $1.2 
million, but it comes with additional 
overhead:

 ˲ A 95% SLO guarantees no more than 
36 hours downtime per month and still 
comfortably meets the target revenue.

 ˲ In contrast, a 99% SLO guarantees 
no more than 7.2 hours downtime per 
month, but the cost of engineering and 
support can be higher.

 ˲ As long as the cost to engineer 
a 99% SLO does not exceed $80,000 
($1.28 million to $1.2 million), this is a 
viable option.

4. The net revenue growth for each 
additional nine provides diminishing 
returns (delta revenue)—for example, 
between 99.99% and 99.999%:

 ˲ There is a significant reduction in 
downtime per month from 4.32 min-
utes to 25.92 seconds, but the revenue 
increase is only $116.64.

 ˲ To choose a 99.999% SLO, the 
added engineering cost should be 
<$116.64.

Account for application dependen-
cies. To design a system with a 99.9% 
SLO, the rule of thumb is to have all criti-
cal dependent systems provide an addi-

tional nine (that is, 99.99). This means 
you have to factor in the reliability invest-
ment (additional cost) for your applica-
tion and all of its critical dependencies, 
because a system is only as available as 
the sum of its dependencies.2

Choose a SLO that fits the ROI curve. 
The ideal SLO is one that delivers the 
required functionality with a degree of 
reliability that fits within the ROI curve. 
In the previous scenario, the best SLO 
would be 95%, because it is the least ex-
pensive option that meets the business 
goal ($1.2 million).

Overengineering reliability prod-
cues diminishing ROI. From the previ-
ous scenario, it is evident that increas-
ing the availability of a service does not 
always translate to a significant growth 
in revenue. This is clearly evident from 
the scenario. In fact, with each addi-
tional nine, the benefit of engineering 
the reliability increases sublinearly, 
breaking the ROI curve.

Preserving Enterprise Reliability 
Reliability is not just a systems design 
problem. You can have the world’s 
best-designed system, but without 
proper rigor and discipline, preserv-
ing core aspects of the system such as 
availability, performance, and security 
can become extremely difficult. Reli-
ability is a responsibility that should 
be shared across all teams involved in 
the system, including vendors, devel-
opment, and SRE. The SRE teams are 
ultimately accountable, however, since 
they are responsible for achieving their 
SLOs. During the lifecycle of an appli-
cation there are a few critical junctures 
where maintaining proper rigor can 
translate into preserving the reliability 
of the service.

Design for standardization and 
uniformity. Reliability is preserved 
when you recognize the importance of 
uniformity and invest in standardiza-

Figure 5. Selecting the right availability SLO.

Availability  
SLO percent

Number  
of Nines

Downtime /  
month

Uptime /  
month Net Revenue Target Revenue Delta Revenue

90 1 72 hours 648 hours $1,166,400 <1.2M --

95 1.5 36 hours 684 hours $1,231,200 >1.2M $64,800 

99 2 7.2 hours 712.8 hours $1,283,040 >1.2M $51.840 

99.9 3 43.2 minutes 719.28 hours $1,294,704 >1.2M $11,664 

99.99 4 4.32 minutes 719.928 hours $1,295,987  >1.2M $1,166.4 

99.999 5 25.92 seconds 719.9928 hours $1,295,987 >1.2M $116.64
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forced as a strong requirement across 
all teams that introduce changes.

Dedicated canary environment. Every 
critical production application should 
have a dedicated canary environment 
as a prerequisite. It should be an exact 
replica of the production environment. 
This allows for testing user-facing im-
pact such as load and performance.

Phased rollouts help reveal unfore-
seen issues (those not uncovered by 
tests) that are discovered only in pro-
duction. This provides the agility to roll 
back the changes quickly and minimize 
the impact.

Rollbacks and restore. Another key 
discipline is to ensure every change can 
be rolled back. It is particularly impor-
tant to understand the dependency 
graph of the change and ensure an 
atomic rollback. This is difficult in com-
plex systems, but in such cases having a 
clear restore point is key for most criti-
cal changes.

Error budgets are a simple concept. 
Every service has a target SLO, and if 
it exceeds that SLO, then that positive 
delta of uptime becomes the budget to 
use in pushing any changes or releases. 
This is a powerful concept explained in 
depth in the SRE book.1 Sharing this 
rigor with your application develop-
ment team is a good way to ensure ser-
vice reliability.

Outages and incidents. No matter 
how reliable a system is, you should an-
ticipate and prepare for a disaster. Rath-
er than solving for no outages, which 
is impractical, the focus should be on 
effectively managing the outage (mini-
mizing downtime) and learning from it, 
so the same patterns don’t repeat.

Resiliency testing. The goal here is 
to stress test application resiliency by 
breaking the system, observing the ef-
fects of the breakage, and subsequently 
improving the reliability of the applica-
tion.

Incident preparedness. The SRE team 
should periodically run fire drills to 
practice incident management that in-
volves extensive coordination with part-
ner teams, timely communication to 
stakeholders, and restoring the service 
as soon as possible. Responding to and 
handling an actual incident without this 
preparation can reduce the speed and 
effectiveness of restoring the service. 

Learning from outages. A repeated 
outage is not an outage anymore; it is a 

mistake. For every outage there should 
be a thorough post-mortem that clearly 
identifies the root cause of the outage 
and focuses on what went wrong and 
what can be improved going forward. 
It is critical for enterprises to foster a 
blameless post-mortem culture that 
focuses on improving the reliability of 
the application.

The Future of Enterprise Reliability
Over the past few years, cloud plat-
form providers have increasingly fo-
cused on enterprises, offering a suite 
of secure, reliable, and cost-effective 
products from highly scalable com-
pute, storage, and networking servic-
es to modernized managed offerings 
such as container as a service (Kuber-
netes), serverless, and DBaaS. In ad-
dition, cloud providers are delivering 
advanced services in the realms of AI 
(artificial intelligence), ML (machine 
learning), and big data, opening a 
wide range of possibilities for enter-
prises to rethink and transform their 
business verticals.

This shift represents a tremendous 
opportunity for enterprises to embrace 
and adopt the cloud. Undertaking such 
a large-scale migration, however, intro-
duces a new challenge: How can enter-
prises adapt and rapidly evolve without 
reducing their reliability?

Cloud migration strategy. Enter-
prises typically have complex business 
requirements, so a lift-and-shift strat-
egy to migrate 100% of their workloads 
to a single cloud provider may not be 
feasible. A hybrid cloud environment 
provides the flexibility for workloads to 
operate seamlessly across both public 
and private cloud environments. This 
approach greatly simplifies the cloud 
adoption strategy and provides a con-
trolled environment that ensures a pre-
dictable level of reliability throughout 
the transition to the cloud.

Enterprises that thoughtfully em-
brace the hybrid cloud strategy have 
less risk in terms of overall reliability 
and have a faster path to cloud trans-
formation. Investing in a common 
application platform, coupled with 
the adoption of technologies such as 
Kubernetes (https://kubernetes.io/), 
Istio (https://istio.io/), and serverless 
computing (https://en.wikipedia.org/
wiki/Serverless_computing), provides 
the flexibility to operate workloads, 

agnostic to the cloud provider. Tech-
nologies such as the GCP (Google 
Cloud Platform) Anthos platform 
(https://cloud.google.com/anthos/) 
can also help enterprises expedite 
their transition to the cloud in a reli-
able and efficient manner.

VEC ecosystem. Developing a strong 
relationship among vendors, enter-
prises, and cloud providers is pivotal 
to the future of enterprise reliability. 
Cloud providers need to motivate soft-
ware vendors, through partnership 
programs, to modernize third-party 
software embracing cloud-based tech-
nologies and building certified mul-
ticloud-compliant software offerings. 
This VEC (vendor-enterprise-cloud) 
ecosystem coupled with the technolog-
ical shift will bring a rapid transforma-
tion shaping the enterprise domain. 

Maintaining enterprise reliabil-
ity is a continuous process that is in 
a crucial moment with the advent of 
the cloud. The next decade will be the 
era of large-scale enterprise transfor-
mations leveraging cloud capabili-
ties, and only those enterprises that 
grasp the discipline of reliability en-
gineering will be able to transform 
successfully into the realm of cloud-
based enterprise computing. 
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IN  2 008,  AN author using the pseudonym Satoshi 
Nakamoto wrote a white paper describing Bitcoin, 
a new decentralized cryptocurrency.8 Unlike past 
attempts at forming a cryptocurrency—attempts 
that relied on preestablished trusted entities for the 
system to operate correctly—Bitcoin’s design runs 
on the open Internet, with no one in charge, while 
maintaining tight security. While the building blocks 
of Bitcoin were not novel, the composition of these 
properties into a single system was a meaningful 
contribution,9 and Bitcoin became the first 
cryptocurrency to achieve widespread attention.

In response to Bitcoin’s success, the technology was 
quickly dissected to understand how it works and what 
is new about it. Its most innovative component 

has been labeled blockchain tech-
nology, a decentralized mechanism 
for participants to agree upon data 
and computation.

Technology news commonly leaves 
the cheery impression that blockchain 
technology reduces or even completely 
eliminates the need for trust. The use 
cases of such an innovation stretch the 
imagination. Occasionally, there is a 
contrarian take.12 

The truth is, trust is complicated. 
Blockchain technology does eliminate 
specific, narrow reliances on trust, but 
it also requires new assumptions that 
might be better or worse for specific use 
cases. Thus, there are not many single-
sentence talking points that will be ac-
curate about blockchain technology’s 
efficiency, security, cost, and so on.

It is clear this technology requires 
a more nuanced discussion. Business 
executives, government leaders, inves-
tors, and researchers frequently ask 
the following three questions: What ex-
actly is blockchain technology? What 
capabilities does it provide? What are 
good applications? 

The goal of this article is to answer 
these questions thoroughly, provide a 
holistic overview of blockchain tech-
nology that separates hype from real-
ity, and propose a useful lexicon for 
discussing the specifics of blockchain 
technology in the future.

Methodology. This discussion is 
based on a rigorous textual analysis 
of nonacademic sources (hereafter 
referred to as industry white papers), 
including but not limited to the tech-
nology, financial, and health care sec-
tors—from startups to SMEs (small and 
medium-sized enterprises) to Fortune 
500 corporations. Academics have al-
ready systematized deep technical as-
pects of blockchain technology. Our 
analysis systematizes a distinct set of 
knowledge—the institutional knowl-
edge in industry—which helps com-
plete the picture. What industry might 
lack in technical knowledge, it makes 
up for in understanding market needs, 
the true costs of deployment, the intri-
cacies of existing and legacy systems, 
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 ˲ Commentaries. These generally 
shorter documents discussed specific 
facets of blockchain technology in great-
er depth than seen in other documents. 

Analysis. Four members of our 
group participated in the analysis of 
collected documents. We continued 
gathering and reviewing documents 
until each felt that the last three to five 
documents read revealed no new in-
formation; this is a commonly accept-
ed stopping criterion in grounded the-
ory that ensures all core (not one-off) 
ideas have been identified. A technical 
companion to this article contains the 
complete mythological details: the 
type of coding used at each stage and 
theory generation.11

Results. The analysis revealed a set 
of 75 interconnected concepts that 
define blockchain technology. These 
concepts are grouped into five broad 
categories:

 ˲ Technical properties—the compo-
nents that make up blockchain tech-
nology. Examples include decentral-
ized governance, a consensus protocol, 
and an append-only transaction ledger.

 ˲ Capabilities—the high-level fea-
tures provided by the technical prop-
erties. Examples include automatic 
executions of code (such as, smart con-
tracts), internal auditability, and ac-
cess control.

 ˲ Technical primitives—the building 
blocks used to construct the technical 
properties and capabilities of block-
chain technology. Examples include 
timestamps, hash chains, and peer-to-
peer communication.

 ˲ Use cases—classes of systems 
that the literature identified as ap-
plications of blockchain technology. 
Examples include cryptocurrencies, 
supply-chain mana gement, and iden-
tity management.

 ˲ Normative properties—represen-
tative of what people hope to achieve 
using blockchain technology. Im-
portantly, these properties are not 
provided by the use of blockchain 
technology, as the technical proper-
ties and capabilities are. In general, 
normative properties relate strongly 
to the hype surrounding blockchain 
technology. Examples include public 
participation, trustlessness, and cen-
sorship resistance.

While the concepts defining block-
chain technology are divided into these 

stakeholders and their competing in-
terests, and the regulatory landscape.

While there is valuable information 
to be learned from industry, analyzing 
these sources also brings challenges, 
including imprecise terminology and 
errors in knowledge; inclusion of hype; 
and researcher bias.

The well-established research 
method known as grounded theory3,15 
was used to rigorously analyze the data 
in a way that directly addresses each 
of these three limitations. Grounded 
theory helps researchers identify high-
level themes and processes within 
qualitative data sources generated by 
humans and filled with imprecise ter-
minology and descriptions. Addition-
ally, grounded theory limits the impact 
of researcher bias, ensuring the themes 
and processes are derived from the data 
and not from the researchers’ precon-
ceived notions of what the data says.

Materials. The following methods 
were used to gather materials:

 ˲ Following RSS feeds that track 
news and publications related to block-
chain technology. 

 ˲ Downloading materials published 
by blockchain consortia (for example, 
Hyperledger, the Decentralized Iden-
tity Foundation). 

 ˲ Reviewing documents from ma-
jor accounting firms, banks, and tech 
companies. 

 ˲ Browsing news articles and blog 
posts related to blockchain technology. 

 ˲ Reviewing submissions to the 
ONC (Office of the National Coordi-
nator of Health Information Technol-
ogy) for the Blockchain in Health Care 
Challenge. 

In reviewing these materials, we 
also followed references and included 
those documents if relevant. In total, 
132 documents were collected and 
split into three categories: 

 ˲ High-level overviews. Often pre-
pared by investment firms, these over-
views of blockchain technology provid-
ed an enumeration of efforts at using 
blockchain technology in practice. 

 ˲ System designs. These papers pro-
posed ways blockchain technology could 
be used in a specific system (or, less fre-
quently, reported on a pilot study). 

Figure 1. Technical properties for blockchain technology.
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five categories, individual concepts are 
highly interconnected, both inter- and 
intra-category. This lends credence to 
the notion that blockchain technol-
ogy is a cohesive whole, with each of its 
component concepts serving a purpose 
in the overall technology. This article 
focuses on some interesting and useful 
highlights from the full analysis, while 
interested readers are directed to the 
technical companion article and data 
files for the rest.11

Technical Properties
The first broad category of blockchain 
technology concepts is technical 
properties, subdivided into three key 
groups: shared governance and opera-
tion, verifiable state, and resilience to 
data loss. Figure 1 shows the relation-
ships among them.

Shared governance and operation. 
Blockchain technology addresses the 
scenario in which a collection of enti-
ties (for example, individuals or com-
panies) want to participate in a com-
munal system but do not trust each 
other or any third party to operate the 
system single-handedly. By deciding 
on the system details (governance) and 
then deploying networked devices (re-
ferred to as miners) to run the system, 
each entity can be assured of correct 
operation. If a small number of the 
miners become compromised (within 
bounds that are highly nuanced), the 
uncompromised miners can reject the 
malicious actions taken by the com-
promised miners and preserve the cor-
rect operation of the system. In this re-
gard, blockchain technology provides 
diffused trust, in which the collective 
of miners is trusted. This is often giv-
en the misnomer trustlessness—trust 
still exists but has been diffused.

Shared operation is enabled by con-
sensus protocols, which are used by 
the miners to agree upon which oper-
ations—known as transactions—will 
be executed by the system. A transac-
tion is sometimes what it sounds like, 
a financial transaction that moves 
a unit of value from one account to 
another, but more generally it is a re-
quest that a certain function (which 
itself may be stored in the blockchain 
system) be executed on a set of inputs 
given in the transaction. Shared gov-
ernance exists over what valid trans-
actions look like (for example, the 

transaction is digitally signed by the 
sender) and how the system functions 
(for example, the size and number of 
operations in a transaction are less 
than a certain bound). Shared op-
eration means every miner validates 
transactions, and consensus among 
miners is used to ensure only correct 
outputs of valid transactions are writ-
ten to the blockchain system (invalid 
or incorrectly executed transactions 
can be proposed but will be rejected 
by the miners).

Blockchain systems can be catego-
rized based on who is allowed to act as 
a miner:

 ˲ Open governance (that is, permis-
sionless blockchain systems). Any par-
ty that is willing to participate in the 
consensus protocol is allowed to do 
so, regardless of their identity. To pre-
vent a Sybil attack, in which an attacker 
creates multiple identities in order to 
influence the results of the consensus 
protocol, open governance system rely 

on consensus protocols where miners 
prove ownership and/or expenditure 
of some costly, finite resource. Proof 
of work (demonstrating ownership 
of computing resources) and proof of 
stake (staking digital assets owned on 
the blockchain system) are two com-
mon methods.2,5

 ˲ Consortium governance (that is, 
permissioned blockchain systems). 
Participation in the consensus proto-
col is limited to miners approved on 
a whitelist defined at system initial-
ization. If this set never changes, it is 
known as a static consortium. Alterna-
tively, in an agile consortium miners 
change over time, either based on the 
rules of the system (for example, ran-
dom selection) or through consensus 
by the existing miners. Because each 
miner in a consortium is mapped to a 
known identity, a traditional byzantine 
fault-tolerant protocol (from distribut-
ed systems) can be used. This sidesteps 
the wasteful resource expenditure of 

Figure 2. Capabilities for blockchain technology.
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to track physical off-chain assets (for 
example, for supply-chain manage-
ment), digital off-chain assets (for ex-
ample, copyrighted digital media), or 
digital on-chain assets (cryptocurren-
cies or data files).

Access control and pseudonymity.  
Data stored in a blockchain system 
may have limitations on which users 
can use it as an input to a transaction 
or modify it as part of the transaction. 
For example, a financial asset should 
be a valid input to a transaction only 
if the owner of that asset approves its 
use. One approach to providing this 
functionality is storing access control 
lists (ACLs) in the ledger and having 
the appropriate users prove their iden-
tity to the miners (for example, using 
Kerberos or OAuth 2.0) as part of the 
transaction validation process. 

More commonly, access control in 
a blockchain system is implemented 
cryptographically: data is associated 
with a public key when it is created, and 
the ability to use or modify this data as 
part of a transaction is granted only 
to users who can prove knowledge of 
the corresponding private key (for ex-
ample, by generating a signature that 
validates with the public key attached 
to the data). Ownership of the data can 
be expanded or transferred by associat-
ing it with a new public key.

Key-based (as opposed to ACL-
based) ownership of data has another 
advantage: It allows for pseudonymous 
ownership and use of data. Still, this 
requires careful attention in the sys-
tem design to use appropriate cryp-
tographic techniques (for example, 
zero-knowledge proofs, mix networks, 
or secure multiparty computation) to 
avoid linking real-world individuals to 
their keys and actions. This remains an 
open problem.

Smart contracts. In a general-
purpose blockchain system, a smart 
contract or decentralized application 
(DApp) can be deployed using a trans-
action that stores the code for a set of 
functions and the initial state of the 
contract. These functions can then 
be called in subsequent transactions. 
The functions themselves are executed 
by the miners, and outputs are verified 
through the consensus protocol. Any 
entity can execute any function, but 
the function might be programmed 
to fail if the conditions under which 

Sybil-resistant protocols such as proof 
of work.2,5

For each type of governance, there 
is a need to reward correct participant 
behavior. The first type of incentive is 
intrinsic—such as, miners maintain 
the system faithfully because they de-
rive value from using it. Next, on-chain 
incentives exist when the blockchain 
system provides direct benefits to min-
ers for faithful execution (for example, 
minting currency and giving it to the 
miners). Finally, off-chain incentives 
are those not managed by the block-
chain system—for example, contractu-
al obligations or individual reputation. 
Importantly, off-chain incentives apply 
only to consortium governance, as they 
inherently rely on knowing the identity 
of the miners.

Verifiable state. Entities adopt 
blockchain technology because they 
want their trust to be rooted in the 
system (that the current state of the 
system accurately reflects the transac-
tions that the consensus protocol al-
lowed to execute in the past). To enable 
this trust, miners write all transactions 
to a cryptographically verified append-
only ledger,14 providing full system 
provenance and allowing miners (or 
outside parties) to audit the system’s 
current state and past operations. 

In many systems, including Bitcoin, 
this ledger is colloquially referred to 
as the blockchain (we avoid using this 
term for the ledger to avoid confusion 
with holistic references to blockchain 
technology). In the ledger, all trans-
actions are strictly ordered, and after 
consensus is reached (and as long as 
it is maintained) this ordering never 
changes and transactions are never re-
moved. Thus, all miners who begin at 
the first entry (called the genesis block) 
will process all the transactions in the 
same order and reach the same current 
state for the entire system.

Resilience to data loss. If the ledger 
were stored in a single location, dele-
tion or modification of data could be 
detected by all parties, but there would 
be no guarantee that the data could be 
restored. With blockchain technology, 
the content of the ledger is replicated 
among all miners to address this single 
point of failure. When data does need 
to be restored—for example, if an indi-
vidual miner’s ledger is corrupted or a 
new miner joins—the replicated data 

can be verified to ensure it correctly 
represents the system state.

Some blockchain systems try to lim-
it the amount of data any given miner 
needs to replicate by segmenting the 
data and assigning miners to handle 
governance and operations for only a 
subset of the system. This is known as 
sharding, with individual segments of 
the data called shards. Sharding can 
drastically reduce the amount of data 
that miners need to store, while also 
increasing the performance of the con-
sensus protocol, which often scales 
based on the number of miners. Still, 
sharding adds complexity to auditing 
the system as a whole. Additionally, 
by reducing the number of miners re-
sponsible for any given transaction, 
sharding reduces the number of min-
ers an adversary would need in order to 
deceive an end client about a transac-
tion’s existence.

Capabilities
Capabilities define the high-level func-
tionality that can be achieved by using 
blockchain technology in a system’s 
design. Blockchain technology’s three 
core capabilities were described in the 
preceding section: Shared governance 
and operation; verifiable state, and, 
resilience to data loss. In coding, we 
identified 11 additional capabilities. 
(In Figure 2 these capabilities are col-
or coded: purple represents capabili-
ties; blue, technical properties; and 
green, technical primitives. Arrows 
indicate that the destination depends 
on the source.)

Provenance and auditability. Block-
chain systems provide a complete his-
tory of all transactions that were ap-
proved by the consensus process (that 
is, full-system provenance). This in-
formation can be used by the miners 
to audit the system and ensure it has 
always followed the appropriate rules. 
Additionally, this information can be 
used by nonminers to verify that the 
system is being governed and oper-
ated correctly.

If transactions are used to store in-
formation regarding digital or real-
world resources, then the resources 
must be stapled to on-chain identifi-
ers. The provenance information for 
the blockchain system can also be 
used to provide audit information 
for those resources. This can be used 
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it is called are not what the designer 
intended. The computational power 
of the scripting language that can be 
used to specify a function varies from 
system to system and there are many 
nuances to ensure functions can be ex-
ecuted by each miner deterministical-
ly in a timely fashion. Bitcoin is known 
for its limited scripting language that 
enables little beyond financial trans-
actions, while Ethereum strives for 
highly verbose code capable of general 
computation.

Data discoverability. If users are al-
lowed to read any record stored in a 
blockchain system, then it is possible 
to search for records of interest. This 
capability is nothing more than what 
is provided by having a read-only data 
lake, but it was still discussed frequent-
ly in the reviewed literature. 

Challenges and Limitations
Our analysis reveals several challeng-
es that need to be considered when 
developing systems that use block-
chain technology.

Scalability and performance. Decen-
tralized governance and operation in-
cur three forms of overhead: The need 
to run a consensus protocol before 
state can be updated; the need to store 
the full system provenance; and, the 
need for each miner to store the ledger 
in its entirety. Furthermore, most of to-
day’s open governance blockchain sys-
tems are based on proof of work, which 
brings additional challenges. Users 
must acquire hardware and expend 
electricity to participate in consensus, 
the real-world cost of which can be 
tremendous. For example, it was esti-
mated that as of April 2018 the energy 
consumed by Bitcoin miners alone was 
equivalent to the power usage of al-
most 5.5 million U.S. households.4

On-chain correctness. All execut-
able code is subject to bugs, and smart 
contracts are no exception. The im-
mutability of a blockchain’s ledger ex-
acerbates this challenge by impeding 
rollback of state changes, even those 
that are clearly malicious. Failure to act 
can be costly (for example, the DAO at-
tack13), but so too can reversing trans-
actions. If miners decide to roll back 
the ledger to erase a mistaken transac-
tion, confidence in the blockchain sys-
tem may be lost. The rollback system 
must be designed carefully, or there is 

risk of further exploitation.1 Alterna-
tively, if miners can’t agree on what to 
do about errant transactions, it could 
lead to a fork: the creation of two com-
peting blockchain system.

Off-chain stapling. Many block-
chain systems manage off-chain as-
sets by representing them on-chain 
using digital identifiers, or tokens. A 
major challenge for these applications 
is ensuring consistency between on-
chain state and the off-chain reality it 
represents. When dealing with digital 
assets, consistency can be maintained 
by code; for example, a smart contract 
can track transference of ownership 
for a digital media license. For physi-
cal assets, real-world processes must 
be employed to ensure consistency. 
These processes are an obvious point 
of failure, as they rely on correct execu-
tion by trusted parties (something that 
blockchain systems are often deployed 
to remove). The end users must also be 
trusted, as they may be able to separate 
a token and sell it while keeping the as-
set, causing the token to be attached 
to an invalid asset (for example, fake 
goods in luxury markets).

Similar challenges arise when block-
chain systems must track real-world 
events and information (for example, 
sports scores, Web requests). While 
such information can be provided by 
off-chain oracles, these are trusted en-
tities that are difficult to audit.

Security. Because of their decentral-
ized nature, blockchain systems are 
potentially vulnerable to a number of 
security threats. Coordinated attacks 
by a majority (or, often, even a large 
minority) of the miners can reorder, re-
move, and change transactions on the 
ledger. Additionally, blockchain sys-
tems are vulnerable to traditional net-
work attacks such as denial of service 
or partitioning. Such attacks aim to 
lower the number of participating min-
ers or fracture the network of miners 
to prevent consensus, lower the bar for 
attacks, or create an inconsistent state.

Privacy and anonymity. Data in a 
blockchain ledger is public (at least to 
all miners) in order to enable verifica-
tion, meaning that sensitive data is 
inherently nonprivate. Confidential-
ity can be provided using a reference 
monitor that limits access (for non-
miners) to data stored in a blockchain 
system based on access-control lists 

Trust is 
complicated. 
Blockchain 
technology does 
eliminate specific, 
narrow reliances 
on trust, but it 
also requires new 
assumptions that 
might be better or 
worse for specific 
use cases.
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a future time for a locked-in price, an 
insurance payout for a fire, or action 
on a loan default. The key challenges 
are: Determining trustworthy oracles 
to report relevant off-chain events such 
as fires and exchange rates. (or limiting 
the contracts to on-chain events); and 
choosing between a design that locks 
up so much collateral it can settle all 
possible eventualities, or a leaner de-
sign where the counterparty promises 
to fulfill its obligations but there is the 
counterparty risk that it will not.

Penalties, remedies, and sanctions. 
Legal contracts anticipate potential fu-
ture breaches and specify a set of pen-
alties or remedies. With blockchain 
technology, remedies for likely out-
comes could be programmed (these 
could be later overturned through tra-
ditional litigation). As with insurance 
and futures, oracles and counterparty 
risk are key challenges.

Data storage and sharing use cas-
es. Blockchain technology can be 
used to track material assets that are 
globally distributed and valuable, 
and whose provenance is of interest. 
This includes standalone items such 
as artwork and diamonds, certified 
goods such as food and luxury items, 
dispersed items such as fleets of ve-
hicles, and packages being shipped 
over long distances, which will change 
hands many times in the process. It 
also includes the individual compo-
nents of complex assembled devices, 
where the parts originate from differ-
ent firms. For heavily regulated indus-
tries such as airlines, and for military/
intelligence applications, it is impor-
tant to establish the source of each 
part that has been used, as well as a 
maintenance history (that is, its prov-
enance). Blockchain technology pro-
vides a common environment where 
no single firm has the elevated power 
and control of running the database 
that tracks this information. Key chal-
lenges are the reliable stapling of 
data, confidentiality, and onboarding 
all the necessary firms onto the same 
blockchain system.

Identity and key management. Iden-
tities, along with cryptographic attesta-
tions about properties for those identi-
ties (for example, over 18 years of age, 
has a driver’s license, owns a specific 
cryptographic key), can be maintained 
on a blockchain system. This is a spe-

stored in the ledger, but this intro-
duces a trusted entity (the reference 
monitor). Alternatively, the data can 
be encrypted using advanced crypto-
graphic techniques that allow miners 
to verify the correctness of encrypted 
transactions (for example, zero-knowl-
edge proofs, secure multiparty com-
putation, and functional encryption),7 
though encrypting data limits audit-
ability and the ability to have meaning-
ful shared governance.

Extreme care must be taken when 
trying to build an anonymous block-
chain system. While many existing 
blockchain systems provide a notion of 
pseudonymity in which users are iden-
tified by their cryptographic keys in-
stead of by their real-world names, this 
does not provide true anonymity, as at-
tacks that correlate transactions by the 
same pseudonyms together with other 
data external to the blockchain system 
can effectively deanonymize users.6

Usability. The availability of user-
friendly developer tools varies signifi-
cantly depending on the maturity of 
the blockchain platform. Some proj-
ects such as Ethereum have mature 
tools, while others have very little sup-
port. Many blockchain platforms are 
geared toward expert users and lack 
the experience-focused tools needed 
for easier use by nonexperts. A related 
challenge is that some blockchain sys-
tems require users to store, manage, 
and secure cryptographic keys; this re-
quirement is known to be a significant 
impediment for most users.10

Legality and regulation. Some ben-
efits claimed by blockchain systems 
cannot be attributed to the underlying 
technology, but rather to sidestepping 
the regulation and oversight that slows 
existing systems (for example, inter-
national payments or raising capital 
by selling virtual assets to investors). 
As regulators catch up, compliance 
is given priority. Blockchain technol-
ogy is not directly regulated; firms are 
regulated based on how they use it. The 
most discussed areas of regulation are 
taxation, audited financial statements, 
transaction reporting (know-your-
customer/anti-money laundering/
anti-terrorist financing), securities law, 
banking, and custodianship. An ex-
treme case of regulation is prohibition 
of cryptocurrencies or blockchain as-
sets. At the time of writing, the largest 

country to ban Bitcoin is Pakistan, and 
the largest country to prohibit wide cat-
egories of cryptocurrency use is China.

Use Cases 
Industry and government can apply 
blockchain technology in a number 
of use cases that require shared gov-
ernance, verifiable state, and/or resil-
ience to data loss.

Financial use cases. It is well known 
that blockchain technology can be 
used to build cryptocurrencies; Bitcoin 
is a working example of this. Block-
chain technology enables electronic 
transactions that are resilient even 
when large amounts of money are at 
stake. Bitcoin has notable drawbacks 
that include low scalability, high-ener-
gy consumption, and merely moderate 
privacy protections. A payment system 
using consortium governance can ad-
dress the first two key challenges.

Asset trading. Financial markets al-
low the exchange of assets. They tend 
to involve intermediaries such as ex-
changes, brokers and dealers, deposi-
tories and custodians, and clearing 
and settlement entities. Blockchain-
based assets—which are either intrin-
sically valuable or are claims on off-
chain assets (material or digital)—can 
be transacted directly between par-
ticipants, governed by smart contracts 
that can provide custodianship, and re-
quire less financial market infrastruc-
ture. Two key challenges are: Stapling 
for tokens that represent something 
off-chain (for example, equity in a firm 
or a debt instrument); and government 
oversight and regulatory compliance.

Markets and auctions. A central 
component of asset trading is the mar-
ket itself—the coordination point for 
buyers and sellers to find each other, 
exchange assets, and provide price in-
formation to observers. Auctions are a 
common mechanism for setting a fair 
price; this includes double-sided auc-
tions such as the order books in com-
mon use by financial exchanges. The 
key challenge for a decentralized mar-
ket is that transactions are broadcast 
to the consensus protocol and thus 
nonconfidential, hindering privacy 
and enabling front-running.

Insurance and futures. Transac-
tions can be arranged that are con-
tingent on future times or events. Ex-
amples include a purchase of assets at 
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cial case of asset tracking, where the 
“asset” is a person. The key challenges 
are the same.

Tamper-resistant record storage. 
The append-only ledger of a block-
chain system can be used to store docu-
ments, including the history of chang-
es to these documents. This use case is 
best suited for records that are highly 
valuable (such as certificates and gov-
ernment licenses), have a small data 
size, and are publicly available (as they 
will be replicated by all miners). If large 
and/or confidential documents need to 
be stored, a blockchain system might 
store secure pointers (that is, binding/
hiding commitments) for the docu-
ments, while the documents them-
selves are stored in a different system.

Other use cases. Electronic voting 
is a challenging problem that is of-
ten asserted to benefit from block-
chain technology’s properties. Shared 
governance could be used to ensure 
multiple parties (the government, 
nongovernmental organizations, inter-
national watchdogs) can work together 
to ensure an election is legitimate. 
Auditability is important in providing 
evidence to the electorate that the elec-
tion was fair. Finally, the resilience of 
blockchain technology is important 
in preventing cyberattacks against the 
voting system. Voting on a blockchain 
system, however, has many challenges 
to solve: Blockchain systems offer no 
inherent support for secret ballots; 
electronic votes can be changed by the 
device from which they are submit-
ted (undetectably if a secret ballot is 
achieved); cryptographic keys could be 
sold to vote buyers; and key recovery 
mechanisms would need to be estab-
lished for lost keys.

Gambling and games. Gambling 
is already very popular on Bitcoin and 
Ethereum. Players can audit the con-
tract code to ensure execution is fair, 
and the contract can use cryptocur-
rency to handle the finances (includ-
ing holding the money in escrow to 
prevent losing parties from aborting 
before paying). This use case is best 
suited for gambling games that do not 
require randomness, private state, or 
knowledge of off-chain events.

Application
Ultimately, blockchain technology is 
not a panacea, but it is a useful tool 

when the overhead is justified by the 
system’s needs. A good place to start is 
by posing the following questions:

1. Does the system require shared 
governance? 

2. Does the system require shared 
operation? 

If both answers to these questions 
are no, the overhead of blockchain 
technology is unnecessary. If both 
answers are yes, there is a good fit. If 
only one of the answers is yes—if only 
shared governance or shared operation 
is needed but not both—then two more 
questions should be considered:

3. Is it necessary to audit the sys-
tem’s provenance? 

4. Is it necessary to prevent mali-
cious data deletion? 

If auditability and data replication 
are critical, blockchain technology 
should be considered. This is because 
meaningful shared governance and 
operation require miners to audit the 
operations of others and to be able to 
recover data that a malicious miner 
might try to delete.

Even though blockchain technology 
does not solve all the problems that its 
proponents claim it does, it is nonethe-
less a meaningful technology that will 
continue to be used in industry and is 
deserving of further research and ex-
perimentation. 

  Related articles  
  on queue.acm.org

Bitcoin’s Academic Pedigree
Arvind Narayanan and Jeremy Clark
https://queue.acm.org/detail.cfm?id=3136559

Research for Practice: Cryptocurrencies, 
Blockchains, and Smart Contracts
Arvind Narayanan and Andrew Miller
https://queue.acm.org/detail.cfm?id=3043967

A Hitchhiker’s Guide to  
the Blockchain Universe
Jim Waldo
https://queue.acm.org/detail.cfm?id=3305265

References
1. Avizheh, S., Safavi-Naini, R., Shahandashti, S.F. A new 

look at the refund mechanism in the Bitcoin payment 
protocol. In Proceedings of Financial Cryptography and 
Data Security, 2018; https://arxiv.org/abs/1807.01793.

2. Bano, S., Sonnino, A., Al-Bassam, M., Azouvi, S., 
McCorry, P., Meiklejohn, S., Danezis, G. SoK: Consensus 
in the age of blockchains. In Proceedings of ACM 
Advances in Financial Technology, 2019; https://arxiv.
org/pdf/1711.03936.pdf.

3. Corbin, J., Strauss, A. Grounded theory research: 
Procedures, canons and evaluative criteria. Zeitschrift 
für Soziologie 19, 6 (1990), 418–427.

4. Digiconomist. Bitcoin energy consumption index, 2019; 
https://digiconomist.net/bitcoin-energy-consumption.

5. Garay J., Kiayias, A. SoK: A consensus taxonomy in 
the blockchain era. Cryptology ePrint Archive, Report 

2018/754; https://eprint.iacr.org/2018/754.
6. Goldfeder, S., Kalodner, H.A., Reisman, D., Narayanan, 

A. When the cookie meets the blockchain: Privacy 
risks of web payments via cryptocurrencies. Privacy 
Enhancing Technologies 179–199; https://www.
petsymposium.org/2018/files/papers/issue4/
popets-2018-0038.pdf.

7. Kosba, A.E., Miller, A., Shi, E., Wen, A., Papamanthou, 
C. Hawk: The blockchain model of cryptography and 
privacy-preserving smart contracts. In Proceedings 
of IEEE Symp. Security and Privacy, 2016, 839–858; 
https://ieeexplore.ieee.org/document/7546538.

8. Nakamoto, S. Bitcoin: A peer-to-peer electronic cash 
system, 2008; https://bitcoin.org/bitcoin.pdf.

9. Narayanan, A., and Jeremy Clark, J. Bitcoin’s 
academic pedigree. acmqueue 15, 4 (2017); https://
queue.acm.org/detail.cfm?id=3136559.

10. Ruoti, S. et al. A usability study of four secure email 
tools using paired participants. ACM Trans. Privacy 
and Security 22, 2 (2019), 13:1–13:33; https://dl.acm.
org/citation.cfm?id=3313761&preflayout=tabs.

11. Ruoti, S., Kaiser, B., Yerukhimovich, A., Clark, J., 
Cunningham, R. SoK: Blockchain technology and its 
potential use cases. Technical report, 2019; https://
arxiv.org/abs/1909.12454

12. Schneier, B. There’s no good reason to trust blockchain 
technology. Wired, 2019; https://www.wired.com/
story/theres-no-good-reason-to-trust-blockchain-
technology/.

13. Siegel, D. Understanding the DAO hack. Coindesk, 
2017; https://www.coindesk.com/understanding-dao-
hack-journalists.

14. Tamassia, R. Authenticated data structures. In 
Proceedings of European Symposium on Algorithms, 
2003, 2–5. Springer; https://link.springer.com/
chapter/10.1007/978-3-540-39658-1_2.

15. Wolfswinkel, J.F., Furtmueller, E., Wilderom, C.P.M. 
Using grounded theory as a method for rigorously 
reviewing literature. European J. Information Systems 
22, 1 (2013), 45–55; https://link.springer.com/
article/10.1057/ejis.2011.51.

The majority of this work was completed while  
the authors (other than Jeremy Clark) were working  
at MIT Lincoln Laboratory.

Scott Ruoti is an assistant professor in the electrical 
engineering and computer science department at the 
University of Tennessee in Knoxville. His research 
includes using blockchain technology to build and secure 
noncryptocurrency systems, improving the security 
and accessibility of password managers and two-factor 
authentication, and helping software developers create 
secure software. 

Ben Kaiser is a Ph.D. student in the Center for 
Information Technology Policy at Princeton University, 
Princeton, NJ. He previously worked on applied 
cryptography as a staff researcher at MIT Lincoln 
Laboratory and now focuses on issues surrounding 
disinformation and online speech.

Arkady Yerukhimovich is an assistant professor of 
computer science at George Washington University. 
Previously, he was a research staff member at the 
MIT Lincoln Laboratory. His recent research is focused 
on developing cryptographic protocols for secure 
computation and database search.

Jeremy Clark is an associate professor at the 
Concordia Institute for Information Systems 
Engineering in Montreal, Canada, where he holds the 
NSERC/RCGT/Catallaxy Industrial Research Chair in 
Blockchain Technologies. He collaborates regularly with 
government agencies and municipalities on voting and 
blockchain technologies. 

Robert Cunningham is Associate Director for Cyber 
Assurance in the CERT division of the Software 
Engineering Institute, and an adjunct professor of 
cybersecurity at Carnegie Mellon University. Previously,  
he led a series of computer security groups at MIT Lincoln 
Laboratory. He regularly briefs the U.S. Government on 
technical matters related to computer security.

Copyright held by authors/owners.   
Publication rights licensed to ACM.

http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=http%3A%2F%2Fqueue.acm.org
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D3136559
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D3043967
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D3305265
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Farxiv.org%2Fabs%2F1807.01793
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fdigiconomist.net%2Fbitcoin-energy-consumption
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Feprint.iacr.org%2F2018%2F754
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fwww.petsymposium.org%2F2018%2Ffiles%2Fpapers%2Fissue4%2Fpopets-2018-0038.pdf
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fieeexplore.ieee.org%2Fdocument%2F7546538
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fbitcoin.org%2Fbitcoin.pdf
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D3136559
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fdl.acm.org%2Fcitation.cfm%3Fid%3D3313761%26preflayout%3Dtabs
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fdl.acm.org%2Fcitation.cfm%3Fid%3D3313761%26preflayout%3Dtabs
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Farxiv.org%2Fabs%2F1909.12454
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fwww.wired.com%2Fstory%2Ftheres-no-good-reason-to-trust-blockchain-technology%2F
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fwww.coindesk.com%2Funderstanding-dao-hack-journalists
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Flink.springer.com%2Fchapter%2F10.1007%2F978-3-540-39658-1_2
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Flink.springer.com%2Farticle%2F10.1057%2Fejis.2011.51
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fwww.petsymposium.org%2F2018%2Ffiles%2Fpapers%2Fissue4%2Fpopets-2018-0038.pdf
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fwww.petsymposium.org%2F2018%2Ffiles%2Fpapers%2Fissue4%2Fpopets-2018-0038.pdf
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fqueue.acm.org%2Fdetail.cfm%3Fid%3D3136559
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Farxiv.org%2Fabs%2F1909.12454
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fwww.wired.com%2Fstory%2Ftheres-no-good-reason-to-trust-blockchain-technology%2F
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fwww.wired.com%2Fstory%2Ftheres-no-good-reason-to-trust-blockchain-technology%2F
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Fwww.coindesk.com%2Funderstanding-dao-hack-journalists
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Flink.springer.com%2Fchapter%2F10.1007%2F978-3-540-39658-1_2
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Flink.springer.com%2Farticle%2F10.1057%2Fejis.2011.51
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Farxiv.org%2Fpdf%2F1711.03936.pdf
http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=53&exitLink=https%3A%2F%2Farxiv.org%2Fpdf%2F1711.03936.pdf


54    COMMUNICATIONS OF THE ACM    |   JANUARY 2020  |   VOL.  63  |   NO.  1

practice

I N C R E A S I N G LY,  C A L C U L AT I O N S  A R E  based on timed 
events originating at many sources. By comparing, 
contrasting, joining, and noodling over these inputs, 
you can derive some interesting results. If the 
inputs to these calculations come from disparate 
computers (or sensors), you can’t always be sure of 
how quickly the information will propagate. Hence, 
you can’t be sure when you will get an answer to the 
requested calculation.

If you can’t promise when you will get the answer, 
what are you going to do? You can wait to get the 
perfect answer, or you can give an imperfect answer 
more promptly by basing it on partial knowledge.

How can you meet your SLAs (service-level agreements)?  
Sometimes, it’s not an easy and seamless continuum of 
options but more of a discontinuum.

Events and time. In many systems, events come with  
a timestamp. These may come from temperature 
sensors, motion detectors, factory floors, your cable box, 
your security system, automated tollbooths on the 
freeway, and much more. One source of information 

that is increasingly important is the 
monitoring of events in datacenters. 
These events may be used by an auto-
mated management system or by hu-
mans in complex error spelunking. It 
is common to try to see which events 
happened close in time to another par-
ticular event. Patterns in time proxim-
ity are essential to controlling these 
complex environments.

Events and space. Now, all this is 
cool except when the information 
you want is “over there.” In a distrib-
uted system, if the stuff is not “here,” 
it’s “over there.” When something is 
far away and over there, it may take a 
loooonnng time to get information in 
and out. It can be kind of like when the 
only road up the canyon gets washed 
out in a flood. I refer to remote nodes 
as being “over yonder” whether they 
are in the same rack in the datacenter 
or thousands of miles away.

Space, Distance, and Traffic Jams
If it’s over there with an open queuing 
network, it will usually get here in a 
timely fashion. Almost all modern 
networks are open queuing networks. 
In such a network, there’s no practi-
cal limit to the amount of stuff that 
may try to share the network. Highway 
101 through San Francisco is an open 

Space Time 
Discontinuum
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queuing network. It works great until 
it doesn’t.

Right now, I’m writing this on an 
airplane. I’m glad the modern fly-
by-wire systems use closed queuing 
networks. This type of network care-
fully manages the messages allowed 
in. By ensuring the network never 
ingests more work, it can ensure a 
bounded time for the network to di-
gest the work it already has. Assum-
ing no hardware faults (or a bound-
ed number of hardware faults), the 
closed queuing network can do what 
is requested within a specified period 
of time. I don’t want a traffic jam on 
the fly-by-wire system controlling the 
flaps on the plane. I’m grateful for a 
closed queuing network.

In datacenters, on the other hand, 
you don’t see closed queuing networks. 
Instead, you see a freeway that usually 
has a lot of lanes. It mostly works OK.

Reviewing our queuing. Delays 
in propagating events are not just 
caused by the network. It’s common 

for events to get pushed into some 
queuing system as they are pub-
lished. The published events are then 
consumed by one or more subscrib-
ers. These subscribers typically en-
queue the event in yet another queue 
(ad nauseam) as the event rattles its 

way through the datacenter or Inter-
net trying to seek its destination like 
a fly buzzing around a light on the 
back porch.

Misconstruing our queuing. Each 
of these queuing systems presents a 
whole new opportunity for delay. It’s al-
most as if the event gets frozen in time 
and, hopefully, gets defrosted within 
the desired time window. Each stage of 
these queuing systems is very likely to 

propagate the event quickly. Each time 
you add a “very likely to propagate the 
event quickly,” you also add a “some-
times it will be slow.”

Not only can queuing systems be 
slow, they rarely have end-to-end guar-
antees. Unless the final point of con-
sumption is coordinated with the origi-
nating sender, the event will sometimes 
go kablooey and never arrive.

Service levels are a key component 
of engineering a system for use by a 
customer. These may deal with system 
performance, system availability, or 
quality of the returned results:4,5

 ˲ SLA (service-level agreement). 
This is a contract with the customer. It 
may list financial compensation if you 
don’t meet the numbers. It may be an 
understanding with your boss that you 
will miss part of your bonus if things 
go awry.

 ˲ SLO (service-level objective). This 
is your internal target for the metric in 
question. You always want your SLO to 
be better than your SLA (or you are not 
trying to please your customer).

 ˲ SLI (service-level indicator). This 
is what you actually measure against 
the metric. Hopefully, your SLI is bet-
ter than your SLO, which is better than 
your SLA.

To ensure many different sources 
of events are combined, you should 
leave some room in your SLA to al-
low for slowness in getting the source 
data from all those sources. The more 
sources, the more likely you will blow 
your SLA as one or more of them blow 
their SLAs.

Managing Tail Latencies  
in Idempotent Operations
One of my favorite articles is “The Tail 
at Scale,” by Jeffrey Dean and Luis An-
dré Barroso.1 In this article, the authors 
outline how a service requiring a whole 
bunch of inputs can use timeout-based 
retries to dramatically improve the 
probability of getting all the inputs 
needed to meet the desired 99.9% SLA 
for response. In this case, sufficient 
replicas exist to get the answer without 
loss of quality, simply by retrying and 
consuming more resources. Key to this 
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best meets the needs of the business. 
What does it take to keep on going?

As the Black Knight from “Monty 
Python and the Holy Grail” says, “’Tis 
but a scratch” (https://www.youtube.
com/watch?v=ZmInkxbvlCs; thank you 
to Peter Vosshall for raising the Black 
Knight in discussion when we were 
both younger many years ago).

The Disconcerting Discontinuum
Back when you had only one database 
for an application to worry about, you 
didn’t have to think about partial re-
sults. You also didn’t have to think 
about data arriving after some other 
data. It was all simply there.

Now, you can do so much more with 
big distributed systems, but you have 
to be more sophisticated in the trad-
eoff between timely answers and com-
plete answers. The best systems will 
adapt and interpret their problems as, 
“‘Tis but a scratch!” 
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is that it is OK to retry the laggard re-
quests because they are idempotent. It 
does not cause harm to do them two or 
more times.

Knowing you can’t know. The more 
complex the set of inputs, the more 
likely you won’t see everything in a 
timely fashion. The more complex the 
store-and-forward queuing, the more 
likely stuff will arrive too late or not 
at all. The more distant the sources of 
your inputs, the more challenges you 
may have.

As we have seen, sometimes it can 
be effective to retry the request for in-
put. In particular, in some systems, 
retrying can ensure all the inputs are 
available quickly.

In other systems, the inputs are 
not simply fetched but are rattling 
their way through queues similar to 
Highway 101 through San Francisco. 
In these environments, the process-
ing probably has to simply cut off with 
what it has and do the best it can. This 
means you can’t guarantee the stuff is 
ready when you want it.

So, if you know you can only prob-
ably know, what’s the plan?

Approximating queries. There is 
some fun new work describing ana-
lytics with approximate answers. By 
expressing sampling operators, some 
systems can provide really good an-
swers based on a small subset of all 
the inputs one would normally exam-
ine.2,3 In the cited systems, there is 
more focus on sampling for perfor-
mance when everything is working 
and timely. Still, it’s quite similar to 
what you would do to build systems 
that return answers based on what is 
available in a timely fashion.

Returning partial answers. Many 
systems work to give some answer 
in a timely fashion even if they are 
wounded. Many sophisticated web-
sites will dribble out partial answers to 
the browser as they become available: 
The text for a product description may 
arrive before the product image; the 
product image may arrive before the 
user reviews. This decoupling yields a 
faster overall result and, in general, a 
more satisfied user.

When dealing with answers relying 
on data from a distance, it’s important 
to consider how to decouple results 
and, where possible, return a degrad-
ed answer quickly when and if that 

When dealing  
with answers 
relying on data  
from a distance,  
it is important  
to consider how 
to decouple 
results and, where 
possible, return  
a degraded answer 
quickly when  
and if that best 
meets the needs  
of the business. 
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E DGE COMPUTING IS  the practice of placing computing 
resources at the edges of the Internet in close 
proximity to devices and information sources. This, 
much like a cache on a CPU, increases bandwidth 
and reduces latency for applications but at a potential 
cost of dependability and capacity. This is because 
these edge devices are often not as well maintained, 
dependable, powerful, or robust as centralized server-
class cloud resources.a

This article explores dependability and deployment 
challenges in the field of edge computing, what aspects 
are solvable with today’s technology, and what aspects 
call for new solutions. The first issue addressed is 
failures—both hard (crash, hang, and so on) and soft 
(performance-related)—and real-time constraint 
violation. In this domain, edge computing bolsters 
real-time system capacity through reduced end-to-end 
latency. However, much like cache misses, overloaded 
a Terminology: We distinguish between two classes of devices the client devices and the edge computing 

devices, or simply edge devices. When used without qualification, a device refers to a client device.

or malfunctioning edge computers can 
drive latency beyond tolerable limits. 
Second, decentralized management 
and device tampering can lead to 
chain of trust and security or privacy 
violations. Authentication, access 
control, and distributed intrusion de-
tection techniques have to be extend-
ed from current cloud deployments 
and need to be customized for the 
edge ecosystem. The third issue deals 
with handling multi-tenancy in the 
typically resource-constrained edge de-
vices and the need for standardization 
to allow for interoperability across 
vendor products.

We explore the key challenges in 
each of these three broad issues as they 
relate to dependability of edge comput-
ing and then hypothesize about prom-
ising avenues of work in this area.

For the purpose of this article, we 
consider as edge devices, those that 
are in the premises of the end user (the 
home or the industrial campus) as well 
as those are outside the premises, say 
at the edge of the Internet (for exam-
ple, content distribution nodes at the 
edge) or of the cellular network (for ex-
ample, base station). This definition is 
consistent with prior use of the term,2,15 
though it is wider than some other pri-
or usages.6 In terms of geographical 
spread of the coordinating edge devic-
es, our definition of edge could span 
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Edge computing holds great promise, and 
almost as many challenges in deployment.
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 key insights

 ˽ The scale of highly interconnected, real-
time devices places immense pressure 
on existing best-effort communications 
infrastructures, leading to dependability 
concerns especially as deployments 
scale up.

 ˽ Edge computing provides a mechanism for 
relieving communications pressures by 
moving computation closer to the sensors 
and control loops, but it introduces new 
failure modes when edge nodes go down.

 ˽ Standardization, scalable authentication, 
and multitenancy techniques for edge  
computing devices will improve 
dependability, but ultimately application 
developers must understand how large-
scale edge deployments may fail and 
prepare adequate contingencies for their 
use cases.
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from a small number of edge devices 
deployed in a neighborhood, those de-
ployed in cellular base station within 
a city, to a citywide deployment. Local 
device-level computation is offloaded 
to nearby edge computing devices (fo-
glets, cloudlets, among others) when-
ever local processing is either inad-
equate or costly, or the computation 
relies on non-local information. For 
example, a long-enough voice snippet 
from a phone can be processed at a 
cell tower rather than on a local device 
(mobile edge computing), both saving 
battery and reducing end-to-end laten-

cy due to processing speed differenc-
es. In contrast with traditional heav-
ily centralized cloud computing, the 
edge computers act as a distributed 
computing infrastructure, providing 
increased bandwidth and reduced la-
tency but with limited resources when 
compared with a central cloud.

The edge paradigm supports the 
large scale of the Internet of Things 
(IoT) devices, where real-time data is 
generated based on interactions with 
the local environment. This comple-
ments more heavy-duty processing and 
analytics occurring at the cloud level. 

This structure serves as the backbone 
for applications, such as augmented 
reality and home automation, which 
utilize complex information process-
ing to analyze the local environment 
to support decision making. In the IoT 
domain, functional inputs and outputs 
are physically tied to geographically 
distributed sensors and actuators. If 
this data is processed in a central loca-
tion, immense pressure will be placed 
on “last mile” networks, and cloud-lev-
eraged IoT deployments will become 
impractical (see the sidebar “Current 
Edge Deployment”).
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Resiliency Challenges
Applications that benefit from edge 
computing typically have require-
ments for low latency and generate 
high-bandwidth data streams. Two ca-
nonical examples are provided by IoT 
devices and augmented reality (AR) ap-
plications. With this model, we exam-
ine the resiliency challenges that are 
posed by edge computing applications.

Large scale. Since edge computing 
applications are in their infancy, many 
current design decisions seem reason-
able at a small scale. However, many 
practical challenges arise as the scale 
of edge applications grow, both in 
terms of the number of client devices 
and the amount of data being gener-
ated by them. The IoT, propelled by 
low-cost wireless electronics and ease 
of integration, is greatly increasing 
the number of addressable comput-
ers and the amount of environmental 
data available for transmission on the 

Internet. Shared computing utilities, 
especially networking resources, can 
quickly become saturated by scale out 
of data-intensive applications, and 
protocols can fail to deliver results in a 
timely manner when algorithmic com-
plexity is super-linear in terms of the 
number of endpoints (See the sidebar 
“Networking Challenges”).

Network impact. Cloud-based com-
puting supports scalability by incre-
mentally adding resources to the com-
puting environment as new devices 
enter service. Practically, scale of this 
nature is more easily achieved in cen-
tralized datacenters where new server 
crates can be parked and connected to 
existing infrastructure. With increasing 
scale of IoT, offloading all processing 
to the datacenter becomes infeasible 
since network operators rely on average 
case capacity for deployment planning, 
and network technologies have not kept 
up with the growth of data. A fixed video 
sensor may generate 6Mbps of video 
24/7, thus producing nearly 2TB of data 
per month—an amount unsustainable 
according to business practices for 
consumer connections, for example, 
Comcast’s data cap is at 1TB/month 
and Verizon Wireless throttles traffic 
over 26GB/month. For example, with 
DOCSIS 3.0, a widely deployed cable 
Internet technology, most U.S.-based 
cable systems deployed today support 
a maximum of 81Mbps aggregated over 
500 home—just 0.16Mbps per home. If 

Without drastic network improve-
ments, which seem unlikely in the 
mid-range future,17 edge computing 
is likely to become a cornerstone of 
IoT. We see there has been a shifting 
of the envelope of local versus edge 
computing, based on two dimen-
sions—first, as more demanding ap-
plications arise (voice processing to 
video processing to augmented real-
ity) and second, as the locally avail-
able resources increase (processing, 
storage, networking). The first drives 
some processing toward the edge 
(and further, toward the cloud) while 
the latter drives processing to move 
closer to local devices. In the context 
of edge computing dependability, we 
focus on the five aspects that we deem 
most significant: large scale, low-la-
tency or soft real-time requirements, 
authentication and physical security, 
multi-tenancy on the edge devices, 
and standardization.

Figure 1. High-bandwidth edge services on the left generate dense video or less-dense environmental data that needs to be processed on 
the edge. 

The high bandwidth of WiFi allows edge computers such as ARM-based 
Raspberry Pi’s, routers, and traditional tower servers to process the data. 
When there is a failure, the data can be re-routed to the cloud, but this  
re-routing is limited by the capacity of the WAN system.

An example of a current edge deployment, albeit not with the richness of factors 
described in this article, is the 4G radio access network (RAN) that uses mobile edge 
computing (MEC) to better deliver content and applications to end users.11 It can adapt 
the service delivery according to radio link load and avoid long distance transmission 
by using local content caching. MEC was approved as a formal specification by the 
European Telecommunications Standard Institute in 2014 and there is ongoing activity 
in standardizing it. Two popular current use cases with this edge technology are to 
provide localized video at a stadium or concert venue, and asset tracking in a large 
enterprise with enterprise small cell networks.

Current Edge Deployment
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resources at the edge devices, and the 
assumption of instant availability of re-
sources that many applications make 
today, may cause failures of timeliness 
guarantees for many real-time services. 
One possible solution approach here is 
to use the cloud as a failure backup, 
for delay-tolerant applications. Also, 
where the application is stateful, and 
in view of the impermanence of some 
edge devices, the state may be stored 
on the client, on the cloud, or on a com-
bination of the two.

Authentication and physical security. 
Edge computing must address security 
challenges, especially considering that 
client devices may be embedded in pri-
vate physical spaces. In a nod to the an-
ticipated large scale of these systems, 
the security mechanisms themselves 
must be scalable and decentralized. We 
expect the importance of the scalabili-
ty concern will vary with the scale of the 
edge device deployment, from where 
it is local to a neighborhood (less of a 
concern) to where it is citywide (more 
of a concern). We expect that economic 
imperatives will mean that most edge 
devices will be cheap. This will mean 
that any security mechanism that re-

12 users are interacting with AR in the 
area, the network would be saturated. 
With edge computing, all 500 homes 
could be active simultaneously but at 
a resilience cost: if each home has four 
active AR users, then only three of the 
500 edge computers could fail simul-
taneously and fall back to cloud-based 
processing, due to the constraints of the 
last-mile network.

Lack of failover options. The first re-
siliency challenge becomes a lack of re-
sources to fail over in case of a failure. 
In the cloud, individual resource avail-
ability becomes less significant due to 
the presence of hot spares in the same 
local network. In an edge environment, 
hot spares are not practical—a com-
mon deployment scenario is very lean 
with a single-edge device, such as a WiFi 
router providing all the edge services in 
a home. An alternative solution to this 
is to negotiate peer-based fail-over or 
community aggregation of resources 
(similar to microgrids). In this case, the 
community bandwidth resources (of 
the 500 homes) will still limit failover 
capacity. Without additional network 
infrastructure support, the 500 home 
community can only support 12 AR us-
ers that are not processing data locally, 
even if the failover peer is in the same 
local community. With more band-
width, additional redundant edge com-
puters would become feasible, but this 
requires last-mile network support that 
is both expensive and has historically 
been slow to deploy.

Failing to meet real-time deadlines. 
The promise of low latency from edge 
computing attracts application deploy-
ment with soft real-time requirements. 
AR applications, for example, need to 
remain below 16ms end-to-end latency 
to maintain seamless 60 frame-per-
second user interactions. Such latency 
is easily achievable on local devices, 
but having all client devices have the 
requisite computing capability is infea-
sible. Edge computing provides a cost 
saving aspect, especially if the edge 
device is idle most of the time (such as 
a “computer” in the cash register of a 
store). This leads to real-time applica-
tions operating on edge computers 
instead of on client devices (see the ac-
companying table).

Inside an edge computing device, 
a finite amount of CPU, RAM, GPU/
APU, and networking support exist. 

Each real-time application needs some 
slice of these resources to perform its 
task within the prescribed deadline. 
Real-time scheduling in a constrained 
environment—a problem often solved 
by earliest deadline first—can be 
complicated by the intermix of delay 
tolerance levels from different appli-
cations, unpredictable user interac-
tions, unpredictable network behavior 
between the edge device and the client 
device, as well as drift in the clocks of 
multiple client devices being served by 
a common edge device.8 Devices may 
wait to operate until capabilities can 
be secured from the edge computing 
network. As an example, consider a 
video stream from an AR device being 
analyzed at an edge device and a ther-
mostat now needs analysis of the video 
stream to determine how many people 
are in a room and adjust its setting ac-
cordingly. If the edge device can only 
support the analysis of a single video 
stream due to the demanding nature 
of such processing, it will have to make 
a scheduling decision to prioritize one 
of the two streams. If the edge comput-
ing paradigm becomes popular, this 
almost guarantees contention for the 

IoT and edge computing are positioning themselves to upend traditional consumer 
models for network usage. Since the inception of a consumer-level Internet, content 
has existed in a central location, and consumers have downloaded that content, 
be it a website, audio file, or movie. This near-constant trend has led to extensive 
asymmetric network deployments where finite bandwidth resources are partitioned 
to favor download over upload. For example, the 2016 FCC definition of broadbanda 
is 25Mbps download and only 3Mbps upload, an 8:1 ratio. Such ratios make sense for 
traditional Internet applications—users do not produce much content. Slowly this has 
begun to change with the advent of live streaming video applications such as Periscope 
and YouTube Live, but even in these deployments, the viewer-to-stream ratio is still 
quite high. IoT will upend this ratio, so that one Internet user (a home, for example) 
may produce 5+ video streams (as security cameras for example) for only one real-
time viewer. Given the current Internet needs, it will be impractical to scale down the 
25Mbps download to make room for the 25Mbps upload, given finite radio spectrum 
and despite the frantic activity to release white space broadcast TV spectrum for 
communications needs. Instead, more expensive technologies such as Google Fiber’s 
active networks will have to replace aging infrastructure. Since such deployments are 
slow and expensive and unlikely to gain universal penetration, and IoT devices are 
ready today, edge computing is a viable solution to the constrained network problem.

a http://bit.ly/2ma2Ved

Networking Challenges

Edge computer costs.

Raspberry Pi Router Xeon E3-1220L Specialized

Video Feeds 1 0 1 1–4

GFlops 1–2 0.5–1 50 100-–200

Cost $50 $200 $300–$500 $300–$500
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software development companies, and 
so on. In an IoT scenario, the number 
of secure host certificates will scale to 
the billions, placing immense pressure 
on device manufacturers to manage 
the process of issuing, storing, and se-
curing certificates and client and edge 
device keys. Key management itself 
is often a weak point in both scalabil-
ity and security,16 such as keeping root 
keys safe on the devices or generating 
keys with enough entropy.

In order to alleviate the concerns 
raised by public-key systems, biomet-
ric authentication can be introduced in 
a home environment. A central device 
within a home can be authenticated 
biometrically and then the authentica-
tion can be propagated to all connected 
devices. As an extra layer of security, dif-
ferent devices can be mapped to differ-
ent expiration times depending on the 
functionality of the device. For critical 
devices such as a locker or heart moni-
tor, the expiration times can be very low 
and should be authenticated every time 
just before their use. Multiple expira-
tion times combined with delegation 
of authentication from the central con-
trol in a house leads to scalable secure 
methods of information transactions.

Decentralized security. The fact 
that the edge network may be discon-
nected, or be in degraded connectiv-
ity, means that security mechanisms 
in the edge devices should be autono-
mous and be capable of receiving on-
demand updates, again in a secure 
manner.1 Prior work on networkwide, 
or multi-node, code updates13 is rele-
vant to us. However, there is the salient 
aspect of heterogeneity of the edge de-
vices, which will have to be handled 
here. Because of high computing pow-
er involved in PKI systems, a low-end 
edge device will need to delegate its 
computational tasks to a more power-
ful device nearby. For a time-critical 
operation, the edge device may not be 
able to establish connection and verify 
some operation with a central server 
connected to the Internet. We can 
take some inspiration from schemes 
for self-organized public key manage-
ment for mobile ad hoc networks,4 
which also deal with disconnected and 
decentralized operation, but we will 
need closer attention to the latency in-
volved. It may be possible to use physi-
cal unclonable functions (PUF) to 

verify authenticity of the edge devices, 
without needing to contact a central 
data source. Hence, in a geo-distrib-
uted and mobile environment, with 
issues ranging from intermittent con-
nectivity with centralized infrastruc-
ture to complete connection outages, 
it should be possible to make security 
decisions autonomously, perhaps sub-
optimal from an efficiency or function-
ality standpoint but still meeting the 
privacy or security guarantees. Thus, it 
is important to design the equivalent 
of fail-safe modes of failure, analogous 
to what exists in safety critical systems.

Along with providing authentica-
tion and infrastructure for security in a 
highly scalable edge ecosystem, we also 
need to develop decentralized security 
mechanisms tailored for the edge de-
vices. Increasing concerns in privacy 
and data ownership, and impaired 
solutions from centralized cloud in-
frastructures warrants distributed, 
peer-to-peer security mechanisms to 
be implemented in the edge ecosys-
tem that also eliminates the need of 
centralized privacy mediators. We will 
have to explore the secure distributed 
mechanisms such as blockchain that 
eliminates the need of centralized in-
frastructure as well as protects data 
privacy from the owners of any cen-
tralized infrastructure. Blockchain en-
ables secure distributed peer-to-peer 
transaction exchange and makes these 
edge devices autonomously secure. 
In a home, a private blockchain envi-
ronment can be created consisting of 
digital updates and secure data shar-
ing between smart devices. Recently, 
industry has started to realize the 
potential of blockchains in the edge 
ecosystem.9 Data from heterogeneous 
devices in the home can be converted 
into blockchain ledger format through 
custom API and then used securely in a 
home monitoring system.

Multi-tenancy of services and bill-
ing. An edge device, much like a com-
puting node in the cloud, will need to 
support multiple tenants. Clouds per-
form this by virtualization combined 
with a per-user public billing system. 
It has been found in the virtualization 
literature10,12 that while some resources 
can be well partitioned (like processing 
cores), some others are notoriously dif-
ficult to partition (like cache capacity 
and memory bandwidth), which leads 

quires expensive hardware or has large 
memory footprint will be infeasible ex-
cept for a small subset of edge devices. 
This opens up the design space of se-
curity mechanisms in a heterogeneous 
environment with a large number of 
constrained devices and a few (secu-
rity) resource-rich devices.

Scalable authentication. Since cli-
ent devices are placed close to infor-
mation sources, they are necessarily 
distributed such that physical access 
to these devices cannot be protected. 
An attacker can do invasive probing 
and install malicious software on 
these devices. As a result, any cryp-
tographic keys stored on the device 
are subject to tampering and eaves-
dropping. These can be made more 
difficult by hardening methods, but 
they cannot be eliminated altogether. 
Consequently, the authentication and 
trustworthiness of client devices must 
be validated through existing low-cost 
hardware security techniques such 
as code signatures. These techniques 
mostly rely on some form of public 
key infrastructure (PKI) which has a 
somewhat high computational cost, 
but most importantly, a high manage-
ment cost.3 The PKI systems may be-
come cumbersome for the low-cost, 
high-volume OEMs of either client or 
edge devices to properly implement 
and manufacturers may opt out of se-
cure system designs in favor of ad-hoc 
or proprietary mechanisms.

In this model, each device requires a 
managed key-based authentication sys-
tem, whereby devices must be marked, 
signed, and managed after creation. 
End users must be able to easily iden-
tify a device by its public information 
and verify through the OEM that the 
device is secure (for example, has an 
untampered software stack) and prop-
erly authenticated before sharing in-
formation with the edge infrastructure. 
PKI and the SSL system used today for 
secure banking and other services can 
scale out to the IoT level, but the level 
of interaction changes. In these tradi-
tional systems, a set of root public keys 
are distributed by operating systems 
to the end devices on a regular basis. 
The end device must verify any secure 
host’s published key against this set 
of root public keys. In this system, the 
scale of secure hosts is on the order of 
the number of public-facing websites, 
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alize edge computing if relationships 
and risks among all parties can be 
clearly delineated. In the area of cloud 
computing, many standards have been 
proposed, such as the NIST Cloud 
Computing Reference Architecture 
(CCRA) 2.0, the ISO/IEC standard un-
der the group “Cloud Computing and 
Distributed Platforms,” and the Cloud 
Standards Customer Council (CSCC) 
standard under “Data Residency Chal-
lenges.” These are slowly beginning 
to gain momentum, with some early 
signs of convergence toward the NIST 
standards. Likewise, interoperability 
in the edge computing landscape will 
require standardization for various 
aspects—visualization, data manage-
ment, and programming APIs.

However, existing standards from 
cloud computing cannot be copied 
over directly to edge computing due to 
many factors. One primary factor is the 
sensitivity of information being avail-
able at edge devices, such as more per-
sonal data being collected at finer time 
granularity and this increases the risks 
of exposure of sensitive data. Another 
distinction is the service delivery re-
quirement. In cloud computing, usu-
ally the computing task is more heavy 
duty with sizable amount of data trans-
fer whereas in edge computing, there 
is more frequent and lighter commu-
nication. Therefore, the standard for 
edge computing must address the 
issues of service delivery latency and 
bandwidth differently. Thus, it ap-
pears to us a great deal of effort needs 
to be expended in standardization—
with partnership among industry and 
non-profits —to create a flourishing 
edge computing marketplace.

Application Challenges
Here, we illustrate edge computing’s 
resiliency challenges inside of two 
example applications, the first is a 
tongue-in-cheek smart toaster and the 
second a smart home camera. The chal-
lenges encompass practical aspects of 
integrating data-intensive applications 
in an edge environment with low net-
work bandwidth to the Internet.

Smart toaster. We motivate our dis-
cussions with a hypothetical example: 
a smart toaster (Figure 2). Our smart 
toaster takes a simple, ordinary func-
tion—toasting bread—to an absurd 
level of IoT edge integration to high-

to performance interference. In edge 
computing, since low latency is an im-
portant driver, it will be particularly 
important to prevent performance 
failures. Further, edge computers will 
need a similar billing system to proper-
ly manage resources in a congested sys-
tem. For example, a smart thermostat 
from company A and a smart oven from 
company B may both wish to use edge 
computing resources. The billing ques-
tion will depend critically on whether 
the edge device is within the premises 
and under a single ownership, or out-
side the premises and under shared 
ownership or providing service to mul-
tiple unrelated users. In the first case, 
the billing question is distinctly easier. 
Regarding multi-tenancy, deciding 
which client application gets what por-
tion of the resource at the edge device 
will require input about ownership and 
applications’ timing requirements.

 Consumers may be unable to un-
derstand the nuances of contention 
and therefore an automated solution is 
necessary to solve this multi-objective 
optimization problem. Popular virtu-
alization technologies such as virtual 
machine, or even containers, may be 
too heavyweight for edge devices. These 
need a relatively significant amount of 
hardware resources to execute, for ex-
ample, VMWare’s ESX hypervisor needs 
a recommended 8GB of RAM, while a 
Docker container with NAT enabled 
doubles the latency of a UDP stream5 
(see Figure 1). Thus, the challenge will 
be to find a lighter-weight solution for 
multi-tenancy, possibly at the expense 
of reducing the isolation among the 
different applications and limiting the 
total number of applications.

Standardization. In our daily life, we 
are increasingly seeing a proliferation 
of “smart devices.” However, these are 
being built essentially without regard 
to standardization and thus interoper-
ability. We expect that for edge comput-
ing to flourish, this trend will need to 
be arrested and instead, standardiza-
tion put in place. Thus, new standards 
or new mediation layers should be de-
signed to coordinate those devices to 
provide useful functionality, such that 
an edge device can seamlessly commu-
nicate with, and possibly control, mul-
tiple end user devices, fail-over from 
one device to another is possible.

It will be economically viable to re-

An edge device, 
much like a 
computing node in 
the cloud, will need 
to support multiple 
tenants.  
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ing approach (for example, CNN) that 
learns from the raw video feeds. There 
are decisions made prior to toasting 
(what breads to schedule at what time 
based on prior user preferences) and 
some during toasting.

A typical workflow is that the 
scheduler schedules the right num-
ber of breads for toasting. When 
the time is reached, the breads are 
inserted into the toaster. The video 
feed is processed by the CNN and a 
classification is created. The toasting 

begins, and live video is streamed to 
the CNN to determine appropriate 
toast level. Once the proper level is 
reached, as inferred by the video pro-
cessing software, the toast is ejected 
from the oven area and a notification 
is sent to the user. In the theme of our 
earlier discussions, the video band-
width is 24Mbps from four cameras at 
6Mbps each (1080p video). Delay tol-
erance in this domain is on the order 
of a second, however many edge com-
puting applications will have more 
demanding delay requirements, such 
as AR. Such differing delay tolerance 
requirements should be handled by 
the edge device, which will typically 
support multiple client applications.

This workflow parallels many time 
critical control processes that use com-
plex data-driven algorithms to control 
real-time systems. Other examples in-
clude GE’s Digital Twin where engine 
controls are supplemented with com-
putationally heavy surrogate models to 
optimize operating cost and tsunami 
warning systems (see the sidebar “Nat-
ural Failure Case”) where distributed 
seismograph processing reduces the 
time to warnings.

Availability. Latency-sensitive ap-
plications need graceful degradation 
support for operation under edge fail-
ure. For example, a smart toaster may 

light the future research issues. The 
device is a WiFi-connected toaster 
with video feeds of the toasting area, 
a motorized bread lift, and electronic 
heater controls. The toasting can be 
scheduled for a future time period and 
the appropriate number of breads can 
be retrieved from its storage area. All 
types of breads, from bagels to Texas 
toast, are accepted, and the device 
classifies the bread based on its weight 
and video-derived characteristics. The 
image processing utilizes a deep learn-

Figure 2. Our smart toaster.

A hypothetical example that carries the ordinary function of toasting bread to an absurd level of IoT-edge-integration 
to highlight the future research issues.  It can toast various kinds of bread according to user preferences, using video 
processing to determine when the appropriate level of toasting has been reached. It can also order the right amounts 
of the right kind of bread. It relies on edge devices and optionally cloud processing to achieve its functionality.

 

20-40 Mbps

Data
(Camera)

Processing
(GPU at Edge)

Decision
(Controls) Barcode-to-Key Authentication

The mission of a Tsunami Warning Centre (TWC) is to provide early warnings on 
potentially destructive tsunamis. A TWC uses local and global seismographic networks 
transmitting seismograms in real time to continuously monitor seismic activity 
in order to locate and size potential tsunamis. There is a great need for speed here 
because tsunami waves can travel at the speed of a commercial jet plane, over 500mph, 
in deep ocean waters. The response time of a TWC when it can rely on local data  
and processing is 2–5 minutes and this is increased by a factor of 10 when it needs to 
rely on distant data and processing.7 Precisely due to earthquake or pre-earthquake 
activity, infrastructure may be disrupted, such as, power lines and communication 
lines, as has happened in multiple past tsunamis such as the 2011 Tohoku  
tsunami and Fukushima nuclear meltdown. Such disruption to infrastructure can 
impact the response time when there is reliance on distant data and processing.  
A resilient edge computing infrastructure can be properly harnessed and coordinated 
to collect data, do local processing, and aid in localized disaster mitigation efforts. 
Resilience implies the factors that disrupted the current infrastructure should 
not affect the edge computing infrastructure. This is possible through localized 
communication infrastructure and the inherent redundancy in the edge devices.  
This is a particularly relevant use case because it satisfies the two key characteristics of 
edge computing, namely, geo-specific data and processing and requirement  
for low latency.

Natural Failure Case
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proaching the door and then depend-
ing on the result of an authentication, 
granting access or not. People that ap-
proach the system must be classified 
very quickly—there is nothing more 
frustrating than pulling on a locked 
door. It is not practical, however, to 
maintain a comprehensive database 
of authorized and unauthorized faces 
in the local device, nor is it practical 
to support very large neural networks 
or other machine learning algorithms 
on the resource-constrained embed-
ded device. Reaching out to the up-
stream edge and cloud servers can 
provide increasing levels of computa-
tion at the expense of latency. Smart 
edge designers will place the most 
used profiles in the local domain, 
such as office staff, and the lesser 
used profiles in the cloud, such as 
criminal databases. If the edge devic-
es fail or the connection between the 
local device and the edge devices fails, 
perhaps due to malicious activity, 
then the local links can be bypassed 
by backup wireless networks such as 
LTE, LoRaWAN, or WiMax to prevent 
criminals from going undetected.

Resource contention. Since edge 
computing enters the domain of real-
time control, the edge resources must 
be properly managed to avoid conten-
tion issues. Similar problems arise in 

utilize CNN-based processing for raw 
video feeds to determine proper toast 
level. Under ideal circumstances, this 
video feed is sent to and processed at 
the local edge computing node (for ex-
ample, Google Home). Some delay is 
tolerated, but a baking process cannot 
be interrupted and still achieve consis-
tency. If the CNN processor at the edge 
becomes unavailable due to a fault, 
then the local device must operate 
without such decision support. Several 
solutions may exist:

Preprocessed decisions. An acceptable 
toast time may be generated based on 
prior toasting events. Whenever the pro-
cess starts, the toaster is programmed 
with a fail-safe decision about when to 
stop. This approach represents classic 
average-case static control systems. For 
example, most toast needs five minutes 
of oven time, so the toasting system is 
set up for that default.

Supervisory control. Running a full 
CNN may not be practical at the edge 
device when it is under contention 
from other client applications, but al-
ternative low-power algorithms can ex-
ist simultaneously with the CNN logic. 
If the processing time exceeds the de-
lay tolerance level, or is predicted to, 
then a switch can be made to the alter-
native, simpler processing block. Mean 
pixel color, for example, can serve as a 

lower-intensity processing alternative 
to determine adequate toastiness. This 
represents more robust but still simple 
control algorithms that can reliably 
provide improvements even under 
contention situations.

Degraded operational modes. Trusty 
toaster controls have existed for quite 
some time, and often users can ac-
cept a temporary lack of feature avail-
ability as long as it is not too disrup-
tive. Manual toasting controls as an 
override can provide degraded mis-
sion support, but the user loses the 
ability to schedule toasting a priori. 
When high-bandwidth connection to 
the cloud is available, it may be pos-
sible to determine the availability of 
the bread for ordering from nearby 
retailers. When such connection is 
unavailable, a degraded mode of op-
eration could be to simply inform 
the user the supply in the toaster 
storage has run out. The general 
principle is that the edge comput-
ing applications must be designed 
with multiple degraded modes of 
operation in mind.

Smart door lock. Our smart door 
lock, shown in Figure 3, is an ex-
ample edge system where speed is 
of essence. Consider that the door 
is equipped with a camera, which is 
meant to take pictures of anyone ap-

Figure 3. An example smart door lock takes pictures of people and objects that come near it and classifies them as trusted, untrusted,  
or mischievous. 

Deeper layers in the edge computing infrastructure provide larger databases of objects and more comprehensive 
recognition algorithms. The local device contains only the most common users for low-latency operation. The edge 
device has several additional users such as frequent visitors and maintenance personnel, and the cloud device 
includes a criminal database that alarms if known criminals come near the door. In the event of a failure, the door 
lock can bypass the edge device and go directly to the cloud, albeit through a slower connection.
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We propose the best solution 
will be a distributed management 
layer for device-to-edge association. 
Simple trusted interfaces can be es-
tablished in the local domain, via 
physical access, and used as a gate-
way for additional device association. 
Armed with a trusted root certificate, 
an edge device can verify the certifi-
cates of all peer devices locally. Once 
trusted, the identity simply needs to 
be added to the access control list for 
the local edge system. The list can be 
managed by a trusted smartphone 
application with access to add a key, 
corresponding a new device, to the 
list. In a simple case, each client de-
vice could have a barcode, and the ap-
plication can be used to identify the 
device and its public key simply by 
scanning it with the phone’s camera. 
The key requirement would be to sim-
plify the user involvement.

Conclusion
Edge computing presents an excit-
ing new computational paradigm 
that supports growing geographically 
distributed data integration and data 
processing for the Internet of Things 
and augmented reality applications. 
Edge devices and edge computing 
interactions reduce network depen-
dence and support low latency, con-
text-aware information processing in 
environments close to the client de-
vices. However, services built around 
edge computing are likely to suffer 
from new failure modes, both hard 
failures (unavailability of certain re-
sources) and soft failures (degraded 
availability of certain resources). 
Low-latency requirements combined 
with budget constraints will limit the 
fail-over options available in edge 
computing compared to a traditional 
cloud-based environment. Conse-
quently, system developers must de-
velop and deploy applications on the 
edge with an understanding of such 
constraints.

Additional issues edge computing 
will face include authentication at 
scale, cost amortization, and resource 
contention management. Further, for 
a thriving ecosystem, it is essential to 
have standardization of the device 
and network APIs, something that 
has not been seen to date. How these 
issues are handled will ultimately 

determine the success or failure of 
the paradigm of edge computing. 
Like many technology inflection 
points, timely moves on the thrusts 
outlined in this article can signifi-
cantly tilt the balance in favor of suc-
cess. 
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distributed smart grids—overloading 
the grid even temporarily can cause 
issues. Some accepted solutions rely 
on constraint-managing dispatch 
systems that classify different loads 
by their requirements. In Petersen 
et al.,14 for example, power loads are 
classified as batteries, bakeries, and 
buckets (BBB). A bakery is the kind of 
load where the process must run in 
one continuous stretch at constant 
power consumption. The bakery 
could be a commercial greenhouse, 
where plants must receive a specific 
amount of light each day. This light 
must, however, be delivered continu-
ously to stimulate the photosynthesis 
of the plants. Our toaster example is 
this kind of load. In the edge comput-
ing scenario, each client application 
registers with a resource manager, 
and the devices can effectively re-
serve resources prior to execution. In 
the case of the toaster, this means the 
CNN process and bandwidth for the 
video feed are reserved prior to start-
ing the toast process.

This thrust indicates there is re-
search to be done for the appropriate 
level of reservation and scheduling 
under time constraints. We can rely 
on significant prior work in the area of 
soft real-time systems. However, two 
domain-specific challenges arise here. 
First, the delay tolerance can be specif-
ic to the context, for example, the spe-
cific user using the device. This must 
be programmed in, and in the longer 
term, learned by the scheduler for the 
edge resource. Second, there are sev-
eral levels of resources available for 
making the scheduling decision—the 
client device, the edge device, and re-
sources on the cloud. Each choice has 
interdependent effect on choices made 
for other client applications.

Authentication. Authentication 
will exist in two pieces. The first 
piece—credentials—will be relatively 
straight forward to solve. As with SSL, a 
collection of central authorities (such 
as Azure, EC2, Rackspace) will provide 
API’s for registering and generating 
signed public/private key pairs from 
their IoT support systems. The second 
piece, access control, must contain 
the association between users, their 
devices, and the edge computers. This 
piece is complicated by both scale and 
usability factors.
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MACHINE LEARNING IS progressing at an astounding 
rate, powered by complex models such as ensemble 
models and deep neural networks (DNNs). These 
models have a wide range of real-world applications, 
such as movie recommendations of Netflix, neural 
machine translation of Google, and speech recognition 
of Amazon Alexa. Despite the successes, machine 
learning has its own limitations and drawbacks. 
The most significant one is the lack of transparency 
behind their behaviors, which leaves users with little 
understanding of how particular decisions are made 
by these models. Consider, for instance, an advanced 
self-driving car equipped with various machine 
learning algorithms does not brake or decelerate when 
confronting a stopped firetruck. This unexpected 
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 ˽ Techniques for interpretable machine 
learning can be grouped into two 
categories—intrinsic and post-hoc 
interpretability—both of which can  
be further classified into global and  
local interpretability.

 ˽ Model explanation and surprising 
artifacts are often two sides of  
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design real user-oriented and  
human-friendly explanations.
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behavior may frustrate and confuse us-
ers, making them wonder why. Even 
worse, the wrong decisions could 
cause severe consequences if the car 
is driving at highway speeds and might 
ultimately crash into the firetruck. The 
concerns about the black-box nature of 
complex models have hampered their 
further applications in our society, es-
pecially in those critical decision-mak-
ing domains like self-driving cars.

Interpretable machine learning would 
be an effective tool to mitigate these 
problems. It gives machine learning 
models the ability to explain or to pres-
ent their behaviors in understandable 
terms to humans,10 which is called 
interpretability or explainability and 

we use them interchangeably in this 
article. Interpretability would be an in-
dispensable part for machine learning 
models in order to better serve human 
beings and bring benefits to society. 
For end users, explanation will increase 
their trust and encourage them to 
adopt machine learning systems. From 
the perspective of machine learning 
system developers and researchers, the 
provided explanation can help them 
better understand the problem, the 
data and why a model might fail, and 
eventually increase the system safety. 
Thus, there is a growing interest among 
the academic and industrial commu-
nity in interpreting machine learning 
models and gaining insights into their 

working mechanisms.
Interpretable machine learning 

techniques can generally be grouped 
into two categories: intrinsic interpret-
ability and post-hoc interpretability, 
depending on the time when the inter-
pretability is obtained.23 Intrinsic inter-
pretability is achieved by constructing 
self-explanatory models which incor-
porate interpretability directly to their 
structures. The family of this category 
includes decision tree, rule-based mod-
el, linear model, attention model, and 
so on. In contrast, the post-hoc one re-
quires creating a second model to pro-
vide explanations for an existing mod-
el. The main difference between these 
two groups lies in the trade-off between 
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Figure 1. An illustration of three lines of interpretable machine learning techniques, taking 
DNN as an example.

Intrinsic Explanation
(global or local)

New layer with
interpretable constraints

Post-hoc
Global Explanation

Post-hoc
Local Explanation

In this article, we first summarize 
current progress of three lines of 
research for interpretable machine 
learning: designing inherently inter-
pretable models (including globally 
and locally), post-hoc global expla-
nation, and post-hoc local explana-
tion. We proceed by introducing ap-
plications and challenges of current 
techniques. Finally, we present limi-
tations of current explanations and 
propose directions toward more hu-
man-friendly explanations.

Inherently Interpretable Model
Intrinsic interpretability can be 
achieved by designing self-explanatory 
models that incorporate interpretabil-
ity directly into the model structures. 
These constructed interpretable mod-
els either are globally interpretable or 
could provide explanations when they 
make individual predictions.

Globally interpretable models can 
be constructed in two ways: directly 
trained from data as usual but with 
interpretability constraints and be-
ing extracted from a complex and 
opaque model.

Adding interpretability constraints. 
The interpretability of a model could 
be promoted by incorporating inter-
pretability constraints. Some repre-
sentative examples include enforcing 
sparsity terms or imposing semantic 
monotonicity constraints in classifica-
tion models.14 Here, sparsity means a 
model is encouraged to use relatively 
fewer features for prediction, while 
monotonicity enables the features to 
have monotonic relations with the 
prediction. Similarly, decision trees 
are pruned by replacing subtrees with 
leaves to encourage long and deep trees 
rather than wide and more balanced 
trees.29 These constraints make a model 
simpler and could increase the model’s 
comprehensibility by users.

Besides, more semantically mean-
ingful constraints could be added to 
a model to further improve interpret-
ability. For instance, interpretable con-
volutional neural networks (CNN) add 
a regularization loss to higher convo-
lutional layers of CNN to learn disen-
tangled representations, resulting in 
filters that could detect semantically 
meaningful natural objects.39 Another 
work combines novel neural units, 
called capsules, to construct a capsule 

model accuracy and explanation fidel-
ity. Inherently interpretable models 
could provide accurate and undistorted 
explanation but may sacrifice predic-
tion performance to some extent. The 
post-hoc ones are limited in their ap-
proximate nature while keeping the un-
derlying model accuracy intact.

Based on categorization noted here, 
we further differentiate two types of 
interpretability: global interpretability 
and local interpretability. Global inter-
pretability means users can under-
stand how the model works globally by 
inspecting the structures and param-
eters of a complex model, while local 
interpretability examines an individual 
prediction of a model locally, trying to 
figure out why the model makes the 

decision it makes. Using the DNN in 
Figure 1 as an example, global inter-
pretability is achieved by understand-
ing the representations captured by 
the neurons at an intermediate layer, 
while local interpretability is obtained 
by identifying the contributions of 
each feature in a specific input to the 
prediction made by DNN. These two 
types bring different benefits. Global 
interpretability could illuminate the 
inner working mechanisms of ma-
chine learning models and thus can in-
crease their transparency. Local inter-
pretability will help uncover the causal 
relations between a specific input and 
its corresponding model prediction. 
Those two help users trust a model and 
trust a prediction, respectively.

Figure 2. A traditional machine learning pipeline using feature engineering, and a deep 
learning pipeline using DNN-based representation learning.

Raw input Feature engineering Features Traditional ML model Output

Raw input OutputDNN-based representation learning

Traditional machine learning

Deep learning
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network.32 The activation vectors of an 
active capsule can represent various 
semantic-aware concepts like position 
and pose of a particular object. This 
nice property makes capsule network 
more comprehensible for humans.

However, there are often trade-offs 
between prediction accuracy and inter-
pretability when constraints are direct-
ly incorporated into models. The more 
interpretable models may result in re-
duced prediction accuracy comparing 
the less interpretable ones.

Interpretable model extraction. An 
alternative is to apply interpretable 
model extraction, also referred as 
mimic learning,36 which may not have 
to sacrifice the model performance too 
much. The motivation behind mimic 
learning is to approximate a complex 
model using an easily interpretable 
model such as a decision tree, rule-
based model, or linear model. As long 
as the approximation is sufficiently 
close, the statistical properties of the 
complex model will be reflected in the 
interpretable model. Eventually, we 
obtain a model with comparable pre-
diction performance, and the behavior 
of which is much easier to understand. 
For instance, the tree ensemble model 
is transformed into a single decision 
tree.36 Moreover, a DNN is utilized to 
train a decision tree that mimics the 
input-output function captured by 
the neural network so the knowledge 
encoded in DNN is transferred to the 
decision tree.5 To avoid the overfitting 
of the decision tree, active learning is 
applied for training. These techniques 
convert the original model to a deci-
sion tree with better interpretability 
and maintain comparable predictive 
performance at the same time.

Locally interpretable models are 
usually achieved by designing more jus-
tified model architectures that could 
explain why a specific decision is made. 
Different from the globally interpre-
table models that offer a certain extent 
of transparency about what is going on 
inside a model, locally interpretable 
models provide users understandable 
rationale for a specific prediction.

A representative scheme is employ-
ing attention mechanism,4,38 which is 
widely utilized to explain predictions 
made by sequential models, for exam-
ple, recurrent neural networks (RNNs). 
Attention mechanism is advantageous 

in that it gives users the ability to inter-
pret which parts of the input are attend-
ed by the model through visualizing the 
attention weight matrix for individual 
predictions. Attention mechanism has 
been used to solve the problem of gen-
erating image caption.38 In this case, a 
CNN is adopted to encode an input im-
age to a vector, and an RNN with atten-
tion mechanisms is utilized to generate 
descriptions. When generating each 
word, the model changes its attention 
to reflect the relevant parts of the im-
age. The final visualization of the atten-
tion weights could tell human what the 
model is looking at when generating a 
word. Similarly, attention mechanism 
has been incorporated in machine 
translation.4 At decoding stage, the 
neural attention module added to neu-
ral machine translation (NMT) model 
assigns different weights to the hidden 
states of the decoder, which allows the 
decoder to selectively focus on different 
parts of the input sentence at each step 
of the output generation. Through visu-
alizing the attention scores, users could 
understand how words in one language 
depend on words in another language 
for correct translation.

Post-Hoc Global Explanation
Machine learning models automati-
cally learn useful patterns from a huge 
amount of training data and retain the 
learned knowledge into model struc-
tures and parameters.

Post-hoc global explanation aims to 
provide a global understanding about 
what knowledge has been acquired by 
these pretrained models and illumi-
nate the parameters or learned repre-
sentations in an intuitive manner to hu-
mans. We classify existing models into 
two categories: traditional machine 
learning and deep learning pipelines 
(see Figure 2), since we are capable of 
extracting some similar explanation 
paradigms from each category. Here, 
we introduce how to provide explana-
tion for these two types of pipelines.

Traditional machine learning expla-
nation. Traditional machine learning 
pipelines mostly rely on feature engi-
neering, which transforms raw data 
into features that better represent the 
predictive task, as shown in Figure 2. 
The features are generally interpretable 
and the role of machine learning is to 
map the representation to output. We 

consider a simple yet effective explana-
tion measure that is applicable to most 
of the models belonging to traditional 
pipeline, called feature importance, 
which indicates statistical contribution 
of each feature to the underlying model 
when making decisions.

Model-agnostic explanation. The 
model-agnostic feature importance is 
broadly applicable to various machine 
learning models. It treats a model as a 
black-box and does not inspect inter-
nal model parameters.

A representative approach is “per-
mutation feature importance.”1 The 
key idea is the importance of a specific 
feature to the overall performance of a 
model can be determined by calculat-
ing how the model prediction accuracy 
deviates after permuting the values of 
that feature. More specifically, given a 
pretrained model with n features and a 
test set, the average prediction score of 
the model on the test set is p, which is 
also the baseline accuracy. We shuffle 
the values of a feature on the test set and 
compute the average prediction score of 
the model on the modified dataset.

This process is iteratively performed 
for each feature and eventually n predic-
tion scores are obtained for n features 
respectively. We then rank the impor-
tance of the n features according to the 
reductions of their score comparing to 
baseline accuracy p. There are several 
advantages for this approach. First, we 
do not need to normalize the values of 
the handcrafted features. Second, it can 
be generalized to nearly any machine 
learning models with handcrafted fea-
tures as input. Third, this strategy has 
been proved to be robust and efficient 
in terms of implementation.

Model-specific explanation. There 
also exists explanation methods spe-
cifically designed for different models. 
Model-specific methods usually de-
rive explanations by examining inter-
nal model structures and parameters. 
Here, we introduce how to provide fea-
ture importance for two families of ma-
chine learning models.

Generalized linear models (GLM) is 
constituted of a series of models that 
are linear combination of input fea-
tures and model parameters followed 
by feeding to some transformation 
function (often nonlinear).21 Examples 
of GLM include linear regression and 
logistic regression. The weights of a 
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neurons detect object parts, such as 
faces and legs. Higher-layer neurons 
respond to whole objects or even 
scenes. Interestingly, the visualization 
of the last-layer neurons illustrates 
that CNN exhibits a remarkable prop-
erty to capture global structure, local 
details, and contexts of an object. Sec-
ond, a neuron could respond to differ-
ent images that are related to a seman-
tic concept, revealing the multifaceted 
nature of neurons.27 For instance, a 
face detection neuron can fire in re-
sponse to both human faces and ani-
mal faces. Note that this phenomenon 
is not confined to high-layer neurons, 
as all layers of neurons are multifaceted. 
The neurons at higher layers are more 
multifaceted than the ones at lower 
layers, indicating that higher-layer 
neurons become more invariant to 
large changes within a class of inputs, 
such as colors and poses. Third, CNN 
learns distributed code for objects.40 
Objects can be described using part-
based representations and these parts 
can be shared across different categories.

Explanation of RNN representation. 
Following numerous efforts to inter-
pret CNN, uncovering the abstract 
knowledge encoded by RNN represen-
tations (including GRUs and LSTMs) 
has also attracted increasing interest 
in recent years. Language modeling, 
which targets to predict the next token 
given its previous tokens, is usually 
utilized to analyze the representations 
learned by RNN. The studies indicate 
that RNN indeed learns useful repre-
sentations.17,18,28

First, some work examines the rep-
resentations of the last hidden layer 
of RNN and study the function of dif-
ferent units at that layer, by analyzing 
the real input tokens that maximally 
activate a unit. The studies demon-
strate that some units of RNN repre-
sentations are able to capture complex 
language characteristics, for example, 
syntax, semantics, and long-term de-
pendencies. For instance, a study ana-
lyzes the interpretability of RNN acti-
vation patterns using character-level 
language modeling.18 This work finds 
that although most of the neural units 
are difficult to find particular mean-
ings, there indeed exist certain dimen-
sions in RNN hidden representations 
that are able to focus on specific lan-
guage structures such as quotation 

GLM directly reflect feature impor-
tance, so users can understand how the 
model works by checking their weights 
and visualizing them. However, the 
weights may not be reliable when dif-
ferent features are not appropriately 
normalized and vary in their scale of 
measurement. Moreover, the interpret-
ability of an explanation will decrease 
when the feature dimensions become 
too large, which may be beyond the 
comprehension ability of humans.

Tree-based ensemble models, such as 
gradient boosting machines, random 
forests, and XGBoost,7 are typically 
inscrutable to humans. There are sev-
eral ways to measure the contribution 
of each feature. The first approach is 
to calculate the accuracy gain when a 
feature is used in tree branches. The 
rationale behind is that without add-
ing a new split to a branch for a fea-
ture, there may be some misclassified 
elements, while after adding the new 
branch, there are two branches and 
each one is more accurate. The second 
approach measures the feature cov-
erage, that is, calculating the relative 
quantity of observations related to a 
feature. The third approach is to count 
the number of times that a feature is 
used to split the data.

DNN representation explanation. 
DNNs, in contrast to traditional mod-
els, not only discover the mapping from 
representation to output, but also learn 
representations from raw data,15 as il-
lustrated in Figure 2. The learned deep 
representations are usually not human 
interpretable,19 hence the explanation 
for DNNs mainly focuses on under-
standing the representations captured 
by the neurons at intermediate layers of 
DNNs. Here, we introduce explanation 
methods for two major categories of 
DNN, including CNN and RNN.

Explanation of CNN representation. 
There has been a growing interest to 
understand the inscrutable representa-
tions at different layers of CNN. Among 
different strategies to understand CNN 
representations, the most effective and 
widely utilized one is through finding 
the preferred inputs for neurons at a 
specific layer. This is generally formu-
lated in the activation maximization 
(AM) framework,33 which can be for-
mulated as:
x * = argmax fl (x) – R (x), (1)
 x

where fl (x) is the activation value of a 
neuron at layer l for input x, and R(x) is 
a regularizer. Starting from random 
initialization, we optimize an image to 
maximally activate a neuron. Through 
iterative optimization, the derivatives 
of the neuron activation value with re-
spect to the image is utilized to tweak 
the image. Eventually, the visualization 
of the generated image could tell what 
individual neuron is looking for in its 
receptive field. We can in fact do this 
for arbitrary neurons, ranging from 
neurons at the first layer all the way to 
the output neurons at the last layer, to 
understand what is encoded as repre-
sentations at different layers.

While the framework is simple, get-
ting it to work faces some challenges, 
among which the most significant one 
is the surprising artifact. The optimiza-
tion process may produce unrealistic 
images containing noise and high-
frequency patterns. Due to the large 
searching space for images, if without 
proper regularization, it is possible to 
produce images that satisfy the optimi-
zation objective to activate the neuron 
but are still unrecognizable. To tackle 
this problem, the optimization should 
be constrained using natural image 
priors so as to produce synthetic imag-
es that resemble natural images. Some 
researchers heuristically propose 
handcrafted priors, including total 
variation norm, α-norm, and Gauss-
ian blur. In addition, the optimiza-
tion could be regularized using stron-
ger natural image priors produced by 
a generative model, such as GAN or 
VAE, which maps codes in the latent 
space to the image spaces.25 Instead 
of directly optimizing the image, these 
methods optimize the latent space 
codes to find an image that can activate 
a given neuron. Experimental results 
have shown the priors produced by 
generative models lead to significant 
improvements in visualization.

The visualization results provide 
several interesting observations about 
CNN representations. First, the net-
work learns representations at several 
levels of abstraction, transiting from 
general to task-specific from the first 
layer to the last layer. For example, take 
the CNN trained with the ImageNet 
dataset. Lower-layer neurons detect 
small and simple patterns, such as 
object corners and textures. Mid-layer 
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marks, brackets, and line lengths in a 
text. In another work, a word-level lan-
guage model is utilized to analyze the 
linguistic features encoded by individ-
ual hidden units of RNN.17 The visual-
izations illustrate that some units are 
mostly activated by certain semantic 
category, while some others could cap-
ture a particular syntactic class or de-
pendency function. More interesting-
ly, some hidden units could carry the 
activation values over to subsequent 
time steps, which explains why RNN 
can learn long-term dependencies and 
complex linguistic features.

Second, the research finds that RNN 
is able to learn hierarchical represen-
tations by inspecting representations 
at different hidden layers.28 This ob-
servation indicates that RNN repre-
sentations bear some resemblance to 
their CNN counterpart. For instance, 
a bidirectional language model is con-
structed using a multi-layer LSTM.28 
The analysis of representations at dif-
ferent layers of this model shows that 
the lower-layer representation cap-
tures context-independent syntactic 
information. In contrast, higher-layer 
LSTM representations encode context-
dependent semantic information. The 
deep contextualized representations 
can disambiguate the meanings of 
words by utilizing their context, and 
thus could be employed to perform 
tasks which require context-aware un-
derstanding of words.

Post-Hoc Local Explanation
After understanding the model glob-
ally, we zoom in to the local behavior 
of the model and provide local expla-
nations for individual predictions. Lo-
cal explanations target to identify the 
contributions of each feature in the 
input toward a specific model predic-
tion. As local methods usually attribute 
a model’s decision to its input features, 
they are also called attribution meth-
ods. Here, we first introduce model-
agnostic attribution methods and then 
discuss attribution methods specific to 
DNN-based predictions.

Model-agnostic explanation. Mod-
el-agnostic methods allow explain-
ing predictions of arbitrary machine 
learning models independent of the 
implementation. They provide a way 
to explain predictions by treating the 
models as black boxes, where explana-

tions could be generated even without 
access to the internal model parame-
ters. They bring some risks at the same 
time, since we cannot guarantee the 
explanation faithfully reflects the deci-
sion-making process of a model.

Local approximation-based explana-
tion is based on the assumption the 
machine learning predictions around 
the neighborhood of a given input can 
be approximated by an interpretable 
white-box model. The interpretable 
model does not have to work well glob-
ally, but it must approximate the black-
box model well in a small neighbor-
hood near the original input. Then the 
contribution score for each feature can 
be obtained by examining the param-
eters of the white-box model.

Some studies assume the predic-
tion around the neighborhood of an 
instance could be formulated as the 
linearly weighted combination of its 
input features.30 Attribution methods 
based on this principle first sample the 
feature space in the neighborhood of 
the instance to constitute an addition-
al training set. A sparse linear model, 
such as Lasso, is then trained using the 
generated samples and labels. This ap-
proximation model works the same as 
a black-box model locally but is much 
easier to inspect. Finally, the predic-
tion of the original model can be ex-
plained by examining the weights of 
this sparse linear model instead.

Sometimes, even the local behav-
ior of a model may be extremely non-
linear, linear explanations could lead to 
poor performance. Models which could 
characterize non-linear relationship are 
thus utilized as the local approxima-
tion. For instance, a local approxima-
tion-based explanation framework can 
be constructed using if-then rules.31 
Experiments on a series of tasks show 
that this framework is effective at 
capturing nonlinear behaviors. More 
importantly, the produced rules are 
not confined merely to the instance 
being explained and often generalize 
to other instances.

Perturbation-based explanation. This 
line of work follows the philosophy that 
the contribution of a feature can be de-
termined by measuring how predic-
tion score changes when the feature is 
altered. It tries to answer the question: 
Which parts of the input, if they were not 
seen by the model, would most change 

Explanations could 
help examine 
whether a machine 
learning model has 
employed the true 
evidences instead 
of biases that 
widely exist among 
training data.
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Figure 3. Heatmap of DNN-specific local explanation. (a) original input, (b) back-propaga-
tion, (c) mask perturbation, and (d) investigation of representations.

Figure 4. Progress of interpretable ML. 
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are integrated into a unified framework 
where all methods are reformulated as a 
modified gradient function.2 This unifi-
cation enables comprehensive compari-
son between different methods and fa-
cilitates effective implementation under 
modern deep-learning libraries, such as 
TensorFlow and PyTorch. Back-propa-
gation-based methods are efficient in 
terms of implementation, as they usu-
ally need a few forward and backward 
calculations. On the other hand, they 
are limited in their heuristic nature and 
may generate explanations of unsat-
isfactory quality, which are noisy and 
highlight some irrelevant features, as 
shown in Figure 3b.

Mask perturbation. The previously 
mentioned model-agnostic perturba-
tion could be computationally very 
expensive when handling an instance 
with high dimensions, since they need 
to sequentially perturb the input. In 
contrast, DNN-specific perturbation 
could be implemented efficiently 
through mask perturbation and gradi-
ent descent optimization. One repre-
sentative work formulates the pertur-
bation in an optimization framework 
to learn a perturbation mask, which 
explicitly preserves the contribution 
values of each feature.13 Note that this 
framework generally needs to impose 
various regularizations to the mask to 
produce meaningful explanation rath-
er than surprising artifacts.13 Although 
the optimization-based framework 
has drastically boosted the efficiency, 
generating an explanation still needs 
hundreds of forward and backward op-
erations. To enable more computation-
ally efficient implementation, a DNN 
model can be trained to predict the at-
tribution mask.8 Once the mask neural 
network model is obtained, it only re-
quires a single forward pass to yield at-
tribution scores for an input.

Investigation of deep representa-
tions. Either perturbation or back-
propagation-based explanations ig-
nore the deep representations of the 
DNN that might contain rich informa-
tion for interpretation. To bridge the 
gap, some studies explicitly utilize the 
deep representations of the input to 
perform attribution.

Based on the observation that deep 
CNN representations capture the high-
level content of input images as well 
as their spatial arrangement, a guided 

Current stage is researcher-oriented explanations. We can make it more faithful  
and accurate, which can be further utilized to promote model generalization ability,  
and then develop user-friendly explanations.

Interpretable Machine Learning

More faithful and accurate Researcher-oriented
explanation

Current stage

Difficulty of Tasks

Improve ML generalization

User-friendly
explanation

its prediction? Thus, the results may 
be called counterfactual explanations. 
The perturbation is performed across 
features sequentially to determine their 
contributions and can be implemented 
in two ways: omission and occlusion. For 
omission, a feature is directly removed 
from the input, but this might be im-
practical since few models allow setting 
features as unknown. As for occlusion, 
the feature is replaced with a reference 
value, such as zero for word embeddings 
or specific gray value for image pixels. 
Nevertheless, occlusion raises a new 
concern that new evidence may be intro-
duced and that can be used by the mod-
el as a side effect.8 For instance, if we 
occlude part of an image using a green 
color and then we may provide undesir-
able evidence for the grass class. Thus, 
we should be particularly cautious when 
selecting reference values to avoid intro-
ducing extra pieces of evidence.

Model-specific explanation. There 
are also explanation approaches ex-
clusively designed for a specific type of 

model. Here, we introduce DNN-spe-
cific methods that treat the networks 
as white boxes and explicitly utilize the 
interior structure to derive explana-
tions. We divide them into three major 
categories: back-propagation based 
methods in a top-down manner; per-
turbation-based methods in a bottom-
up manner; and investigation of deep 
representations in intermediate layers.

Back-propagation-based methods 
calculate the gradient, or its variants, of 
a particular output with respect to the 
input using back-propagation to derive 
the contribution of features. In the sim-
plest case, we can back-propagate the 
gradient.33 The underlying hypothesis 
is that larger gradient magnitude repre-
sents a more substantial relevance of a 
feature to a prediction. Other approach-
es back-propagate different forms of 
signals to the input, such as discarding 
negative gradient values at the back-
propagation process,34 or back-propagat-
ing the relevance of the final prediction 
score to the input layer.3 These methods 
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feature inversion framework is pro-
posed to provide local explanations.11 
This framework inverts the representa-
tions at higher layers of CNN to a syn-
thesized image, while simultaneously 
encodes the location information of the 
target object in a mask. Decomposition 
is another perspective to take advan-
tage of deep DNN representations. For 
instance, through modeling the infor-
mation-flowing process of the hidden 
representation vectors in RNN models, 
the RNN prediction is decomposed into 
additive contribution of each word in 
the input text.12 The decomposition re-
sult could quantify the contribution of 
each individual word to a RNN predic-
tion. These two explanation paradigms 
achieve promising results on a variety 
of DNN architectures, indicating the 
intermediate information indeed con-
tributes significantly to the attribution. 
Furthermore, deep representations 
serve as a strong regularizer, increasing 
the possibility the explanations faith-
fully characterize the behaviors of DNN 
under normal operating conditions. 
Thus, it reduces the risks of generating 
surprising artifacts and leads to more 
meaningful explanations.

Applications
Interpretable machine learning has 
numerous applications. We introduce 
three representative ones: model vali-
dation, model debugging, and knowl-
edge discovery.

Model validation. Explanations 
could help examine whether a machine 
learning model has employed the true 
evidences instead of biases that widely 
exist among training data. A post-hoc at-
tribution approach, for instance, analyz-
es three question answering models.24 
The attribution heatmaps show these 
models often ignore important parts 
of the questions and rely on irrelevant 
words to make decisions. They further 
indicate the weakness of the models is 
caused by the inadequacies of training 
data. Possible solutions to fix this prob-
lem include modifying training data or 
introducing inductive bias when train-
ing the model. More seriously, machine 
learning models may rely on gender and 
ethnic biases to make decisions.9 Inter-
pretability could be exploited to iden-
tify whether models have utilized these 
biases to ensure models do not violate 
ethical and legal requirements.

Model debugging. Explanations also 
can be employed to debug and ana-
lyze the misbehavior of models when 
models give wrong and unexpected 
predictions. A representative example 
is adversarial learning.26 Recent work 
demonstrated that machine learning 
models, such as DNNs, can be guided 
into making erroneous predictions 
with high confidence, when process-
ing accidentally or deliberately crafted 
inputs.20,26 However, these inputs are 
quite easy to be recognized by humans. 
In this case, explanation facilitates hu-
mans to identify the possible model de-
ficiencies and analyze why these models 
may fail. More importantly, we may fur-
ther take advantage of human knowl-
edge to figure out possible solutions to 
promote the performances and reason-
ability of models.

Knowledge discovery. The derived ex-
planations also allow humans to obtain 
new insights from machine learning 
model through comprehending their 
decision-making process. With expla-
nation, the area experts and the end 
users could provide realistic feedbacks. 
Eventually, new science and new knowl-
edge, which are originally hidden in the 
data, could be extracted. For instance, 
a rule-based interpretable model has 
been utilized to predict the mortality 
risk for patients with pneumonia.6 One 
of the rules from the model suggests 
having asthma could lower a patient’s 
risk of dying from pneumonia. It turns 
out to be true since patients with asthma 
were given more aggressive treatments, 
which led to better outcomes.

Research Challenges
Despite recent progress in interpre-
table machine learning, there are 
still some urgent challenges, espe-
cially on explanation method design 
as well as evaluation.

Explanation method design. The 
first challenge is related to the method 
design, especially for post-hoc expla-
nation. We argue that an explanation 
method should be restricted to truly 
reflect the model behavior under nor-
mal operation conditions. This criteri-
on has two meanings. Firstly, the ex-
planations should be faithful to the 
mechanism of the underlying machine 
learning model.12 Post-hoc explana-
tion methods propose to approximate 
the behavior of models. Sometimes, 

the approximation is not sufficiently 
accurate, and the explanation may fail 
to precisely reflect the actual opera-
tion status of the original model. For 
instance, an explanation method may 
give an explanation that makes sense 
to humans, while the machine learn-
ing model works in an entirely differ-
ent way. Second, even when explana-
tions are of high fidelity to the 
underlying models, they may fail to 
represent the model behavior under 
normal conditions. Model explana-
tion and surprising artifacts are often 
two sides of the same coin. The expla-
nation process could generate exam-
ples that are out of distribution from 
the statistics in the training dataset, 
including nonsensical inputs and adver-
sarial examples,16 which are beyond 
the capability of current machine 
learning models. Without careful 
design, both global and local explana-
tions may trigger the artifacts of ma-
chine learning models, rather than 
produce meaningful explanations.

Explanation method evaluation. The 
second challenge involves the method 
evaluation. We introduce below the 
evaluation challenges for intrinsic ex-
planation and post-hoc explanation.

The challenge for intrinsic explana-
tion mainly lies in how to quantify the 
interpretability. There are broad sets of 
interpretable models designed accord-
ing to distinct principles and have vari-
ous forms of implementations. Take 
the recommender system as an ex-
ample, both interpretable latent topic 
model and attention mechanism could 
provide some extent of interpretability. 
Nevertheless, how can we compare the 
interpretability between globally inter-
pretable model and locally interpreta-
ble model? There is still no consensus 
on what interpretability means and 
how to measure the interpretability. 
Finale and Been propose three types 
of metrics: application-grounded met-
rics, human-grounded metrics, and 
functionally grounded metrics.10 These 
metrics are complementary to each 
other and bring their own pros and 
cons regarding the degree of validity 
and the cost to perform evaluations. 
Adopting what metrics heavily de-
pends on the tasks so as to make more 
informed evaluations.

For post-hoc explanation, compar-
ing to evaluate its interpretability, it is 
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prediction was made, but rather explain 
why this prediction was made instead of 
another, so as to answer questions like 
“Why Q rather than R?” Here Q is the 
fact that requires explanation, and R is 
the comparing case, which could be a 
real one or virtual one. Consider, for in-
stance, a user is declined mortgage. The 
user may compare with another real 
case and raise question: “Why didn’t I 
get a mortgage when my neighborhood 
did?” On the other hand, the user may 
ask: “Why was my mortgage rejected?” 
Here is an implicit contrast case, and 
actually the user is requesting expla-
nation for a virtual case “How to get 
my mortgage loan approved?” Since it 
is compared to an event that has not 
happened, thus the desirable expla-
nation here can also be called counter-
factual explanation.37

To provide contrastive explanations 
for a model prediction, similar strat-
egy could be used for both comparisons 
mentioned earlier. We first produce 
feature importance attribution for two 
instances: not-accepted case for the 
user, has-accepted case of a neighbor 
(or would-be-accepted case of the user), 
and then compare the two attribu-
tion vectors. Note that we could resort 
to adversarial perturbation to find the 
would-be-accepted case. Besides, it is 
recommended to provide a diverse set of 
reasons, that is, to find multiple contrast 
cases, to make the explanation more in-
formative. Ultimately, we generate ex-
planations of the form: “Your mortgage 
is rejected because your income is lower 
than your neighbor’s, your credit history 
is not as strong as your neighbor’s … or 
“Your mortgage would be accepted if 
your income is raised from x to y.”

Selective explanations. Usually, users 
do not expect an explanation can cover 
the complete cause of a decision. In-
stead, they wish the explanation could 
convey the most important informa-
tion that contributes to the decision.22 
A sparse explanation, which includes a 
minimal set of features that help justify 
the prediction is preferred, although 
incompletely. Still use the mortgage 
case for example. One good explana-
tion could be presenting users the top 
two reasons contributing to the deci-
sion, such as poor credit history or low 
income to debt ratio.

Credible explanations. Good expla-
nation might be consistent with prior 

equally important to assess the faithful-
ness of explanation to the original mod-
el, which is often omitted by existing 
literature. As mentioned earlier, gener-
ated explanations for a machine learn-
ing model are not always reasonable to 
humans. It is extremely difficult to tell 
whether the unexpected explanation is 
caused by misbehavior of the model or 
limitation of the explanation method. 
Therefore, better metrics to measure the 
faithfulness of explanations are needed, 
in order to complement existing evalua-
tion metrics. The degree of faithfulness 
can determine how confident we can 
trust an explanation. Nevertheless, the 
design of appropriate faithfulness met-
ric remains an open problem and de-
serves further investigation.

Discussion
We briefly introduce limitations of ex-
planation methods we have surveyed 
and then present explanation formats 
that might be more understandable 
and friendly to users.

Limitations of current explanations. 
A major limitation of existing work on 
interpretable machine learning is that 
the explanations are designed based on 
the intuition of researchers rather than 
focusing on the demands of endusers. 
Current local explanations are usually 
given in the format of feature impor-
tance vectors, which are a complete 
causal attribution and a low-level expla-
nation.23 This format would be satisfac-
tory if the explanation audiences are de-
velopers and researchers, since they can 
utilize the statistical analysis of the fea-
ture importance distribution to debug 
the models. Nevertheless, this format 
is less friendly if the explanation receiv-
ers are lay users of machine learning. 
It describes the full decision logic of a 
model, which contains a huge amount 
of redundant information and will be 
overwhelming to users. The presenta-
tion formats could be further enhanced 
to better promote user satisfaction.

Toward human-friendly explana-
tions. Based on findings in social sci-
ences and human behavioral studies,22 
we provide some directions toward 
user-oriented explanations, which 
might be more satisfying to humans as 
a means of communication.

Contrastive explanations. They are 
also referred as differential explana-
tions.22 They do not tell why a specific 

Model explanation 
and surprising 
artifacts are often 
two sides of  
the same coin.
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knowledge of general users.23 Suppose 
the generated top reasons for the mort-
gage case include marital status is sin-
gle and education status is high school 
graduate, then it would be less trust-
able than an explanation outputting 
poor credit history and low income to 
debt ratio, since the latter two are more 
reasonable causes leading to rejection. 
Low credibility could be caused by the 
poor fidelity of explanation to the origi-
nal model. On the other hand, the ex-
planations maybe faithful, however, the 
machine learning model does not adopt 
correct evidences to make decisions.

Conversational explanations. Expla-
nations might be delivered as a conver-
sation between the explainer and ex-
planation receivers.22 It means we must 
consider the social context, that is, to 
whom an explanation is provided,35 in 
order to determine the content and for-
mats of explanations. For instance, a 
preferred format is verbal explanation 
if it is explaining to lay-users.

Note there are many other paths to 
user-friendly explanations. We refer in-
terested readers to the survey by Miller22 
for a comprehensive list of directions. 
All the aforementioned directions serve 
an identical purpose that explanation 
should tell users why a decision was 
reached in a concise and friendly man-
ner. More importantly, the explanation 
could inform users what could be pos-
sibly changed to receive a desired deci-
sion next time. Granted, there is still a 
long way to go to render explanations 
that promote user’s satisfaction. In the 
future, researchers from different dis-
ciplines, including machine learning, 
human-computer interaction, and so-
cial science, are encouraged to closely 
cooperate to design really user-oriented 
and human-friendly explanations.

Conclusion
Interpretable machine learning is an 
open and active field of research, with 
numerous approaches continuously 
emerging every year. We have presented 
a clear categorization and comprehen-
sive overview of existing techniques for 
interpretable machine learning, aiming 
to help the community to better under-
stand the capabilities and weaknesses 
of different interpretation approaches. 
Although techniques for interpretable 
machine learning are advancing quickly, 
some key challenges remain unsolved, 

and future solutions are needed to fur-
ther promote the progress of this field.
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ON E  OF THE most daunting challenges in information 
science and technology has always been mastering 
concurrency. Concurrent programming is enormously 
difficult because it copes with many possible 
nondeterministic behaviors of tasks being done at 
the same time. These come from different sources, 
including failures, operating systems, shared memory 
architectures, and asynchrony. Indeed, even today 

we do not have good tools to build ef-
ficient, scalable, and reliable concur-
rent systems.

Concurrency was once a specialized 
discipline for experts, but today the chal-
lenge is for the entire information tech-
nology community because of two dis-
ruptive phenomena: the development of 
networking communications, and the 
end of the ability to increase processors 
speed at an exponential rate. Increases 
in performance come through concur-
rency, as in multicore architectures. 
Concurrency is also critical to achieve 
fault-tolerant, distributed services, as in 
global databases, cloud computing, and 
blockchain applications.

Concurrent computing through sequen-
tial thinking. Right from the start in the 
1960s, the main way of dealing with con-
currency has been by reduction to se-
quential reasoning. Transforming 
problems in the concurrent domain 
into simpler problems in the sequential 
domain, yields benefits for specifying, 
implementing, and verifying concur-
rent programs. It is a two-sided strategy, 
together with a bridge connecting the 
two sides.

First, a sequential specification of 
an object (or service) that can be ac-

Mastering 
Concurrent 
Computing 
through 
Sequential 
Thinking

DOI:10.1145/3363823

A 50-year history of concurrency.

BY SERGIO RAJSBAUM AND MICHEL RAYNAL

 key insights
 ˽ A main way of dealing with the enormous 

challenges of building concurrent 
systems is by reduction to sequential 
thinking. Over more than 50 years, more 
sophisticated techniques have been 
developed to build complex systems in 
this way.

 ˽ The strategy starts by designing 
sequential specifications, and then 
mechanisms to associate a concurrent 
execution to a sequential execution 
that itself can be tested against the 
sequential specification. 

 ˽ The history starts with concrete, physical 
mutual exclusion techniques, and evolves 
up to today, with more abstract, scalable, 
and fault-tolerant ideas including 
distributed ledgers.

 ˽ We are at the limits of the approach, 
encountering performance limitations 
by the requirement to satisfy a 
sequential specification, and because 
not all concurrent problems have 
sequential specifications.

I must appeal to the patience of the wondering readers,
suffering as I am from the sequential nature of human 
communication.

—E.W. Dijkstra, 196812
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cessed concurrently states the desired 
behavior only in executions where the 
processes access the object one after 
the other, sequentially. Thus, famil-
iar paradigms from sequential com-
puting can be used to specify shared 
objects, such as classical data struc-
tures (for example, queues, stacks, 
and lists), registers that can be read 
or modified, or database transactions. 
This makes it easy to understand the 
object being implemented, as op-
posed to a truly concurrent specifi-
cation which would be hard or un-
natural. Instead of trying to modify 
the well-understood notion of say, a 
queue, we stay with the usual sequen-
tial specification, and move the mean-
ing of a concurrent implementation of 
a queue to another level of the system.

The second part of the strategy is to 
provide implementation techniques for 

efficient, scalable, and fault-tolerant 
concurrent objects. Locks enforce ex-
clusive accesses to shared data, and 
concurrency control protocols. More 
abstract and fault-tolerant solutions 
that include agreement protocols that 
can be used for replicated data to lo-
cally execute object operations in the 
same order. Reliable communication 
protocols such as atomic broadcast and 
gossiping are used by the processes to 
communicate with each other. Distrib-
uted data structures, such as block-
chains. Commit protocols to ensure at-
omicity properties. Several techniques 
are commonly useful, such as time-
stamps, quorums, group membership 
services, and failure detectors. Inter-
esting liveness issues arise, specified 
by progress conditions to guarantee 
that operations are actually executed.

The bridge establishes a connection 

between the executions of a concurrent 
program and the sequential specifica-
tion. It enforces safety properties by 
which concurrent executions appear as 
if the operations invoked on the object 
where executed instantaneously, in 
some sequential interleaving. This is 
captured by the notion of a consistency 
condition, which defines the way con-
current invocations to the operations 
of an object correspond to a sequential 
interleaving, which can then be tested 
against the its sequential specification.

A brief history and some examples. 
The history of concurrency is long and 
the body of research enormous; a few 
milestones are in the sidebar “A Few 
Dates from the History of Synchroniza-
tion.” The interested reader will find 
many more results about principles 
of concurrency in textbooks.4,21,35,37 We 
concentrate here only on a few signifi-
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Algorithm 1. Peterson’s mutual exclusion algorithm for two processes.

A Few Dates from the  
History of Synchronization

foundational articles on concurrent pro-
gramming appears in Brinch.6

As soon as the programs being run 
concurrently began to interact with 
each other, it was realized how difficult 
it is to think concurrently. By the end 
of the 1960s a crisis was emerging: 
programming was done without any 
conceptual foundation and programs 
were riddled with subtle errors caus-
ing erratic behaviors. In 1965, Dijks-
tra discovered that mutual exclusion 
of parts of code is a fundamental con-
cept of programming and opened the 
way for the first books of principles on 
concurrent programming, which ap-
peared at the beginning of the 1970s.

Locks. A mutual exclusion algorithm 
consists of the code for two opera-
tions—acquire() and release()—
that a process invokes to bracket a 
section of code called a critical section. 
The usual environment in which it is 
executed is asynchronous, where pro-
cess speeds are arbitrary, independent 
from each other. A mutual exclusion 
algorithm guarantees two properties.

 ˲ Mutual exclusion. No two processes 
are simultaneously executing their crit-
ical section.

 ˲ Deadlock-freedom. If one or several 
processes invoke acquire() opera-
tions that are executed concurrently, 
eventually one of them terminates its 
invocation, and consequently executes 
its critical section.

Deadlock-freedom does not pre-
vent specific timing scenarios from oc-
curring in which some processes can 
never enter their critical section. The 
stronger starvation-freedom progress 
condition states that any process that 
invokes acquire() will terminate its 
invocation (and will consequently ex-
ecute its critical section).

A mutual exclusion algorithm. The 
first mutual exclusion algorithms were 
difficult to understand and prove cor-
rect. We describe here an elegant al-
gorithm by Peterson32 based on read/
write shared registers. Algorithms for 
a message-passing system have been 
described since Lamport’s logical 
clock paper.25

The version presented in Algorithm 
1 is for two processes but can be eas-
ily generalized to n processes. The 
two processes p1 and p2 share three 
read/write atomic registers, FLAG[1], 
FLAG[2], and LAST. Initially FLAG[1], 
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1996
Weakest information on failures to solve consensus 
in the presence of asynchrony and process crashes 
(DA 2010)
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A paper that received the Dijkstra ACM Award in the year X is marked (DA X).

cant examples of sequential reasoning 
used to master concurrency, providing 
a sample of fundamental notions of 
this approach, and we describe several 
algorithms, both shared memory and 
message passing, as a concrete illustra-
tion of the ideas.

We tell the story through an evo-
lution that starts with mutual ex-
clusion, followed by implementing 
read/write registers on top of mes-
sage passing systems, then imple-
menting arbitrary objects through 
powerful synchronization mecha-
nisms. We discuss the modern dis-
tributed ledger trends of doing so in 
a highly scalable, tamper-proof way. 
We conclude with a discussion of the 
limitations of this approach: It may 

be that it is expensive to implement, 
and furthermore, there are inher-
ently concurrent problems with no 
sequential specifications.

Mutual Exclusion
Concurrent computing began in 1961 
with what was called multiprogramming 
in the Atlas computer, where concur-
rency was simulated—as we do when 
telling stories where things happen con-
currently—interlacing the execution of 
sequential programs. Concurrency was 
born in order to make efficient use of a 
sequential computer, which can execute 
only one instruction at a time, giving us-
ers the illusion that their programs are 
all running simultaneously, through the 
operating system. A collection of early 
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FLAG[2], are down, while LAST does not 
need to be initialized. Both processes 
can read all registers. Moreover, while 
LAST can be written by both processes, 
only pi , i ∈ {1, 2}, writes to FLAG[i]. 
Atomic means the read and write op-
erations on the registers seem to have 
been executed sequentially (hence, the 
notion of “last writer” associated with 
LAST is well defined).

When process pi invokes acquire(), 
it first raises its flag, thereby indicat-
ing it is competing, and then writes its 
name in LAST indicating it is the last 
writer of this register. Next, process pi re-
peatedly reads FLAG[j] and LAST until it 
sees FLAG[j] = down or it is no longer the 
last writer of LAST. When this occurs, 
pi terminates its invocation. The opera-
tion release() consists in a simple 
lowering of the flag of the invoking pro-
cess. The read and write operations on 
FLAG[1], FLAG[2], and LAST are totally 
ordered (atomicity), which facilitates 
the proof of the mutual exclusion and 
starvation-freedom properties.

Mutual exclusion was the first 
mechanism for mastering concur-
rent programming through sequential 
thinking, and lead to the identification 
of notions that began to give a scien-
tific foundation to the approach, such 
as the concepts of progress condition 
and atomicity. It is the origin of the im-
portant area of concurrency control, by 
controlling access to data using locks 
(for example, 2-phase locking).

From Resources to Objects
At the beginning, a critical section was 
encapsulating the use of a physical re-
source, which by its own nature, is se-
quentially specified (for example, disk, 
printer, processor). Conceptually not 
very different, locks were then used to 
protect concurrent accesses of simple 
data (such as a file). However, when 
critical sections began to be used to en-
capsulate more general shared objects, 
new ideas were needed.

Data is not physical resources. A 
shared object is different from a physi-
cal object, in that it does not a priori 
require exclusive access; a process can 
read the data of a file while another 
process concurrently modifies it. The 
lock-free approach (introduced by 
Lamport24), makes possible to envis-
age implementations of purely digital 
objects without using mutual exclu-

sion, in a way that operations can over-
lap in time.

Tolerating crash failures. Addition-
ally, mutual exclusion cannot be used 
to implement an object in the presence 
of asynchrony and process crashes. If a 
process crashes inside its critical sec-
tion, other processes, unable to tell if 
it crashed or is just slow, are prevented 
from accessing the object.

Consistency conditions. Wherever 
concurrent accesses to share data take 
place, a consistency condition is need-
ed to define which concurrent opera-
tion executions are considered correct. 
Instead of transforming a concurrent 
execution into a sequential execution 
(as in mutual exclusion), the idea is to 
enforce that, from an external observer 
point of view, everything must appear 
as if the operations were executed se-
quentially. This is the sequential consis-
tency notion (or serializability), which 
has been used since early 1976 in the 
database context to guarantee that 
transactions appear to have executed 
atomically.38 However, sequential con-
sistency is not composable. The stron-
ger consistency condition of lineariz-
ability (or atomicity) requires that the 
total order of the operations respects 
the order on non-overlapping opera-
tions.22 Linearizability is illustrated in 
the sidebar “An Atomic (Linearizable) 
Execution of Processes,” that describes 
an execution in which three processes 
access an atomic read/write register R.

Read/Write Register on Top  
of Message-Passing Systems
Perhaps the most basic shared ob-
ject is the read/write register. In the 
shared memory context, there are im-
plementations from very simple regis-
ters (that only one process can write, 
and another can read), all the way to 
a multi-writer multireader (MWMR) 
register, that every process can write 
and every process can read; for exam-
ple, see Herlihy.21

Distributed message-passing sys-
tems often support a shared memory 
abstraction and have a wide accep-
tance in both research and commer-
cial computing, because this abstrac-
tion provides a more natural transition 
from uniprocessors and simplifies 
programming tasks. We describe here 
a classic fault-tolerant implementa-
tion of a read/write register on top of 
a message passing system.

It is relatively easy to build atomic 
read/write registers on top of a reli-
able asynchronous message-passing 
system, for example, Raynal,36 but if 
processes may crash, more involved 
algorithms are needed. Two important 
results are presented by Attiya, Bar-Noy 
and Dolev:2

 ˲ An algorithm that implements an 
atomic read/write register on top of 
a system of n asynchronous message-
passing processes, where at most t < 
n/2 of them may crash.

 ˲ A proof of the impossibility of 

An Atomic (Linearizable)  
Execution of Processes p1, p2, and p3  
on xRead/Write Register R.

Here R = 3

Omniscient observer’s

time line
Here R = 2Here R = 1

p1

p2

p3

R.read() → 1 R.read() → 2

R.read() → 2

R.write(1) R.write(2)

R.write(3)

From an external observer point of view, it appears as if the operations 
were executed sequentially, at the sequence of linearization points 
of the read/write operations (indicated by the dotted arrows)
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Algorithm 2. ABD’s implementation of read/write register: write operation.

quorum, pi terminates the write op-
eration.

On its server side, a process pi that 
receives a write_req message sent by 
a process pj during phase 1 of a write 
operation, sends it back an acknowl-
edgment carrying the sequence num-
ber associated with the latest value it 
saved in regi .When it receives write_
req message sent by a process pj dur-
ing phase 2 of a write operation, it up-
dates its local data regi implementing 
REG if the received timestamp is more 
recent (with respect to the total order 
on timestamps) than the one saved in 
timestampi, and, in all cases, it sends 
back to pj and acknowledgment (so pj 
terminates its write).

It is easy to see that, due to the in-
tersection property of quorums, the 
timestamp associated with a value v by 
the invoking process pi is greater than 
the ones of the write operations that 
terminated before pi issued its own 
write operation. Moreover, while con-
current write operations can associate 
the same sequence number with their 
values, these values have different (and 
ordered) timestamps.

The operation REG.read(). Algorithm 
3 implements operation REG.read(), 
with a similar structure as the imple-
mentation of operation REG.write().

Notice that the following scenario 
can occur, which involves two read op-
erations read1 and read2 on a register 
REG by the processes p1 and p2, respec-
tively, and a concurrent write opera-
tion REG.write(v) issued by a process 
p3. Let ts(v) be the timestamp associ-
ated with v by p3. It is possible that the 
phase 1 majority quorum obtained by 
p1 includes the pair (v, ts(v)), while the 
one obtained by p2 does not. If this oc-
curs, the first read operation read1 ob-
tains a value more recent that the one 
obtained by the second read2, which 
violates atomicity. This can be easily 
solved by directing each read operation 
to write the value it is about to return as 
a result. In this way, when read1 termi-
nates and returns v, this value is known 
by a majority of processes despite asyn-
chrony, concurrency, and a minority 
of process crashes. This phenomenon 
(called new/old inversion) is prevented 
by the phase 2 of a read operation (as il-
lustrated in the accompanying figure).

We have seen how the combina-
tion of intersecting quorums and 

building an atomic read/write register 
when t ≥ n/2.

This section presents the algorithm, 
referred to as the ABD Algorithm, which 
illustrates the importance of the ideas 
of reducing concurrent thinking to 
sequential reasoning. A more detailed 
proof as well as other algorithms can 
be found.2,4,37

Design principles of ABD. Each writ-
ten value has an identity. Each process 
is both a client and a server. Let REG be 
the multi-writer multi-reader (MWMR) 
register that is built (hence, any pro-
cess is allowed to read and write the 
register). On its client side a process pi 
can invoke the operations REG.write 
(v) to write a value v in REG, and REG.
read() to obtain its current value. On 
its server side, a process pi manages 
two local variables: regi which locally 
implements REG, and timestampi, 
which contains a timestamp made up 
of a sequence number (which can be 
considered as a date) and a process 
identity j. The timestamp timestampi 
constitutes the “identity” of the value 
v saved in regi (namely, this value was 
written by this process at this time). 
Any two timestamps 〈sni, i〉 and 〈snj, 
j〉 are totally ordered by their lexico-
graphical order; namely, 〈sni, i〉 < 〈snj, j〉 
means (sni < snj) ∨ (sni = snj ∧ i < j).

Design principles of ABD: intersect-
ing quorums. A process pi broadcasts 
a query to all the processes and waits 
for acknowledgments from a majority 
of them. Such a majority quorum set, 
has the following properties. As t < n/2, 
waiting for acknowledgments from a 
majority of processes can never block 
forever the invoking process. More-
over, the fact that any two quorums 
have a non-empty intersection implies 
the atomicity property of the read/
write register REG.

The operation REG.write(v). This 
operation is implemented by Algo-
rithm 2. When a process pi invokes 
REG.write(v), it first creates a tag 
denoted (tag) which will identify the 
query/response messages generated 
by this write invocation. Then (phase 
1), it executes a first instance of the 
query/response exchange pattern 
to learn the highest sequence num-
ber saved in the local variables time-
stampj of a majority of processes pj . 
When this is done, pi computes the 
timestamp ts which will be associat-
ed with the value v it wants to write in 
REG. Finally (phase 2), pi starts a sec-
ond query/response pattern in which 
it broadcasts the pair (v, ts) to all the 
processes. When it has received the 
associated acknowledgments from a 
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Algorithm 3. ABD’s implementation of read/write register: read operation.

timestamps, two ideas useful in other 
situations, facilitate the implementa-
tion of atomic read/write registers in 
asynchronous message-passing sys-
tems where a minority of process may 
crash. And how sequential thinking for 
shared registers can be used at the up-
per abstraction level.

The World of Concurrent Objects
A read/write register is a special case 
of an object. In general, an object is 
defined by the set of operations that 
processes can invoke, and by the be-
havior of the object when these opera-
tions are invoked sequentially. These 
can be represented by an automaton 
or by a set of sequential traces. In the 
case of an automaton, for each state, 
and each possible operation invoca-
tion, a transition specifies a response 
to that invocation, and a new state 
(the transition is often a determinis-
tic function, but not always). Thus, 
usual data structures from sequen-
tial programing, such as queues and 
stacks, can be used to define concur-
rent objects.

Consensus. At the core of many situ-
ations where sequential reasoning 
for concurrent programming is used 
(including state machine replication) 
are agreement problems. A common 
underlying abstraction is the consen-
sus object. Let CONS be a consensus 
object. A process pi can invoke the op-
eration CONS.propose(v) once. The 
invocation eventually returns a value v′. 
This sequential specification for CONS 
is defined by the following properties.

 ˲ Validity. If an invocation returns v 
then there is a CONS.propose(v).

 ˲ Agreement. No two different values 
are returned.

 ˲ Termination. If a process invokes 
CONS.propose(v) and does not crash, 
the operation returns a value.

All objects are not equal in an asyn-
chronous, crash-prone environment. 
Consensus objects are the strongest, 
in the sense that (together with read/
write registers), they can be used to im-
plement, despite asynchrony and pro-
cess crashes, any object defined by a 
sequential specification. Other impor-
tant objects, such as a queue or a stack 
are of intermediate strength: they can-
not be implemented by asynchronous 
processes, which communicate using 
read/write registers only. Such imple-

New/old inversion scenario.

mentations, that require that any op-
eration invoked by a process that does 
not crash must return (independently 
of the speed or crashes of other pro-
cesses), are said to be wait-free.

One way of measuring the synchro-
nization power of an object in the 
presence of asynchrony and process 
crashes is by its consensus number. 
The consensus number of an object 
O is the greatest integer n, such that 
it is possible to wait-free implement a 
consensus object for n processes from 
any number of objects O and atomic 
read/write registers. The consensus 
number of O is ∞ if there is no such 
greatest integer. As an example, the 
consensus number of a Test&Set ob-
ject or a stack object is 2, while the con-
sensus number of a Compare&Swap 
or Load/Link&Store/Conditional (LL/
SC) object is ∞. We will discuss a LL/
SC object later. These ideas where first 
discussed by Herlihy.19

State Machine Replication
A concurrent stack can be implement-
ed by executing the operations pop() 
and push() using mutual exclusion. 
However, as already indicated, this 
strategy does not work if processes may 
crash. The state machine replication 
mechanism25,39 is a general way of imple-
menting an object by asynchronous 
processes communicating by message-
passing. We will discuss implementa-
tions where the processes may fail by 
crashing; there are also implementa-
tions that tolerate arbitrary (Byzantine) 
failures.7 We should point out that non-
deterministic automata sometimes ap-
pear in applications and pose addition-
al challenges for implementations.

The general idea is for the processes 
to agree on a sequential order of the 
concurrent invocations, and then each 
one to simulate the sequential specifi-
cation automaton locally. We illustrate 
here the approach with a total order 

The phase 1 majority quorum
obtained by p1 contains 

the pair (v, ts(v))

p2

p1

p3

The phase 1 majority quorum
obtained by p2 does not contain 

the pair (v, ts(v))

read2()

read1()

REG.write(v)
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broadcast mechanism for reaching the 
required agreement.

Total order broadcast. The TO-broad-
cast abstraction is an important primi-
tive in distributed computing, which 
ensures that all correct processes 
receive messages in the same order.18,37 
It is used through two operations, 
TO _ broadcast() and TO _ deliver(). 
A process invokes TO _ broadcast(m), 
to send a message m to all other pro-
cesses. As a result, processes execute  
TO_deliver() when they receive a (to-
tally ordered) message.

TO-broadcast illustrates one more 
general idea within the theory of 
mastering concurrent programming 
through sequential thinking: the iden-
tification of communication abstrac-
tions that facilitate building concur-
rent objects defined by a sequential 
specification.

State machine replication based on 
TO-broadcast. A concurrent imple-
mentation of object O is described 
in Algorithm 4. It is a universal con-
struction, as it works for any object O 
defined by a sequential specification. 
The object has operations opx(), and 
a transition function δ() (assuming 
δ is deterministic),where δ(state, opx 
(paramx)) returns the pair 〈state′, res〉, 
where state′ is the new state of the ob-
ject and res the result of the operation.

The idea of the construction is sim-
ple. Each process pi has a copy statei of 
the object, and the TO-broadcast ab-
straction is used to ensure that all the 
processes pi apply the same sequence 
of operations to their local representa-
tion statei of the object O.

Implementing TO-broadcast from 
consensus. Algorithm 5 is a simple con-
struction of TO-broadcast on top of an 
asynchronous system where consensus 
objects are assumed to be available.18

Let broadcast(m) stand for “for 
each j ∈ {1, . . . , n} do send(m) to pj 
end for.” If the invoking process does 
not crash during its invocation, all pro-
cesses receive m; if it crashes an arbi-
trary subset of processes receive m.

The core of the algorithm is the 
background task T. A consensus ob-
ject CS[k] is associated with the itera-
tion number k. A process pi waits until 
there are messages in the set pendingi 
and not yet in the queue to_deliver-
ablei. When this occurs, process pi 
computes this set of messages (seq) 

Algorithm 4. TO-broadcast-based universal construction.

Algorithm 5. Implementing TO-broadcast from consensus.

Circumventing Consensus 
Impossibility

Three ways of circumventing the consensus impossibility:

˲  The failure detector approach8 can abstract away synchrony assumptions 
sufficient to distinguish between slow processes and dead processes.

˲  In eventually synchronous systems14 there is a time after which the processes 
run synchronously. The celebrated Paxos algorithm is an example.28

˲  By using random coins5 consensus is solvable with high probability.

˲  Often not all combinations of input values occur.29
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Universal Construction 
based on LL/SC

and order them. Then it proposes seq 
to the consensus instance SC[k]. This 
instance returns a sequence saved in 
resi, which is added by pi at the end of 
its local queue to_deliverablei.

When are Universal  
Constructions Possible?
An impossibility. A fundamental re-
sult in distributed computing is the 
impossibility to design a (determinis-
tic) algorithm that solves consensus 
in the presence of asynchrony, even if 
only one process may crash, either in 
message-passing or read/write shared 
memory systems.16 Given that consen-
sus and TO-broadcast are equivalent, 
the state machine replication algo-
rithm presented above cannot be im-
plemented in asynchronous systems 
where processes can crash.

Thus, sequential thinking for con-
current computing has studied proper-
ties about the underlying system that 
enable the approach to go through. 
There are several ways of considering 
computationally stronger (read/write 
or message-passing) models,35,37 where 
state machine replication can be im-
plemented. Some ways, mainly suited 
to message-passing systems, are pre-
sented in the sidebar “Circumventing 
Consensus Impossibility.” Here, we 
discuss a different way, through power-
ful communication hardware.

Systems that include powerful ob-
jects. Shared memory systems usually 
include synchronization operations 
such as Test&Set, Compare&Swap, or 
the pair of operations Load Link and 
Store Conditional (LL/SC), in addi-
tion to read/write operations. These 
operations have a consensus number 
greater than 1. More specifically, the 
consensus number of Test&Set is 2, 
while the consensus number of both 
Compare&Swap and the pair LL/SC, is 
+∞. Namely, 2-process (but not a 3-pro-
cess) consensus can be implemented 
from Test&Set, despite crash failures. 
Compare&Swap (or LL/SC) can imple-
ment consensus for any number of 
processes. Hence, for any n, any ob-
ject can be implemented in an asyn-
chronous n-process read/write system 
enriched with Compare&Swap (or LL/
SC), despite up to n−1 process crashes. 
Furthermore, there are implementa-
tions that tolerate arbitrary, malicious 
(Byzantine) failures.7,37

State machine replication based on 
LL/SC. To give more intuition about 
state machine replication, and further-
more, about the way that blockchains 
work, we present an implementation 
based on LL/SC. (Another option is 
based on Compare&Swap, but it is not 

“self-contained” in the sense it has to 
deal with the ABA problem.35)

The intuition of how the LL/SC op-
erations work is as follows. Consider a 
memory location M, initialized to ⊥, ac-
cessed only by the operations LL/SC. As-
sume that if a process invokes M.SC(v) 

Algorithm 6. Implementing a consensus object CONS from the operations LL/SC.



86    COMMUNICATIONS OF THE ACM    |   JANUARY 2020  |   VOL.  63  |   NO.  1

review articles

tion δ. To do so, when a process invokes 
append(X), X consists of a transition 
to be applied to the state machine. The 
state of the object is obtained through 
a read() invocation, which returns 
the sequence of operations which have 
been sequentially appended to the led-
ger, and then locally applying them 
starting from the initial state of the ob-
ject (see Raynal37 for more details).

Three remarkable properties. The 
apparently innocent idea of a read() 
operation that returns the list of com-
mands that have been applied to the 
state machine, opens the discussion of 
one of the remarkable points of distrib-
uted ledgers that has brought them to 
such wide attention. The possibility of 
guaranteeing a tamperproof list of com-
mands. The blockchain implementa-
tion is by using cryptographic hashes 
that link each record to the previous one 
(although the idea has been known in 
the cryptography community for years).

The ledger implementation used in 
Bitcoin showed it is possible to have a 
state machine replication tolerating 
Byzantine failures that scales to hun-
dreds of thousands of processes. The 
cost is temporarily sacrificing consis-
tency—forks can happen at the end of 
the blockchain, which implies that the 
last few records in the blockchain may 
have to be withdrawn.

The third remarkable property 
brought to the public attention by dis-
tributed ledgers is the issue of who 
the participants can be. As opposed to 
classic algorithms for mastering con-
currency through sequential thinking, 
the participants do not have to be a pri-
ori-known, can vary with time, and may 
even be anonymous. Anyone can ap-
pend a block and read the blockchain 
(although there are also permissioned 
versions where participants have to be 
registered, and even hybrid models). In 
a sense, a distributed ledger is an open 
distributed database, with no central 
authority, where the data itself is dis-
tributed among the participants.

Agreement in dynamic, Byzantine sys-
tems. Bitcoin’s distributed ledger im-
plementation is relatively simple to ex-
plain in the framework of state machine 
replication. Conceptually it builds on 
randomized consensus (something 
that had already been carefully studied 
in traditional approaches, as noted in 
the sidebar “Circumventing Consensus 

it has previously invoked M.LL(). The 
operation M.LL() is a simple read of 
M which returns the current value of 
M.LL(). When a process pi invokes 
M.SC(v) the value v is written into M if 
and only if no other process invoked 
M.SC() since its (pi) last invocation of 
M.LL(). If the write succeeds M.SC() re-
turns true, otherwise it returns false.

Algorithm 6 is a simple implemen-
tation of consensus from the pair of 
operations LL/SC, which tolerates any 
number of process crashes.

In the sidebar “Universal Construc-
tion Based on LL/SC,” there is a shared-
memory, LL/SC based universal con-
struction.15 Looking at the algorithm, 
one begins to get a feeling for the dis-
tributed ledgers discussed next.

Distributed Ledgers
Since ancient times, ledgers have been 
at the heart of commerce, to represent 
concurrent transactions by a permanent 
list of individual records sequentialized 
by date. Today we are beginning to see 
algorithms that enable the collaborative 
creation of digital distributed ledgers 
with properties and capabilities that go 
far beyond traditional physical ledgers. 
All participants within a network can 
have their own copy of the ledger. Any of 
them can append a record to the ledger, 
which is then reflected in all copies in 
minutes or even seconds. The records 
stored in the ledger can stay tamper-
proof, using cryptographic techniques.

Ledgers as universal constructions. 
Mostly known because of their use 
in cryptocurrencies, and due to its 
blockchain implementation,30 from 
the perspective of this paper a distrib-
uted ledger is a byzantine fault-tolerant 
replicated implementation of a spe-
cific ledger object. The ledger object 
has two operations, read() and ap-
pend(). Its sequential specification 
is defined by a list of blocks. A block 
X can be added at the end of the list 
with the operation append(X), while 
a read() returns the whole list. In the 
case of a cryptocurrency, X may contain 
a set of transactions.

Thus, a ledger object, as any other 
object, can be implemented using a 
Byzantine failures-tolerant state ma-
chine replication algorithm. Converse-
ly, a ledger can be used as a universal 
construction of an object O defined by 
a state machine with a transition func-

While resources  
are physical 
objects, data  
is digital objects.
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Impossibility”), through the following 
ingenious technique to implement it. 
Whenever several processes (not neces-
sarily known a priori, hence the name 
of “dynamic system”) want to concur-
rently append a block, they participate 
in a lottery. Each process selects a ran-
dom number (by solving cryptographic 
puzzles) between 0 and some large in-
teger K, and the one that gets a number 
smaller than k << K, wins, and has the 
right to append its desired block.

The implementation details of the 
lottery (by a procedure called proof of 
work) are not important for this arti-
cle; what is important here is that with 
high probability only one wins (and se-
lected at random). However, from time 
to time, more than one process wins, 
and a fork happens, with more than 
one block being appended at the end 
of the blockchain. Only one branch 
eventually pervades (in Bitcoin this is 
achieved by always appending to the 
longest branch). This introduces a new 
interesting idea into the paradigm of 
mastering concurrency through se-
quential thinking: a trade-off between 
faster state machine replication, and 
temporary loss of consistency. In other 
words, the x operations at the very end 
of the blockchain, for some constant 
x (which depends on the assumptions 
about the environment) cannot yet be 
considered committed.

The Limits of the Approach
It is intuitively clear, and it has been 
formally proved, that linearizability or 
even serializability may be costly. Re-
cent papers in the context of shared 
memory programming, argue that it is 
often possible to improve performance 
of concurrent data structures by relax-
ing their semantics.9 In the context 
of distributed systems, eventual con-
sistency is widely deployed to achieve 
high availability by guaranteeing that 
if no new updates are made to a given 
data item, eventually all accesses to 
that item will return the last updated 
value (despite its name is not techni-
cally a consistency condition.3). In the 
case of distributed ledgers, we have 
seen the benefit that can be gained by 
relaxing the sequential approach to 
mastering concurrency: branches at 
the end of the blockchain (such as Bit-
coin) temporarily violate a consistent 
view of the ledger. Still, blockchains 

suffer from a performance bottleneck 
due to the requirement of ordering all 
transactions in a single list, which has 
prompted the exploration of partially 
ordered ledgers, based on directed acy-
clic graphs such as those of Tangle or 
Hedera Hashgraph.

The CAP Theorem formalizes a fun-
damental limitation of the approach 
of mastering concurrency through se-
quential reasoning—at most, two of the 
following three properties are achiev-
able: consistency, availability, partition 
tolerance.17 This may give an intuition 
of why distributed ledgers implemen-
tations have temporary forks. An alter-
native is a cost in availability and post-
pone the property that every non-failing 
participant returns a response for all 
operations in a reasonable amount of 
time. We have already seen in the ABD 
algorithm that the system continues to 
function and upholds its consistency 
guarantees, provided that only a minor-
ity of processes may fail.

Finally, another fundamental limita-
tion to the approach of mastering con-
currency through sequential reasoning 
is that not all concurrent problems of 
interest have sequential specifications. 
Many examples are discussed in Casta-
ñeda et al.,10 where a generalization of 
linearizability to arbitrary concurrent 
specifications is described. 
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instructors were asked to label which 
were bimodal and which were not. The 
other half of the instructors saw the 
histograms first, and then were asked 
to respond to the statements. The de-
ception was that all the histograms 
were generated from normal distri-
butions, yet participants who agreed 
with the Geek Gene statements were 
more likely to identify the distribu-
tions as bimodal.

As in all empirical studies involv-
ing humans, we can disagree about 
the details. How UBC counts withdraw-
ing from a class or failing a class in the 
grade distribution is probably different 
than many institutions. There is some 
possibility that participants might 
have seen the histograms, then gone 
back to change their answers on the 
statements. There can and should be 
more studies on these questions.

This paper does not prove there is 
no Geek Gene. There may actually be 
bimodality in CS grades at some (or 
even many) institutions. What this pa-
per does admirably is to use empirical 
methods to question some of our long-
held (but possibly mistaken) beliefs 
about CS education. Through papers 
like these, we will learn to measure 
and improve computing education, 
by moving it from folk wisdom to evi-
dence-based decision-making. 

Mark Guzdial (mjguz@umich.edu) is a professor of 
electrical engineering and computer science in the 
College of Engineering and a professor of information in 
the School of Information at the University of Michigan, 
Ann Arbor, MI, USA.
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M A N Y  C O M P U T E R  S C I E N C E  teachers 
have told me that some students just 
get computer science—and others 
do not. We certainly have a lot of evi-
dence that students enter introducto-
ry computer science courses with big 
differences in skills. Some students 
have already had years of program-
ming experience, while others have 
never programmed at all. The ques-
tion is whether those gaps close or di-
verge further.

Are the differences between stu-
dents in CS classes explained by ex-
perience and background, or are the 
differences innate? Innate difference 
among CS students has been dubbed 
the Geek Gene. Many CS teachers 
believe a Geek Gene (or something 
similar) is necessary to succeed in 
CS, and not everyone has it. A 2007 
study found 77% of surveyed CS faculty 
strongly disagreed with the statement: 
“Nearly everyone is capable of suc-
ceeding in computer science if they 
work at it.” CS teachers point to a bi-
modal distribution of grades in their 
CS classes as evidence for its exis-
tence. Some students “get it” and do 
well, while others do not, which ap-
pears as two peaks in a grade distribu-
tion. Is it real? Are some students born 
to be computer scientists, and are oth-
ers unlikely to succeed because they 

do not have the right stuff?
There is a long history of research-

ers trying to discover the variables that 
predict student success in computer 
science class. Probably the most fa-
mous of these had the odd title “The 
Camel has Two Humps.” It was never 
published in a peer-reviewed venue, 
was not replicated in multiple at-
tempts, and was later retracted—but 
its power persists because it rings 
true to many. The underlying research 
questions are important: What skills 
and knowledge predict success in CS? 
How can we measure them? Can we 
teach any missing but necessary skills 
and knowledge explicitly?

The following paper “Evidence 
that Computer Science Grades Are 
Not Bimodal” by Elizabeth Patitsas, 
Jesse Berlin, Michelle Craig, and 
Steve Easterbrook takes aim at belief 
in the Geek Gene. If there is a Geek 
Gene, one would expect bimodal 
grade distributions in CS classes. If 
grades are not bimodal, perhaps the 
Geek Gene is just a figment of teach-
ers’ biases. The authors explicitly 
check a large corpus of grade data 
for bimodality, and then run a study 
with CS teachers as participants to 
determine if belief in innate differ-
ences may itself explain why teachers 
see bimodality in grades. This paper 
is important for showing student 
performance may not be bimodal 
and for offering evidence of an alter-
native, plausible hypothesis.

 ˲ First, they review all final grades in 
every undergraduate class from 1996 to 
2013 at the University of British Colum-
bia (UBC). This dataset included over 
700 sections and over 30,000 grades. 
85% of the grade distributions were 
normally distributed.

 ˲ Then, they run a deception study. 
They recruit 60 CS instructors. Half 
were asked to agree or disagree with 
statements like in the 2007 study: 
“Some students are innately predis-
posed to do better at CS than others,” 
and then shown a set of histograms 
representing grade distributions. The 
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Abstract
Although it has never been rigorously demonstrated, there 
is a common belief that grades in computer science courses 
are bimodal. We statistically analyzed 778 distributions of 
final course grades from a large research university and 
found that only 5.8% of the distributions passed tests of mul-
timodality. We then devised a psychology experiment to 
understand why CS educators believe their grades to be 
bimodal. We showed 53 CS professors a series of histograms 
displaying ambiguous distributions that we asked them to 
categorize. A random half of participants were primed to 
think about the fact that CS grades are commonly thought to 
be bimodal; these participants were more likely to label 
ambiguous distributions as “bimodal.” Participants were 
also more likely to label distributions as bimodal if they 
believed that some students are innately predisposed to do 
better at CS. These results suggest that bimodal grades are 
instructional folklore in CS, caused by confirmation bias 
and instructor beliefs about their students.

1. INTRODUCTION
It is a prevailing belief in the computer science education 
community that CS grades are bimodal, and much time has 
been spent speculating and exploring why that could be (For 
a review, see Ahadi and Lister1.) These discussions generally 
do not include statistical testing of whether the CS grades 
are bimodal in the first place. From what we have seen, peo-
ple take a quick visual look at their grade distribution, and if 
they see two peaks, they conclude that it is bimodal. But eye-
balling a distribution is unreliable; for example, if you expect 
the data to have a certain distribution, you are more likely to 
see it.

Anecdotally, we have seen new instructors and TAs (and 
students) who have shown histograms of grades and told the 
grades were “bimodal.” The bimodality perception hence 
becomes an organizational belief, and those who enter the 
community of practice of CS educators are taught this belief.

1.1. Explanations for bimodal grades
A number of explanations have been presented for why CS 
grades are bimodal, all of which begin with the assumption 
that this is the case.

Prior experience. A bimodal distribution generally indicates 
that two distinct populations have been sampled together.5 
One explanation for bimodal grades is that CS1 classes have 
two populations of students: those with experience, and 
those without.1

In many places, high school CS is not common or stan-
dardized, and so students enter university CS with differing 
amounts of prior experience. However, this explanation fits 

The original version of this paper was published in the 
Proceedings of the 2016 ACM Conference on International 
Computing Education Research (ICER).

students into only two bins. Prior experience is not as simple 
as “have it” vs. not-there is a wide range of how much prior 
programming experience students may have, and practice 
with nonprogramming languages such as HTML/CSS could 
also be beneficial.18

Learning edge momentum, stumbling points, and thresh-
old concepts. One family of explanations posits that some 
CS concepts are more difficult for students to learn, and if 
they miss these concepts, they fall behind, whereas their 
peers advance ahead of them. As it is typically taught, CS1 
builds on itself heavily. So once a student falls behind, they 
continue to fall further and further behind.1 This may be 
exacerbated by the fact that some concepts may be key to 
understanding (“threshold concepts”). One might think of 
this explanation as a variant of the prior-experience explana-
tion, where the students who have better study skills suc-
ceed, and those with weaker skills fall behind.

The Geek Gene Hypothesis. Some would instead argue 
that the two populations in CS1 classes are those who have 
some “natural talent,” giftedness, or predisposition to suc-
ceed at computing. Guzdial has referred to this belief as the 
“Geek Gene Hypothesis”.6 This belief appears to be quite 
prevalent. In a survey of CS faculty, Lewis found that 77% of 
them strongly disagree with the statement “Nearly everyone 
is capable of succeeding in the computer science curricu-
lum if they work at it.”14 However, there seems to be little evi-
dence that there is indeed a “Geek Gene”, and plenty of 
evidence that effective pedagogy allows for all students to 
succeed.8

Coarse assessment. Another line of explanation impli-
cates instructors’ assessment tools as the source of bimod-
ally distributed grades.28, 20 A common trend on CS exams is 
to ask a series of long-answer coding questions. Zingaro  
et al. found that these questions offer only coarse assess-
ment information to instructors: students either put all the 
pieces together, or fail to. Instructors do not adequately 
identify when a student has partial understanding nor quan-
tify how much understanding a student has of a concept.

As an alternative, Zingaro et al. experimentally compared 
using short-answer questions that build upon each other to 
have one isomorphic long-answer question. When the different 
conceptual parts of the question were broken up, the result-
ing grades were normally distributed. The all-or-nothing 
nature of long-answer questions could lead to grades more 
likely to be (or appear) bimodal.28

Or perhaps CS grades are not bimodal? A competing view 
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of CS grades put forth by Lister is that the grades are not, in 
fact, bimodal.15 Lister observed that CS grade distributions 
are generally noisy, and in line with what statisticians would 
accept as normally distributed. Lister argued that the percep-
tion of bimodal grades results from instructors’ beliefs in the 
Geek Gene Hypothesis, and hence, instructors see bimodal-
ity where there is none.15 Lister’s argument was theoretical, 
and based on statistical theory; in this paper, we test his argu-
ment by statistically analyzing actual grade distributions.

2. WHAT IS A BIMODAL DISTRIBUTION?
To properly tackle the question of “are CS grades bimodal?”, 
we should first clearly establish what bimodality means. For 
a comprehensive discussion of this, we suggest the reader 
consult25; we summarize some major points of that article in 
this section.

Most standard continuous probability distributions have 
a mean, a median, a mode, and some measure of the distri-
bution’s width (variance). Standard distributions include the 
normal (Gaussian), Pareto, Poisson, Cauchy, Student’s t, and 
logistic distributions. When we plot them (or likely, a sample 
thereof) with a histogram, we see their probability density. All of 
these distributions have a single mode, and have a probabil-
ity density that can be modeled with a function that has a 
single term. For example, the normal distribution’s PDF is

In this function, a represents the height of the curve’s peak, 
b is the position of the center of the peak, and c represents 
the width of the curve.27

In contrast, a bimodal distribution has two distinct 
modes. A ‘multimodal’ distribution is any distribution with 
multiple distinct modes (two or more). For example, con-
sider these examples from.25 Both are created by the equal 
mixture of two triangular distributions (solid lines). The 
sums are shown with dashed lines:

As we can see, when the two subdistributions are far away 

(example a), we get a distribution with two peaks. But when 
the two subdistributions are close together (example b), they 
add together to form a plateau, with a single peak. Example 
a is considered bimodal; example b is not.

The same is true for normal distributions (also from 
Schilling et al.25):

For a distribution to be bimodal, the subdistributions 

cannot overlap too much. As shown in Schilling et al.25, for 
the two distributions to be sufficiently far apart, the distance 

between the means of the two distributions needs to exceed 
2σ. This, however, assumes that the two distributions have 
the same variance. More formally, if the two subdistribu-
tions do not have the same variance, then for their sum to be 
bimodal, the following must hold26:

2.1. Histograms can deceive
Consider this histogram of sepal widths for the Iris species 
versicolor, taken from the Wikipedia page on “normal 
distribution”27:

The data has two peaks, but the data is considered to be 

sampled from a normal distribution. If we were to try and 
model this data as the mixture of two normal distributions, 
the two subdistributions would be too close together to pro-
duce two distinct peaks. The simplest way to model this data 
is as a normal distribution, especially as this is consistent 
with biological theory.

Remember that what we see in a histogram is a result of 
how we select the bins. It is possible to bin this data in a way 
that does not have two ‘peaks’ (for example, by using larger 
bin intervals, or shifting the bin boundaries). With grade 
distributions, ceiling effects are common: if you take nor-
mally distributed data, and then lower the values above 
100% down to 100%, you may wind up seeing a second “peak” 
in your histogram’s top bin. For an illustration, see distribu-
tion 6 in Figure 1.

3. STUDY 1: GRADES ANALYSIS
Are CS grades bimodal, or unimodal? To test this, we 
acquired the final grade distributions for every undergradu-
ate CS class at the University of British Columbia (UBC), 
from 1996 to 2013. This represents 778 different lecture sec-
tions, containing 30,214 final grades (average class size: 75). 
We analyzed this data to see what distribution(s) it may have 
most likely come from. Frequentist null-hypothesis testing 
is the standard in computer science education research; for 
readers who are unfamiliar interpreting p values from null-
hypothesis tests, we recommend consulting Goodman.4

3.1. Testing for multimodality
We began by computing the kurtosis for each class. Kurtosis 
is a measure of how ‘tailed’ the data is: high kurtosis means 
a distribution has a sharp peak and short tails, whereas low 
kurtosis implies low peak(s) and long tails.

If you look back at the illustration of adding two normal 
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distributions together, for the bimodal example, the distri-
bution winds up being rather spread out horizontally. That 
distribution has low kurtosis. Indeed, for a distribution to 
be spread out far enough horizontally to allow for multimo-
dality, it necessarily will have low kurtosis.

The normal distribution has a kurtosis of three. A distri-
bution with a kurtosis greater than three cannot be 
bimodal.26 We found that 323 of the 778 classes had a kurto-
sis less than 3. This means that 455 (58%) of the classes were 
not bimodal, and that at most 323 (42%) classes could be 
bimodal.

Hartigan’s Dip Test. Hartigan’s Dip Test is a test for test-
ing whether data is multimodal (bimodal, trimodal, etc.). It 
looks at whether there is a “dip” in between the possible 
means and how deep the “dip” is (essentially: whether there 
is a concave-up section in the distribution). We applied 
Hartigan’s Dip Test to the 323 classes that had a kurtosis 
less than 3. We chose to apply the test only to these 323 
classes rather than the full 778 set in order to reduce the 
likelihood of false positives. For Hartigan’s Dip Test, the 
null hypothesis is that the population is unimodal. As such, 
our null hypothesis for each of the 323 tests was that a given 
class is unimodal.

Results of the Dip Test. Of the 323 classes that had a kurto-
sis below three, 45 classes yielded a p value from Hartigan’s 
Dip Test that was below our α value of 0.05. This is 13.9% of 
all the classes on which we ran Hartigan’s Dip Test, or 5.8% 
of all the classes in our data set.

We chose the standard α value of 0.05. This means that if 
the null hypothesis is true (unimodal), the chance of a false 
null hypothesis rejection is 5%.4 If the null hypothesis is 
false (multimodal), the chance of a false null hypothesis 
rejection is 0%, because we cannot falsely reject a false null 
hypothesis.4 Until it is known whether the null hypothesis is 
true or not, the chance of a false positive lies between 0% 
and 5%.a4

It could be the case that all 45 classes where we can reject 
the null hypothesis are indeed multimodal. But also given 
the noisiness of grading, ceiling effects, and small sample 
sizes, it could still be the case that all of these 45 classes are 
indeed unimodal.4

Although we cannot give conclusive determinations on a 
given null hypothesis test, the results here do provide infor-
mation. Even in the unlikely case that all 45 of these classes 
are indeed multimodal, we see that multimodal distribu-
tions are far from being typical.b

35
30

25
20

15
10

5
0

20
15

10
5

0
20

20
15

10
5

0

5
10

15
20

25
30

0

5
10

15
20

25
30

0

0 20 40 60 80 100

40 60
Mark (%)

Mark (%)

0 20 40 60 80 100

Mark (%)

0 20 40 60 80 100

Mark (%)

Mark (%)

Distribution 1 Distribution 2 Distribution 3

Distribution 4 Distribution 5 Distribution 6

Fr
eq

ue
nc

y
Fr

eq
ue

nc
y

Fr
eq

ue
nc

y

Fr
eq

ue
nc

y

Fr
eq

ue
nc

y

20
15

10
5

0

Fr
eq

ue
nc

y

80 100
0 20 40 60 80 100

Mark (%)

0 20 40 60 80 100

Figure 1. The six histograms shown to participants, all of which were generated using GNU R’s rnorm function. A ceiling of 100% was used, 
which is most evident in Distribution 6. Each generated distribution had 100 points, and was generated with an average of 60 and standard 
deviation of 5 and displayed as a histogram with bins of size 10.

a To give the reader a sense of the reliability of Hartigan’s Dip Test, we gen-
erated 100,000 distributions with R’s rnorm with n=100, µ=60, and σ=5. A 
total of 133 distributions (1.3%) were tested as multimodal per Dip Test. 
This gives us some indication that false positives will occur with the test, but 
likely less than 5.8%.
b Many people have asked whether first-year classes are more likely to be multi-
modal than upper-level classes. Given how few classes passed the test of multi-
modality, we do not have sufficient data one way or the other to properly evaluate 
this. More data and replication at other universities would be needed to properly 
test if multimodal distributions occur more often in lower-level courses.
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interpretation is also not alone: our results support Lister’s 
argument that CS grades are generally not bimodal.

We invite readers to replicate our findings at other insti-
tutions.c The code to replicate the analysis is available 
online at https://github.com/patitsas/bimodality.

4. STUDY 2: HUMAN INTERPRETATION OF  
DISTRIBUTIONS
So if CS grades are rarely bimodal, why does the belief in 
bimodality persist? An insight came one day when generat-
ing some random normal distributions in R: with only 100 
data points, the resulting histogram often had more than 
one peak and could be easily erroneously perceived as 
“bimodal”. A typical “large class” does not have a large 
enough sample size to consistently provide a smooth curve. 
Indeed, many of the distributions produced by R’s rnorm 
looked very much like the grade distributions we had seen in 
our own classes and called “bimodal.”

Interested in whether instructor perceptions affect the 
interpretation of noisy distributions, we designed an experi-
ment wherein participants are presented with histograms of 
distributions produced by R’s rnorm function, and asked to 
categorize the distribution (normal, bimodal, uniform, etc.). 
We initially had two research questions:

1. Do CS instructors who believe in innate ability catego-
rize more noisy distributions as bimodal?

2. If we prime participants that CS distributions are com-
monly thought to be bimodal, are they then more likely 
to see bimodal distributions in the noise?

Once we analyzed our data for those two research ques-
tions, a third research question arose:

3. If instructors label noisy distributions as bimodal, are 
they more likely to agree with the idea of innate CS 
ability? (i.e., is there a possible feedback loop between 
looking at distributions and instructors’ beliefs?)

4.1. Experimental design
A difficulty in studies looking at priming effects is that you 
cannot state the purpose of the study in the consent form. If 
you do, then you are priming participants, even the partici-
pants you want in your control group. To disguise our study, 
we presented it as one asking people how often they saw 
various distribution shapes in their own classes.

We presented each participant with the six histograms as 
shown in Figure 1, all of which we generated using R’s 
rnorm function. We generated a few dozen histograms and 
selected the six histograms from that pool: one to be clearly 
normal (distribution 1), one that was mildly skewed as 
though students who were failing were pushed up to 50% (dis-
tribution 5), one where the ceiling effect was visible (distri-
bution 6), and three noisy distributions which had multiple 
peaks (distributions 2–4).

We asked each participant whether they saw this shape of 

3.2. Testing for normality
A variety of null hypothesis tests, such as Anderson-
Darling, Shapiro-Wilk, and Pearson’s chi-squared test 
determine whether a dataset is normal. We chose Shapiro-
Wilk, because it has been found to have the highest statis-
tical power.21

Shapiro-Wilk test. For the Shapiro-Wilk test, the null 
hypothesis is that the population is normally distributed. So, if 
p < α, we can reject the null hypothesis and have evidence that 
the population is not normally distributed. We could reject the 
null hypothesis for 106 classes. This indicates that 13.6% of the 
classes in the data set are not normally distributed. As with the 
results of Hartigan’s Dip Test, this does not mean that the null 
hypothesis is necessarily false in these cases. There are many 
reasons a distribution could not be normal: for example, it 
could be too skewed, it could be the wrong shape (e.g., triangu-
lar and uniform), or it could be multimodal.

It is worth noting that of the 45 classes where we rejected 
the null hypothesis that they were unimodal, for 44 of these 
classes we also rejected the null hypothesis that they were 
not-normal. As such, 44 of the 106 (41.5%) of the classes that 
were tested as being not-normal were also tested as being 
multimodal.

For the 86.4% of classes where we failed to reject the null 
hypothesis, we cannot guarantee that they are actually nor-
mal (type II error). To give an estimate of how many are actu-
ally normal, we bootstrapped a likely beta value. This yielded 
an estimated false negative rate of 1.48%.

From our data, we estimate that 85.1% of the final grades 
in UBC’s CS classes are normally distributed. This indicates 
that grades from a computer science class are typically 
 normal—not bimodal.

Skewness. Although most of the distributions appear to 
be normally distributed, it is worth noting that the aver-
age skewness of all the distributions is –0.33, whereas a 
normal distribution should have a skewness of zero. If 
we only consider the distributions whose test results 
indicated normality, the average skewness is –0.13. This 
provides some sanity checking on our normality testing: 
the “normal” distributions are not particularly skewed. 
For the classes where we rejected the null hypothesis of 
normality (i.e., probably not normal), the average skew-
ness was higher. Likely, this is why many of these classes 
were indicated by Shapiro-Wilk as not normal. Higher 
skewness could also be a result of the ceiling effect in 
grade distributions.

3.3. Discussion
We only examined final grades: our analysis did not include 
term grades. And as grades only came from one institution, 
one may wonder about generalizability. We tried to acquire 
grade distributions from other institutions, but generally 
found it difficult to gather the same scale of data. What 
stood out for us is that our colleagues (both at UBC and else-
where) would routinely assert that their CS grades are 
bimodal, and our analysis gives evidence to the contrary. 
Although we cannot assert from this analysis that every uni-
versity has the same distributions as UBC, the large scale of 
data both in numbers and time-span is compelling. Our 

c Since the original ICER publication, our findings have been replicated at a 
university in the United States.2

http://mags.acm.org/communications/january_2020/TrackLink.action?pageName=94&exitLink=https%3A%2F%2Fgithub.com%2Fpatitsas%2Fbimodality
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distribution in their own classes (“very often” to “never” on a 
Likert scale), and how they would categorize the distribution 
(normal, bimodal, multimodal, uniform, and others). We 
randomly assigned participants to one of two treatments:

Treatment 0: participants were asked whether they 
agreed that CS ability is innate, then asked to categorize 
the distributions, and were not being primed to think 
about bimodality.

Treatment 1: participants were primed to think about the 
common-held belief about CS grade distributions, before 
they saw the distributions; after that, we asked whether they 
agreed that CS ability is innate.

The survey’s five pages are described in Table 1. For each 
question, we created a shorthand label, shown in sans-serif, 
for use in our analysis.

Because so many of the potential participants were our 
colleagues, we deliberately did not collect names and iden-
tify information about participants. We did not want to 
know who was or was not a participant, nor how they 
responded to the survey.

As a courtesy, we offered participants the option of 
having their email recorded on a separate platform if 
they wanted us to follow up with them about the results 
of the study.

We did not look at this email list until after our analysis 
was complete.

4.2. Participants
We recruited 60 CS instructors, mostly from the SIGCSE 
members’ list. Some participants were recruited from other 
online CS education communities, and some were recruited 
at ICER 2015. Fifty-three participants completed every ques-
tion on the survey; twenty-eight were in Treatment 0 (the 
nonprimed group), and twenty-five were in Treatment 1 (the 

primed group). The participants who had provided their 
emails for follow-up purposes were debriefed. As fewer than 
half of the participants had provided their email, we posted 
open debriefing statements to the online communities 
where we had recruited participants.

4.3. Results
For each participant, we computed a value we call “seeing-
bimodality,” which is how many of the six distributions the 
participant had categorized as bimodal or multimodal. In 
our data, seeing-bimodality ranged from 0 to 5.

Regression on seeing-bimodality. We wanted to see if 
 seeing-bimodality could be predicted by participants’ responses 
to our questions. The regression we performed was to model 
seeing-bimodality as a function of innately-predisposed,  
all-succeed, look-histo, and look-letter (shorthand names from 
Table 1).

When visualizing the results, we noticed that the rela-
tionship between seeing-bimodality and the Likert questions 
varied between the two treatments. As a nonparametric 
equivalent of ANCOVA, we performed an ordinal logistic 
regression on the two treatments separately using the 
polr function from R’s MASS library, and then used the 
Anovafunction from the car package to compare the two. 
This allowed us not only to test whether there were relation-
ships between seeing-bimodality and the Likert questions, 
but to see if these relationships were different for the two 
treatments. This approach required computing 28 p values. 
To reduce the chance of false positives from using multiple 
statistical tests, we applied a Šidák correction, which 
reduced our α level to 0.002 for this section of our analysis.

In both our regressions on Treatment 0 and on Treatment 1, 
we found a significant relationship between seeing-bimodality 
and participants’ responses to the questions related to innate 
ability (all-succeed and innatelypredisposed).d

We then looked to see if this relationship was stronger in 
one treatment than the other. In both questions about 
innate ability, the effect was significantly stronger in the 
treatment where subjects were primed to think about CS 
grades being bimodal, as shown in Table 2.

Both regressions also revealed a statistically significant 
relationship between seeing-bimodality and how often partici-
pants reported looking at histograms of their grades (look-
histo). This relationship was not statistically significantly 
different between the two treatment groups.

Perhaps unsurprisingly, there was a strong negative 

Table 2. Results of the Anova of the regressions on the two  
treatments; that is, does the relationship between a given factor and 
seeing-bimodality differ between the two treatments?

 LR Chisq Df Signif?

innately-predisposed
all-succeed
look-histo
look-letter

11.0
14.8

4.1
6.1

2
3
4
4

yes
yes
no
no

d Regression tables are provided in the original ICER publication, and are 
omitted due to page limitations.

Table 1. The pages of the survey.

1.  Questions about how large their typical class was (“class-size”) and 
how long they had been teaching (“years-experience”).

2.  A priming question: ‘It is a commonly held belief that CS grade 
 distributions are bimodal. Do you find this to be the case in your  
teaching?’ (“have-bimodal”)

3. Questions on how often they look at their grade distributions:
•  ‘When teaching, how often do you look at histograms of your 

 students’ grades? (This applies both to term work and final grades.)’ 
(“look-histo”)

•  ‘How often do you look at how many students fall into each letter 
category (A, B, etc.)? (This applies both to term work and final 
grades.)’ (“look-letter”)

4.  Six histograms, all generated with GNU R’s rnorm, shown in Figure 1. 
For each histogram, we asked two questions:
•  ‘How often do you see the shape of [this distribution] in your 

classes?’
• ‘What sort of distribution would you describe [this distribution] as?’

5.  Likert-style questions on innate ability (5 points, Strongly Agree to 
Strongly Disagree):
•  Nearly everyone is capable of succeeding in computer science if they 

work at it. (“all-succeed”)
•  Some students are innately predisposed to do better at CS than 

 others. (“innately-predisposed”)

Pages 2 and 5 were swapped for a random half of the participants. We chose the  
all-succeed question because it had been used previously in the literature.
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Geek Gene Hypothesis. We consider our evidence weak 
because our study was underpowered, and caution should 
be taken in interpreting the lack of significance in the sec-
ond treatment.

We were initially surprised that regularly looking at 
histograms of grades was associated with a higher 
score for seeing-bimodality. This led us to add our third 
research question, based on the idea that it could be 
that the more often you look at your grades, the more it 
solidifies your conception of what your grades are like. 
This supports our observation that categorizing distri-
butions as bimodal increases belief in innate ability. 
System justification theory explains how once you are 
forced to take a position on a subject, you are more likely 
to believe and defend it.11 Our approach to priming—
stating that it is a commonly held belief that CS grade dis-
tributions are bimodal—may have strengthened our 
participants’ beliefs about the bimodality of CS grades. 
Because the survey presents us, the researchers, as author-
ity figures, and we imply that grades may be bimodal, 
some participants could assume it to be true because of 
our endorsement.

When we piloted our survey, some participants opined 
that they believed that some students were predisposed 
because of prior experience, rather than inherent 
brilliance.

We did not have a representative sample of CS educa-
tors. The educators who participate in CS education com-
munities are generally much more invested in their 
teaching than their peers who do not. Furthermore, some 
of our participants may be familiar with Ahadi and Lister1, 
which could have influenced their responses. But we 
would expect the SIGCSE community to be less inclined 
to believe in innate ability than their non-SIGCSE peers. 
We still had enough participants who agreed with the 
hypothesis for us to conduct our analysis. Future work is 
needed to replicate our findings with a more representa-
tive sample of CS educators.

Supporting literature. Our findings agree with the psy-
chology literature: people’s biases affect their decision-
making more when they are judging more ambiguous 
information.10 For example, Heilman et al. found that 
resumes of extremely qualified candidates were likely to 
be judged worthy of a salary increase regardless of the 
gender listed on the resume—but for resumes of ambigu-
ously qualified candidates, resumes with male names were 
more likely to be viewed positively than those with female 
names.10 Eyesnck et al. studied the interpretation of writ-
ten sentences as either threatening or nonthreatening by 
people who have anxiety and by a control group.3 They 
found that unambiguously threatening or nonthreaten-
ing sentences were interpreted similarly between groups, 
but participants with anxiety were more likely than con-
trols to label ambiguous sentences as threatening. Visual 
information is also subject to this phenomenon: Payne et 
al. showed participants a series of photos of people hold-
ing either guns or ambiguous objects, and participants 
were more likely to identify the ambiguous object as a gun 
if it was held by a black person.19

correlation between all-succeed and innately predisposed. 
Those who felt there was an innate predisposition to do well 
in CS also felt that not everyone could succeed in the field.

Regression on all-succeed. After finding a one-way 
relationship between grade perceptions and the innate-
ness belief, we wanted to see if there was any evidence of a 
feedback loop between the two. Because all-succeed and 
innately predisposed correlated so highly, we found they 
were interchangeable as measures of belief in innate abil-
ity. As logistic regression involves only one dependent vari-
able, we had to pick one of the two to use. We chose to do 
this analysis with all-succeed because the question item 
had been used in another study.14

Recall that our study was set up so that a random half 
of the participants categorized distributions and then 
were asked about innate ability (Treatment 1), whereas 
the other half were asked about innate ability and then 
categorized the distributions (Treatment 0). If there is a 
feedback loop here, we would expect that seeing-bimodality 
would predict all-succeed in Treatment 1, but not in 
Treatment 0.

Guidelines for statistical power in logistic regression sug-
gest that an α level of 0.05 requires 10–20 data points per 
independent variable in your model.16 Because this part of 
the analysis requires the statistical power to reject a null 
hypothesis, we modeled all-succeed as only a function of 
seeing-bimodality, and set α = 0.05.

For Treatment 1, we found that seeing-bimodality was a sta-
tistically significant predictor of all-succeed. In Treatment 0, 
it was not. This indicates that there is a feedback loop 
between categorizing distributions as bimodal and agree-
ment with the idea of innate ability. We hence have observed 
evidence for the relationships illustrated in Figures 2 and 3.

4.4. Discussion
With regard to the feedback loop between seeing-bimodality 
and all-succeed, we have some weak evidence that catego-
rizing distributions as bimodal increases belief in the 

are told that
CS grades are
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Figure 2. Individual-level feedback loop leading individuals to 
categorize ambiguous distributions as bimodal.
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Figure 3. Social-level feedback loops leading individuals to 
categorize ambiguous distributions as bimodal.
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this is a common and inherent phenomenon in CS classes. 
The perception of bimodal grades provides evidence to the 
Geek Gene narrative that some students “have it” and 
some do not. And when new educators who have been 
primed to see bimodality then begin teaching and do not 
see all their students learning, these new educators can 
then see this as evidence of the Geek Gene. The reproduc-
tion of the Geek Gene Hypothesis is hence social in nature.

5.2. The “Geek Gene” is an equity issue
Debunking the “Geek Gene” is also important for equity 
reasons. Recent studies have found that academic disci-
plines in which “brilliance” is seen as necessary for success 
have less gender diversity.13 Looking at the history of sci-
ence, women and people of color were long denied entry 
and acknowledgment in science because they were seen 
as lacking the “brilliance” needed to do science.23 If com-
puting ability is viewed as being the result of a “Geek 
Gene,” then educators may use this as a reason not to 
teach students who they perceive as lacking this “gene.” 
Similarly, they could lower expectations of these 
groups and encourage them less—which is troubling 
given evidence that teacher expectations have an effect on 
student performance.22

6. CONCLUSION
Our analysis of one institution’s CS grades indicates that 
although bimodal grade distributions can be found, they 
are far from typical. Much more commonly, grade distri-
butions are normal (85.1% of cases) or highly skewed uni-
modal distributions. Our psychology experiment found 
that participants who were more likely to label ambigu-
ous distributions as bimodal were also more likely to 
report a belief in an innate ability to succeed in CS. This 
suggests that instructor beliefs play a role in the percep-
tion of bimodality.

Priming participants to think about the common per-
ception of bimodal grades also led to participants being 
more likely to label ambiguous distributions as bimodal. 
This suggests that confirmation bias plays a role in the 
belief that bimodal grades are typical.

Given that the belief that CS ability is innate is wide-
spread among CS educators, there is likely a social ele-
ment to the confirmation bias. This belief in bimodality 
appears related to the belief in innate ability, which in 
turn has been implicated in the under-representation of 
women and minorities in computing. We encourage edu-
cators reading this paper to take time to analyze the 
grades in their own classes, and bring the same level of 
rigor and skepticism we would use in our research to 
understand our own teaching.
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Furthermore, belief can affect judgment regardless of 
ambiguity. For example, Kahan et al. found that partici-
pants were more likely to get a math problem incorrect if 
the correct result would disagree with their political 
beliefs.12 It is hence plausible that a computer scientist 
who believes in the Geek Gene Hypothesis could look at 
an unambiguously unimodal distribution and still view it 
as bimodal.

5. THE GEEK GENE HYPOTHESIS  
AS A SOCIAL DEFENSE
Once again, our findings support Lister’s hypothesis that 
CS grades are generally not bimodal and this perception 
stems from instructors expecting to find bimodal grades 
due to a belief in the Geek Gene Hypothesis. We now go a 
step further and argue that the perception of bimodality 
is a social defense in the CS education community.

In sociology and social psychology, a “social defense is 
a set of organizational arrangements, including struc-
tures, work routines, and narratives, that functions to 
protect members from having to confront disturbing 
emotions stemming from internal psychological conflicts 
produced by the nature of the work”.17

5.1. Social defenses in teaching
Guzdial reports that teachers generally have a high level of 
self-efficacy (great confidence in their teaching ability) at the 
start of their career. This then plummets as they face the 
realities of classroom teaching but slowly returns with time.9 
Teacher self-efficacy is not necessarily tied to teaching abil-
ity: university educators often get little meaningful feedback 
on how their students are learning, given their large class 
sizes and lecture-based pedagogies.9

Guzdial notes that if an individual university-level CS 
educator has high self-efficacy, and sees evidence of stu-
dents not learning, then it is rational for them to believe that 
the problem lies with the students and that the problem is 
innate to them—that is, beyond the ability of the teacher to 
influence.9 Compounding this, Sahami and Piech have 
observed that CS educators are more aware of their top and 
bottom students than they are of their average students, giv-
ing educators a biased perception of their students’ abili-
ties.24 Guzdial argues that CS educators have poor results, 
because we so frequently use ineffective teaching methods.7 
Zingaro et al. suggest that not only do CS educators fre-
quently use ineffective pedagogies, they also frequently use 
ineffective assessment tools.28, 20

We theorize that the Geek Gene Hypothesis is a social 
defense: it is easier for computer science educators to blame 
innate qualities of their students for a lack of learning than 
it is for the educators to come to terms with the ineffective-
ness of their teaching.

A social defense is a phenomenon on a social scale, in 
contrast to Guzdial’s observation about individual teach-
ers. When numerous educators bond over how their stu-
dents just “do not have it,” it allows for the Geek Gene 
hypothesis to go from one individual’s suspicion to a 
social narrative. And as bimodal grade distributions 
sometimes do occur, those cases are used to argue that 
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Boston College
Non Tenure-Track Positions in Computer 
Science

The Computer Science Department of Boston 
College seeks to fill one or more non-tenure-track 
teaching positions, as well as shorter-term visit-
ing teaching positions. All applicants should be 
committed to excellence in undergraduate edu-
cation and be able to teach a broad variety of un-
dergraduate computer science courses. Faculty in 
longer-term positions will also participate in the 
development of new courses that reflect the evolv-
ing landscape of the discipline.

Minimum requirements for the title of As-
sistant Professor of the Practice, and for the title 
of Visiting Assistant Professor, include a Ph.D. in 
Computer Science or closely related discipline.

Candidates without a Ph.D. would be eligible 
for the title of Lecturer or Visiting Lecturer.

We will begin reviewing applications on Octo-
ber 15, 2019 and will continue considering appli-
cations until the positions are filled. Applicants 
should submit a cover letter, CV, and a separate 
teaching statement and arrange for three confi-
dential letters of recommendation that comment 
on their teaching performance to be uploaded 
directly to Interfolio. To apply go to https://apply.
interfolio.com/68339. Boston College conducts 
background checks as part of the hiring process. 
Information about the university and our de-
partment is available at https://www.bc.edu and 
http:// cs.bc.edu.

Boston College is a Jesuit, Catholic university 
that strives to integrate research excellence with 
a foundational commitment to formative liberal 
arts education. We encourage applications from 
candidates who are committed to fostering a di-
verse and inclusive academic community. Boston 
College is an affirmative action/equal opportu-
nity employer.

Boston College
Tenure-Track Assistant Professor of Computer 
Science

The Computer Science Department of Boston 
College seeks a tenure-track Assistant Professor 
beginning in the 2020-2021 academic year. Suc-
cessful candidates for the position will be expect-
ed to develop strong research programs that can 
attract external funding in an environment that 
also values high-quality undergraduate teaching. 
Outstanding candidates in all areas of Computer 
Science will be considered, with a preference for 
those who demonstrate a potential to contribute 
to cross-disciplinary teaching and research in con-
junction with the planned Schiller Institute for 
Integrated Science and Society at Boston College.

A Ph.D. in Computer Science or a closely re-
lated discipline is required. See http://cs.bc.edu 
and https://www.bc.edu/bc-web/schools/mcas/
sites/schiller-institute.html for more informa-

ence must be dated within the past year; and cop-
ies of transcripts indicating all graduate course 
work. 

For a complete job description & instructions 
on how to apply for this position visit https://
bgsu.hiretouch.com/ or contact the Office of Hu-
man Resources, BGSU. Application deadline is 
January 20, 2020. Background check and official 
transcripts indicating highest degree earned are 
required for employment. BGSU is an AA/EEO/
Vet employer. We encourage applications from 
women, minorities, veterans, and persons with 
disabilities regardless of age, gender identity, ge-
netic information, religion, or sexual orientation.

Rutgers University
Tenure-Track Position in Computer Science 

The Computer Science Department at Rutgers 
University invites applications for a tenure-track 
position. We are especially interested in hiring 
at the Assistant Professor level in the area of Cy-
bersecurity, but invite applications in all areas of 
Computer Science at all levels. We take a broad 
view of security within Computer Science, includ-
ing formal and algorithmic approaches to secure 
computation and communication; empirical 
approaches to the security of deployed software 
and systems; and research on the security of data, 
such as privacy, authenticity and digital foren-
sics; as well as interdisciplinary security research 
linking innovative Computer Science to its impli-
cations for regulation, public policy or business 
strategy. 

The appointment will start September 1, 
2020. Responsibilities include research, supervi-
sion of PhD students, and teaching undergradu-
ate and graduate level courses in Computer Sci-
ence. Pursuit of external research funding is 
expected.

Qualifications
Successful completion of a PhD or equivalent in 
Computer Science or a closely related field is re-
quired by the start date.

Application Instructions
Applicants should submit their CV, a research 
statement addressing both past and future work, 
a teaching statement, and contact information 
for three references at http://jobs.rutgers.edu/
postings/104678. Applications received by Janu-
ary 15, 2020 will be given priority. 

For questions, contact: santosh.nagara-
katte@cs.rutgers.edu.

The CS Department is strongly committed 
to increasing the diversity of our faculty and wel-
comes applications from women, dual-career 
couples, historically underrepresented popula-
tions and candidates with disabilities. Offer is 
contingent upon successful completion of all pre-
employment screenings. Rutgers is an affirmative 
action/equal opportunity employer.

tion. Application review is ongoing. Boston Col-
lege conducts background checks as part of the 
hiring process.

Submit a cover letter, a detailed CV and teach-
ing and research statements. Arrange for three 
confidential letters of recommendation to be 
uploaded directly to Interfolio. To apply go to 
https://apply.interfolio.com/68273.

Boston College is a Jesuit, Catholic university 
that strives to integrate research excellence with 
a foundational commitment to formative liberal 
arts education. We encourage applications from 
candidates who are committed to fostering a di-
verse and inclusive academic community. Boston 
College is an affirmative action/equal opportu-
nity employer.

Bowling Green State University
Assistant Professor – Computer Science

Department of Computer Science: Assistant Pro-
fessor in Data Science, Bowling Green State Uni-
versity. Tenure-track faculty position available 
August 2020. 

Responsibilities: The successful candidate 
will develop a productive research program sup-
ported by external funding, teach effectively at 
the undergraduate and graduate levels, advise 
undergraduate and graduate students, and pro-
vide service to the department, university, and 
profession.

Minimum Qualifications: A Ph.D. or equiva-
lent in computer science or related discipline 
(e.g., Data Science, Information Science, Engi-
neering). ABDs will be considered as long as the 
requirements for the degree are completed by 
August 2020; research experience in a data sci-
ence related area, including but not limited to 
machine learning, deep learning, natural lan-
guage processing, data mining, data quality, and 
data analysis; demonstrated record of teaching 
effectiveness, such as teaching records, student 
evaluations, and/or use of instructional tools and 
technologies; demonstrated record of research 
productivity, with at least one or more peer re-
viewed journal/conference publications that have 
been accepted Preferred Qualifications: estab-
lished background in data science as evidenced 
by peer-reviewed publications, reports, and/or 
scientific presentations; teaching experience at 
the college level (course instructor, teaching as-
sistant, teaching practicum), particularly in the 
areas of data science

Credentials Required for Application: Cover 
letter, detailing data science related teaching and 
research experience; curriculum vitae; statement 
of teaching philosophy and evidence of teaching 
effectiveness; statement of research interests 
and agenda; statement of contributions or com-
mitment to diversity in higher education; one or 
more pdf files of in-press manuscripts or publica-
tions within the last 3 years; contact information 
for three professional references, letter of refer-
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University of Macau
Assistant/Associate Professor in Computer 
and Information Science
Ref. No.: FST/CIS/AAP/11/2019

The Department of Computer and Information 
Science (CIS) of the University of Macau (UM) in-
vites applications for the position of Assistant / 
Associate Professor in Cloud Computing and Dis-
tributed and Parallel Computing. We are seeking 
candidate with a proven track record in research 
and education.

CIS offers Bachelor’s, Master’s and Doctoral 
degrees programmes. Currently, it has 25 aca-
demic staff, around 220 undergraduate students 
and 215 postgraduate students. UM is the only 
public comprehensive university in Macao, Eng-
lish is its working language. UM is among the top 
1% in ESI rankings in both Engineering and Com-
puter Science. In the THE World University Rank-
ings, the Computer Science programme is ranked 
among the top 200.

The candidates must have an earned PhD de-
gree in related areas. Preference will be given to 
candidates with specialties in cloud computing 
and parallel and distributed system support for 
big data and artificial intelligence.

Applicants should visit https://career.admo.
um.edu.mo/ for more details and apply ONLINE.

University of Maryland, Baltimore 
County (UMBC)
Multiple Open Rank Tenure-Track Faculty 
Positions in the Department of Information 
Systems

The Department of Information Systems (IS) at 
UMBC invites applications for three open rank 
tenure-track faculty positions starting August 
2020. Successful candidates will complement 
and extend our current strengths in AI, Data 
Science, Human-Centered Computing, Health 
IT, and Software Engineering. Candidates with 
research interests cross-cutting multiple areas 
are particularly encouraged to apply. Strong can-
didates with a research emphasis in other areas 
may also be considered. Candidates must have 
earned a PhD in Information Systems, Computer 
Science, or a related field by August 2020.  

All candidates are expected to establish a 
collaborative, externally funded, and nationally 
recognized research program and to contribute 
to teaching both graduate and undergraduate 
courses effectively. Innovation is expected in 
pedagogical methods, course content, and cur-
riculum development as well as in advising and 
mentoring of a diverse student body. Candidates 
for Associate Professor rank should also have a 
strong record of research, teaching, service, and 
a sustained externally-funded research program. 
Candidates for Full Professor rank should also 
demonstrate leadership in their field, hold an 
excellent academic record, and show a history of 
securing external funds for multiple sizable re-
search projects. 

The department offers undergraduate de-
grees in Information Systems and Business Tech-
nology Administration and MS and PhD degrees 
in both Information Systems and Human-Cen-
tered Computing, including an innovative online 
MS program in IS and a professional masters’ 
program in Health IT. Our faculty are actively en-

Southern University of Science and 
Technology (SUSTech)
Professor/Associate Professor/Assistant 
Professor

The Department of Computer Science and En-
gineering (CSE, http://cse.sustc.edu.cn/en/), 
Southern University of Science and Technol-
ogy (SUSTech) has multiple Tenure-track fac-
ulty openings at all ranks, including Professor/
Associate Professor/Assistant Professor. We are 
looking for outstanding candidates with demon-
strated research achievements and keen interest 
in teaching, in the following areas (but are not 
restricted to): 

 ˲ Data Science 
 ˲ Artificial Intelligence 
 ˲ Computer Systems (including Networks, 

Cloud Computing, IoT, Software Engineering, 
etc.) 

 ˲ Cognitive Robotics and Autonomous Systems 
 ˲ Cybersecurity (including Cryptography) 

Applicants should have an earned Ph.D. de-
gree and demonstrated achievements in both 
research and teaching. The teaching language at 
SUSTech is bilingual, either English or Putong-
hua. It is perfectly acceptable to use English in all 
lectures, assignments, exams. In fact, our exist-
ing faculty members include several non-Chinese 
speaking professors. 

As a State-level innovative city, Shenzhen 
has identified innovation as the key strategy for 
its development. It is home to some of China’s 
most successful high-tech companies, such as 
Huawei and Tencent. SUSTech considers entre-

preneurship as one of the main directions of the 
university. Strong supports will be provided to 
possible new initiatives. SUSTech encourages 
candidates with experience in entrepreneurship 
to apply. 

SUSTech is a pioneer in higher education re-
form in China. The mission of the University is 
to become a globally recognized research univer-
sity which emphasizes academic excellence and 
promotes innovation, creativity and entrepre-
neurship. Set on five hundred acres of wooded 
landscape in the picturesque Nanshan (South 
Mountain) area, the campus offers an ideal envi-
ronment for learning and research. 

SUSTech is committed to increase the di-
versity of its faculty, and has a range of family-
friendly policies in place. The university of-
fers competitive salaries and fringe benefits 
including medical insurance, retirement and 
housing subsidy, which are among the best 
in China. Salary and rank will commensurate 
with qualifications and experience. More in-
formation can be found at http://talent.sustc.
edu.cn/en.

We provide some of the best start-up pack-
ages in the sector to our faculty members, in-
cluding one PhD studentship per year, in addi-
tion to a significant amount of start-up funding 
(which can be used to fund additional PhD 
students and postdocs, research travels, and 
research equipments). 

To apply, please provide a cover letter iden-
tifying the primary area of research, curriculum 
vitae, and research and teaching statements, and 
forward them to cshire@sustc.edu.cn.

OPEN RANK TENURE TRACK –  
MULTIPLE COMPUTER SCIENCE FACULTY POSITIONS

Australian National University | Research School of Computer Science

The ANU College of Engineering and Computer Science (CECS)  
is undergoing significant change and expansion through the  

Reimagine investment. This substantial 15-year, commitment will 
transform traditional engineering and computer science  

disciplines for the 21st century.

 This is an exciting time to join our Faculty and be part of a community 
that prides itself on delivering cutting-edge research and  

research-led education to develop future leaders, who will find solutions 
to some of the world’s greatest technological and social challenges. 

To enquire about these positions please contact Computer Science 
Director, Professor Tony Hosking, via email to director.rscs@anu.edu.au

Come and enjoy the fantastic Australian lifestyle, while working for 
a world leading University with outstanding staff benefits, including;

• 17% superannuation
• 26 weeks paid parental leave

• 4 weeks paid annual leave
• Exceptional Professional Development opportunities

www.anu.edu.au/jobs
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The Luddy School of Informatics, Computing, and 
Engineering at Indiana University Bloomington invites 
applications for chair of computer science, a tenured full 
professor position to begin in Fall 2020. This position will 
be appointed as Luddy endowed faculty. The chair will enter 
the School at a transformative period of substantial new 
resources. A recent $60 million gift to the School provides 
funding for significant faculty and student endowments as 
well as a state-of-the-art artificial intelligence facility. The 
Luddy School aspires to be the leading school of computing 
in the world.

The Luddy School seeks a dynamic individual with an 
international reputation and a thirst for excellence to lead the 
school’s computing efforts. The chair will have significant 
ability to shape the growth of computer science in the School, 
including through several new tenure-track faculty lines. 

Candidates from all areas of computer science are encouraged 
to apply. Applicants should have a world-class research 
record, a strategic vision for excellence in computer science 
research and education, and the academic and research 
leadership skills to advance that vision. They should also 
have an established record for excellence and a Ph.D. in 
computer science or another relevant area. 

The School seeks candidates prepared to contribute to our 
commitment to diversity and inclusion in higher education. 
The strongest candidates can demonstrate their experience 
in working with diverse student populations. Women and 
minorities are encouraged to apply. Duties will include 
research, teaching, and service.

The Luddy School was the first of its kind and is among 
the largest in the country. Its mission is to excel and lead in 
education, research, and outreach spanning and integrating 
the full breadth of computing and information technology. 

It includes computer science, informatics, library and 
information science, intelligent systems engineering, and 
data science, with 140 faculty, 1,100 graduate students, and 
2,000 undergraduate majors. It offers Ph.D.s in computer 
science, informatics, information science, and intelligent 
systems engineering, and actively supports entrepreneurship.

Bloomington is a culturally thriving college town with 
a moderate cost of living and the amenities for an active 
lifestyle. IU is renowned for its top-ranked music school, 
high-performance computing and networking facilities, and 
performing and fine arts.

Candidates should review the application requirements and 
apply online at: indiana.peopleadmin.com/postings/8907

For full consideration, submit your application by January 
10, 2020. Applications will be accepted until the position 
is filled. Questions may be sent to: luddyjob+cs-chair@
indiana.edu

Indiana University is an equal employment and affirmative 
action employer, and a provider of ADA services. All qualified 
applicants will receive consideration for employment 
without regard to age, ethnicity, color, race, religion, sex, 
sexual orientation, gender identity or expression, genetic 
information, marital status, national origin, disability status 
or protected veteran status.

INDIANA UNIVERSITY
Luddy School of Informatics, Computing, and Engineering

Chair of Computer Science 
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will be capable of establishing an active research 
program leading to funding, supervising gradu-
ate students, and teaching courses at both the 
undergraduate and graduate levels. Other du-
ties include development of undergraduate and 
graduate courses, advising, and service at the 
university, college, department and professional 
society levels.

Applicants for the Faculty Specialist I/II posi-
tion must have earned a M.S. in computer science 
or a closely related field by August 15, 2020. This 
position is in support of a new online B.S. in cy-
bersecurity and our existing M.S. in cybersecurity. 
Candidates should have a background in cyberse-
curity either through significant work experience 
or education. The successful candidate will be 
capable of teaching and developing a broad range 
of courses in cybersecurity at the undergraduate 
level. Other duties include service at the univer-
sity, college, department and professional society 
levels.

Application screening for both positions will 
start on January 15, 2020; however, the positions 
will remain open until filled.

The Department has 290 undergraduates, 
45 M.S. students and 25 Ph.D. students. We offer 
B.S. and M.S. degrees in computer science and 
cybersecurity, and a Ph.D. in computer science. 
Current active research areas include artificial in-
telligence, compiler optimization, data mining, 
embedded systems/internet of things, formal 
verification, networks, parallel computing, priva-
cy, scientific computing, and security. More infor-
mation regarding Western Michigan University, 
the College of Engineering and Applied Sciences 
and the Department of Computer Science are 
available at http://www.wmich.edu, http://www.
wmich.edu/engineer, and http://www.wmich.
edu/cs, respectively.

The Carnegie Foundation for the Advance-
ment of Teaching has placed WMU among the 
76 public institutions in the nation designated as 
research universities with high research activity.

To apply for this position, please visit: http://
www.wmich.edu/hr/jobs and provide a cover let-
ter, curriculum vitae, research statement (Assis-
tant/Associate Professor Only), teaching state-
ment, and names and contact information of at 
least three references.

WMU is an Equal Employment Opportunity/
Affrmative Action Employer. Minorities, women, 
protected veterans, individuals with disabilities 
and all other qualified individuals are encour-
aged to apply.

bers, 4 members of the National Academy of 
Engineering, 17 IEEE Fellows, and 12 NSF/DOE 
CAREER awardees. The department is housed in 
a new $37.5 million building completed in 2012 
and has an annual research expenditure exceed-
ing $25 million. EECS has a growing enrollment 
of over 825 undergraduate and 275 graduate stu-
dents across the three majors of Electrical Engi-
neering, Computer Engineering, and Computer 
Science. In addition, the department is offering 
an undergraduate minor in cybersecurity, a mi-
nor in datacenter technology and management, 
and developing a minor in data science. Success-
ful faculty candidates will be expected to contrib-
ute to the continued growth and excellence of 
EECS. 

UTK is located in Knoxville TN, within an 
easy driving distance to Asheville, Nashville, At-
lanta and the Great Smoky Mountains. The City 
of Knoxville is a hidden gem with an elegant and 
walkable downtown, rich and varied nightlife 
cultures, vibrant neighborhoods, eclectic restau-
rants, and amazing access to outdoor activities 
of all kinds as well as exciting cultural events 
throughout the year. From Knoxville’s TYS Air-
port, Knoxville has nonstop flights to 22 major 
airports in the US, including direct flights to cities 
such as DC, NYC, Atlanta, Chicago, Denver, and 
Miami. Furthermore, the City of Knoxville and 
the surrounding areas boast great K-12 schools 
and one of the most highly educated populations 
in the entire US. 

From 2007 to 2017, Tennessee’s overall econ-
omy growth ranked #7 among all 50 US states. In 
2019, US News ranks the State of Tennessee in the 
US as the #1 in fiscal stability, #12 in economy, 
and #13 in infrastructure.

For any additional questions, please contact 
Search Committee Chair: Prof. Jian Huang, EECS, 
University of Tennessee, Knoxville, at huangj@
utk.edu.

The University of Tennessee is an EEO/AA/Title 
VI/Title IX/Section 504/ADA/ADEA institution in 
the provision of its education and employment pro-
grams and services. All qualified applicants will 
receive equal consideration for employment and ad-
mission without regard to race, color, national ori-
gin, religion, sex, pregnancy, marital status, sexual 
orientation, gender identity, age, physical or mental 
disability, genetic information, veteran status, and 
parental status.

Western Michigan University
Department of Computer Science
College of Engineering and Applied Sciences
Faculty Positions in Computer Science

Applications are invited for a two tenure-track po-
sitions in the Department of Computer Science 
at Western Michigan University (Kalamazoo, MI) 
starting August 2020. One position is at the Assis-
tant/Associate Professor level and the other is a 
teaching faculty position at the Faculty Specialist 
I/II level.

Applicants for the Assistant/Associate Profes-
sor position must have earned a Ph.D. in com-
puter science or a closely related field by August 
15, 2020. Candidates with expertise in any area of 
computer science are welcome to apply. Of par-
ticular interest are candidates with expertise in 
artificial intelligence, computational medicine, 
or computer security. The successful candidate 

gaged in collaborative interdisciplinary research 
and three of our current faculty have received NSF 
CAREER awards. 

UMBC’s strategic location in the Baltimore-
Washington corridor puts us close to many gov-
ernment agencies and high-tech companies. The 
2018 Chronicle of Higher Education also named 
UMBC as one of the best colleges to work for, for 
the ninth year in a row. UMBC is a national model 
for diversity and inclusive excellence in STEM. We 
especially welcome applications from candidates 
who are willing to contribute to the diversity mis-
sion of the university and the department. Mem-
bers of groups that historically have been under-
represented in the professoriate are especially 
encouraged to apply.

For full consideration, applications for the 
positions must be submitted as PDF files includ-
ing a cover letter, CV, teaching statement (1 page), 
research statement (2 pages), statement of dem-
onstrated commitment to diversity and inclusive 
excellence (1 page), and names of 3 references via 
Interfolio at http://apply.interfolio.com/69677 by 
December 15, 2019.

Candidates’ experience will be evaluated com-
mensurate to the rank to which they apply. For 
inquiries, please email is_faculty_search_2019@
umbc.edu. Review of applications will begin in 
December, 2019 and will continue until the posi-
tions are filled.

UMBC is an Affirmative Action/Equal 
Opportunity Employer and welcomes 
applications from minorities, women,  

veterans, and individuals with disabilities.

University of Tennessee
Three (3) Assistant or Associate Professor 
Positions in Computer Science and Computer 
Engineering

The Department of Electrical Engineering and 
Computer Science (EECS) at The University of 
Tennessee, Knoxville (UTK) is seeking candidates 
for three (3) tenure track faculty members at the 
assistant or associate professor level. Applicants 
should have an earned Ph.D. in Computer Sci-
ence, Computer Engineering, or a related field by 
time of appointment.

The department has sustained an ambitious 
growth period over the past six years. This year, 
we are strategically targeting areas of (1) cyberse-
curity; (2) data analytics, machine learning, and 
artificial intelligence; and (3) Internet of Things 
(IoT), embedded systems, edge computing, and 
mobile computing systems. In all three cases, 
the area of interest is defined broadly. Apply at 
https://academicjobsonline.org/ajo/jobs/15198 
and submit a cover letter, a curriculum vitae, a 
statement of research and teaching interests, 
and contact information for a minimum of three 
professional references. Applicants should have a 
demonstrated commitment to and knowledge of 
equal employment opportunity and affirmative 
action. Application deadline: December 15, 2019. 
Applications received after the deadline may be 
considered until the position is filled.

UTK is the state’s flagship campus and lead-
ing research institution with a strong partnership 
with the nearby Oak Ridge National Laboratory 
(ORNL), where many UTK faculty have ongoing 
joint positions and/or joint research projects.

EECS at UTK has 49 full-time faculty mem-
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last byte 

Solution: 
Here is a simple method. The fox goes 
directly toward where the rabbit is. Af-
ter 50 seconds, the fox arrives. The rab-
bit may have gone 50 meters away. The 
fox goes to that point and arrives in 25 
seconds. The rabbit may have gone 
25 meters away. So, at each turning 
point the time and distance goes down 
by half: 100, 50, 25, 12.5, 6.25, 3.125, 
1.5625, 0.7812, which is less than 1. 
We need at most seven turns. Note that 
the time cannot be shorter because the 
rabbit could just go directly away from 
the fox in which case the fox still needs 
100 seconds to catch the rabbit.

“Fun” question (suggested by my 
colleague Ernie Davis): Suppose the fox 
is distance d away, can move at speed d 
(d > 1) units per second (while the rab-
bit still can move only one unit per sec-
ond), but can never turn. Suppose the 
fox is aimed at the initial position of the 
rabbit but cannot turn. At which angle 
should the rabbit move to always be at 
least one unit away from the fox?

Now for the Upstarts.
Upstart 1: Suppose the fox is at an 

initial distance d from the corridor, 
satisfies the perpendicularity condi-
tion, travels at a speed of s, and can 
make k direction changes while out-
side the corridor. What is the optimal 
strategy for the fox to minimize the 
worst-case time to catch the rabbit?

Upstart 2: The rabbit is a sea serpent 
and the fox is a diver. So this general-
izes Upstart 1 so that both the rabbit 
and the fox are moving in three dimen-
sions with the rabbit moving at speed l 
and the fox at speed s. What is the min-
imum value of k (direction changes) 
for which this is always possible?

Upstart 3: In the three-dimension-
al scenario of Upstart 2, is there a 
general expression for the trade-off 
between the number k of direction 
changes and time complexity, once k 
exceeds the minimum number of di-
rection changes necessary?

All are invited to submit their solutions to 
upstartpuzzles@cacm.acm.org; solutions to upstarts and 
discussion will be posted at http://cs.nyu.edu/cs/faculty/
shasha/papers/cacmpuzzles.html 

Dennis Shasha (dennisshasha@yahoo.com) is a professor 
of computer science in the Computer Science Department 
of the Courant Institute at New York University, New 
York, USA, as well as the chronicler of his good friend the 
omniheurist Dr. Ecco. 

Copyright held by author.
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Publish Your Work 
Open Access 

With ACM!

ACM o� ers a variety of 
Open Access publishing options 

to ensure that your work is 
disseminated to the widest 

possible readership of computer 
scientists around the world.

Please visit ACM’s website 
to learn more about 

ACM’s innovative approach 
to Open Access at: 

www.acm.org/openaccess
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still catch the rabbit in 100 time units?
Solution: The fox could move as 

slowly as sqrt(2) distance units per time 
unit. The approach is as follows: The fox 
continually maintains itself at a point 
that satisfies the perpendicularity con-
dition. If the rabbit moves one unit in a 
time period, this will require the fox to 
move sqrt(2) units to be one unit closer 
to the corridor and still be perpendicu-
lar. So in 100 units it will be right on top 
of the rabbit in the corridor.

Question: Suppose the rabbit can 
go anywhere on an infinite floor and 
the fox is initially also on the floor but 
100 units away. The fox can turn seven 
times and goes twice as fast as the rab-
bit. Can the fox guarantee to catch the 
rabbit in 100 seconds? Is it possible to 
do better?

while outside the corridor. Can the fox 
catch the rabbit in 80 seconds or less?

Solution: Yes. The fox can turn after 
30 seconds to point in the direction of 
the rabbit at that time. The rabbit will 
have left its original resting place and 
traveled at most 30 units away. At that 
time the fox will be only 40 units away 
from the corridor. The diagonal be-
tween the fox and the rabbit is there-
fore at most of length 50, so in another 
25 seconds, the fox will be at the corri-
dor. At that point the rabbit may be 25 
units away. The fox will then capture 
the rabbit in another 25 seconds. This 
gives a total time of 80 seconds.

Question: Suppose the fox starts 
100 units away from the rabbit but 
could change direction at any time. 
How slowly could the fox move but 

T H E E A R LY H I S T O RY of differential 
games gave us the parable of the homi-
cidal chauffeur. The chauffeur, it seems, 
wants to use his car to collide with a 
person running on an infinite plane. 
The car is faster but less maneuverable 
than the runner. The general question 
is: What is a good strategy for each?

In this Upstart Puzzle, I will simplify 
and discretize the problem in order to 
discuss the interrelated questions of 
feedback, impossibility, and time com-
plexity. To begin, consider the scenario 
of the figure in this column. There is a 
scared rabbit inside a straight corridor 
C that is glass-lined so the position of 
the rabbit is known to any observer. A 
fox starts outside the corridor at a point 
such that the line segment of length 
D from the fox to the rabbit is perpen-
dicular to C (hereafter, the perpendicu-
larity condition). The fox’s goal is to be 
able to catch the rabbit, which it can do 
from at most one unit away.

To start, assume the fox is initially 
100 units away and moves twice as 
fast (two distance units per second) as 
the rabbit.

Warm-Up: How long would it take 
the fox to catch the rabbit if the fox 
goes straight to the corridor and then 
turns in the direction of the rabbit? 
Assume the rabbit does everything it 
can to get away.

Solution to Warm-Up: The fox will 
reach the corridor in 50 seconds at 
two units per second, the rabbit will 
be at most 50 units away. In the worst 
case, the fox will catch the rabbit in 
another 50 seconds. This gives a total 
of 100 seconds.

Question: Suppose the fox is al-
lowed to change direction just once 

Upstart Puzzles 
Feedback for Foxes
Searching for the best strategy for shifty maneuvers. 

DOI:10.1145/3372389  Dennis Shasha 

Suppose a rabbit can move one unit per second inside a corridor and a fox two units per 
second whether inside or outside. Further suppose the fox can change direction once outside 
the corridor and can take either direction once inside the corridor. When and how should the 
fox change direction outside the corridor to minimize the time needed until the fox is at most 
one unit away from the rabbit inside the corridor?

[CONTINUED ON P.  103]
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IoTDI’20
5th  ACM/IEEE International Conference on

Internet of Things Design and Implementation

April 21-24, 2020 – CPS-IoT Week – Sydney, Australia
https://conferences.computer.org/iotDI/2020/

ACM/IEEE IoTDI is the premier venue for all topics related to the 
Internet of Things: an interdisciplinary forum to discuss challenges, 
technologies, and emerging directions in system design and 
implementation that  pertain to the IoT.

Topics covered include:
• Analytic foundations and theory of IoT
• Reliability, security, timeliness, and robustness in IoT systems
• Novel protocols and network abstractions
• Data streaming architectures and data analytics for IoT
• AI/ML for IoT & embedded systems
• IoT-motivated cyber-physical and Industrial IoT (IIoT) systems
• Novel quality requirements and their enforcement mechanisms
• Cloud back-ends and resource management for IoT applications
• Edge and fog computing
• Personal, wearable, and other embedded networked front-ends
• Social computing and human-in-the-loop issues
• Applications for specific domains (smart cities, health,  ITS, …)
• Deployment experiences, case studies & lessons learned
• Evaluation and testbeds 
• Energy/power management & harvesting for IoT platforms

General Chairs
Gian Pietro Picco (Univ. of Trento, Italy)
Prashant Shenoy (UMASS, Amherst, USA)

Program Chairs
Valerie Issarny (INRIA, France)
Archan Misra (SMU, Singapore)

Steering Committee Chairs
Tarek Abdelzaher (UIUC, USA)
Hui Lei (IBM Watson Health Cloud, USA)

Poster & Demo Chairs
Christopher Stewart (Ohio State, USA)
Rui Tan (Nanyang Tech. Univ., Singapore)

Publicity Chairs
Josiah Hester (Northwestern Univ., USA)
Oana Iova (INSA Lyon, France)
Feng Lin (Zhejiang Univ., China)

Social Media Chair
Tian Guo (Worcester Polytechnic Inst., USA)

Web Chair
Stephen Lee (University of Pittsburgh, USA)
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Berlin  2020

In-Cooperation

ECOOP is Europe’s longest-standing annual Programming Languages 
conference, bringing together researchers, practitioners, and students to 
share their ideas and experiences in all topics related to programming 
languages, software development, object-oriented technologies, systems 
and applications. It welcomes high quality research papers relating to these 
fi elds in a broad sense; solicits both innovative and creative solutions to 
real problems as well as evaluations of existing solutions—evaluations that 
provide new insights; encourages the submission of reproduction studies. 
Areas of interest
Design, implementation, optimization, analysis, and theory of programs, 
programming languages, and programming environments.
Publication
Affordable CC-BY open access in Dagstuhl LIPIcs 
or as journal fi rst in ACM TOPLAS or Elsevier SCP. July 13–17

General Chair
Christian Hammer, U. Potsdam

Program Chair
Robert Hirschfeld, HPI, U. Potsdam

Diversity Chair
Julia Belyakova, Northeastern U.

The 34th Edition of ECOOP

https://2020.ecoop.org

Program Committee
Karim Ali, Davide Ancona, 
Carl Friedrich Bolz-Tereick, John 
Boyland, Shigeru Chiba, Theo 
D’Hondt, Wolfgang De Meuter, 
Sebastian Erdweg, Tim Felgentreff, 
Olivier Flückiger, Lidia Fuentes, 
Richard P. Gabriel, Anitha Gollamudi, 
Elisa Gonzalez Boix, Philipp Haller, 
Christian Hammer, Felienne Hermans, 
Atsushi Igarashi, Stephen Kell, 
Raffi Khatchadourian, Yu David 
Liu, Hidehiko Masuhara, James 
Noble, Klaus Ostermann, Patrick 
Rein, Guido Salvaneschi, Manuel 
Serrano, Jeremy G. Siek, Friedrich 
Steimann, Emma Söderberg, Peter 
Thiemann, Eli Tilevich, Frank Tip, 
Jan Vitek, Tobias Wrigstad

External Reviewers
Erik Ernst, Matthew Flatt, Jeremy 
Gibbons, Doug Lea, Crista Lopes, 
Toni Mattis, Todd Millstein, 
Jens Palsberg, Tomas Petricek, 
Benjamin C. Pierce, Joe Gibbs Politz, 
Tiark Rompf, Laurence Tratt
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